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I grew up in this town, my poetry was born between the hill
and the river, it took its voice from the rain,

and like the timber, it steeped itself in the forests.
—Pablo Neruda

If you have built castles in the air, your work need not be lost;
that is where they should be. Now put the foundations under them.

—Henry David Thoreau

Dedication

For my wife, Mariela, who is a constant reminder that precision and righteousness
go hand and hand.
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INTRODUCTION

C. Greer
National Institute of Standards and Technology, Gaithersburg, MD,

United States

With expectations for between 50 and 200 billion connected

devices worldwide by 2020, the global Internet of Things market

is predicted to expand at a compound annual growth rate of over

31%, exceeding $9T by the 2020 milestone.1

Internet of Things (IoT) concepts are expected to drive prog-
ress across nearly all sectors of the global economy. GE esti-
mates of the Industrial Internet could add $10T to $15T to
global GDP over the next 20 years. Gartner predicts that there
will be 250 million connected vehicles on the road by 2020.
Navigant predicts that the worldwide installed base of smart
meters will grow from over 300 million today to more than 1 bil-
lion by 2022. IDC predicts that the wearable connected fitness
device market will grow from 45 million units in 2015 to 126
million in 2019.

The impact of networking and information technology (NIT) is

stunning. Virtually every human endeavor is affected as advances

in NIT enable or improve domains such as scientific discovery,

human health, education, the environment, national security,

transportation, manufacturing, energy, governance, and

entertainment.2

Realizing the full benefits of these emerging IoT concepts
will require advances in science and engineering to meet the
grand challenges posed by emerging IoT applications in terms
of scale, connectivity, complexity, and interdependence. The
numbers above speak to the issue of scale. The largest growth
in connectivity is expected for devices not traditionally net-
work-connected—devices like home thermostats, street lights,

1See, for example, http://www.intel.com/content/dam/www/public/us/en/images/

iot/guide-to-iot-infographic.png; http://www.technavio.com/pressrelease/the-global-

internet-of-things-market-is-expected-to-grow-at-a-cagr-of-3172-percent.
2President’s Council of Advisors on Science and Technology, Designing a Digital

Future: Federally Funded Research and Development in Networking and Information

Technology, January 2013.
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and automobiles—creating new markets for systems-of-systems
designs. This connectivity is often multinodal—a connected
vehicle may interact not just with the driver, but with other
vehicles, road infrastructure, transportation management sys-
tems, public safety systems, and more—creating increased
levels of complexity and new interdependencies.

These new connections and interdependencies create new
safety and security concerns. Connectivity means that physical
incidents in IoT systems may arise not only from physical
means but from cybersources as well, increasing the attack vec-
tors for important infrastructures with significant economic and
life safety implications. And new interdependencies mean that
a failure or an attack may not be limited to a single technology
or sector.

Removing the cyber-physical barriers in an urban environment

[smart city] presents a host of opportunities for increased

efficiencies and greater convenience, but the greater connectivity

also expands the potential attack surface for malicious actors. In

addition to physical incidents creating physical consequences,

exploited cyber vulnerabilities can result in physical

consequences, as well.3

These safety and security challenges are not limited to a sin-
gle sector. Smart grid, intelligent vehicles, next-generation air
traffic control, and smart cities are just a few examples of sec-
tors where IoT concepts with new safety and security concerns
are being developed and deployed.

The inherent level of automation and controllability of positive

train control systems makes vulnerabilities particularly

dangerous if a malicious actor can exploit them. After obtaining

system-level access, an actor could execute a variety of

commands, many of which could cause a chain of automated

reactions with little or no human oversight.4

Tackling these safety and security challenges requires an
approach that embraces highly complex systems at scale and
encompasses the full system life cycle from conceptualization

3Department of Homeland Security, The Future of Smart Cities: Cyber-Physical

Infrastructure Risk. https://ics-cert.us-cert.gov/sites/default/files/documents/OCIA%

20-%20The%20Future%20of%20Smart%20Cities%20-%20Cyber-Physical%

20Infrastructure%20Risk.pdf, August 2015.
4Department of Homeland Security, The Future of Smart Cities: Cyber-Physical

Infrastructure Risk, https://ics-cert.us-cert.gov/sites/default/files/documents/OCIA%

20-%20The%20Future%20of%20Smart%20Cities%20-%20Cyber-Physical%

20Infrastructure%20Risk.pdf.
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to realization and assurance. This is the realm of advanced sys-
tems engineering and is the theme of this volume. Part I focuses
on the fundamentals, describing how systems in an IoT world
go beyond the ISO/IEC/IEEE 15288 definition of “a combination
of interacting elements to achieve one or more stated purposes”
to include those that are aware of, interact with, and shape the
world around them. This Part also addresses compositionality—
the fact that the properties of an IoT system emerge from the
properties of its components and their interactions. For exam-
ple, the properties of an intelligent transportation system
emerge from those of connected vehicles interacting with each
other and with intelligent intersections, which are in turn
controlled by regional traffic management system, etc. Note
that the interacting components at each level in this composi-
tion is an IoT application in its own right, a cyber-physical sys-
tem that is a codesigned hybrid of information and operational
technologies (IT and OT) that operates in real time. Analysis of
cyber-physical systems—ranging from smart meters and smart
phones to continental-scale electric grids and global communi-
cations networks—is also addressed in Part I.

Part II provides a series of perspectives on safety and secu-
rity, starting with the importance of considering the perspective
of an attacker in developing a safe and secure design for an IoT
system. The perspective of those responsible for producing safe
and secure systems is also addressed, with automobile manu-
facturers as a case study. Cybersecurity as a commercial advan-
tage to a company is also discussed to provide a forward-
looking business-model perspective to make up an intelligent
transportation system. The assurance perspective—how one
may know that a system will do safely and securely what it is
designed to do and not do unsafe and insecure things—is also
addressed. New perspectives in risk management—dubbed risk
engineering—are described that embrace the intricate interde-
pendencies within complex systems that render traditional
approaches based on separation of concerns inadequate.
Finally the role of standards in providing foundations for
interoperability—effective interactions between systems and
composability—the ability of systems to serve as components
of safe and secure systems-of-systems—is described.

Part III describes application of the concepts in Parts I and II
to real-world examples, with cloud computing and smart
grid serving as the primary use cases. The first chapter
describes combining an attack perspective with concepts from
compositionality and risk engineering in designing cloud com-
puting systems that are resilient through effectively managed
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redundancy, diversity, and reconfigurability. A systems-oriented
approach and effective methods for designed-in cybersecurity
for cloud computing systems are addressed in the next chapter.
The third chapter describes the application of systems engineer-
ing and IoT concepts for a safe and secure smart grid. The
final chapter describes the development of formal methods and
languages for IoT applications, using smart grid as an example.

Collectively, the perspectives set out in this volume provide
a foundation for considering the safety and security challenges
posed by complex systems in the digital era. Only by meeting
these challenges will IoT concepts emerge that can truly
enable a world that is safer, more secure, sustainable, livable,
and workable.
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EDITOR’S PREFACE
E. Griffor
National Institute of Standards and Technology (NIST), Gaithersburg, MD,

United States

A system is a set of interacting components that frequently
form a complex whole. Each system has both spatial and tem-
poral boundaries. Systems operate in, are influenced by and
influence their environment. Systems can be described structur-
ally, as a set of components and their interactions, or by refer-
ence to its purpose. Alternatively, a system can be referenced in
terms of its functions and behaviors.

The notion of a system is ubiquitous. It is not simply a tech-
nical concept but it lies at the heart of how the mind deals with
and conceives of and understands the surrounding world. It is
the essence of how we design and build or make things and
how we ultimately garner assurance about their behavior.
Indeed, the phrase “what we make, makes us” captures a funda-
mental truth about the relationship between the act of altering
our world and how it is we understand that world—we make
the world over in the image of our thoughts. Thought, through
sensing and perception and abstraction or conception, strives to
bring order to our experience.

But what of the case where the products of significantly differ-
ent ways of thinking begin to interact? Their interactions are not
likely to meet the purposes of any of the designers. What about a
world of systems that are allowed to interact, despite the fact that
they were not engineered to do so, that they were not intended to
do so? This is the world we live in where the Internet provides ubiq-
uitous and unhindered connectivity, possibilities for interaction
and composition. Some of the ways these systems interact were
intended (or by design), but so many others were not intended or
designed. Sometimes the results are beneficial, but sometimes they
have the potential for harm, they are hazardous. The hazards asso-
ciated with this type of emergent system behaviors may result in
harm to person and property—this is the topic of system safety.
Additionally a system may be vulnerable, may be subject to
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unauthorized access and modification—this is the topic of system
security.

In this preface to the Handbook of System Safety and
Security, we discuss the concept of a system, system safety and
security and review the chapter topics.

1.1 The Need for a Broadly Targeted
Handbook of System Safety and
Security

The word system is overloaded, that is, has different mean-
ings to different people. The effort to understand a particular
system leads one to ask a few key questions:
• What are the componentor parts of the system?
• What are the interactions between the system’s components?
• What are its spatial and temporal boundaries?
• What is its environment?
• What is its structure?
• What function or functions does the system perform?

The interactions between systems, due to the connectivity
between systems and to their environment, including human
operators, complicate the answers to questions about system
safety and security. For example, our need to monitor, measure
and control must take into account system connectivity. Hence
there is a need to revisit traditional approaches to design for criti-
cal concerns such as safety and security. There are also new costs
associated with this change in approach. Costs can range from
additional component cost, to time delays, to process disruption
until new mechanisms are streamlined in. In other words, revisit-
ing these topics must be done from the perspective of all risks.

Though our understanding of systems, as they are rapidly
being deployed in our communities and in our nations and
across the sectors of the economy, is changing and our
approaches to the topics of safety and security are correspond-
ingly diverse, there is a need to begin a broader dialog in order
to keep pace with these developments in technology, business,
and government. For this reason, the chapters of this Handbook
reflect the perspectives of experts in each of these sectors. The
topics of the chapters are a selection, some technical and others
business- and policy-related. It is the hope of the editor, and
the contributors, that this volume will serve to inform and
stimulate cross-disciplinary discussion, study and research on
system safety and security.
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Part I: Systems
Chapter 1: Editor’s Preface and Introduction
Edward Griffor
Chapter 1 contains a preface and a brief introduction to the
concept of a system (including a discussion of cyber-physical
systems or CPS), more commonly known as the Internet of
Things (IoT). CPS are systems that include both logical opera-
tions (such as control and feedback) and physical interactions,
such as gathering information from the physical realm using
sensors or taking an action or actuating that impacts the physi-
cal realm. CPS and IoT are the focus of current discussions due
to the accelerating deployment of information systems to
become the “smarts” of business, industry, government, as well
as our cities and nation.

Finally we discuss the concepts of system safety and security
that treated in this volume and how they relate to one another.

Chapter 2: Composition and Compositionality
in CPS—Janos Sztipanovits, Ted Bapty,
Zsolt Lattmann, and Sandeep Neema

Chapter 2 introduces composition and compositionality of
systems, one of the key challenges to our understanding of
systems and of their behaviors. These two notions raise the
important questions about how to study and how to gain confi-
dence about the composition of systems.

Cyber-physical systems (CPS) are engineered systems where
functionalities and essential properties emerge through the
interaction of physical and computational components. One of
the key challenges in the engineering of CPS is the integration
of heterogeneous concepts, tools, and languages. In order to
address these challenges, the authors review a model-integrated
development approach for CPS design that is characterized
by the pervasive usage of modeling throughout the design pro-
cess, including application models, platform models, physical
system models, environment models, and models of interaction
between these modeling aspects. The authors also discuss
embedded systems where both the computational processes
and the supporting architecture are modeled in a common
modeling framework.
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Chapter 3: Software Engineering for Model-
Based Development by Domain Experts—
Monika Bialy, Vera Pantelic, Jason
Jaskolka, Alexander Schaap, Lucian Patcas,
Mark Lawford, and Alan Wassyng

Chapter 3 discusses the model-based development (MBD)
practices that have impacted the development of embedded soft-
ware in many industries, especially in safety-critical domains.
The models are typically described using domain-specific
languages and tools that are readily accessible to domain experts.
Domain experts, despite not having formal software engineering
training, find themselves creating models from which embedded
code is generated and therefore contributing to the design and
coding activities of software development. This new role of the
domain experts can create new and different dynamics in the
interactions with software engineers, and in the development
process. In this chapter, the authors describe their experiences as
software engineers in multiyear collaborations with domain
experts from the automotive industry, who are developing
embedded software using the MBD approach. The authors aim
to provide guidelines meant to strengthen the collaboration
between domain experts and software engineers, in order to
improve the quality of embedded software systems, including
the safety and security of their systems.

Part II: Perspectives on Safety and Security
Chapter 4: Evolving Security—Anuja
Sonalker and Edward Griffor
The topic of system security, and in particular that of cyberse-
curity differs in a critical way from the other concerns we have
about systems. Though concerns like safety and resilience do
have challenges associated with design, realization, and valida-
tion to an ever changing operating environment, security faces
an ever evolving adversary. When faced with constantly chang-
ing conditions under which a system must continue to deliver
its function, designers attempt to model those conditions and
test their design against that model. Modeling also becomes
important from a measurement standpoint. In order to assess
systems and determine their overall risk, their overall security
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posture, design countermeasures, and then re-assess systems to
determine the effectiveness of countermeasures in a provable,
reproducible, repeatable quantitative manner, we must be able
to model the security, vulnerability, and risk of these systems.

In this chapter the authors introduce new modes of model-
ing for security adversaries and discuss some basic foundations
for adversary modeling. They also discuss how connectivity of
systems increases the complexity of system interactions. These
complexities also need to be identified and modeled to under-
stand the derivative effect on the overall security posture.

Chapter 5: The Business of Safety—Joseph
D. Miller

Chapter 5 discusses system safety from the perspective of
system producers. The author illustrates the practice of product
or system safety, using the example of system safety in the auto-
mobile industry.

Automobiles are some of the most widely deployed, complex
systems in our society. While their drivers have a minimal
amount of preparation or training to operate them, these systems
are growing more complex by the day. Current aspirations are to
deploy connected, autonomous vehicles. All involved will face
challenges. The title of this chapter “The Business of Safety” is
intended to address and discuss several questions, like: What is
system safety about? What is it made up of? What do people in
this “business” do? What are their fundamental activities and
concerns? What do they need to carry on their business? What
do they actually produce and how does that relate to the other
activities necessary for producing the whole product, other activ-
ities necessary for producing the product and addressing other
relevant concerns?

Chapter 6: Cybersecurity for Commercial
Advantage—James M. Kaplan

Many elements of the work required for a business’s offer-
ings are viewed as noncommercial, such as cybersecurity. They
are regarded by business managers simply as an additional cost
that cannot be passed on to customer and that therefore are
not recoverable. Many of these elements, and in particular
cybersecurity, differ in a critical way from the other concerns
that business has. Uneven adoption, including adoption by
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current or potential business partners, can be a cause of delays
in achieving cross-business agreements and can make it much
more difficult and costly to achieve and follow your own busi-
ness’s policies regarding those concerns.

In this chapter the author discusses the business of cyberse-
curity and describes how cybersecurity policies and implemen-
tation can be turned into a commercial advantage.

Chapter 7: Reasoning About Safety and
Security: The Logic of Assurance—Andrea
Piovesean and Edward Griffor

An approach to system safety that emphasizes the work pro-
ducts of the design, verification, and validation activities forces
us, in the system’s evaluation, to reconstruct the argument and
even then there is no standard against which to assess the types
of reasoning used. Some constraints on the argumentation are
captured in standards that describe how these activities should
be performed but only implicitly in the dictates of the standards
and not through explicit constraints on the argument itself.

In this chapter we introduce a framework for developing a
safety case that clearly distinguishes the part of this reasoning
that is common to the analysis of any system and the patterns
of acceptable reasoning, identified in standards for specific clas-
ses of cyber-physical systems. Examples of these prescribed pat-
terns of reasoning can be found in ISO 26262, a standard for
automotive software safety and in its predecessors in similar
standards in other domains. This framework provides guidance
both for the construction of argumentation in a case for system
safety and also for assessing the soundness of that safety case.

Chapter 8: From Risk Management to Risk
Engineering: Challenges in Future ICT
Systems—Michael Huth, Claire Vishik, and
Riccardo Masucci

Information and communications technology (ICT) is an
umbrella term that includes any communication device or
application, as well as the various services and applications
associated with them. Conventional approaches to the design,
implementation, and validation of ICT systems deal with one
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core system concern or two system concerns at a time, for
example, the functional correctness or reliability of a system.
Additional aspects are often addressed by a separate engineer-
ing activity. This separation of concerns has led to system engi-
neering practices that are not designed to reflect, detect, or
manage the interdependencies of such aspects. For example,
the interplay between security and safety in modern car
electronics, or between security, privacy, and reliability in
connected medical devices.

Current trends and innovation suggest a convergence of
disciplines and risk domains in order to deal effectively and
predictively with such interdependencies. However, identifica-
tion and mitigation of composite risks in systems remains a
challenge due to the inherent complexity of such interdepen-
dencies and the dynamic nature of operating environments.

This environment requires risk management and mitigation
be a central and integral part of engineering methods for future
systems. In order to address the requirements of the modern
computing environment, the authors argue that one needs a
new approach to risk, where risk modeling is included in design
as its integral part. In this chapter the authors identify some of
the key challenges and issues that a vision of risk engineering
brings to current engineering practice; notably, issues of risk
composition, the multidisciplinary nature of risk, the design,
development, and use of risk metrics, and the need for an
extensible risk language. This chapter provides an initial view
on the foundational mechanisms needed in order to support
the vision of risk engineering: risk ontology, risk modeling and
composition, and risk language.

Part III: Applications of System Safety and
Security
Chapter 9: A Design Methodology for
Developing Resilient Cloud Services—Cihan
Tunc, Salim Hariri, and Abdella Battou
Cloud Computing is emerging as a new paradigm that aims to
deliver computing as a utility. For the cloud computing para-
digm to be fully adopted and effectively used, the authors argue
that it is critical that the security mechanisms are robust and
resilient to malicious faults and attacks. Security in cloud com-
puting is of major concern and a challenging research problem
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since it involves many interdependent tasks, including applica-
tion layer firewalls, configuration management, alert monitoring
and analysis, source code analysis, and user identity manage-
ment. It is widely accepted that one cannot build software and
computing systems that are free from vulnerabilities and cannot
be penetrated or attacked. Therefore it is widely accepted that
cyber resilient techniques are the most promising solutions to
mitigate cyberattacks and to change the game to the advantage
of the defender over the attacker.

Moving Target Defense (MTD) has been proposed as a
mechanism to make it extremely difficult for an attacker to
exploit existing vulnerabilities by varying the attack surface of
the execution environment. By continuously changing the envi-
ronment (e.g., software versions, programming language, oper-
ating system, connectivity, etc.), we can shift the attack surface
and, consequently, evade attacks.

In this chapter the authors present a methodology for
designing resilient cloud services that is based on redundancy,
diversity, shuffling, and autonomic management. Redundancy is
used to tolerate attacks if any redundant version or resource is
compromised. Diversity is used to avoid the software monocul-
ture problem where one attack vector can successfully attack
many instances of the same software module. Shuffling is
needed to randomly change the execution environment and is
achieved by “hot” shuffling of multiple functionally equivalent,
behaviorally different software versions at runtime. The authors
also present their experimental results and evaluation of the
RCS design methodology. Their experimental results show that
their proposed environment is resilient against attacks with less
than 7% in overhead time.

Chapter 10: Cloud and Mobile Cloud
Architecture, Security and Safety—Charif
Mahmoudi

In Chapter 10 the author reviews the notions of cloud com-
puting or, more simply, cloud architecture. He discusses security
and safety as it relates to cloud implementation of systems.
This chapter aims to provide guidance about the cloud and the
mobile cloud, needed to analyze and make choices, regarding
cloud implementation, that are optimal with respect to security
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and safety constraints. The guidance provided by this chapter
can help the software architect to understand the cloud archi-
tecture in a manner that will assist in integrating security and
safety aspects in an organization’s information technology
architecture. This chapter targets also technologists, research-
ers, and scientists; this chapter provides a survey of state-of-
the-art techniques, recommendations, and approaches used to
make the cloud platform-based systems secure and safe.

In short, the author provides guidance on cloud architecture
for security and safety. Small and medium businesses, research-
ers, and government agencies that are planning to implement
solutions based on the cloud may find this guidance useful in
developing cloud architectures that are suitably adapted to their
businesses. The guidance provided will contribute to the
success of their cloud implementation even if it is an imple-
mentation of a private, hybrid cloud, or an implementation of
software components as services in the cloud. Moreover this
guidance will assist in ensuring the security and the safety of
their implementation.

Chapter 11: A Brief Introduction to Smart
Grid Safety and Security—Siham Khoussi
and Andreas Mattas

Chapter 11 is intended as a brief introduction to the
concepts of the Smart Grid and notions of safety and security
for the Smart Grid. It can serve as a guidance for those working
within multiple domains related to smart grid and smart grid
systems and even for readers interested in understanding what
the Smart Grid is, what its basic elements are, and how it differs
from the conventional electric power grid. The intended audi-
ence includes those working in government, industry, as well as
academia in areas related to electric power generation and the
environmental aspects of electric power generation.

The authors provide the reader with an overview of the grid
and the smart grid architectures, including their component
elements and general operation. Based on safety and security
paradigms in other domains, the authors highlight some
concepts for safety and security of the Smart Grid. Finally the
authors provide examples of harm, to both individuals and sys-
tem assets, that can be caused by not provisioning specific
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efforts toward understanding system vulnerabilities or hazards.
They also give examples of some vulnerabilities and hazards
and how they can be addressed in design and operation of the
smart grid.

Chapter 12: The Algebra of Systems and
System Interactions With an Application to
Smart Grid—Charif Mahmoudi, Hasnae Bilil,
and Edward Griffor

The existing electric power grid has components for genera-
tion, for transmission, and finally for distribution of electric
power to large and small users. Power flows from generation
components over transmission components to distribution
components, servicing large commercial and public facilities, as
well as our homes. Growth in demand is responded to by
augmenting the grid with additional generation, transmission,
and distribution capacity. This enhanced capacity is costly and
takes years to provision. Failure to accurately predict growth in
demand or inaccurate estimates of grid performance can lead
to excessive and unnecessary cost or inadequate capacity. Some
have concerns about the impact of less than optimal operation
of the power grid and about the impact of continued use of
fossil fuels for generation that have increased.

As a result, societal leadership and the public are increasingly
aware of alternative approaches to meeting the demand for elec-
tric power. As a result, there are current discussions about how
one might reshape the electric power “grid” as a “Smart Grid.” The
proposed changes pose challenges to traditional approaches to
grid infrastructure and organization. The “smartness” of the Smart
Grid consists in two distinct innovations. The first involves our
integrating new technologies into the power grid and the second
involves our radically changing the ways that grid elements relate
to one another. A Smart Grid manages distributed generation and
bidirectional power flow. In the Smart Grid, each new component
could potentially affect adversely the performance of other
elements of the grid and so one must have a means of expressing
and evaluating these proposed grid innovations.

In this chapter the authors propose a language, for expressing
the elements of a Smart Grid, and a composition operator for
composing grid elements. The authors show how this representa-
tion of grid elements forms an algebra, under this composition
operator, that can facilitate the assessment of architectures for
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smart grid. They argue that this approach can assist planners
and engineers design the Smart Grids of the future and that it
can enable planners and engineers to design, and ultimately
simulate the composition and the integration of future grid
system. This “smart grid algebra” is based on a formal language
that offers the expressive power needed to capture the observable
behavior and interactions of smart grid components, enables the
study of existing smart grid systems, and supports a metho-
dology for the study of critical concerns about the grid such as
safety and security.
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2
COMPOSITION AND
COMPOSITIONALITY IN CPS
J. Sztipanovits, T. Bapty, Z. Lattmann, and S. Neema
Vanderbilt University, Nashville, TN, United States

2.1 Introduction
Cyber-physical systems (CPS) are engineered systems where

functionalities and essential properties emerge from the net-
worked interaction of physical and computational components.
One of the key challenges in the engineering of CPS is the inte-
gration of heterogeneous concepts, tools, and languages [1]. In
order to address these challenges, a model-integrated development
approach for CPS design was advocated by Karsai and Sztipanovits
[2], which is characterized by the pervasive use of models
throughout the design process, such as application models, plat-
form models, physical system models, environment models,
and the interaction models between these modeling aspects. For
embedded systems, a similar approach is discussed in Ref. [3],
in which both the computational processes as well as the
supporting architecture (hardware platform, physical architecture,
and operating environment) are modeled within a common
modeling framework.

The primary challenge in model-based CPS design flows is
improving predictability of system properties “as manufactured”
at the end of the design process. A typical characteristic of the
current systems’ engineering practice is that limited predictabil-
ity forces the development process to iterate over lengthy
design-build/manufacture-integrate-test-redesign cycles
until all essential requirements are achieved. There are three
fundamental contributors to radically shortening systems devel-
opment time:
• selecting the level and scope of abstractions in the design

flow,
• reusing design knowledge captured in component model (CM)

libraries and using compositional design methods, and
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• introducing extensive automation in the design flow for exe-
cuting rapid requirements evaluation and design trade-offs.
The most notable example for highly automated model- and

component-based design processes is VLSI design supported by
electronic design automation tools. While there are arguments
that this experience is not portable for a broader category of
engineering systems [4], our experience showed that significant
improvements can be achieved with the development of hori-
zontal integration platforms for heterogeneous modeling, tool
chains, and tool execution [5,6].

The need for establishing horizontal integration platforms
for CPS design flows is the consequence of the traditional engi-
neering approach to dealing with heterogeneity and complexity
by adopting the “separation of concerns” principle. Sources of
heterogeneity in the CPS design space are structured along
three dimensions in Fig. 2.1:
• Hierarchical component abstractions that represent CPS

designs on different levels of details and fidelity.
• Modeling abstractions that span a wide range of mathemati-

cal models such as static models, discrete event models,
lumped parameter dynamic models represented as ordinary
differential equations, hybrid dynamics, geometry and par-
tial differential equations.

• Physical phenomena including mechanical, electrical, ther-
mal, hydraulic, and other.

Heterogeneous domains &
abstractions: model integration

E-CAD

Modeling 
abstractions

Hierarchical
component
abstractions

Static Ordinary
diff.eqs

Partial
diff.eqs

GeometryHybrid
aynamics

Mech

Elec

Therm

Magnetic

Hydraulic

Discrete
event

Cyber

Cyber-physical design space

Heterogeneous tools & asset
libraries: tool integration

Integrated engineering tools

Figure 2.1 Heterogeneity of CPS domains and design tools.
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While CPS design requires the exploration of the integrated
design space, the separation of concerns principle establishes
“slices” in this complex space such as physical dynamics domain,
computer-aided design (CAD) domain, electronic CAD (E-CAD)
domain, or finite element analysis (FEA) domain. These individual
design domains are relatively isolated, linked to different engineer-
ing disciplines, and supported by domain-specific tool suites (right
side of Fig. 2.1). Since the existing tool suites represent enormous
value in terms of design knowledge, established modeling lan-
guages, and model libraries, the only reasonable approach to pro-
viding support for CPS design flows is to reuse existing assets. This
approach works well if the design concerns are independent—but
in most cases this is not the case—unless the system is specifically
architected for decoupling selected design concerns [1]. Neglecting
interdependences across design concerns is one of the primary
sources of anomalies and unexpected behaviors detected during
system integration. In conclusion, finding solution for the model
integration and tool integration challenges are the only practical
approach for creating CPS design tool suites.

Heterogeneity of CPS has a significant impact on the central
issue of all model- and component-based design methods and on
the establishment of a semantically precise composition frame-
work that enable the construction of system models from the
models of components. The general requirement for any compo-
sition framework is the establishment of composability and com-
positionality [7]. Composability means that the components
preserve their properties in a composed system. Compositionality
is achieved if selected essential properties of a system can be
computed from the properties of its component. Different engi-
neering disciplines usually have their domain-specific composi-
tion frameworks that are synergistic with the modeling
abstractions, modeling domains, and properties to be composed.
The challenge is to understand how the integration platforms
interfere with domain-specific composition and how composi-
tionality can be provided for different properties simultaneously.

In this chapter we discuss some issues of heterogeneous
composition for CPS design. The example we use is based on
our experience with the development of a model- and
component-based design automation tool suite, OpenMETA as
part of DARPA’s AVM program [8]. The goal of our project was
the design, integration, and validation of an end-to-end tool
suite for vehicle design. The OpenMETA tool suite [5] gave us
opportunity for experimenting with design automation
approaches for CPS and for assessing their effectiveness in a
sequence of CPS design challenges.
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We focus on two issues that are central to model- and
component-based design of CPS: model composition and tool
composition. First, we show an example of a CPS component
model that comprises a suite of domain models with heteroge-
neous interfaces. The interfaces are designed for supporting
domain-specific composition operators and cross-domain inter-
actions. Second, we show that tool integration platforms also
bring about composition challenges that interact with model
composition. We restrict our discussion to model and tool inte-
gration methods for lumped parameter dynamics, which is in
itself a complex multifaceted problem.

2.2 Horizontal Integration Platforms in the
OpenMETA Tool Suite

Model- and component-based CPS design flows implement
a design space exploration process that proceeds from early
conceptual design toward detailed design using models and vir-
tual prototyping. This progressive refinement process starts with
the composition of abstract system models from CMs that cap-
ture essential aspects of the system behavior. The system mod-
els are evaluated against requirements using simulation and
verification tools. The promising designs are refined using high-
er fidelity CMs and more detailed modeling abstractions. The
design process is completed by optimizing relatively few high-
fidelity models. The automation of this design process has been
a fundamental goal of the OpenMETA tool suite [9�12].

To facilitate the seamless integration of heterogeneous mod-
els and tools, OpenMETA complemented the traditional, verti-
cally structured, and isolated model-based tool suites with
horizontal integration platforms [13] for models, tools, and
executions as shown in Fig. 2.2 [14]. The function of the integra-
tion platforms are summarized below.

The modeling functions of the OpenMETA design flow are
built on the introduction of the following model types:
1. Component Models (CMs) that include a range of domain

models representing various aspects of component proper-
ties and behaviors, a set of standard interfaces through
which the components can interact and the mapping
between the component interfaces and the domain models.

2. Design Models (DMs) that describe system architectures
using components and their interconnections.

3. Design Space Models (DSM) that define architectural and
parametric variabilities of DMs.
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4. Test Bench Models (TBM) that specify analysis models and
analyzes flows for computing key performance parameters
linked to specific requirements.

5. Parametric Exploration Models (PEM) that specify regions in
the design space to be used for optimizing key performance
parameters.
The first three model types focus on the designed system,

while the last two represent models of evaluation/optimization
processes implemented by test benches. Each test bench con-
tains a link to a system design (the “system under test” object).
The system design can be a crude system mock-up composed
of low-fidelity CMs at the early stages of the design process,
with placeholders for certain subsystems and components
whose implementation is not yet clear. Hierarchical DMs define
the architecture of a system with its subsystems. Individual
designs can be extended to form a design space by adding alter-
native components and subsystems [15]. The root of a design
space has the same interfaces for all design points. Accordingly,
even if the number of architectural variants is very large, all
associated test benches will remain functional and can be used
to evaluate the associated requirements across all point designs
generated from the design space. Thus by defining test benches
early and executing them periodically, the design space will
continually evolve toward containing only satisfying designs.

The fundamental model-integration challenge for OpenMETA
is the integration of the five model types described above with

Components Designs Design spaces Test benches
Parametric
exploration

Cyber
models

Job manager

Local file system and/or Cloud Storage Simulation trace files, analysis results, computed metrics

Impact
Tools

Verif. 
Tools

SW
Synth.
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Tool Integration Platform

Component
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Model
composers

Model Integration Platform

Geometry Dynamics
Analysis/Sim.
specifications

Simulation
Tools

CAD 
ToolsExecution Integration Platform

Static 
analysis

Verification
models

HLA

Composed analysis/Simulation models

Figure 2.2 Integration platforms.
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the different domain models encapsulated by the components.
For example, mobility requirements for a power train, such as
“Maximum Speed Hill Climb Sand,” are evaluated by a test
bench that utilizes lumped parameter dynamic simulation of the
power train model with appropriate terrain data. For a given
power train architecture, the OpenMETA model composer for
lumped parameter dynamics accesses the dynamics models of
the individual components in the architecture and composes
them into a system model that can be simulated by the Modelica
[16] simulation engine. The CMs and the composition mecha-
nism must be flexible enough to enable the use of CMs of differ-
ent levels of fidelity, even represented in different modeling
languages (e.g., Modelica models, Simulink/Stateflow models,
Functional Mockup Unit (FMUs), or Bond Graph models) [9]. The
TBM links the environment model and the integrated system
model to the simulator and creates an executable specification for
the evaluation of the “Maximum Speed Hill Climb Sand” perfor-
mance parameter. Since all design points in the overall design
space have the same interface, the TBM can be linked to a design
space with many alternative, parameterized architectures. Using the
Open MDAO (Multidisciplinary Design Analysis and Optimization)
optimization tool, a multiobjective parametric optimization can be
performed if the exploration process requires it.

Lumped parameter dynamics and simulation-based evalua-
tion of system designs against mobility requirements is just one
example for the many different kinds of test benches required
for evaluating alternative powertrain designs. However the gen-
eral pattern in the overall integration architecture can be clearly
seen:
1. Model Integration Platform: Heterogeneous models repre-

sented in different domain-specific modeling languages are
encapsulated in CM libraries. To facilitate model integration,
heterogeneous CMs are established with precise composition
interfaces and composition operators.

2. Tool Integration Platform: Model composers automatically
synthesize DMs for test benches by extracting the appropri-
ate CMs from the CM libraries and composing them accord-
ing to the specification of a candidate architecture. Using
models of test benches and parameter exploration processes,
analysis flows are integrated for execution on the high-level
architecture (HLA) [17] or on Open MDAO.1

1http://openmdao.org/.
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3. Execution Integration Platform: Executable TBMs are associ-
ated with resources and scheduled for execution on cloud
platforms.
Composition of models deposited in the CM libraries,

composition of analysis flows inside test benches using simu-
lation and verification tools, and composition of execu-
table analysis images on cloud platforms are in the center of
the OpenMETA horizontal integration platforms. In this chap-
ter we restrict our discussion to the selected heterogeneous
CM (named AVM component model after the overall program
name) and to the composition approach for lumped parame-
ter dynamics.

2.3 AVM Component Model
In a component- and model-based design flow, system mod-

els are composed of CMs guided by architecture specifications.
To achieve correct-by-construction design, the system models
are expected to be heterogeneous multiphysics, multiabstrac-
tion, and multifidelity models that also capture cross-domain
interactions. Accordingly, the CMs, in order to be useful, need
to satisfy the following generic requirements:
1. Elaborating and adopting established, mathematically sound

principles for compositionality. Composition frameworks are
strongly different in physical dynamics, structure, and com-
puting, which need to precisely defined and integrated.

2. Inclusion of a suite of domain models (e.g., structural, multi-
physics lumped parameter dynamics, distributed parameter
dynamics, and manufacturability) on an established number
of fidelity levels with explicitly represented cross-domain
interactions.

3. Precisely defined component interfaces required for hetero-
geneous composition. The interfaces need to be decoupled
from the modeling languages used for capturing domain
models. This decoupling ensures independence from the
modeling tools selected by the CM developers.

4. Established bounds for composability expressed in terms of
operating regimes where the CM remains valid.
These requirements are accepted, but not necessarily prac-

ticed in engineering design where component-based
approaches are used. A common misconception in physical sys-
tem modeling is that useful models need to be handcrafted for
specific phenomena. One explanation for this is the quite com-
mon use of modeling approaches that do not support
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compositionality. The AVM component model (Fig. 2.3) placed
strong emphasis on compositional semantics that can resolve
this problem [18].

A CPS component model must be defined according to the
needs of the design process that determines (1) the type of
structural and behavioral modeling views required, (2) the type
of component interactions to be accounted for, and (3) the type
of abstractions that must be utilized during design analytics.
We believe that it does not make sense to strive for a “generic”
CPS component model, rather, CMs need to be structured to be
the simplest that is still sufficient for the goal of “correct-
by-construction” design in the given context.

The AVM component model was designed to integrate multi-
domain, multiabstraction, and multilanguage structural, behav-
ioral and manufacturing models, and to provide the
composition interfaces for the OpenMETA model composers
consistently with the needs of power train and hull design [11].
In Fig. 2.3 we illustrate the overall structure of the AVM compo-
nent model. The main elements of the CM are the followings:
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Figure 2.3 Conceptualization of the AVM component model.
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1. The model is a container of a range of domain models
expressed using domain-specific languages. The actual
domain models are referenced from the CMs but stored in
separate repositories.

2. Components are characterized by a range of static, physical
properties, and labels defined in established ontologies.
These static properties are extended with a set of parameters
that are changeable during the design process. Fig. 2.3 shows
examples for the properties characterizing a Caterpillar C9
Diesel Engine. The static properties and mutable parameters
are used in the early design-space exploration process [19,20].

3. Lumped parameter physical dynamics plays an essential role
in evaluating dynamic behaviors such as mobility properties
of designs. Since compositional modeling has been a funda-
mental goal for us, we chose the acausal modeling approach
for representing multiphysics dynamics [21]. In this
approach dynamics models are represented as continuous
time Differential Algebraic Equations (DAE) or hybrid DAEs.
Since model libraries may come from different sources, CMs
are potentially expressed in different modeling languages
such as Bond Graphs (although we dominantly used
Modelica-based representations). The multifidelity models
are important in assuring scalability in virtual prototyping of
systems with a large number of complex components.

4. Models of dynamics implemented computationally inside
CPS components are represented using causal modeling
approaches using modeling languages such as Simulink/
Stateflow, ESMoL [22], Functional Mock-up Units [23], or the
Modelica Synchronous Library [24].

5. Geometric structure is a fundamental aspect of CPS design.
Component geometry expressed as course or detailed CAD
models are the basis for deriving geometric features of larger
assemblies and performing detailed FEA for a range of physi-
cal behaviors (thermal, fluid, hydraulics, vibration, electro-
magnetic, and others).

6. Modeling and managing cross-domain interactions are in
the center of CPS correct-by-construction CPS design. The
component modeling language of OpenMETA (described
later) includes constructs to define parametric interactions
across domain models using formulas.
In constructing an AVM component model from a suite of

domain models (such as from Modelica models representing
lumped parameter dynamics of physical or computational beha-
viors, CAD models, models of properties and parameters, and
cross-domain interactions) and the mapping of domain modeling
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elements to component interfaces are time-consuming and error
prone. In order to improve productivity, the OpenMETA tools
include a full tool suite for importing domain models (such as
Modelica dynamic models), integrating them with standard AVM
component model interfaces, automatically checking compliance
with the standard, and automatically checking model properties,
such as restrictions on the types of domain models, well-
formedness rules, executability, and others. Based on our direct
experience, the automated model curation process resulted in
orders-of-magnitude reduction in required user effort for building
AVM component model libraries.

In summary, CPS component models are containers of a
selected set of domain models capturing those aspects of com-
ponent structure and behavior that are essential for the design
process. While the selected modeling domains are dependent
on CPS system categories and design goals, the overall integra-
tion platform can still be generic and customizable to a wide
range of CPS.

The remaining issue in defining a CPS component model is
the specification of component interfaces and the related com-
position operators.

2.4 Use Case for Semantic Integration
In a heterogeneous multimodeling component approach,

component interfaces play a crucial role in making the Model
Integration Platform and model composition infrastructure
independent from the individual domain-specific modeling lan-
guages. This is particularly important, because the different
modeling languages (such as Modelica, Simulink, Bond Graphs,
CAD, and others) offer internal component and composition
concepts that are incompatible with each other and do not
match the composition use cases needed in CPS design flows.
The design of domain model independent CM interfaces and
composition operators must reflect the needs of use cases in
the planned design flows.

Due to the complexity and richness of the OpenMETA design
flows, we discuss briefly only key elements of the lumped
parameter dynamics use cases summarized in Fig. 2.4 [25]. The
list of modeling languages used for representing lumped param-
eter dynamics are shown in the second row in the figure.
(TrueTime2 is a Matlab/Simulink-based simulator for real-time

2http://www.control.lth.se/truetime/.
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control systems. It enables simulation of controller task execu-
tion in real-time kernels, network transmissions in conjunction
with continuous plant dynamics.) The modeling languages
cover causal (Simulink/StateFlow, ESMoL, TrueTime, and
Functional Mock-up Unit) and acausal (Modelica and Hybrid
Bond Graph) approaches, continuous, discrete time and dis-
crete event semantics, and facilities for defining physical inter-
actions and signal flows. The connection between the Hybrid
Bond Graph language and Simulink/StateFlow and ESMoL
represents existing transformation tools from bond graphs to
the other languages.

The horizontal bars (Equations, FMU-ME/S-function/FMU-
CS, and HLA) represent the target integration domains required
by the design flow. Equation-based representations are required
by various formal verification tools. The FMU-ME/S-function/
FMU-CS bars represent models in the form of input�output

CyPhyML integration

Formal verification
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• Model checking
• SMT Solvers

Distributed cosimulation

• NS-2
• OMNeT++
• Delta-3D
• CPN
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Modelica-XML
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• Open Modelica
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Figure 2.4 Summary of the semantic integration concept for lumped parameter dynamics.
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computation blocks that can be integrated in simulators.
Simulation tools used in OpenMETA include OpenModelica,
Dymola, and Simulink/StateFlow. The HLA3 bar represents the
integration domain for distributed cosimulations. OpenMETA
uses the HLA standard as distributed simulation integration
platform. Cosimulation is effective when single-threaded simu-
lation execution is extremely slow due to the large dynamic
range in heterogeneous CPS [17]. Distributed cosimulation is
used for virtual prototyping where the simulated system is inte-
grated into and interacts with a complex environment that is
simulated by network simulators (OMNeT11 and NS-2), physi-
cal environment simulator (Delta-3D), or discrete process simu-
lator (CPN). The vertical dashed lines between the modeling
languages and the integration domains represent their rele-
vance for the individual domains. For example, Modelica mod-
els (if specified carefully) may contain specification of dynamics
in the form of equations that can be exported in Modelica-XML
format. In the same time Modelica environments (such as
OpenModelica or Dymola) can export models as compiled
input�output computation blocks using FMU-ME wrapper or
as cosimulation blocks integrated with a solver [23].

The lumped parameter dynamic models encapsulated in
AVM components are composed with each other using compo-
nent interfaces and composition operators. The abstractions
describing component interfaces and composition operators are
collected in the CyPhyML Model Integration Language (see
Fig. 2.4). As the figure suggests CyPhyML is constructed such
that the domain-specific languages used for representing com-
ponent dynamics export a subset of their modeling constructs
via a semantic interface. This semantic interface is specified as
mapping between the dynamics interface in the AVM compo-
nent model and abstractions in the different modeling lan-
guages. There are two important consequences of introducing
the model integration language concept as the cornerstone of
semantic integration.
1. Model integration languages (such as CyPhyML) are

designed for modeling interactions across domain models.
Their semantics is determined by the selected component
interfaces and composition operators and not by the
domain-specific modeling languages used for specifying
embedded CMs (such as Modelica). Accordingly, model
integration languages are designed for simplicity. They
need to be rich enough for representing cross-domain

3https://standards.ieee.org/findstds/standard/1516-2010.html.
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interactions, but they can be significantly simpler than the
various modeling languages they integrate.

2. Model integration languages evolve as needed. If changing
needs of design flows extend to new modeling concepts, new
cross-domain interactions, they need to be modified. The
most important consequence of the evolving nature of
model integration languages is that their semantics need to
be formally and explicitly specified to maintain the overall
semantic integrity of the multidomain model composition
process. This need led to the design and implementation of
a Semantic Backplane [10].
The OpenMETA Semantic Backplane [26,27] is at the center

of our semantic integration concept. The key idea is to define
the structural [28] and behavioral semantics [26,29] of the
CyPhyML model integration language using formal metamodel-
ing, and use a tool-supported formal framework for updating
the CyPhy metamodels and verifying its overall consistency and
completeness as the modeling languages are evolving. The
selected tool for formal metamodeling is FORMULA from
Microsoft Research [30]. FORMULA’s algebraic data types
(ADTs) and constraint logic programming (CLP)-based
semantics is rich enough for defining mathematically modeling
domains, transformations across domains, as well as constraints
over domains and transformations.

In Section 2.5 we discuss about component interfaces and
composition semantics in OpenMETA, but restrict of the discus-
sion to physical dynamics.

2.5 Component Interfaces and Composition
Semantics for Dynamics

As shown in Fig. 2.3, the AVM component model includes
four types of interfaces:
1. Parameter/property interface
2. Power interface for physical interactions
3. Signal interface for information flows
4. Structural interface for geometric constraints

Regarding physical interactions, we follow the acausal
modeling approach [21]: interactions are nondirectional and
there are no input and output ports. Instead, interactions estab-
lish simultaneous constraints on the behavior of the connected
components by means of variable sharing. For instance, a resis-
tor can be modeled as a two port element, where each port
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represents a voltage and a current, and the behavior of the
resistor is defined by the equations U1�U25R�I1 and I15 I2.
In addition to acausal modeling, we adopted the Port-
Hamiltonian approach, where physical systems are modeled as
network of power-conserving elements like transformers, kine-
matic pairs, and ideal constraints, together with energy dissipat-
ing elements. In this approach, physical components
interacting via power ports. These interconnections usually give
rise to algebraic constraints between the state space variables of
the subsystems leading to a system model which is a mixed set
of differential and algebraic equations. The explanation, why
such a pair of power variables (effort and flow) is used for
describing physical connections, is out of scope in this chapter,
but the interested reader can find a great introduction to the
topic in Refs. [31,32].

Specification of the CM requires three steps:
1. Specification of the interfaces as typed power ports (electri-

cal power ports, mechanical power ports, hydraulic power
ports, and thermal power ports).

2. Specification of the static semantics of the composition by
defining constraints over the connection of power ports.

3. Specification of the semantics of connections.
Physical interactions are interpreted over continuous time-

domain. (We note here again, that by restricting our discussion
to composition of physical interactions, we omit many interest-
ing details regarding the specification of other interactions
types and their relationships to each other (e.g., composing
causal and acausal models, establishing the link between con-
tinuous time and discrete time representations, etc.). For inter-
ested readers, these issues are discussed in other papers, such
as Refs. [24,26,33�35].

Formally, a component model M from the point of view of
dynamic interactions is a tuple M�{C, A, P, contain, portOf, EP,
ES} with the following interpretation:
• C is a set of components,
• A is a set of component assemblies,
• D5C , A is the set of design elements,
• P is the union of the following sets of ports: ProtMech is a set

of rotational mechanical power ports, PtransMech is a set of
translational mechanical power ports, Pmultibody is a set of
multi-body power ports, Phydraulic is a set of hydraulic power
ports, Pthermal is a set of thermal power ports, Pelectrical is a
set of electrical power ports, Pin is a set of continuous-time
input signal ports, Pout is a set of continuous-time output
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signal ports. Furthermore, PP is the union of all the power
ports, and PS is the union of all the signal ports,

• contain : D-AT is a containment function, whose range is
AT5A , {root}, the set of design elements extended with a
special root element root,

• portOf : P-D is a port containment function, which
uniquely determines the container of any port,

• EP D PP 3 PP is the set of power flow connections between
power ports,

• ES D PS 3 PS is the set of information flow connections
between signal ports.
The specification of the dynamics interface (including both

power and signal ports) of the AVM component model using
FORMULA ADTs is the following:

// Components, component assemblies and design elements

Component ::5 new (name: String, id:Integer).

ComponentAssembly ::5 new (name: String, id:Integer).

DesignElement ::5 Component1 ComponentAssembly.

// Components of a component assembly

ComponentAssemblyToCompositionContainment ::5

(src:ComponentAssembly, dst:DesignElement).

// Power ports

TranslationalPowerPort ::5 new (id:Integer).

RotationalPowerPort ::5 new (id:Integer).

ThermalPowerPort ::5 new (id:Integer).

HydraulicPowerPort ::5 new (id:Integer).

ElectricalPowerPort ::5 new (id:Integer).

// Signal ports

InputSignalPort ::5 new (id:Integer).

OutputSignalPort ::5 new (id:Integer).

// Ports of a design element

DesignElementToPortContainment ::5 new (src:DesignElement,

dst:Port).

// Union types for ports

Port ::5 PowerPortType1 SignalPortType.

MechanicalPowerPortType ::5 TranslationalPowerPort

1 RotationalPowerPort.

PowerPortType ::5 MechanicalPowerPortType1

ThermalPowerPort

1 HydraulicPowerPort

1 ElectricalPowerPort.

SignalPortType ::5 InputSignalPort1 OutputSignalPort.

// Connections of power and signal ports
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PowerFlow ::5

new (name:String,src:PowerPortType,dst:PowerPortType,...).

InformationFlow ::5

new (name:String,src:SignalPortType,dst:SignalPortType,...).

The structural semantics for interconnecting dynamics ports
are represented as constraints over the connections expressing
that the model may not contain any dangling ports, distant con-
nections, or invalid port connections:

conforms

no dangling(_),

no distant(_),

no invalidPowerFlow(_),

no invalidInformationFlow(_).

For this, we need to define a set of auxiliary rules. Dangling
ports are ports that are not connected to any other ports:

dangling ::5 (Port).

dangling(X) :- X is PowerPortType,

no { P | P is PowerFlow, P.src 5 X },

no { P | P is PowerFlow, P.dst 5 X }.

dangling(X) :- X is SignalPortType,

no { I | I is InformationFlow, I.src 5 X },

no { I | I is InformationFlow, I.dst 5 X }.

A distant connection connects two ports belonging to differ-
ent components, such that the components have different par-
ents, and neither component is parent of the other one:

distant ::5 (PowerFlow1InformationFlow).

distant(E) :-E is PowerFlow1InformationFlow,

DesignElementToPortContainment(PX,E.src),

DesignElementToPortContainment(PY,E.dst),

PX !5 PY,

ComponentAssemblyToCompositionContainment(PX,PPX),

ComponentAssemblyToCompositionContainment(PY,PPY),

PPX !5 PPY, PPX !5 PY, PX !5 PPY.

A power flow is valid if it connects power ports of same
types:

validPowerFlow ::5 (PowerFlow).

validPowerFlow(E) :- E is PowerFlow,

X5E.src, X:TranslationalPowerPort,

Y5E.dst, Y:TranslationalPowerPort.

validPowerFlow(E) :- E is PowerFlow,

X5E.src, X:RotationalPowerPort,

Y5E.dst, Y:RotationalPowerPort.
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validPowerFlow(E) :- E is PowerFlow,

X5E.src, X:ThermalPowerPort,

Y5E.dst, Y:ThermalPowerPort.

validPowerFlow(E) :- E is PowerFlow,

X5E.src, X:HydraulicPowerPort,

Y5E.dst, Y:HydraulicPowerPort.

validPowerFlow(E) :- E is PowerFlow,

X5E.src, X:ElectricalPowerPort,

Y5E.dst, Y:ElectricalPowerPort.

If a power flow is not valid, it is invalid:

invalidPowerFlow ::5 (PowerFlow).

invalidPowerFlow(E) :- E is PowerFlow, no validPowerFlow(E).

An information flow is invalid if a signal port receives signals
from multiple sources, or an input port is the source of an out-
put port:

invalidInformationFlow ::5 (InformationFlow).

invalidInformationFlow(X) :-X is InformationFlow,

Y is InformationFlow,

X.dst 5 Y.dst, X.src !5 Y.src.

invalidInformationFlow(E) :-E is InformationFlow,

X 5 E.src, X:InputSignalPort,

Y 5 E.dst, Y:OutputSignalPort.

After defining the port types and the structural semantics of
the connections, the remaining step in the specification is the
semantics of the composition operators (connections). for
power flows is represented denotationally through their transi-
tive closure. Using fixed-point logic, we can easily express the
transitive closure of connections as the least fixed-point solu-
tion for ConnectedPower. Informally, ConnectedPower(x,y)
expresses that power ports x and y are interconnected through
one or more power port connections:

ConnectedPower ::5 (src:CyPhyPowerPort, dst:

CyPhyPowerPort).

ConnectedPower(x,y) :-PowerFlow(_,x,y,_,_), x:

CyPhyPowerPort,

y:CyPhyPowerPort;

PowerFlow(_,y,x,_,_), x:CyPhyPowerPort, y:CyPhyPowerPort;

ConnectedPower(x,z), PowerFlow(_,z,y,_,_), y:

CyPhyPowerPort;

ConnectedPower(x,z), PowerFlow(_,y,z,_,_), y:

CyPhyPowerPort.

More precisely, Px5 {y | ConnectedPower(x, y)} is the set of
power ports reachable from power port x. The behavioral
semantics of power port connections is defined by a pair of
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equations generalizing the Kirchoff equations. Their form is the
following:

’xACyPhyPowerPortU
X

yAfyjConnectedPower ðx;yÞg
ey 5 0

0
@

1
A

’x; yðConnectedPowerðx; yÞ-ex 5 eyÞ
We can formalize this FORMULA in the following way:

P : ConnectedPower - eq1addend.

P [[ConnectedPower]] 5

eq(sum("CyPhyML_powerflow",flow1.id), 0)

addend(sum("CyPhyML_powerflow",flow1.id), flow1)

addend(sum("CyPhyML_powerflow",flow1.id), flow2)

eq(effort1, effort2)

where
x 5 ConnectedPower.src, y 5 ConnectedPower.dst, x !5 y,

DesignElementToPortContainment(cx,x), cx:Component,

DesignElementToPortContainment(cy,y), cy:Component,

PP [[x]] 5 (effort1,flow1),

PP [[y]] 5 (effort2,flow2).

The specifications above are only short illustrations of the
nature and scope of the full formal specification of the AVM
component model and the CyPhyML Model Integration
Language. Together with the specification of the model compo-
sers, the size of the Semantic Backplane is nearly 20K line of
FORMULA code. It is our experience that development and
consistent application of the specification frameworks was key
in keeping the OpenMETA model and tool integration compo-
nents consistent.

2.6 Formalization of the Semantic Interface
for Modeling Languages

So far, we formally defined the semantics of the composi-
tional elements of CyPhyML but we have not specified the
semantic interface between the domain-specific modeling lan-
guages such as Modelica, Simulink/StateFlow, Bond Graph
Language, ESMoL, and CyPhyML. Note that we can easily add
other languages to the list following the same steps as presented
here. We show the specification of semantic interface only for
Modelica.
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Modelica is an equation-based object-oriented language
used for systems modeling and simulation. Modelica supports
component-based development through its model and connec-
tor concepts. Models are components with internal behavior
and a set of ports called connectors. Models are interconnected
by connecting their connector interfaces. A Modelica connector
is a set of variables (input, output, acausal flow or potential,
etc.) and the connection of different connectors define relations
over their variables. In the following we discuss the integration
of a restricted set of Modelica models in CyPhyML: we consider
models that contain connectors that consist of either exactly
one input/output variable, or a pair of effort and flow variables.

The semantics of Modelica power ports are explained by
mapping to pairs of continuous time variables:

MPP : ModelicaPowerPort - cvar,cvar.

MPP [[ModelicaPowerPort]] 5

(cvar("Modelica_potential",ModelicaPowerPort.id),

cvar("Modelica_flow",ModelicaPowerPort.id)).

The semantics of Modelica signal ports is explained by map-
ping to continuous time variables:

MSP : ModelicaSignalPort - cvar.

MSP [[ModelicaSignalPort]] 5

cvar("Modelica_signal",ModelicaSignalPort.id).

The semantics of Modelica and CyPhyML power port map-
pings is equality of the power variables. Formally,

MP : ModelicaPowerPortMap - eq.

MP [[ModelicaPowerPortMap]] 5

eq(cyphyEffort, modelicaEffort)

eq(cyphyFlow, modelicaFlow)

where

modelicaPort 5 ModelicaPowerPortMap.src,

cyphyPort 5 ModelicaPowerPortMap.dst,

PP [[cyphyPort]] 5 (cyphyEffort, cyphyFlow),

MPP [[modelicaPort]] 5 (modelicaEffort, modelicaFlow).

The semantics of Modelica and CyPhyML signal port map-
pings is equality of the signal variables.

MS : ModelicaSignalPortMap - eq.

MS [[ModelicaSignalPortMap]] 5 eq(MSP

[[ModelicaSignalPortMap.src]],

SP [[ModelicaSignalPortMap.dst]]).

Chapter 2 COMPOSITION AND COMPOSITIONALITY IN CPS 33



An interesting aspect of the specification of semantic inter-
face between CyPhyML and the domain-specific modeling lan-
guages is the assignments of physical units for power ports.
Each PortUnit assigns two units to each power port: one to its
effort variable and one to its flow variable:

PortUnit ::5 [port:PowerPort . effort:Units, flow:Units].

PortUnit(x,"V","A") :- x is ElectricalPowerPort;

x is ElectricalPin;

x is ElectricalPort.

PortUnit(x,"m","N") :- x is TranslationalPowerPort;

x is TranslationalFlange.

PortUnit(x,"N","m/s") :- x is MechanicalDPort.

PortUnit(x,"rad","N.m") :- x is RotationalPowerPort;

x is RotationalFlange.

PortUnit(x,"N.m","rad/s") :- x is MechanicalRPort.

PortUnit(x,"kg/s","Pa") :- x is HydraulicPowerPort;

x is FluidPort;

x is HydraulicPort.

PortUnit(x,"K","W") :- x is ThermalPowerPort;

x is HeatPort;

x is ThermalPort.

PortUnit(x,"NA","NA") :- x is MultibodyFramePowerPort.

PortUnit(x,"Pa,J/kg","kg/s,W") :- x is FlowPort.

2.7 Conclusion
We have presented an example for establishing aspects of

composition and compositionality in a CPS design flow. After
deciding the goal of the composition, the required steps are
generic: we need to establish a CM, define interfaces, define
composition operators, and make a mapping between the
modeling describing the component behavior and the modeling
language representing the composed system. Although we did
not cover many aspects and details of composition we devel-
oped in the AVM project, the example is sufficient for illustrat-
ing some general conclusions:
1. We believe that CPS design problems require different kinds

of CMs and composition methods. Components are contain-
ers of relevant and reusable design knowledge represented in
domain-specific languages. The selection of model types
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need to be matched with the CPS category and the type of
analyses required during the design process. It is not the par-
ticular combination of domain models are generalizable, but
the fact that the formation of CPS component models
require cross-domain modeling and model integration. This
insight led us to construct a reusable Model Integration
Platform that includes methods, tools, and libraries for creat-
ing model integration languages, specifying their formal
semantics, and structuring those in a Semantic Backplane
that provides foundation for CPS composition frameworks in
highly different application domains. The OpenMETA
Semantic Backplane is at the center of our semantic integra-
tion concept. The key idea is to define the semantics of the
CyPhyML model integration language using formal metamo-
deling, and to use a tool-supported formal framework for
updating the CyPhyML metamodels and verifying its overall
consistency and completeness as the modeling languages
are evolving. The selected tool for formal metamodeling is
FORMULA [36] from Microsoft Research. FORMULA’s ADTs
and CLP-based semantics are effective at mathematically
defining modeling domains, transformations [37] across
domains, as well as constraints over domains and transfor-
mations. At the conclusion of the AVM project, the
OpenMETA Semantic Backplane included the formal specifi-
cation of CyPhyML, the semantic interfaces to all constituent
modeling languages, and all model transformations used in
the tool integration framework. (The size of the specifica-
tions is 19,696 lines out of which 11,560 are autogenerated
and 8136 are manually written.)

2. Composition occurs in several semantic domains in CPS
design flows even inside a single analysis thread. For exam-
ple, the system level Modelica model for a power train using
the composition semantics described above yields a large
number of equations for which the simulation with a single
Modelica simulator may be extremely slow. In this case we
may take the composed system level model and decompose
it again, but not along the component/subsystem bound-
aries but along physical phenomena (mechanical processes
and thermal process) so that we can separate the fast and
slow dynamics [17]. This decompositions leads to two mod-
els that can be cosimulated using the HLA cosimulation plat-
form (see Fig. 2.4), so the recomposition of the system level
model occurs in a different semantic domain.

3. In a naı̈ve view, model and tool integration is considered to
be an interoperability issue between multiple models that
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can be managed with appropriate syntactic standards and
conversions. In complex design problems, these approaches
inevitably fail due to the rapid loss of control over the
semantic integrity of the diverse set of models involved in
real-design flows. The “cost” of introducing a dynamic,
evolvable model integration language is that mathematically
precise formal semantics for model integration had to be
developed under OpenMETA.

4. The dominant challenge in developing OpenMETA was inte-
gration: models, tools, and executions. The OpenMETA inte-
gration platforms included B1.5M lines of code that is
reusable in many CPS design context. In the AVM project,
OpenMETA integrated 29 open source and 8 commercial tools
representing a code base which is estimated 2 orders of mag-
nitude larger than OpenMETA [6]. The conclusion is that inte-
gration does matter. It is scientifically challenging and yields
major benefits. This is particularly true in design automation
for CPS, where integrated design flows are still not reality.
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3.1 Introduction and Motivation
Early in the computer age, it was recognized that an ad hoc

programming approach was not suitable for developing nontriv-
ial software systems. In the words of a famous computer scien-
tist, Edsger Dijkstra: “To put it quite bluntly: as long as there
were no machines, programming was no problem at all; when
we had a few weak computers, programming became a mild
problem, and now we have gigantic computers, programming
has become an equally gigantic problem.” Therefore, a
systematic engineering approach including planning, problem
understanding, requirements gathering and specification,
design, programming, and verification became necessary. This
is how software engineering was born. According to ISO/IEC/
IEEE Standard 24765 [1], software engineering is defined as,
“The application of a systematic, disciplined, quantifiable
approach to the development, operation, and maintenance of
software, that is, the application of engineering to software.”

Unfortunately, decades later, software development and main-
tenance is still not practiced with the same discipline exercised in
other engineering fields. Developing software is often deemed
trivial by nonpractitioners. This perception is mostly due to soft-
ware’s malleability. Since software itself is not physical, a modifi-
cation to software is considered “merely a code change.” This
perception, however, is wrong. Experience teaches us that soft-
ware should be modified with the same rigor as any other engi-
neering product, e.g., an engine, power inverter, or airplane
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brakes. The effect of a change should be evaluated on a design
first, and then thoroughly verified. This is an approach especially
necessary in modern systems, which increasingly rely on software.
Software accounts for 80% of military aircraft functions [2] and
80% of innovations in vehicles [3]. Software has also grown to be a
significant source of accidents and product recalls [4]. Moreover,
numerous examples of software-related accidents span the safety-
critical domains of aerospace [5], medical [6], and automotive [7],
with many more examples listed in [8,9]. For such safety-critical
systems, errors can potentially result in loss of life, environmental
damage, and/or major financial loss. Therefore, practicing
software engineering with the same rigor and discipline recognized
in other areas of engineering is crucial to the successful develop-
ment and safe operation of modern software-intensive systems.

Model-Based Development (MBD) has become a predominant
paradigm in the development of embedded systems across indus-
tries, including aerospace, automotive, and nuclear. This is mostly
due to its appeal of automatic code generation from models, early
verification and validation, and rapid prototyping. Furthermore,
domain-specific modeling languages used in MBD are easily
learned and used by domain experts (experts in the field of the
application), allowing them to design, generate code, and verify
their own algorithms, using familiar terminology and abstractions.
Therefore, the MBD paradigm assigns domain experts a different
role than the one they typically have in a traditional software
development process. However, domain experts have back-
grounds in mechanical engineering, electrical engineering, or
other related fields, but typically have no formal education in soft-
ware engineering. For example, many leading Japanese software
specialists believe the majority of Japanese software developers
have not been formally educated in software engineering [10].

Our work builds on experience drawn from collaborations
between our team of software engineers and domain experts in
the automotive industry. While working on multiyear projects
with automotive Original Equipment Manufacturers (OEMs), we
have interfaced with a number of domain experts from both
academia and industry.

First, we have witnessed a large difference in terminology
used by software engineers and automotive domain experts1.
We (partially) address this communication gap between the two
communities by explaining the terminology originating in

1In fact, the term domain experts is widely known and used within the software

engineering community, while domain experts themselves are largely unaware of

the term.
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software engineering that is commonly used in development of
embedded systems.

Second, domain experts use and/or help develop various
software artefacts, often without a clear picture of their intent
and their ultimate effect on the quality of software.

This chapter clarifies the role of some of the most commonly
used (and those that are not, but should be) software engineer-
ing principles, practices, and artefacts by viewing them from a
software engineering perspective, and presenting how they
affect software correctness, safety, and other software qualities.
Therefore, this chapter aims at strengthening the collaboration
between software engineers and domain experts, by offering
domain experts a high-level understanding of software engi-
neering practices and artefacts, enabling their more effective
use. In the process, a number of MBD misconceptions and lim-
itations are addressed. Further, we discuss issues in the indus-
trial practice of MBD, and suggest solutions whenever possible,
or point to avenues for research to address issues for which a
solution currently does not exist. The chapter is focused on the
development of embedded software using Matlab Simulink, the
de facto standard in model-based design of embedded systems.
Ironically, Simulink itself neglects some major software engineer-
ing principles, and this issue is also discussed in this chapter.
While the focus of this chapter is on the MBD of embedded sys-
tems using Matlab Simulink, many of the discussions are applica-
ble to software engineering in general. Therefore, we view this
chapter as a useful tutorial primarily for domain experts involved
in the development of software intensive systems, but also for
software practitioners in general, managers in related fields, and
any staff involved in software and/or software development.

The remainder of this chapter is organized as follows.
Section 3.2 describes the overall MBD software engineering pro-
cess and serves as a prelude to the subsequent sections. The
subsequent sections, Sections 3.3, 3.4, 3.5, and 3.6, then provide
insight into commonly encountered questions and misconcep-
tions in industry regarding requirements, design, implementa-
tion, and verification and validation, respectively. Finally,
Section 3.7 presents conclusions and directions for future work.

3.2 Development Process: How Do You
Engineer Software?

Software is not only code, and developing software is not just
programming. Software includes requirements, design, test
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reports, and other documentation which are artefacts resulting
from the different phases in the engineering process. As with
all engineering disciplines, well-defined processes must be fol-
lowed in order to construct quality systems which operate safely.
The most common description of the software engineering pro-
cess within the MBD of embedded software is known as the V-
model, shown in Fig. 3.1. Although many process models exist for
software systems, the V-model is the most widely accepted model
for embedded safety-critical systems because of its focus on test-
ing at different levels. Moreover, standards such as the automotive
standard ISO 26262 [11] prescribe its use. In this section, we pro-
vide a summary of the phases of the V-model which are further
elaborated in the sections that follow.

3.2.1 What Are the Phases of the Engineering
Process? How Are Domain Experts
Involved?

The development process begins with the gathering and
specification of requirements. In this phase, a high-level
description of what the system should do is determined, with-
out providing any details as to how it is done. As a result of the
requirements phase, a software requirements specification
(SRS) is produced and agreed upon in order to act as a contract
between stakeholders and developers, that is, a mutual agree-
ment of the expectations from the system. This phase typically
involves close collaboration between software engineers,

Requirements

Architectural
design

Software
design

Code
generation

Unit testing

Integration
testing

Acceptance
testing

Verify

Verify

Verify
Figure 3.1 V-Model
development process for
model-based development
(MBD).

42 Chapter 3 SOFTWARE ENGINEERING FOR MODEL-BASED DEVELOPMENT BY DOMAIN EXPERTS



analysts, managers, with domain experts providing technical
breadth and depth within their respective domains. For exam-
ple, our experience is that a separate team of safety experts
plays an integral role in contributing to the development and
analysis of safety requirements for automotive systems.

Once a working set of requirements for the system has
been established, a high-level architectural design is planned.
The architectural design should strive to integrate principles of
software engineering (e.g., modularity and encapsulation), that
will be further explained in Section 3.4, in order to minimize com-
plexity and facilitate component reusability. Again, managers,
software engineers, and domain experts are primarily involved at
this stage, with third-party suppliers also participating where
necessary. Architectural design is then verified by way of reviews,
simulations (if the corresponding executable specification exists),
etc. Next, a software solution that satisfies the requirements and
conforms to the architectural design is developed. In MBD, this is
largely done by constructing models in accordance with language
guidelines and standards. This phase includes defining the neces-
sary component modules, algorithms, data structures, and other
detailed design elements necessary for the implementation (or in
the case of MBD, code generation). In practice, one or more com-
ponents or modules are assigned to an individual to “own,” that is,
to develop and maintain. In current MBD practice, we have found
that domain experts design software and rapidly prototype
designs, which are later transferred to other engineers to prepare
for production as well as maintain. Ideally, these software develop-
ment activities should be performed by software engineers. They
will be well-versed in implementing software using accepted
engineering best practices and principles. Close collaboration
with a domain expert, knowledgeable about the domain-specific
context, will provide guidance toward a solution.

A major benefit of the MBD approach is the ability to automati-
cally generate the implementation code from design models. This
significantly reduces implementation errors and development time
when compared to traditional programming [12], and also enables
domain experts’ deep involvement in the development process.
The same component “owners” responsible for designing the soft-
ware will generate its corresponding code. If needed, another sep-
arate team of engineers may be responsible for code generation
rule customization, which typically comes from the recommen-
dations and suggestions of domain experts. After generating an
implementation of the software system, verification takes place
to ensure that the system that is implemented is the one that
was designed and expected. MBD offers the ability to perform
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tests early in the development cycle, at different levels, before
the software even makes it onto the hardware. There are various
stages of testing which occur throughout the development pro-
cess. For example, unit testing verifies each software component
individually and independently from the rest of the system,
whereas integration testing combines software components to
verify the system as a whole, and acceptance testing verifies that
the system satisfies its requirements and performs as expected.
In general, the embedded system under development is modeled
as a controller, which aims to control some physical system
using supervisory logic. The physical system is described in a
plant model, which provides the controller with inputs.
Depending on the development stage of the controller and the
platform upon which the plant is simulated, different testing
strategies can be utilized throughout the MBD process:

Model-in-the-Loop (MiL): The controller and plant models
are simulated in their development environment (e.g.,
Simulink).
Software-in-the-Loop (SiL): The controller embedded code,
generated from the model into hardware-dependent code, is
simulated with the plant model, both on the same machine,
typically on PC hardware.
Processor-in-the-Loop (PiL): The controller embedded code
is loaded onto the embedded processor (hardware), and is
simulated with the plant model in real time.
Hardware-in-the-Loop (HiL): The controller embedded code
is run on the final hardware, an electronic control unit
(ECU), with a simulated plant model in real time.
The phase following software release is maintenance (not

depicted in Fig. 3.1), where either defects are fixed or software
is modified to satisfy new requirements. In fact, ease of mainte-
nance (maintainability) is one of the very important qualities of
software, that, although often not explicitly required, motivates
many of the activities in the development process from Fig. 3.1.
Software is maintained through collaborative efforts between
domain experts and software engineers. For example, in some
companies, a software engineer will be in charge of maintaining
a software feature (Simulink model). The software will be modi-
fied in collaboration with a domain expert, typically in charge
of several similar features (Simulink models).

3.2.2 How Important Are the Tools?
Appropriate tool support in each phase of the process by

way of a comprehensive tool-chain that facilitates different

44 Chapter 3 SOFTWARE ENGINEERING FOR MODEL-BASED DEVELOPMENT BY DOMAIN EXPERTS



activities, including change management, build management,
bug tracking, etc., is crucial for the success of a development
process [13]. Engineering a system often requires many itera-
tions of the development process and its phases. For example,
as the software design is developed, requirements can change,
making it necessary to go back and repeat the requirements
phase. In fast-paced industries such as automotive, performing
such iterations quickly is greatly facilitated through the use of
tool-chains which span the entire process, and can fully- or
semiautomate designing and implementing changes.

3.2.3 An Illustrative Example: Transmission
Control Software

For the purpose of illustrating and highlighting the software
engineering process for MBD described in the remainder of this
chapter, we will consider a small automotive example that was
provided by one of our industrial partners, as presented in [14].
Suppose that we need to design and develop the embedded
software to control the automatic transmission system of a
hybrid-electric vehicle based on requests made by the driver to
change gears between park (P), reverse (R), neutral (N), and
drive (D) via a “PRND” shifter, typically in the form of a lever or
knob within the vehicle console. When using the vehicle, a
driver makes requests to change the transmission gear via
the shifter (e.g., switch from park to drive), at which point
the embedded software needs to decide whether or not to
grant the driver’s request based on a number of system condi-
tions, such as faults and the availability of certain components.
In the subsequent sections of this chapter, we will use this
simple illustrative example to demonstrate how to specify
software requirements, to translate those requirements into
suitable model-based designs, and to verify and validate that
the implemented design exhibits the expected system behavior.

3.3 Requirements: What Should Your
Software Do?

3.3.1 How Important Are Good Requirements?
Contrary to common belief, software rarely fails. More often

than not, the software behaved exactly as it was required to,
but it was the requirements that were flawed [15]. Some
sources assert that over 90% of software issues result from
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deficient requirements, leaving merely 10% of issues to be
caused by design and coding problems [16]. Therefore, experi-
ence teaches us that getting requirements right as well as pre-
cisely specifying them is essential for the establishment of safe
and effective systems [17]. The terms “requirements” and
“requirements specification” are taken from software engineer-
ing, and are not a part of domain experts’ jargon. Our experi-
ence shows that domain experts would rather refer to it as
“specification” or “spec” only.

3.3.2 What Is the Purpose of a Requirements
Specification? Who Uses It?

Before building a safe and usable system, an understanding
of what it is meant to accomplish and what qualities it should
possess is required. Requirements specify what the system
should do, and a SRS is an artefact in which software require-
ments are documented and maintained. A requirements
specification acts as a contract between users and software
developers. It is also used by verifiers to show that the software
satisfies its requirements and by managers to estimate and plan
for resources. In our experience, the requirements specification
is essential for helping mitigate the impact of developer turn-
over, especially within the automotive industry which experi-
ences frequent movement of personnel.

3.3.3 Simulink Models Are NOT Requirements
Requirements should state what the system should do,

whereas design and code state how. In practice, however,
while the line between the two is not always clear, even in tradi-
tional development approaches, it is significantly blurred in
MBD. For example, a Simulink model is often considered both
the requirements specification and the detailed design specifi-
cation. Graphical models are often used to help understand
requirements. They may also provide a convenient means for
facilitating communication between domain experts and
software developers. However, Simulink models are not
requirements. Simulink models contain too many design
(implementation) details, making it difficult to see the
black-box behavior of a system. Furthermore, a Simulink model
lacks a means for specifying nonfunctional requirements and
properties of the system (e.g., confidentiality).
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3.3.4 What Is Wrong With Requirements
Specifications Today?

Many organizations using MBD recognize the importance of
separating requirements specification from design. However, the
requirements are often written using natural language, and are
therefore bound to be ambiguous. Furthermore, the requirements
are often incomplete, that is, they specify the required functional-
ity of the system for particular combinations of inputs, but often
fail to specify the functionality for all the combinations.

We have also often seen inconsistent requirements specifica-
tions, that is, those containing contradictory statements. Using
a language with precise syntax and semantics (meaning) helps
alleviate these issues. Consider, for example, the requirement
captured in the tabular expression [18] shown as Table 3.1.
Tabular expressions are one of many ways to specify require-
ments. However, they offer precise and concise semantics,
and are used in the nuclear and aerospace industries due to their
understandability. They can be interpreted straightforwardly as if-
then-else statements. Consider writing a requirement for driver
request arbitration from the Park position in the illustrative
example described in Section 3.2.3 that states: “If there is no fault
and the component is unlocked, grant the driver’s request; other-
wise, stay in the current gear.” This requirement can be com-
pactly specified as a tabular expression for the Park position as
shown in Table 3.1, where each row represents a subexpression of
the function such that if a Condition is evaluated to be true, the
corresponding Result cell value is the returned output.

Given the requirement specified in Table 3.1, it is straight-
forward through the use of tool support [19] to verify that

Table 3.1 Requirement for Driver
Request Arbitration From Park

fArbRequestFromPark(eDrvrRequest:enum, bUnlocked, bFaulty:bool): enum5

Result

Condition eArbRequest

bFaulty cPark

¬bFaulty
bUnlocked eDrvrRequest

¬bUnlocked cPark
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the requirement is complete (requiring consideration of all
possible inputs) and consistent (ensuring determinism
through nonoverlapping input cases), both of which are
integral to safety-critical systems, as they raise the confidence
in correct system performance in all conditions, and also
aid in detecting gaps for the input cases considered.

3.3.5 Who Writes the Requirements Specification?
Ideally, domain experts would write the requirements speci-

fication themselves, without the help of software engineers.
However, this is seldom the case, with software engineers pro-
ducing the requirements specification based on communication
with domain experts. The knowledge of the domain experts is
instrumental to the specification of requirements, but the devel-
oper possesses the knowledge of how to specify the requirement
precisely and succinctly. While getting requirements right
necessitates continual interaction between domain experts and
software engineers, there is commonly a disconnect, as they
often do not “speak the same language.” Specifying require-
ments such that they are understandable to domain experts,
and the use of notations like the aforementioned tabular
expressions are integral to the development of a quality require-
ments specification. MBD notations like Simulink/Stateflow
have proven to be useful in this regard, given that they are read-
able by both domain experts and software engineers.

3.3.6 What Information Should an SRS Contain?
The structure and content of a SRS have been thoroughly

investigated, with several standards and templates available [20].
At minimum, an SRS typically consists of the following elements:

Purpose: A clear statement of the system’s fundamental rea-
son for existence. This is meant to provide a rudimentary
understanding of the system and why it is needed.
Scope: Includes a brief overview of the system to be devel-
oped and should indicate the goals and benefits of building
the system. It also specifies the boundaries within which
these goals are met. An accurate scope definition is impor-
tant since it is often used by project managers to determine
timing and budget estimates.
Functional Requirements: A functional requirement specifies
an action or feature that needs to be included in the software
system in order for the system to be fit for purpose. Table 3.1
is an example of a functional requirement.
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Nonfunctional Requirements: A nonfunctional requirement
specifies a property or quality that the software system shall
possess in order to judge its operation. Nonfunctional
requirements often specify the performance, security, and
usability requirements of the software system, among others.
An SRS should also contain specifications of the tolerances

on accuracies of outputs, rationale justifying the reason for the
existence of requirements (with alternatives considered, if any),
specifications of interfaces documenting how the software com-
municates with its environment, and documentation of antici-
pated changes to existing requirements so that they may be
better accommodated by the eventual design.

Once a preliminary set of requirements can be agreed upon
by the domain experts and other stakeholders, and there is a
general understanding of what the system must do, thought can
start being put into how the system is going to do what it does.
It should be noted that requirements specification is an iterative
process that continues in subsequent phases.

3.4 Design: How Will Your Software
Do What It Does?

Designing software is similar to design activities in other engi-
neering fields. It is the process of determining how a system will
perform its intended functions. The software design process is
regularly comprised of two stages: architectural design and
detailed software design. The design starts with determining the
software architecture, which is the description of the high-level
decomposition of the system into its main components, their
interfaces, and interactions between the components. Software
architecture is then gradually refined into a detailed design of
modules and algorithms. In MBD, the software design refers to
the modeling of the software in a language such as Simulink/
Stateflow, with the models effectively serving as blueprints for the
software implementation, done via automatic code generation.

3.4.1 How Is Design Different From
Requirements?

Design is directly driven by the requirements gathered in the
previous phase. Models are created and continually modified
until a design has been achieved that meets all the requirements.
Although closely tied together, it is important to emphasize again
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that requirements are not the same as design models. As previ-
ously mentioned, this is one of the most prevalent misconcep-
tions when it comes to MBD, with MathWorks also perpetuating
this idea in the recent past [21]. Requirements and design must
be viewed as separate entities, and we can illustrate exactly why
using the automotive example given in Section 3.2.3.

Table 3.1 specifies a requirement, while Tables 3.2 and 3.3
provide two detailed Stateflow designs which both satisfy this
requirement. These Stateflow truth table designs are structured
in two sections, where the top subtable defines conditions to
check. Should the conditions be evaluated to the values given in
the columns, (T, F, or -, representing true, false, or “don’t care,”
respectively), the corresponding action for the column is exe-
cuted. Actions are defined in the bottom subtable. It is apparent
that pinpointing the requirement within these designs is diffi-
cult due to the additional design details also included.
Moreover, this example demonstrates that multiple, yet distinct,
designs can implement the same requirement in different ways.
For these reasons, it is imperative to document requirements
separately from design. Just as in engineering in general, the
motivation for choosing one design over another will lie in the

Table 3.2 First Design Stateflow Truth Table
fArbRequestFromPark(eDrvrRequest:enum, bUnlocked, bFaulty:bool): enum =

# Condition 1 2 3 4 5 6 7 8 9 10 11

1 eDrvrRequest  == cPark T F F F F F F F F F -

2 eDrvrRequest  == cReverse F T F F T F F T F F -

3 eDrvrRequest  == cNeutral F F T F F T F F T F -

4 eDrvrRequest == cDrive F F F T F F T F F T -

5 bUnlocked - T T T - - - - - - -

6 bFaulty - F F F T T T - - - -

Actions 1 2 3 4 1 1 1 1 1 1 1

# Action

1 eArbRequest = cPark

2 eArbRequest = cReverse

3 eArbRequest = cNeutral

4 eArbRequest = cDrive
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added need to satisfy other requirements or accommodate con-
straints. For example, if the component containing design
implementing the requirement from Table 3.1 has a tight timing
requirement, the second design may be used due to its more
efficient condition checking. However, if maintainability over
different, but similar, software versions containing this compo-
nent, is the bigger concern, the first design will more likely be
used, as will be explained later in this section.

3.4.2 What Are Important Principles of
Software Design?

It is well known in software engineering that good designs lead
to high-quality software systems. For systems other than trivial
examples, it is necessary to decompose, or break up, the system
into manageable modules in order to improve its reusability, over-
come complexity, and to divide labor. There are typically several
ways of decomposing a system. The criteria used in the decompo-
sition of a system plays a significant role in determining the qual-
ity of a design. One of the most important principles in software
design is design for change [22] which prescribes that a developer
needs to be able to anticipate changes that the system might
undergo, and design software capable of accommodating those
changes. For example, when designing powertrain software, engi-
neers need to anticipate powertrain configurations that might
have to be supported in the future, and design software so that, if

Table 3.3 Second Design Stateflow
Truth Table

fArbRequestFromPark(eDrvrRequest:enum, bUnlocked, bFaulty:bool): enum =

# Condition 1 2 3

1 bFaulty T F F

2 bUnlocked - T F

Actions 1 2 1

# Action

1 eArbRequest = cPark

2 eArbRequest = eDrvrRequest

Chapter 3 SOFTWARE ENGINEERING FOR MODEL-BASED DEVELOPMENT BY DOMAIN EXPERTS 51



the change is made, the effect of the change will be localized as
much as possible. Closely related to the design for change and
anticipation of change principles is the concept of a software prod-
uct line. A product line necessitates a core architecture of com-
mon functionality across the various configurations, but will also
provide the ability to include variations in order to create different
products within the line. For example, a large part of electrified
powertrain software can be reused throughout different power-
train configurations. All of the software versions corresponding to
different powertrain configurations will constitute products within
a software product line. As another example, the model shown in
Table 3.2 was developed to satisfy the requirement from Table 3.1,
but was also devised with the product line approach in mind,
because the logic it implements varies only slightly with different
vehicle variants. More precisely, while the conditions listed in the
columns of the first table of Table 3.2 remain the same for each
product in the product line, the set of actions on these conditions
is the only part of the design that varies throughout the different
products within the product line. Roughly speaking, the actions
are encoded as calibrations, so that they are easy to change, and
maintain. Calibrations, in fact, are often used to implement vari-
ability in software across products within a software product line.

The mechanism crucial in implementing design for change in
software engineering is information hiding [22]. Information hid-
ing seeks to decompose a system such that modules each “hide” a
requirement or design decision that is likely to change, that is, the
interface of the module does not reveal its inner workings.
Typically, design decisions creep into the interfaces of the mod-
ules, making them context-dependent, and not easily modifiable
or reusable. Design decisions typically correspond to hardware,
behavior, and software design decisions which are likely to change
in the future, and hiding their details within a module will make
future changes easier to accommodate. Continuing with the
aforementioned electrified powertrain software example, a mod-
ule that will “hide” the powertrain architecture from the rest of
powertrain software represents a hardware hiding module.
However, while the principle of information hiding has fared well
in traditional software development paradigms, it might not be as
useful and widely applicable in MBD. We are currently undertak-
ing research into the role of information hiding in MBD.

3.4.3 How Does Simulink Support the Application
of Software Engineering Principles?

For MBD, Simulink enables the introduction of various levels
of hierarchy in order to decompose a system into various levels
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of abstraction. Unfortunately, a challenge in Simulink is under-
standing how to employ information hiding, how designs will
benefit from it, as well as how to decompose a system into reus-
able modules. The subsystem is the accepted Simulink equiva-
lent of a module, however, they are neither reusable, nor do
they effectively encapsulate their internal design. Degrees of
reusability can be achieved with other mechanisms such as
libraries, model references, function-call subsystems, code reuse
subsystems, and Simulink functions, however, they all fail to
encapsulate their internals with respect to hidden data flow [23].
For example, Data Store Memory blocks are able to bypass the
typical inport/outport interface of a subsystem, and read/write
data directly from/in the subsystem. Adding explicit interfaces
which include Data Store Memory blocks such as those described
in [23] can alleviate this problem. However, a new block mecha-
nism within the Simulink language is needed; one which restricts
hidden data flow to effectively encapsulate data, as well as be eas-
ily reused in multiple locations of a model. Such a mechanism is
not currently available and presents itself as a challenge when
employing information hiding in Simulink designs. Research into
the development of such mechanisms is needed.

Furthermore, Simulink lacks self-documenting capabilities of
imperative programing languages. For instance, an analog of a
module interface in C, as defined in C header files, does not
exist in Simulink [23].

3.4.4 How Can Guidelines Help?
When it comes to achieving a good design, as with most lan-

guages, there are conventions and guidelines available which
give best practices that should be adhered to. Likewise, for
Simulink/Stateflow, standards such as [24,25] have been devel-
oped with the aim of facilitating desirable model qualities,
mostly readability. Making models readable with appropriate
block colors and positions is comparable to including white
spaces and new lines in textual languages, and makes a differ-
ence when it comes to achieving qualities such as modifiability
and maintainability.

Nevertheless, in working with industrial-sized models from
OEMs and the currently available guidelines, we have noticed
shortcomings in the guidelines in addressing actual design princi-
ples, such as modularity. For example, using global variables in
traditional programming languages is strongly regarded as bad
practice because global variables hinder encapsulation, reuse, and
understandability. However, modeling guidelines for Simulink typ-
ically do not recommend against the use of analogous constructs
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such as Data Store Memory blocks at the top-level of models
(which would be analogous to them being declared as global vari-
ables), or above their needed scope. Such a recommendation can
easily be formulated and automated, as done in Ref. [26] with the
Data Store Push-Down Tool. In general, more guidelines and sup-
porting tools are needed, which aim to increase the use of other
important software engineering principles.

3.4.5 What Information Should a Software Design
Document Contain?

As with other traditional development approaches, designs
in MBD must be properly documented. A software design
description (SDD) is an artefact documenting the design of the
software system and describing how the system will be
structured in order to satisfy its requirements. An SDD
effectively translates the requirements from the SRS into a
representation using software components, interfaces, and data.
Commonly used templates which outline the content and
format of compiling an SDD exist [27]. At minimum, an SDD
typically consists of the following elements:

Purpose: A clear statement describing what the system is
ultimately meant to accomplish. It is meant to reinforce the
understanding of why the system needs to be developed.
Rationale: Provides justification for the chosen design. This
often includes a description and justification of the design
decisions that were made in the development of a module,
and a list of the alternatives that were considered, along with
reasons why they were rejected.
Interface Design: Describes the intended behavior of a mod-
ule from an external viewpoint, such that other entities can
interact with the module without knowing its internal
design. This should include the any imported modules,
inputs, outputs, and their types, ranges, etc.
Internal Design: Describes the internal structure of a module,
including subsystems, algorithms, internal variables/data,
and constants.
Anticipated Changes: A list of the ways in which a module is
expected to change in the future. This offers insight into the
future direction of the development of a module. In this way, one
can design for change so that when requirements of the system
change, the design can accommodate those changes with only
moderate modifications, rather than with complete overhauls.
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Although the need for documenting Simulink models has
been recognized in industry, to the best of our knowledge, there
has not been any research on how this is to be done. Our own
efforts show that the principles and content of an SDD from
traditional software engineering equally apply to documenta-
tion of Simulink models, and we have been working to develop
a template for an SDD for Simulink models.

3.4.6 Are Models Documentation?
In MBD, we are often met with the “models are documenta-

tion” fallacy that we believe has further perpetuated the lack
of proper documentation across industries using MBD.
However, any engineer responsible for maintaining real-world
industrial-size Simulink models understands that a Simulink
model is notoriously hard to reverse engineer or maintain
without additional information about the model that can be
documented in an SDD. For example, Simulink lacks facilities
to explicitly represent the interface inputs/outputs of a model/
subsystem. This issue was discussed and suggestions were
made in [23]. Also, a model does not contain rationale for
design decisions. However, experience teaches us that docu-
menting rationale is crucial for proper software development
and maintenance.

We illustrate the importance of having a good SDD by an
anecdotal story from our collaboration with one of our indus-
trial partners. Their newly hired engineer was tasked with main-
taining a Simulink model implementing algorithms within his
expertise area. There was no documentation associated with
the model. Although the engineer was very familiar with the
model’s algorithms and their application, comprehending the
model took approximately 2 months due to the fact that no
requirements specification, and particularly, design documenta-
tion, existed for this model. As a result, every part of the model
had to be manually examined and understood. After reverse
engineering the model, the engineer asked for our help with
documenting the model to significantly ease the maintenance
efforts in the future. This is not the only instance of such set-
backs we saw, and it clearly illustrates that even a domain
expert, with all of the relevant background knowledge, is still
hampered significantly by a lack of documentation. Again, this
is a clear example that the Simulink model is not the require-
ments, nor effective documentation in and of itself.
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3.4.7 What Is Wrong With Software Design
Documentation Today?

In general, it is a common attitude that SDDs are ultimately
nonessential to the deployment of embedded software. The com-
panies that develop and maintain large and complex embedded
software in Simulink, also develop and maintain a large number
of SDDs documenting the designs. For example, a company we
worked with documents every software feature (i.e., a large
Simulink model) with an SDD. To improve the documentation,
the company developed a template defining the format and con-
tent of SDDs and then distributed it to developers in charge of
models’ maintenance. However, the template very loosely defined
the content of SDDs, partly due to the use of undefined terminol-
ogy. This resulted in developers subjectively interpreting the tem-
plate, leading to inconsistent documentation throughout different
features of the same software. The SDDs are also consequently
ambiguous and incomplete. Under-defined content of documen-
tation is a general (not only SDD) software documentation
problem, ultimately rendering the resulting documentation mean-
ingless. Instead, the template for documentation should define
the structure of the documentation, using well-defined terminol-
ogy that includes explanation of all relevant terms, as well as the
instructions for the developers on the required content. Improving
documentation is not a short-term project—consequently, the
managers consider it a burden on the development/maintenance
process already under tight resource constraints. We feel, however,
that the benefits of producing and maintaining proper documen-
tation would by far outweigh its costs.

Additionally, a challenge we have encountered in industry,
especially those with fast development cycles, is that SDDs are
not always kept up-to-date. We contend that every model change
should also necessitate a change in the associated SDD. Ideally,
the change management should be built into software develop-
ment environments with revision control, with rules requiring
that changes to models are not allowed without an updated SDD.

3.5 Implementation: Generating Code

3.5.1 Why Is Code Generation Crucial to the
Success of MBD?

Automatic code generation in an MBD process is vital to the
cost effectiveness of development. It eliminates the manual
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effort in coding from design, therefore, accelerating the process
while decreasing the chance of errors when compared to man-
ual coding from requirements or models. For example, GM has
attributed the success of the Chevrolet Volt’s development to
automatic code generation [28]. Since code is automatically
generated from design, traceability links are also automatically
generated. Tools exist that automatically generate code from
Simulink models and have been widely used in the industry
(e.g., MathWorks Embedded Coder, dSPACE TargetLink). Any
manual modification of the code after code generation is strongly
not recommended, given the high chance of introducing errors,
and maintainability issues—the manual modifications will be
overwritten upon code regeneration.

While verification that the code implements the Simulink
design is still needed (performed by, e.g., back-to-back testing2

that is well supported by current tools), verification efforts can
typically be reduced by using the “proven in use” argument
behind commercial code generation tools—the fact that those
tools have extensively been successfully used in different appli-
cations for a reasonable amount of time. Some industries go
further by certifying code generators, additionally reducing the
effort needed for verification of code against design.

Automatic code generation enables a variety of applications
including SiL, PiL, HiL, and rapid prototyping. It allows for
quick generation of code from Simulink controller implementa-
tions for deployment code on a desktop machine, instruction
set simulators, or target (the microprocessor). Further more, for
HiL, e.g., the plant model can also be coded into C (whether
from Simulink or another physical modeling tool more appro-
priate for plant modeling) and used in real time. The embedded
code generated for ECUs should also run in real time, satisfy
efficiency requirements (speed, memory usage), integration
with legacy code requirements, etc.

3.5.2 What Are the Limitations of Code
Generation?

Not all of the Matlab language and Simulink constructs are
supported by code generation tools. Furthermore, while effi-
ciency of model-generated code is comparable to hand code3,
the efficiency of code can typically be increased by hand coding

2Back-to-back testing checks whether the outputs of the model and code are the

same for the same inputs.
3In fact, model-generated code can outperform handwritten code [29].
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when the code is manually developed by a skilled embedded
developer that is knowledgeable about the importance of using
proper data types, memory alignment, etc. Consequently, if the
size of code, or RAM usage, or speed of execution, is a major
concern, developers may decide to hand code the critical parts
of system. The integration of hand code with other legacy or
generated code is supported by existing tools. However, our
experiences confirm that, whenever possible, automatic code
generation is strongly preferred given its cost effectiveness.

3.6 Verification and Validation: How Do
You Know Your Software Is Good?

Although the terms verification and validation are often used
interchangeably, the difference between the two is significant.
While verification answers the question, “Are we building the
system right?”, validation answers, “Are we building the right
system?” Typically, verification and validation (V&V) activities
are classified into two large groups: testing and analysis, where
testing is dynamic, and analysis is static.

Domain experts are typically involved in a number of V&V
activities. For instance, they are involved in the validation of
requirements by either e.g., manual inspection of requirements
specifications and/or by simulation of requirements, if their
specification is executable. They might also be further involved
in developing test cases at different software levels. However,
domain experts might lack the understanding of automatic gen-
eration of tests and its impact on the quality of software.
Furthermore, they may not have a clear picture of the V&V
activities throughout the development process as a whole. In
this section, we strive to present a brief overview of V&V techni-
ques used in traditional software engineering, and, in particular,
how they map to and impact MBD practices.

In the remainder of this section, we will not distinguish
between the terms verification and validation.

3.6.1 Why Is Early Verification Important?
Does MBD Help?

The cost of fixing software bugs increases dramatically with
respect to how late they are found during the development of the
system. A bug discovered postrelease can cost 100 times more to
find and correct than if it were found and corrected at the
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requirements or early design phase [30]. The cost effectiveness is
precisely one of the main reasons for the widespread adoption of
MBD in practice. MBD enables a significant part of the V&V
activities to be moved from after the code phase to the design
phase, leading to a significant reduction of development costs.
For example, because a model in Simulink representing a design
is an executable specification, testing can be performed at the
model level (MiL testing) before testing at the code level. In fact,
as will be discussed in this section, MBD was able to leverage
some of the most promising verification techniques that came
out of computer science research but previously found only lim-
ited application in traditional software development.

3.6.2 Is Testing Software Different Than Testing
Other Engineering Products?

Testing software is very different from testing systems in
other engineering products. This is due to the lack of the conti-
nuity property of software functions: if the inputs of a function
change slightly, the outputs might change drastically [31]. This
also means that exhaustive testing is not possible for any non-
trivial software system, because it is infeasible to test a system
for all the possible combinations of inputs and sequences of
inputs. Therefore, testing can never show the absence of bugs,
only their presence.

3.6.3 How Do You Choose Tests? When Do You
Stop Testing?

Unfortunately, the question of when to stop testing is still
one of the most significant open problems in software engineer-
ing. However, strategies exist to help cleverly choose test inputs,
so as to increase confidence that an adequate set of representa-
tive behaviors of the system has been exercised. Both domain
experts and software engineers determine appropriate test
cases4, given their complimentary skills and roles in the devel-
opment. While domain experts typically manually develop cases
based on their intimate knowledge of the application, software
engineers are accustomed to using tools to automatically gener-
ate test cases based on requirements and/or models/code. The
tools use software testing measures as criteria to maximize the
probability that representative behaviors of the system have

4A test case includes a test sequence of inputs and corresponding outputs.
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been covered. The notion of coverage criteria was first used for
testing programs in traditional programming languages, and
then adapted to Simulink/Stateflow, allowing early verification
at the design level, before the testing at the code level as in
traditional development paradigms.

For example, decision coverage for Simulink/Stateflow targets
all decision points in a Simulink/Stateflow model (e.g., Switch, If,
While blocks, Triggered/Enabled subsystems, as well as Stateflow
transitions) such that each decision has been exercised, i.e., every
decision evaluates to true and false. For the design given in
Table 3.2, that means test cases corresponding to each of the
11 columns evaluated to true and false will be generated.

A number of good commercial tools exist to automatically
generate tests for both Simulink models and the C-code gener-
ated from it. For example, Reactis by Reactive Systems tests
Simulink designs by trying to maximize the coverage of both
the requirements and the design in a number of coverage
metrics, while requirements, also specified in Simulink, are
used as a testing oracle—a means of defining expected outputs
for each test case. This emphasizes the importance of having
formalized requirements—requirements specified using nota-
tions with well-defined meaning and syntax, such that they can
be checked by a computer.

Testing tools too have limitations when it comes to support-
ing all the various design constructs of Simulink. For example,
for the Stateflow truth tables shown in Tables 3.2 and 3.3,
Reactis will not aim to exercise the decision behavior of the
tables, but will merely seek to execute the table at least once.

3.6.4 What Other Verification Techniques Are
Used in MBD?

As in any traditional engineering, MBD relies on manual
inspection of relevant artefacts (requirements, design specifica-
tions, etc.) by experts. For example, the requirements specifica-
tion is typically written by software engineers, and then
reviewed by domain experts. For this reason, it is very impor-
tant to choose a notation readable by domain experts, as previ-
ously noted. A specification can also be reviewed for
completeness and consistency. For example, simple manual
inspection of the requirements specification from Table 3.1
reveals that the specification is complete and consistent. Given
that the notation from Table 3.1 is formal—has a precisely
defined meaning and syntax—the check for completeness and
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consistency can be automated. In fact, a Simulink toolbox exists
that allows the tabular expressions to be used within Simulink
designs, where tables can be checked for completeness and
consistency with the push-of-a-button [19].

MBD leverages a number of tools that examine models/code
in much the same manner that a human reviewer would. For
example, automatic static checks can be run on models and
code to check for conformance to rules defined in modeling
style guidelines and coding guidelines, respectively, as discussed
in Section 3.4. Furthermore, MBD uses a number of tools that
discover run-time errors, such as division by zero, overflow, out-
of-bound array index, etc., at both the model and the code
levels. Formal verification uses mathematics to verify software.
For example, Simulink Design Verifier (SDV) by MathWorks can
be used to discover run-time errors at the model level. Also,
MathWorks’ PolySpace can be used to find run-time errors at
the code level. These tools leverage formal verification.

A formal verification technique called model checking has
been successfully used by e.g., MathWorks’ SDV to prove that
Simulink designs meet their requirements, where the require-
ments are also specified in Simulink.5 The significant difference
between verifying Simulink designs with respect to their
requirements in Reactis (based on testing), and verifying with
SDV is that SDV exhaustively verifies the system using mathe-
matical techniques. However, model checking suffers from scal-
ability issues, and is often infeasible for very large systems.
Nevertheless, it can still be used on industrial models, particu-
larly for the safety-critical parts of designs. We also note that we
have found the term “model checking” to be quite misused in
MBD to mean either checking models for compliance to model-
ing guidelines, or for testing models against their requirements.
A question that naturally arises next is whether testing is
needed at all if models have been previously exhaustively veri-
fied. The answer is in the positive, because formal verification is
performed on a model of the system, not on the actual system.

3.7 Conclusion and Future Work
With the advent of MBD, we have seen a shift in the role of

domain experts in the embedded software engineering process.
Despite not having formal software engineering training,
domain experts often find themselves creating models from

5SDV also supports an alternative, C-like notation, for specifying requirements.
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which code is generated, thus significantly contributing to the
design and coding activities of software development. At the
moment, MBD does not completely relieve the software devel-
oper from having to know software principles that help us
develop safe and dependable systems. The adoption of sound
software engineering practices by domain experts is thus very
important for the safety of those systems.

In this chapter, we addressed common misconceptions that
domain experts encounter when adopting software engineering
practices in MBD. We also aimed to clarify some of the most
widely used software engineering principles, and their links
with well-known concepts from MBD. Nevertheless, in some
cases it is not clear how specific well-established software engi-
neering principles translate to MBD. For example, research is
needed to better understand the effectiveness of the informa-
tion hiding principle in MBD.

We expect that the guidelines we provided will increase the
effectiveness of the interaction between software engineers and
domain experts, which is crucial for the successful development
and operation of software-intensive, safety-critical, embedded
systems. Although the examples and discussions in this chapter
center around the development of safety-critical automotive
embedded software in Simulink, the guidelines are applicable
to the MBD of embedded software in general.
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4
EVOLVING SECURITY
A. Sonalker1 and E. Griffor2
1STEER Tech, Columbia, MD, United States 2National Institute of Standards

and Technology (NIST), Gaithersburg, MD, United States

4.1 Need for Security in a Cyber-Physical
System

The need for security began with four simple questions:
• Is the claimant who they claim to be?
• Is the claimant allowed to do what they intend to do?
• Did the data change in transit?
• Can the data be kept secret to all except the intended party?

These four tenets are commonly referred to as authentica-
tion, authorization, integrity, and confidentiality, respectively,
and are an excellent starting point in laying the ground work for
“secure” design. With cyber-physical systems (CPS) the problem
begins at this same initial point, except the two end parties
could be machine-to-human, human-to-machine, or machine-
to-machine and that there exist some nondigital elements of
the system (mechanical, hydraulic, pneumatic, nuclear, electri-
cal, etc.). An important aspect of CPS systems, availability, was
introduced much later by Needham and Price [1] and comes
from reliability engineering. Availability has much to do with
fault tolerance and robustness to failure. Any good distributed
system is designed to be highly available in the presence of
faults [2,3] or fall back to a fail-safe state if it cannot remain
available, with or without security in the picture. The chunk of
availability attributable to security then is of intrusion tolerance
and flow control (predominantly seen in Denial of Service
attacks).

CPSs were originally intended to be physical systems with
varying levels of automated controls enabled by computation.
Control was direct, or remote via a controller network. With the
advent of the cyber component and broad connectivity across
the Internet of Things (IoT), remote truly became long-range
remote (off-site). While this transition became a major enabler
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in making CPSs more efficient, lower cost, as well as easily
accessible and controllable, this transition clearly impacted
security needs. The questions posed earlier become even more
critical, and need to be reassessed, even readdressed. Besides
end-point security and credential verification and integrity of
the control data, there is a need to ensure that there is no inser-
tion, fabrication, or replay of legitimate commands. This aspect
is not covered by the four questions, as it happens to be part of
the normal and correct functioning of the system. However lack
of such a check can result in compromise of control over the
assets that comprise many CPSs (Fig. 4.1).

The likelihood of a security breach is a probability determi-
nation of threat capability and vulnerabilities in the system.
Threat capability is a function of accessibility to more sophisti-
cated open source and custom tools, more powerful hardware
at lower prices, more knowledge of systems due to the use of
more open source software. While there potentially are a few
more factors that influence threat capability, our opinion is that
the three factors listed above have the highest directly propor-
tional effect on hacker capability, and therefore on the likeli-
hood of breach. Vulnerabilities are directly related to the
complexity of the system [4]. The number of lines of code
(thousands), i.e., KLOC is a good measure of project size, and
therefore software system complexity. A modern automobile,
e.g., contains approximately 80–100 million lines of code [5].
Most CPSs today are being driven toward software defined-x,
whether it is software-defined networking, software-defined
radio, x-by-wire, and more. This is intended for cost reduction,
mechanical failure reduction, ease of maintenance compared to
hardware maintenance, and even lightweighting (cost and fuel
efficiency benefit). As more and more electromechanical

System-of-systems
System

Cyber-

physical

Device

Human

Figure 4.1 Cyber-physical systems.
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systems are replaced by software, these systems become incre-
mentally complex. Legacy software is often not removed, code
is incrementally updated in modules without testing the entire
system or understanding interactions with other modules, and
testing becomes highly complex and expensive. Defect density
(defects per thousand lines of software code), a measurement
for software quality, for known systems like Microsoft Windows
10, e.g., is 5 bugs/KLOC, NASA Goddard Flight Systems, which
performs very rigorous (very expensive) software testing, has a
defect ratio of 0.1 bugs/KLOC [6]. Defects are mainly caused by
either design or implementation and can be reduced by rigor-
ous testing. Often times, in a rush to deliver releases, software is
not tested as rigorously as needed. While defenders need to find
and address most defects, a competent adversary often
leverages a single one of these defects (vulnerabilities) to launch
an attack and penetrate the system.

4.1.1 Hacker Capability and System Complexity
In Fig. 4.2, hacker capability and system complexity are

graphed for the past, present, and future to convey the changes
in trends. As discussed earlier, both system complexity and
hacker capability have independently increased over time.

System complexity has increased due to (1) capability
enhancement, (2) system expansions, (3) security enhance-
ments, (4) replacing mechanical and hardware functions with
software equivalents, (5) incremental development and software
complexity associated with leaving legacy codes, and often fol-
lowing suboptimal software engineering practices. As seen
above system complexity is directly related to the number of
vulnerabilities that can only be mitigated through rigorous
testing.

Figure 4.2 Trend in capability versus system complexity as a defense mechanism (A) Past, (B) Present,
and (C) Future. STEER Tech.
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4.1.2 Security Enhancements to Systems
Take the case of a defense-in-depth model for a CPS. In most

cases that I have examined in the automotive domain, system vul-
nerabilities went from linear to exponential because of the com-
plexity of implementation, as measured by the increased number
of lines of software code. While each vulnerability may not directly
result in a system breach (access to a core critical function), there
are now more vulnerabilities overall. The only reason why each
vulnerability does not result in a system breach is because the
“gaps” in each layer of the depth model were not directly aligned.
Some vulnerabilities are deep within a layer and do not have
external exposure, but if an adversary was to penetrate each layer
and gain access and control of system resources in each layer, and
can then move around in the system, it can find the next vulnera-
bility, expose it and continue to breach deeper into the system. To
reiterate, this result has a lot to do with capabilities of the adver-
sary, access to sophisticated tools, and the biggest advantage—
increased knowledge of the system. For example, consider what
happens when the adversary gets shell access and control and rea-
lizes that it is an open source system the adversary is already
familiar with. From these graphs, we conclude that the aim of
secure system design, in a nutshell, should be to ensure that sys-
tem defense is always ahead of hacker capability.

4.1.3 Risk Versus Asset Balance
As CPSs become more and more connected, including con-

nectivity for purposes of measurement, control, and transac-
tional purposes, there is a need to revisit traditional security
thinking and mechanisms. Obviously, there is a new cost associ-
ated with this change. This cost can range from additional com-
ponent costs, to time delays, to process disruption until new
mechanisms are streamlined in. Even with new mechanisms
there is again a new testing and validation phase. At the very
least it will incur additional time, money, and operational delays
or, alternately, time-to-market delays in case of production of
CPS systems. Therefore to minimize disruption and incremental
process cost, we must prioritize. The reassessment of security
must be done from a risks versus assets perspective keeping this
new connectivity and subsystem interplay in mind. Without the
latter, the revaluation and reevolution is ineffective. From a risk
perspective the questions to ask would be:
• What are the assets that must be protected at all times?
• What kind of “protection” do they need (authentication,

authorization, integrity, confidentiality)?
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A threat assessment that begins with identifying the true
assets and their protection needs, the six questions, the four ini-
tial questions plus these additional two, must be conducted.
Once we understand this, then we have to assess what the prac-
tical risk factor is given all this new connectivity and the reach-
in to the assets that were not typically present before. This new
reach-in, typically called a vector is a particular strategic direc-
tion, taken using a particular approach, using a unique path
that may either be directly coming in from the outside, or
through other subsystems and components.

The point of entry of a vector is called an entry point. The set
of all exploitable entry points along a logical or physical surface
is called an attack surface. We will revisit this definition more
concretely in the following sections. For example, consider an
automobile as our example of a CPS. An external attack surface
would be the outer perimeter of the vehicle with all its vulnerable
communication entry points. A second attack surface would be
an in-cab attack surface, which is still external to the automotive
CPSs, but physically inside the car. A third attack surface, now
internal to the CPSs, could be the level where noncritical systems
meet critical systems, at a gateway, for example, that enables
communication between subsystems of the CPSs.

A further security evolution is that the adversary model needs
to be revaluated for a variety of reasons. Systems have evolved
beyond single standalone systems; remote monitoring, com-
mand and control, and increasing productivity being the chief
reasons for increasing the level of automation and connectivity
between multiple systems. Traditional adversary models do not
take these complex interactions into account. For example, tra-
ditional models include:
• byzantine (arbitrary failures),
• natural failures,
• human error,
• economic espionage (economically motivated cybercriminal).

All of these models are meant for nonadaptive interaction
between the adversary and the system. They are also not
intended for modeling cascading failures due to an external
trigger. Most byzantine failures are countered by letting the sys-
tems fall back into a fail-safe mode. Fail-safe modes are created
for each individual subsystem but rarely for the entire system
overall. An air-gap is presumed: the notion is that by design, a
system in fail-safe mode will do no harm to an adjacent system.
Today, we find this assumption to be grossly inadequate.
Therefore today systems must be designed to respond to failure,
intrusion, or any type of anomaly while keeping transactions,
interactions, and system responses “in mind.” An intelligent
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adversary can leverage these transactions to bootstrap into a
more powerful and undetectable attack. In essence, the system
functionality, by design, can be leveraged to attack the system
itself. Today, the adversary we face is far more motivated; an
adversary whose intent is to subvert the system to the point of
critical failure and cause cascading failures of other reliant sys-
tems. Today, the most intelligent adversaries aim to exploit sys-
tems in a manner that is consistent with the design and function
of the system but has a disruptive intention. We have seen sev-
eral examples of this today ranging from cybercriminals to
rookie hackers to cyberterrorists and nation states exploiting
built-in features used in a manner not intended by the
designers of the system, yet fully consistent with the function-
ing of the system. Power shell control, access through open
ports, and gaining root are some of the ways these adversaries
initially enter the system. Replaying legitimate messages to
increment system state to the point of failure, for example, is
another way of exploiting legitimate functions for malicious
use. All these are possible because the system designers did not
ask the right questions at the time of design, or because the
security model was not reevaluated when the system was incre-
mentally updated with new connectivity entry points.

It should be sufficiently clear now why the adversary model
used in designing and evaluating cybersecurity in these CPSs
must be remodeled, that is, reconsidered and modeled again.
While this is true universally for all electronic systems including
financial networks and their systems, it is especially important for
CPSs due to the intermix of digital electronics with electrical,
mechanical, pneumatic, hydraulic, and systems with kinetic com-
ponents. Traditionally air-gapped systems also need to be revis-
ited because the air gaps may be in one dimension (mechanical,
digital, or pneumatic) but may still be penetrable in a different
dimension.

In the rest of the chapter, we will revisit adversary strategies
and model them. Then we will model attack surfaces from a
risk probability perspective, and assign probabilistic risk values
to the attack vector paths resulting in a composite risk value for
each attack vector. Then we will determine the overall risk pos-
ture for a connected system by weighing that risk value against
the asset. Finally, we will subject the most critically risky assets
in the connected system to “secure design.” By this point the
design that will emerge will be flexible. The design framework
will be flexible and easy to reevaluate when additional system
capabilities (and connectivity points) are added over time. We
have now created an evolving security model!
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4.2 New Adversary Modeling
Most CPSs are built with significant fault tolerance via closed

loop control systems and/or redundancy. This makes it hard for
a single message adversary to be successful. Most successful
strategies we have seen involve multiple messages built on top
of each other, or involving contextual information that allows
the attack to penetrate through the system’s defenses.

To model this type of adversary, we make the following
assumption:

(AO) The Adversary is adaptive, and “Online.”
Before we delve deeper into adversary strategies, it is essen-

tial to review the classes of adversaries we have considered.
The oblivious adversary, or the stateless adversary. This is the

weakest form of adversary model. This type of adversary can
simply send messages (attack packets) to the system but does
not know how the system will respond. Each message is in iso-
lation from the next one and does not form a sequence. In that
sense, this adversary has the weakest advantage.

The adaptive online adversary. This adversary has an under-
standing of the system, and its response. It can craft a series of
messages, or a comprehensive attack strategy consisting of mul-
tiple messages that are contextually relevant and can mimic real
messages in pattern and time. This adversary is assumed to be
“online” in the sense that it must be real-time in its decision
making, and its strategy decisions are made before the system
response. The next decision, however, can be made based on the
previous decision or the response of the system. In this sense,
this adversary has medium advantage. (Greater than the oblivi-
ous adversary, but lesser than the adaptive offline adversary.)

The adaptive offline adversary. This adversary not only has
the ability to build and launch sophisticated multimessage
attacks like the previous adversary, but it can also build all its
strategies offline. The implied assumption here is that in order
to do so, it has access to the data dictionary of the system, any
and all relevant cryptographic primitive generators, and all tim-
ing/pattern information. In that sense this is an extremely pow-
erful adversary. Most insider attackers and nation state
attackers would fall into this category.

An adaptive offline adversary is less likely to be our main
and most probable adversary. Similarly the oblivious adversary
is also very less likely to be one we need to spend considerable
resources to defend. The medium adversary, that is, the adap-
tive online adversary is the most commonly encountered, and
most likely threat to connected CPS systems.
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For the rest of the chapter, we will base our work on the
adaptive online adversary. However, we will also show how
modifications can be made to model the adaptive offline adver-
sary for the most critical scenarios that do face nation state
threats (e.g., Electric Grid).

If M1 is the first message sequence in the adaptive online
adversary strategy S1, and R1 is the first system response
sequence to that first adversary message sequence, then we can
describe the strategy and causal chain in a clear way. A general
interaction between the adversary and the system has the form:

Interaction: I: M1R1M2R2 . . . :
Thus the general form of an adversarial interaction is a

sequence of messages sent by the adversary, followed by a
sequence of system responses, followed by a sequence of adversary
messages and then a sequence of system responses, and so on.

For example, M1 5m1:m2:m3. . .mn

that is, M1 consists of all messages m1:mn that are sent
before the system response R1.

Similarly, R1 can be a single message response r1, or a series
of response messages r1: rn.

Note that because M2 is dependent on R1 therefore, R1

becomes a part of adversary strategy S1, hence the online
dependency.

Adversaries can create multiple strategies that involve getting
the system to respond (R) and use that response as the adver-
sary’s next step in the attack strategy. Each of the attack mes-
sages and their responses will have a probabilistic risk value
associated with it in our model. These are used to “add up” the
risk probability associated with an attack strategy and is ulti-
mately used to model an appropriate protection strategy.

4.2.1 Attack Surfaces
For each threat, there exist several attack surfaces with mul-

tiple entry points per attack surface. Each type of entry being
an attack vector. It would be exhaustive to model each and
every one of them. However, we can generalize and create
rules of thumb that would be useful for understanding how
systems can be impacted by attack vectors. Further, this can
facilitate evaluation of the risk associated with a given entry
point, and demonstrate how interactions between intercon-
nected systems, modules, or software routines can increase/
decrease risk. Finally, we can use it to model how connectivity
impacts risk.
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4.2.2 Weighting the Attack Surfaces
In the colloquial sense the phrase exterior attack surface

refers to the exterior, penetrable boundary of a CPS system in
its entirety; a boundary that an adversary can connect directly
with. Components controlling critical functions may not neces-
sarily have an obvious connection to the exterior surface.
However there is risk associated with the malfunction or arbi-
trary failure of a component that can lead to catastrophic loss.
Most risk assessment exercises capture this component of risk
well. However a thought must be lent here to the fact that these
critical components are connected to, and interact with other
components. Therefore, there must be some risk associated
with interactions with another component that could lead to
failures. This, in other words, becomes the “attack surface” of
the internal component! Extrapolating this further, we see that
one is likely to find a path from the exterior attack surface to
the interior attack surface of a critical component sometimes by
sheer perseverance, but often by stacking known vulnerabilities
and exploits from the outside in. Often there may be multiple
paths from the exterior surface to the interior through different
components.

Therefore a true risk assessment must be able to capture and
calculate the risk arising from an exterior attack surface for a
component that is buried deep within the system. This risk
assessment should capture the different paths that one may
take to get to the interior systems and their “penetrability.”
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Figure 4.3 Attack surface, and typical entry points.
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4.2.3 Attack Entry Points
For each attack surface, and a given threat vector, we enumer-

ate each entry point. For a CPS, it begins at each point with which
an adversary can interact, irrespective of access control. On a soft-
ware level this translates to an entry point that can be accessed
through global identifiers, handlers, input strings, and public
methods to name a few. On a network level, open ports, socket
identifiers, other communication handles are the main entry
points to that module. These entry points will allow an adversary
to gain access commensurate with its access privileges.

Formally, we enumerate the attack entry points associated
with an attack surface as a sequence e1:en where each lower
case e is an element of E, the set of all attack entry points.

4.2.4 Role-Based Access
Most systems today have varying degrees of access control.

Access control for multiuser systems is used to limit the ability
of users from accessing all parts of the system. Users, as defined
earlier, for CPS systems can be humans, machines, interprocess
communication routines, and more. Role-based access control
reduces the breadth of entry points, but increases the depth of
each entry point for an interconnected system. Therefore role
(access control) is an important parameter in the risk assess-
ment equation. Similarly, resources that can be accessed via
entry points (subject to role-based access) are a third important
parameter in risk assessment.

If any entry point e1 is limited by access control (role-based
only), then we assign a weight w1 to it. This weight has a proba-
bilistic component to it that is determined by examining the
underlying system. For systems that are greater than one-hop
away from the exterior surface weight w is calculated for each
entry point, and combined with the probabilistic risk factor of
the upstream component/system. These calculations can be
done on a per-system down to a per-component basis based on
need and relevance.

Vector for entry point e1 5 e1jUw1j:

If there exist multiple ways of entering the same entry point
(e.g., as in the case with Bluetooth stacks, or OBD-II in case of a
vehicle) then

Entry point risk Ri 5
X

eijwij

where the second index j represents the subsystem from where
the vector originates. A two index entry point therefore
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denotes an entry point internal to the CPS but outside the sub-
system. As discussed earlier, an internal entry point (often a
critical system) can be reached by multiple entry points. That
is, there exist multiple vectors to reach an internal entry point
ek (where k belongs to all n subsystems). Then, ek is the sum of
all vectors leading into it. This can now be represented by a
graph. Taking the example of Fig. 4.3 further, we represent it as
a graph in Fig. 4.4.

Then, risk for e10 5 e4w4 1 e7w7 1 e8w8 1 e9w9

While e4 5 e1:3w1:3 1 e5:7w5:7, and so on.

Cyclic graphs will need to be resolved, and directionality will
need to be weighted separately (if there exists any). This topic
can take a whole course of its own, and if readers are interested
there are several graph theoretical concepts that can be applied
to reduce risk for e4 and e10 (and any system under consider-
ation in general). Readers are encouraged to pursue indepen-
dently as this depth would be outside the scope of this chapter.

4.2.5 Resource Access
The resources that can be accessed by an adversary from

each entry point must be identified. For a CPS, resources can
be data, databases, cryptosystems, access control libraries,
meta-data, services, computation power, memory, network
channels, user privileged information, credentials, and more. All
resources must be attributed a priority value that reflects the
damage that results from the loss of control over the resource. A
loss of control of a resource is a gain for the adversary. The
adversary may use resources gained to further penetrate the
system and cause more damage. Clearly, for an interconnected
system, resource risk multiplies as the attacker penetrates the
system further. Similarly, connectivity increases the resource
risks if there exists a path to the resource from the exterior

e1

e2

e3

e4

e5

e6

e10

e9 e8

e7

Figure 4.4 Connected subsystem graph.
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surface that is a combination of penetrating internal attack sur-
faces, adaptive access control, and adaptive resource capture.

Formally resources are represented as g1:gn where G is the
overall system (as a resource). The goal of an adversary is to gain
access to a coveted resource. The goal of a systems security pro-
fessional is to protect coveted resources. Coveted resources have
higher risk. Both systems and resources can be captured.
However captured resources can be leveraged to reduce penetra-
tion effort in subsequent system captures (Adaptive Strategy).

Therefore the overall game of the adversary becomes—how to
strategize to maximize overall gain of system resources while mini-
mizing effort (optimal RoI). Part of the strategy is to pick the right
entry points with the shortest/fastest vector to get to a node with
gainful assets. To realize this attack strategy once potential entry
points have been selected and the attacker establishes a best guess-
timate of the vector path, the attacker will construct appropriate
messages, factor in responses and build the attack strategy S.

This is how we would connect all the concepts we have laid
out so far.

The role of the cybersecurity practitioner and system
designers is to make entry point access harder (increase adver-
sary effort to lower RoI), decrease the likelihood of penetration
of each system, lengthen the attack vector path to increase
adversary cost (e.g., by increasing partitioning between sys-
tems), and maximize protection strategies around gainful
assets. This can be done using a combination of hardware and
software security techniques and primitives. Mixing hardware
(and even physically derived primitives) can be a very high
return countermeasure as an adversary now has to find a way
to bridge the gap between digital and physical systems (or
between digital cyber and digital secure hardware).

4.3 “Connected” System Security
Modeling

Now that we can specify system components, entry points,
and the likelihood of penetration through an entry point, we
can begin modeling connected systems.

We have seen two examples of connected systems thus far.
Fig. 4.5 illustrates digitally interconnected subcomponents that
pass data and control through them. Fig. 4.6 illustrates inter-
connected components that are potentially air gapped over one
physical medium but may be connected via another. We will
use the earlier figure for the purpose of modeling connected
systems security.
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The best place to start would be at nodes that have no
upstream, only downstream connections into the system under
consideration. Typically, these are external facing points, and
one can easily see that these will be potential attack entry
points. Referring back to our example Figure 4.1, e1, e2, e3, e7, e8,
e9, are external facing interfaces (Fig. 4.6).

We calculate the likelihood of penetration of each entry
point. This is a security analytic operation in itself. We will find
that the likelihood follows a Pareto distribution. Let us assign a
symbolic notation w to each of them.

Therefore, risk at e4

Re4 5 e1w1 1 e2w2 1 e3w3 1 e5w5 1 e6w6 1 e7w7;

Now, e4 happens to have resources. If penetrated and e4 is
captured, then the adversary will have access to all the resources
that e4 has. The collective shared resources and private resources
at e4 is g4. For example, here e4 shares memory resources with e5
and e10, so part of g4 comes from e5 and e10’s resources.

The aim of the adversary is to maximize gain g4 while minimiz-
ing its effort leading into e4. In other words the adversary needs to
find the shortest, least resistance path to e4 among e1 to e9.
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Figure 4.5 Generalized cyber-physical system from an interconnected composable perspective.
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Figure 4.6 Directional impact on risk assessment and countermeasure design.
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Now, while the penetration itself has a likelihood of being
successful, the adversary’s choice of which entry point and
what technique is not. It is a carefully crafted decision after
assessment. Therefore, we use Wald’s min max model [7] to
pick decisions and create strategies that the adversary will use
to play off the system. Note that we are using the adaptive
online adversary which implies that the adversary builds its
strategy by choosing messages, then letting the system respond
and building on top of the response. The Wald’s min max model
suits this adaptive online adversary model very well because it
is a nonprobabilistic, robust decision-making model in which
the optimal decision (which is the overall intention for an opti-
mal RoI) is one whose worst outcome is at least as good as the
worst outcome in any other scenario.

Mathematically,

f
�
5 max

sAS
min
MEρðSÞ

f s;Mð Þ

where S is a set of alternate decisions, actions or strategies,
ρðSÞ is the set of states associated with actionable message M,
and f s;Mð Þ is the return of a strategy that takes place in the
state of s.

In this manner a strategy S is selected and executed by an
adversary that comprises of actionable messages M.

At the next node the adversary’s advantage is evident as

f
�
5 max

sAS
gn54: min

MEρðSÞ
f s;Mð Þ

In other words, for interconnected systems, the likelihood of
success for an adversary, as the play develops increases since
the adversary collects more resources (gains) as he proceeds.

4.4 Directional Threat Assessment
So far we have focused on external attack surfaces and the

probability of an attacker penetrating the external surface to
make their way in to a critical system (or component). Most
often times, system designers miss the fact that attackers can
exist on the inside of a system and work their way out. They
either get in via a physical security lapse or, are insiders to begin
with. This has been the predominant modus operandi in a vast
majority of the successful high-profile attacks on CPSs we have
seen recently [8�11]. Even if systems are built with more resis-
tance to outside threat, they are built with almost no resistance
going from inside out. As a result, the threat vector is
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asymmetric in one direction; there is significantly less work to
be done to penetrate from the inside out.

Threat assessment ultimately should be directionally oriented
because of this asymmetry.

Since we are holistically dealing with security evolution,
measuring cybersecurity risk in CPSs with the intention of being
able to prioritize, assign resources, and design countermeasures
commensurate with risk, we must consider this type of attack
as well. Additionally, insider attacks and IoT attacks fall into this
category. Both types of attacks are the most common and most
destructive types of attacks known today. And rightly so, most
systems lack defenses against insider threats and IoT threats.

4.5 Big Picture CPS Systems—IoT
The approach presented in this chapter to new age online

adversary modeling, modeling systems as a graph of intercon-
nected nodes complete with individual resources and capabili-
ties that can be conquered and leveraged, can with some
expertise be applied at several different levels of abstraction. In
this chapter we presented it for a single CPS system, say for
example an automobile or a scada system. We modeled interac-
tions, entry points, probabilities of being subverted, and
sequential strategies at a single CPS level. By changing the level
of abstraction from a single system point of view to larger sys-
tems point of view, we can model highly diverse systems of sys-
tems like those typical of the IoT ecosystem. Everything in the
IoT is a CPS system. Therefore, by abstracting a given system as
a larger IoT system, and then decomposing it into its individual
CPS systems, one can model IoT security using the approach
shown in this chapter. One can model an IoT adversary’s strate-
gies and moves, and upon successful automation of adversarial
strategies, one can even create automated defenses for IoT.

4.6 Conclusion
In the course of this chapter, we began an honest discussion

from the fundamental tenets of security and how they evolved
from those for closed systems to those appropriate for con-
nected cyberphysical systems. The right questions that were
asked to visualize system behavior at system boundaries and
model them as discrete interactions allowed us to formally
specify these highly complex systems at their various attack sur-
faces. Correctly realizing an evolved adversary, at its full capa-
bilities and intelligence more powerful than the typical offline
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adversary, enabled us to formally model and analyze the full
extent of the damage an evolved adversary is capable of exert-
ing. With a clear understanding of a system’s capabilities, vul-
nerabilities, and available resources, we could then realize the
full extent of protective measures needed and understand
where they need to be localized for maximum protection and
ROI. The novel use of the combination of graph theory to model
a system, subsystem connections, and resources that can be
leveraged, as they are owned and acquired along with powerful
adaptive game theory to model adversary and defense strate-
gies, allows us to automate the defense process. As the game
develops further, our defense now has the intelligence to calcu-
late what resources are now lost to adversarial control and the
best strategic moves to be made, under ever changing circum-
stances, in order to mount a defense. In other words, we can
create autonomous defense systems fully capable of detecting
advanced persistent threats and making their best attempt to
automatically respond and recover from them, i.e., the evolu-
tion of security from static authentication systems and crypto-
systems to fully autonomous computing systems capable of
automated defense. The future will simply be more automated
and more autonomous intelligent system security.
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5
THE BUSINESS OF SAFETY
J.D. Miller
ZF TRW, Farmington Hills, MI, United States

5.1 Introduction
This chapter discusses safety of a system from the perspec-

tive of system producers. We illustrate the practice of product
or system safety through the example of system safety in the
automobile industry. Automobiles are some of the most widely
deployed, complex systems in our society. While their drivers
have a minimal amount of preparation or training to operate
them, these systems are growing more complex by the day.
Current plans to deploy connected, autonomous vehicles will
only increase the challenge both to drivers and to those respon-
sible for the safety of the system.

The title of this chapter “The Business of Safety” is intended
to address several questions that will be discussed here, like:
What is system safety about? What is it made up of? What do
people in this “business” do? What are their fundamental activi-
ties and concerns? What do they need to carry on their business?
What do they actually produce and how does that relate to the
other activities necessary for producing the whole product?

This chapter considers each link in the entire supply chain for
automotive as producers. Each has a role in ensuring the safety
of the vehicle produced for the general public. This chapter
discusses safety from the perspective of those who are responsi-
ble for producing a safe product. This is a different perspective
than those who are purchasing the vehicle. This is a different
perspective than those who are regulating it. This is different
from those who consult and advise about it. Nevertheless, it is
important that each of these understands the viewpoint of the
producer. This perspective determines product safety.

Having said this, the producers need to satisfy the expectations
of their customers, including the end user. Continuous improve-
ment is expected by all customers in all areas, including safety.
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The business drives both differentiations of product, as well as
assurance that the commonly understood state of the art is
respected concerning safety. This is partially supported by regula-
tion. However, regulation must, by its nature, lag the state of art
and science. The vehicle manufacturers and Tier 1 suppliers drive
inclusion of state-of-the-art technology while still ensuring that
the regulations are met. Thus safety is driven by producers.

Clearly, there is demand for safety. This demand results in
the consumption of products differentiated by safety and that
are trusted. This trust is built on history, experience, regulation,
and image. Safe, trustworthy products are demanded. The
producers compete to supply this demand. They manage
resources to supply it. It is a business.

5.2 Life Cycle of Safety

5.2.1 Definition of Safety
The word “safety” is used with different connotations in

different domains, and even in the domain of automotive produ-
cers. Sometimes safety has been discussed as absolutely no harm
to people or even no accidents whether there is harm to people or
not. This definition can lead to useful analysis and results [1]. Since
there are accidents, the products today would not be described as
safe using this definition. Despite the efforts of producers, the
driver can still cause an accident. Producers strive to prevent this.

Another approach is to define safety as freedom from
unacceptable risk [2]. In this definition safety is not absolute.
The concept of risk is introduced. Risk may be subjective, but
for purposes of determining safety, the level of risk is assessed
with rules or efforts to quantify the risk. The severity of the
mishap is quantified, usually based on the extent of the poten-
tial loss. This loss may be restricted to harm to people. Then
the frequency of the event that may cause the mishap is consid-
ered. To be safe the risk must be tolerable. This depends on the
norms of society. Context is taken into account.

A now common definition will be used in this chapter. It is to
define safety as the absence of unreasonable risk [3]. This defini-
tion also introduces the concept of risk and is similar to the pre-
vious definition from which it was derived. The probability of
some level of harm resulting from a mishap, the ability to avoid
that harm, and the exposure to situations that may result in the
mishap are all taken into account. A judgment about acceptabil-
ity is left to others. That the risk involved is reasonable may be
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determined by the measures taken to prevent the mishap. Many
of these measures are discussed in Ref. [3]. Other measures may
be taken. This results in “no unreasonable risk” and safety, in the
above sense of the word, is achieved.

5.2.2 Safety Life Cycle of the Product
Every product has a life cycle, a beginning and an end.

However the safety life cycle of products varies from product to
product. Consider a utility plant as a product. Safety may be
achieved by the plant in the end, but the plant matures over
time to become safe. First the plant is designed and built. Then
safety mechanisms are added to mitigate risks and ensure
safety. The plant then starts operation.

Automotive products have a different safety life cycle. The
business activity itself requires differentiation, to distinguish its
product and attract buyers, so different concepts are developed.
The product must be safe in concept. After an initial product
concept is achieved, the design activity is performed. This design
also must take into account safety measures. The product must
be safe in design. The design is then manufactured and must be
safe in manufacture. How the consumer will use the product is
taken into account. The product must be safe in use. All automo-
tive products are exposed to the possible need for maintenance.
The product must be safe in maintenance. Finally the product’s
life comes to an end. It must be safe in disposal.

5.2.3 Evaluating Risk
To determine safety, the risk must be determined. The risk

being considered here is the risk of harm to people. The author-
ity of the product is considered when determining the role the
product may have in causing harm to people. If the product is a
system, this determination can start by analyzing what actuation
of any of the product’s functions, included in the system as a
whole, can do. Frequently guidewords are used to systematically
determine what harm actuation of system function can bring
with it when it exhibits what is called malfunctioning behavior.
For example, we consider whether harm can result for each of
the functions if it has the following potential malfunctions:
1. Too much
2. Too little
3. Wrong timing
4. In error
5. None
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This malfunction, of the given system function, is then
cascaded up to the vehicle level to determine if harm may
result. To illustrate this, consider a steering actuator in an auto-
mobile. If the steering actuator provides steering assistance in
error (guideword 4), when not requested by the driver or inap-
propriately in the case of automated steering function, such as
steering in the “wrong direction,” this may cause the vehicle
itself to turn in the wrong direction and lead to the vehicle
departing from its lane of travel. A lane departure could result
in a wide variety of types of accident, such as sideswiping a
neighboring vehicle, a head-on collision, or a rear-end collision.
This has potential for serious harm. This reasoning is then
repeated for each of the guidewords in the list.

To further determine risk, system communications are also
considered, including communications between the subsystems
of the vehicle as well as between vehicle and driver and, in
future connected vehicles, between the vehicle system and
other vehicles or infrastructure. This includes messages sent
and received. Again these are systematically analyzed. For
example, consider if harm can result for each of the following
communication malfunctions:
1. No communication
2. Communication error
3. Communicates with the wrong timing

a. Late
b. Early
c. Frequency
Again this is cascaded up to the vehicle level. To illustrate,

again consider a steering system providing a steering angle
signal that may be used by a stability control system.
Depending on the diagnostic capability of the receiving system,
the ability to assess the “health” of the sending system for error
or fault, this could lead to an intervention by the stability
control system that could lead to a lane departure at the vehicle
level. The same evaluation as above for this actuation may
result. This again has potential for harm. As in the previous
example, this reasoning is then repeated for each of the
communication malfunctions guidewords.

5.2.4 Exposure to Risk
The potential for harm is evaluated in different driving

situations. Such situations include highway driving, country
road driving, parking, and other situations. These situations
and other considerations are described in Ref. [4]. The
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quantification of this potential for harm may be determined
using traffic statistics from various sources. Both Refs. [3,4]
refer to this. This helps quantify risk by relating it to the likeli-
hood of being exposed to it.

Not all risks are discussed in Refs. [3,4]. It is also important
to consider harm that may result from fire, smoke, and toxicity.
Often toxicity is considered in the choice of materials for the
product. Fire and smoke are considered for the case when the
vehicle is occupied and also for the case when the vehicle is not
occupied. In the case when it is occupied, the ability to control
the vehicle is considered. This will vary if the system is in or out
of the passenger compartment. When the vehicle is not occu-
pied, the potential for harm due to fire and smoke is controlled
by the ability of the system to be supplied with energy. External
switching may reduce this probability to a reasonable level
without further consideration within the system. Otherwise fur-
ther consideration may be warranted. The harm could be
catastrophic.

In determining risk, we also consider the duration or fre-
quency of exposure to the situations that provide an opportu-
nity for harm caused by the product. For example, if each
exposure may be a trigger for harm due to a latent product mal-
function, then frequency is important. Otherwise duration, such
as driving in rain, is considered. This is further discussed in
Ref. [4]. Then the risks can be prioritized. This can be done for
malfunctions, for example, using the automotive safety integrity
level (ASIL) of a system function found in Ref. [3]. For other
cases that are out of scope of Ref. [3], a similar prioritization
can be done. It should be done systematically. The same
principles apply.

5.2.5 Reducing the Risk
To reduce the risk to an acceptable level, the safety require-

ments for each life cycle phase are determined. For example, to
have safety of the concept, the requirements for the concept to
be safe are determined. This is repeated for each phase. The
requirements are then verified.

5.2.6 Concept
To determine the requirements for a concept, the concept is

expressed as an architecture in which the functional require-
ments are understood for each functional block. Then this
architecture can be systematically analyzed to determine the
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safety requirements. A systematic analysis gives confidence
that the requirements are complete. Such systematic analyses
include the following:
1. Fault Tree Analysis (FTA)
2. Event Tree Analysis (ETA)
3. Diagnostic coverage
4. Requirements from other systems

Requirements from all other systems are always considered. An
FTA is especially useful at the block level for determining what
type of failure combinationsmay lead to a hazard. If a single failure
may lead to a hazard, then it must be determined if the probability
of such a failure is sufficiently remote, such as a mechanical failure
where there is adequate design margin in a well-understood tech-
nology. For example, consider the strength of the rack in a rack-
and-pinion steering system. If a single failure is not sufficiently
remote, requirements may be elicited to create redundancies.

An ETA is particularly useful in determining the effect of
functional failures. Each function of each block may be evalu-
ated considering, for example, if it fails to execute, executes
incorrectly or with the wrong timing. If a hazard may result,
then there is a requirement for a safety mechanism to indepen-
dently prevent the hazard. The independence is required so that
this failure fault does not also disable the safety mechanism.

Diagnostic coverage is similar. If a fault can lead to an unsafe
or a hazardous failure, then a specific diagnostic needs to be
implemented to detect the fault and prevent the unsafe failure by
implementing a safe state of operation. The diagnostic type pro-
vides the required coverage. This leads to specific requirements.

There is confidence that these safety requirements are com-
plete when the systematic analyses are complete. This requires
review of the analyses. It may be by an independent peer review.
Another means of performing the review is through simulation
of the requirements and the response to inserted faults to deter-
mine if the faults are properly managed.

The safety requirements are then assigned to architectural
blocks. These are the same architectural blocks that represent
system functional requirements. Each safety requirement is
uniquely identified, atomic, and verifiable. To avoid complexity,
the safety requirements and architecture are hierarchical. Lower
level safety requirements satisfy the parent safety requirements.
These safety requirements are split between hardware and soft-
ware safety requirements. In addition, safety requirements are
assigned to other systems to document assumptions concerning
the behavior of these systems to achieve safety. This supports
subsequent verification.
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5.2.7 Design
The design is made consistent to the architecture. This allows

the design to be created to satisfy the safety requirements directly.
Then traceable hardware safety requirements can be derived from
the architectural requirements to enable requirements-based
detailed hardware design. Further hardware safety analyses may
be performed to derive further safety requirements that may
emerge from the design chosen. Such analyses may include analy-
ses of single point failures and dual point failures. Such analyses
are described in Ref. [3].

In a similar manner, traceable software safety requirements
can be derived from the architectural requirements to enable
requirements-based detailed hardware design. Further software
safety analyses may be performed to derive further safety
requirements that may emerge from the design chosen. A poten-
tial analysis useful for this is an ETA as described in the concept
discussion earlier. This is useful to elicit safety requirements to
cope with the software reaction to the exception of a hardware
failure. The design may be improved to meet these safety
requirements. Systematic software errors can be controlled by
following a mature software process. This is not discussed here.
Sometimes diverse software is used.

After the design is complete, it is verified to meet the safety
requirements. Appropriate methods are chosen for verification.
For example, if Ref. [3] has been used, then methods may be
chosen based on ASIL. The actual verification detail, such as
the test case, is identified for each safety requirement. The veri-
fication method is executed. Verification is performed hierar-
chically from bottom to top. The result of each executed
verification method is reviewed to determine if the pass criteria
have been met, and the result of this review is recorded. All
nonconformances are resolved. To ensure completeness of veri-
fication, a systematic review of the status of all requirements
and verification is implemented. Sometimes automation may
help determine status. This simplifies the review process.

5.2.8 Manufacturing
The intent of safety in manufacturing is to retain the safety

designed, throughout component production and assembly and
into the product when it is manufactured. To elicit the complete
set of safety requirements to ensure this, systematic analyses
are performed. These include the design failure modes and
effects analysis (dFMEA) and the process failure modes and
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effects analysis (pFMEA). The dFMEA can elicit critical charac-
teristics to be controlled in manufacturing. Appropriate process
controls are implemented to achieve the critical characteristics.
The pFMEA elicits safety requirements to mitigate any process
errors that may affect safety. Again, process controls are miti-
gated. The manufacturing organization provides feedback to the
product design organization if these requirements cannot be
met. Appropriate changes are implemented.

The manufacturing safety requirements are documented and
traced to the process. This includes any configurable software,
for example. When a manufacturing process change is pro-
posed, these safety requirements are taken into account. Thus it
can be ensured that the improved process is as safe as the pro-
cess it replaces. No unreasonable risk is introduced.

5.2.9 Maintenance
When considering safety in maintenance, the user’s manual

is also considered as well as the maintenance manual.
Warnings are included about potential misuse as well as
expected maintenance. For example, for a convenience system
such as adaptive cruise control, any limitations such as
weather or stationary object detection are explained. This cali-
brates the user’s expectations or sets user expectations appro-
priately. This calibration can be further reinforced through the
message center in the automobile. Then the appropriate mes-
sage is repeatedly presented at the appropriate time to support
the user’s understanding.

The maintenance instructions take into account safety in
installation. For some systems, misalignment may lead to
potential hazards. A warning and instructions may be included.
Likewise, for example, torque applied to bolts in the steering
intermediate shaft may be critical. A warning and specification
may be included. As needed, information concerning diagnostic
tests or messages is included. If replacement is necessary for
safety instead of repair, then this is made clear. Likewise,
instructions may be needed for some foreseeable maintenance
anomalies, for example, instructions on what to do if the system
is accidently dropped. Is it possible to check for damage? May it
be used?

In addition to maintaining safety of the system, safety of the
maintenance personnel is also taken into account. Any kind of
stored energy may require measures to ensure that the mainte-
nance personnel are not injured by its release, for example.
Warning labels and maintenance manual warnings may be
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appropriate. Also, inadvertent motion may be considered, such
as movement of an electric steering system connected to a bat-
tery while on a hoist. Disconnection may be recommended.

For continuous improvement, field data from performed
maintenance may be helpful. This may be especially important
for new systems during its initial introduction. Instructions on
what data to record and return may be included. In this way,
improvement of the instructions and product is supported.

5.2.10 Disposal
Disposal is normally the final phase of the product’s life

cycle. Many of the comments made above for maintenance are
also appropriate for disposal. In the case of stored energy, it
may be appropriate to discharge this energy when disposed.
Airbags may be discharged when the vehicle is disposed. If
there is a possibility that a system may be salvaged for reuse as
used equipment, any safety requirements may be considered
such as requirements to prevent an inappropriate installation
due to calibration for another vehicle. Design measures may be
possible. In addition the useful lifetime may be specified. A
warning may be included.

5.3 Management of Functional Safety

5.3.1 Purpose
To ensure that safety is properly considered throughout the

product, life cycle requires diligence. Therefore a systematic
process is established for this purpose. Then this process can be
managed; the tasks identified, resourced, and executed. The
process creates evidence, such as work products, that this sys-
tematic process is followed. This evidence together with a safety
argument becomes the safety case: evidence that the safety
requirements have been elicited and evidence of compliance.
With no evidence, there is no case.

5.3.2 Pillars of a Safety Process
A safety process can have 3 pillars: policy, audit and assess-

ment, and implementation. These can be established indepen-
dently. For example, independence of the assessment activity
from the implementation activity can help ensure diligence.
Such independence is recommended in Ref. [3].
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An overall organizational policy helps ensure consistency,
helps ensure uniform diligence, and helps ensure that best
practices for safety are adapted across the organization. These
best practices may include both analysis methods to elicit safety
requirements and methods to trace these requirements. Also
the overall organizational safety policy can set forth the strategy
of how the organization will integrate a safety process into the
organization’s development process. This integration is impor-
tant to the developers. At the end of the development life cycle,
the developers will have completed whatever process they were
following. It is important that all considerations were taken into
account, because closing gaps at the end may not be possible.
This may be especially true for safety. Safety considerations
start in the concept phase. Then they are implemented.

Audit and assessment are independent of the developers
implementing the process. In Ref. [3] this is to include indepen-
dence from the organization responsible to release the product.
The audit is to ensure that the developers follow the process in
the overall organizational safety policy. Nonconformances to
this policy can then be independently escalated to executive
management for action. Such audits ensure diligence.

Assessment is performed on the evidence that the process is
being followed, such as work products. These work products are
to show that the safety requirements have been systematically
elicited. An example may be the single point fault metric of
Ref. [3]. It is intended to contain all the safety-related hardware
and have diagnostic measures appropriate for the ASIL. Again,
independent assessment ensures diligence.

To control that the process is followed, it helps to measure
what is expected. It is expected that the process delivers arti-
facts that demonstrate that the safety requirements have been
elicited for each phase of the safety life cycle. It is also expected
that compliance is demonstrated during each phase of the
safety life cycle. For those requirements that fall within the
scope of Ref. [3], the safety work products for each phase are
defined in Ref. [3]. The requirements for these work products,
and other safety requirements not in the scope of Ref. [3], can
be satisfied by the work products of the organization’s develop-
ment process. Metrics can be developed to indicate that this is
achieved when it needs to be achieved to follow the safety pro-
cess. Then there is confidence or assurance that the resulting
products will be safe. It should be noted that failure to follow
the process does not mean that the product is defective. In this
case the evidence may be missing. Favorable metrics improve
the confidence. Diligence is demonstrated.
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To implement the safety process, each project that will
release a product to the general public, includes plans to imple-
ment the safety process. The tasks to produce meaningful arti-
facts required by the safety process are identified for each
phase of the safety life cycle. These tasks are then resourced
adequately and planned to be executed on time. This requires
that the scope of work is identified, for example, using a change
impact analysis to determine what is planned to be changed
from a baseline product and if product safety could be affected.
Then the tasks are planned for those phases that may have a
safety impact. A supportive environment for carrying out these
changes is established. This includes change control and docu-
mentation. Requirements management is supported.

The analysis planned to elicit the safety requirements for
these affected life cycle phases is performed. For example, if
potentially safety-related changes to software are planned, then
an ETA may be performed on those software modules involved
in the change. An independent assessment is performed of this
analysis. The analysis may be improved if necessary for accep-
tance. Safety requirements may be identified for these software
modules, other software modules, or safety requirements may be
identified for hardware, the system, or other systems. These
requirements are captured so that they may be included in the
design. Then the design tasks are executed. Verification tasks are
executed to ensure compliance of the design to the identified
safety requirements. The report of this verification is reviewed.
Any noncompliance is resolved. The results are recorded.

To implement a project in this way, a safety culture in needed.
The importance of safety in the product development process is
recognized throughout the organization. This includes executive
management to approve resources, project management to plan
and allocate resources, and the development personnel. To
obtain this recognition requires the support of management.
When this support is evident, then training is offered and this
training will be embraced. The training also includes training for
management. Expectations become consistent.

5.3.3 Organization
There are 5 key requirements for a successful safety

organization:
1. The organization must have the talent to perform the safety

tasks.
2. Safety must be integral to product engineering.
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3. There must be a career path for Safety Personnel to retain
them in a safety role.

4. The safety process must be owned by program management
so that the tasks can be planned, resourced, and executed.

5. There needs to be a periodic executive review cadence to
ensure that the process is followed.
There are different organizational implementations to satisfy

these 5 requirements for a successful safety organization. Each
different organizational implementation has advantages and dis-
advantages. Consider a central organization. In this implementa-
tion the Head of Safety either manages or may be the safety
auditor. The safety auditor checks each project to determine if the
safety process is being followed. The safety assessors may report
to the safety auditor. The safety assessors determine if the artifacts
generated by the safety process are adequate for their purpose,
and timely in their creation. This puts the safety assessors in a
position to collect the data necessary for the metrics used to mea-
sure safety process conformance. The safety managers and engi-
neers may report to the safety assessors. The safety managers and
engineers are deployed to engineering projects where they partici-
pate in the product development process, plan, and help create
the safety artifacts, such as a hazard and risk analysis.

There are advantages for a central organization. Each level of
management is skilled in safety. This helps to foster technical
competence. There is a clear career path to retain safety person-
nel in a safety role. It can include management or may be struc-
tured to also include a purely technical path. Because it is
central, there is a structural foundation to support consistency
in implementation of the safety process across different pro-
ducts the organization is developing. This can be encouraged
by job rotation. There can also be load leveling across products.
This also helps consistency.

There can also be disadvantages to a central safety organiza-
tion. Even though the resources are deployed to support engi-
neering, the rest of engineering may tend to take less
responsibility for implementation of the safety process. There
are many tasks necessary to launch a product. Product engi-
neering may prioritize those not perceived to have support
from the central safety organization. Also, because there are dif-
ferent organizations, the communication paths may not be well
established. This is important so that safety-related changes are
evaluated promptly. Also, safety requirements need to be com-
municated. Effective communication is needed.

A decentralized organization may also implement the 5 require-
ments for a successful safety organization. In a decentralized
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organization the safety auditor and assessor are organized sepa-
rately from product development engineering. This is needed to
achieve the required independence. The safety managers and engi-
neers are assigned and managed by product engineering. They
report directly into product engineering. The decentralized organi-
zation has the advantage that safety personnel are integrated
directly into product engineering organization without “deploy-
ment.” Domain knowledge of the product is increased through
normal maturing due to focused engineering experience.
Organizational communication may be established.

There are also disadvantages in this case. A career path
needs to be established to retain personnel in a safety role or
turnover will result. This may be established by a technical
career path or ladder for safety, a product engineering safety
management path, or a combination. The management in
product engineering that is responsible for the safety personnel
may not be as skilled in safety management and analyses as the
personnel being managed. Measures may need to be estab-
lished for continuous training of the management and safety
personnel. This may be from internal assessors or externally. An
independent review and escalation path needs to be estab-
lished. This may use internal or external assessors. Executives
should always be included.

5.4 Conclusion
In this chapter the definition of safety used is the state of no

unreasonable risk. There is risk present and generally assumed in
any activity and the use of any product today. This risk includes
the risk of harm to people. The “true north” for product safety is
that safety is incremental. It is that this risk not be increased by
the products being introduced over the risk of the products being
replaced. If the risk of the products being renewed or replaced is
viewed as reasonable, then the risk of the product being intro-
duced may then be considered reasonable. The product may be
considered safe. This point of view relies on our ability to mea-
sure risk while being sensitive to changes in the perception of
risk. Over time society has tolerated, on the whole, less and less
risk and periodically governments and authorities have codified
growing risk intolerance in regulations intended to enforce a
higher standard for concerns such as safety.

Normally, product safety cannot be proven or demonstrated
absolutely. However the determination or assurance of safety
may and does consider evidence and arguments for safety. The
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evidence is to demonstrate that the safety requirements have
been elicited correctly and evidence of compliance to these
requirements. Confidence that the requirements are complete
is improved with the use of systematic analyses, guided by
standards representing consensus. This is the stuff of which
safety arguments are made. Independent assessment improves
confidence.

This evidence and argument can comprehend the entire
product life cycle. The evidence is systematically compiled
while the product is conceived and developed. The require-
ments for each life cycle phase are elicited. This includes the
concept, design, manufacture, use, maintenance, and disposal.
The requirements are implemented and verified. Both play a
critical role in the safety argument.

A safety process and organization may be established. They
can be used to manage the resources needed to fulfill the
demand for safety. All products are expected and demanded to
be safe and ultimately business is a competition to meet all
such demands on products.
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6
CYBERSECURITY FOR
COMMERCIAL ADVANTAGE
J.M. Kaplan
McKinsey and Company, New York, NY, United States

Most senior management teams and board of directors are
starting to understand how damaging cyberattacks can be to
their business. On-line fraud and crime can cost a company
tens or hundreds of millions of dollars. Loss of sensitive per-
sonal information upsets customers, and in some cases, can
depress revenues and create massive legal and regulatory expo-
sure. Exfiltration of intellectual property can diminish the value
of billions of dollars’ worth of investment in research and devel-
opment. Theft of sensitive business plans can upend critical
pricing or negotiation strategies. And, given that most compa-
nies cannot operate without access to core systems, destructive
attacks can threaten the viability of the business itself.

No company is an island in dealing with these risks.
Companies share sensitive data like production plans and prod-
uct specifications with their vendors, and they accept sensitive
data from their customers. Everyone understands that banks
have sensitive personal financial data and hospital networks
have sensitive patient medical records, but almost every type of
company receives sensitive data from its customers. IT service
provides have critical details about their customers’ networks
and technology environments. Commercial insurance carriers
collect sensitive data about manufacturing facilities to perform
underwriting. Many types of manufacturers receive sensitive
product or operational information from their customers.

Moreover, in an increasingly digital world, companies are
interconnecting their technology environments with suppliers
and customers to create business processes that collect, ana-
lyze, and act on massive amounts of data in real time. Already
medical device and industrial equipment manufacturers install
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products that maintain real-time connections to aggregate
performance and maintenance information.1

Given this, cybersecurity concerns are starting to reshape
value chains, sometimes for better, sometimes for worse. As
companies exchange sensitive data and interconnect their tech-
nology environments, cybersecurity necessarily becomes a
commercial and contractual issue—companies are making
cybersecurity capabilities an important criterion in sourcing
decisions and conducting complex negotiations over the con-
tractual terms and conditions mandating how their data will be
handled. In some cases, this has been an enormously positive
development. Commercial pressure can be a more compelling,
and more surgically precise, incentive for improved cybersecur-
ity capabilities than any regulatory mandate.

Exhibit 1 Cybersecurity implications are pervasive across the value chain.

1J.M. Kaplan, T. Bailey, D. O’Halloran, A. Marcus, C. Rezek, Beyond Cybersecurity:

Protecting Your Digital Business, Wiley, 2015.
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However, given that most companies still treat cybersecurity
as a “backoffice” or “control” functional, they have not yet been
able to integrate cybersecurity into their commercial interactions
either with suppliers or with customers. As a result, cybersecur-
ity is already creating a significant turbulence in the value
chain, slowing down collaboration between companies and,
potentially, reducing competitiveness and innovation in some
markets.

Companies need to place an explicitly commercial lens on
cybersecurity, coolly assessing business risks and incorporating
these risks’ implications deeply into procurement, product
development, sales, service, and procurement processes. The
companies that do this most aggressively will not only reduce
their risk but also increase their operating efficiency and improve
their value proposition with customers.

6.1 Turbulence Along the Value Chain
It would slightly unfair to say that nobody cared about

cybersecurity a decade ago, but only by a little bit. Outside of a
few sectors like aerospace and defense, even Chief Information
Officers (CIOs) devoted little time and attention to protecting
information assets from attackers. Not only did many organiza-
tions not have Chief Information Security Officers (CISOs), but
for them “IT security” meant the tech support staff who ran the
antivirus or remote access environment. Basic protections for
the network perimeter might be in place, but, insecure applica-
tion architectures and infrastructure configurations were perva-
sive—and consequences for flouting security policies all but
nonexistent. Threats and risks that followed legitimate entry
across the network perimeter or asynchronous attacks were all
but ignored. Needless to say, senior business managers consid-
ered security to be a “back office” function—requiring far less
of their time than other IT issues.2

2J.M. Kaplan, T. Bailey, D. O’Halloran, A. Marcus, C. Rezek, Beyond Cybersecurity:

Protecting Your Digital Business, Wiley, 2015.
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Over time, increasingly aggressive cyberattackers forced
companies to revise their model. They vastly expanded the extent
of controls, even if they failed to integrate security considerations
more deeply into business processes and technology environ-
ments. Companies hired CISOs and enhanced the governance
and oversight authority for the cybersecurity team. At their
CISOs’ direction, they disseminated policies, locked down end-
user environments, and put in security architecture reviews for
new applications. All this was necessary—without these steps
there would have been many more breaches on the front pages
of major newspapers. However these steps most often involved
the security team saying “No” to certain initiatives and layering
sometimes clunky and end-user-experience-detrimental security
elements on top of new and existing applications. This has
slowed innovation, reduced end-user productivity, and reduced
resources available for business projects. It has also created
turbulence in commercial interactions by slowing contracting
processes, reducing vendor leverage, and attenuating customer
experiences.

D
e

g
re

e
 o

f
in

te
g

ra
ti

o
n

 w
it

h
 b

ro
a

d
e

r
IT

 a
n

d
 b

u
s

in
e

s
s

 f
u

n
c

ti
o

n
s

Extent of controls

Digital resilience

2016-2020

Cybersecurity
considerations integrated
into business decision-
making with clear overall
alignment on what to
protect and how  

Cyber-security as a

control function

2007-2015 

Enhanced governance to
implement controls by
“layering them on top” of
technology architectures
and business processes   

Cyber-security not

a priority

Pre-2007 

Cybersecurity
underfunded and his little
authority of impact  

Traditional cybersecurity
assessments only measure

the extent of controls 

Exhibit 2 Most companies have made the transition from cybersecurity not
being a priority to managing it via a “control function.”
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6.1.1 Slower Contracting Processes
Businesses entrust their vendors with tremendous amounts

of sensitive data that could be extremely valuable to attackers,
for example
• Employee data to payroll processes and other HR providers
• Customer data to ad agencies and marketing analytics

companies
• Financial data to accountancies and investment banks
• Technology configuration information outsourced to service

providers
• Product specifications and release dates to engineering or

manufacturing partners
Some of the sensitive data may not be immediately obvious.

Who thinks about the sensitive data concerned with facilities,
for example, that companies provide to insurance carriers as
part of the underwriting process. Large companies will often
maintain relationships with thousands of vendors who have
access to sensitive corporate data in one way or another.

Companies have responded with mechanisms they believe
will reduce their exposure to vendor risks. They require new
suppliers to fill out surveys with hundreds of questions, partici-
pate in architectural reviews, and submit to site visits. They also
demand very specific terms and conditions for how data will be
protected.

While necessary, all of this is not only resource and time
consuming, but it also slows down the contracting processes
both because of the time required to evaluate vendors and
because of the time required for suppliers and customers to
agree on such terms. For example, when we convened a group
of entrepreneurial software companies’ CEOs to talk about
security, they told us that their sales cycle had doubled in length
over the past 2 years because they first had to sell to the CIO or
business owner and then conduct an equally involved process
with the CISO. In some cases commitments of unlimited liabil-
ity for the impact of data breaches they had made to get critical,
early sales were complicating funding transactions—as venture
capitalist or private equity firms discovered unlimited liability
commitments in their due diligence processes. Likewise, execu-
tives at application services firms told us that commitments
about liability for data breaches were often one of the “long
poles in the tent” in coming to terms in for an outsourcing deal.

These types of impacts are not limited to the technology
sector. In some cases investment banking transactions can get
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held up by data security concerns. One bank saw a large deriva-
tives transaction held up for months because nobody fully
understand all the parties who would receive the personal infor-
mation associated with servicing the underlying mortgages and
how that data would be protected. Sometimes customer
demands about data protection conflict with regulatory man-
dates, creating further churn and delay. In negotiations, one
bank demanded that its potential provider of mortgage insur-
ance purge underlying customer data after 90 days. However,
some (but not all) states required mortgage insurance providers
to retain underlying personal data for the life of the mortgage.

6.1.2 Reducing Vendor Leverage and Reshaping
Markets

In addition, mechanisms that companies have put in place
to manage vendor risks can reduce vendor leverage and reshape
markets.

In most companies, CISOs and security teams have suc-
ceeded in convincing procurement organizations that contract-
ing processes have to take security requirements into account.
However relatively simplistic and siloed interaction models
between security and procurement teams can reduce vendor
leverage and, may, over time reshape markets in ways the
reduce competitiveness and slow the pace of innovation.

How does this happen? In drafting a request for proposal,
the procurement organization will look to the security organiza-
tion for “requirements” to be included in the document, just as
they ask for requirements from the “business owner,” who will
use the product or service and other functional stakeholders,
like the legal and compliance organizations. In this type of
model, it is very easy for the CISO to throw all sorts of require-
ments “over the wall” to procurement for inclusion into an RFP
based on a theoretical perspective on “best practices” (e.g., data
can never be shared with subcontractors under any circum-
stances), without a practical discussion between security and
procurement about what requirements really matter given the
service in question, what vendors are likely to be able to do and
how to make tradeoffs between requirements and ultimate cost
impacts.

As a result, RFPs can get loaded up with noncritical security
requirements that eliminate some vendors, reducing negotiating
leverage, and bring others to increase their estimates of what it
would cost to fulfill the contract. One large company saw 9 of 11
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potential bidders disqualified for security reasons, dramatically
attenuating its negotiating position and causing the ultimate
contract to cost tens of millions of dollars more than expected.

However the impacts of security on procurement processes
could become far more pernicious over time. Large companies
can better bear the cost of security requirements because they
can amortize them over a broader set of customers. They can
invest in dedicated teams to respond to extensive security ques-
tionnaires. Incumbent vendors have an advantage in that they
have already demonstrated their security capabilities to a com-
pany already.

As a company considers a new type software that it wants to
implement quickly, say it can choose between an offering from
one of its incumbent vendors and a relatively new attacker.
Given the desire for speed, there could well be an organizational
inclination to say “We have got to do this quickly. We under-
stand the incumbent vendor’s security model. It will take us a
couple of months to get this startup to answer the hundreds of
questions our security assessment requirements. Let us just go
with the company we know.” That is a perfectly rational deci-
sion, but over time, hundreds of perfectly rational decisions like
that can harden markets, making it more difficult for new and
innovative companies to gain traction.

6.1.3 Attenuating Customer Experiences
One capital markets CIO we know is fond of saying “In the

past, for our customers, the API to our company was a phone
call. In the future, the API for us will be an API.” As companies
seek to become digital businesses, more and more of their
interactions with customers will take place on-line, either via a
web portal, a mobile app or machine-to-machine communica-
tions. This on-line interaction includes everything from a con-
sumer checking her bank balance to a jet engine “phoning
home” so it can transmit usage and performance data to facili-
tate proactive maintenance.

However, any on-line process depends on authentication
(validating that the user is who he, or it, claims to be) and
authorization (checking that the user has the rights to access
the data or undertake the transaction requested). Unfortunately,
in the face of ever more sophisticated attackers the authentica-
tion model built up over the first two decades of the on-line
economy is increasingly less tenable. Most companies realize
that simple, static passwords that customers share across many
sites provide little protection against sophisticated attackers—is
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utterly meaningless in a world where the “user” may be an
automobile, a thermostat, a refrigerator, a jet engine, or a medi-
cal device.

Unfortunately, organizational silos between the marketing,
product development, customer care, application development,
and security functions often result in frustrating customer
experiences as companies seek to better protect their customer
interactions. As with procurement, the security team can load
up a consumer-facing process with a list of “requirements,”
resulting in more complicated password rules, confusing inter-
faces, repeated requests for credentials and bewildering “chal-
lenge questions.” Take just the last of these. Even if a customer
remembers what he said was his favorite course when he
opened the account, would he remember whether he entered
the course name, the course number, or both together. This
causes many customers to say, “This is too hard. Let me just
dial the call center,” slowing the adoption of digital processes
and loading many companies with excess costs.

The same dynamic applies in business-to-business markets.
CISOs at hospital networks will often express frustration at how
medical device manufacturers address device security. They say
that device manufacturers have not fully acknowledged that
hospitals are highly sophisticated and integrated technology
environments in their own right. As a result, the security model
for many medical devices assumes that they will be deployed
atomistically, rather than as part of a hospital network, making
both authentication to the hospital network and connection to
the manufacturers’ network more complicated. As a result,
many hospital network CISOs say that they often have to delay
the introduction of connected medical devices by a year or
more while they determine how to implement them securely.

6.2 Resilience for Commercial Advantage
If managing cybersecurity as a control function results in

slower contracting processes, reduced vendor leverage, and
more friction with customers, what can companies do to put in
place a cybersecurity model that protects sensitive information
while minimizing negative commercial impacts for their inter-
actions with suppliers and customers? How can they turn pro-
tection of business information from a source of frustration to a
source of commercial advantage?

The experience of the US auto manufacturers with quality
management may provide something of an example and a
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direction. In the 1970s auto manufacturers tried to ensure qual-
ity by “inspecting it in.” They examined shipments they
received from vendors for flaws, and they placed quality inspec-
tors at the end of production lines to check if, for example, the
suspension had been appropriately attached to the chassis. This
proved to be phenomenally ineffective and expensive. Even the
most diligent inspector missed many problems, meaning that
the average car had at least one production defect. Defects
inspectors did find were equally problematic: they resulted in
lots full of cars behind factories waiting for remediation—and
tying up expensive working capital.

Eventually the auto manufacturers realized that to meet cus-
tomer expectations about quality and cost, they would have to
build quality into their business model. They started connecting
plant managers with product engineers in order to design cars
that were easier to manufacturer well. They started very interac-
tive dialogs with their suppliers about how to collaborate in
order to reduce defects. They started to redesign front-line
activities so that it was difficult to attach a suspension to the
chassis incorrectly. And they created a culture of quality
throughout the organization, so that any worker was able to
stop the line if he or she saw a problem.

Companies need to do the same thing in protecting their
sensitive data. They need to move from layering security on top
to achieving resilience by building security into their business
model. In McKinsey’s joint research with the World Economic
Forum, we identified 7 levers for achieving Digital Resilience.
1. Prioritize information assets and related risks in a way that

helps engage business leaders
2. Enlist front-line personnel—helping them understand value

of information assets
3. Integrate cyberresilience into enterprise-wide management

and governance processes
4. Integrated incident response across business functions,

enhanced by realistic testing
5. Develop deep integration of security into the technology

environment to drive scalability
6. Provide differentiated protection for most important assets
7. Deploy active defenses to be proactive in uncovering attacks

early3

Interviews with executives at more than 100 institutions
made it clear that collectively these levers would result in a step

3J.M. Kaplan, T. Bailey, D. O’Halloran, A. Marcus, C. Rezek, Beyond Cybersecurity:

Protecting Your Digital Business, Wiley, 2015.
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change improvement in companies’ ability to protect critical
information. More recently, our Digital Resilience assessment
has made it clear that most companies are not progressing
quickly enough in adopting these levers—the average company
scores two points out of four in terms of overall maturity.

All of these levers are helpful for using cybersecurity for
commercial advantage, but one more so than all of the others—
integrate cyberresilience into enterprise-wide management and
governance processes. This means conducting discussions
across organizational silos to integrate considerations related to
protecting information deeply, but also flexibly, into business
processes like product development, marketing, sales, customer
care, operations and procurement.

There are three places the companies can start to focus in
doing this: in managing relationships with consumers, in man-
aging relationships with enterprise customers, and in managing
relations with suppliers.

6.2.1 Managing Relationships With Consumers
Most cybersecurity professionals believe that it is hard to

communicate effectively with consumers about protecting
information because any publically available advertising that
speaks to a company’s security capabilities immediately makes
it a target for hackers looking to make name for themselves.
There has also been a historic belief, among some executives,
that consumers have not been particularly worried about pro-
tecting their information—that they are cheap and cheerful in
this regard.

That said, there are still some very important actions that
companies can take to make sure that they provide compelling
experiences while also fulfilling their responsibilities to protect
customer data.

6.2.1.1 Discover Consumer Preferences

Most companies have little information about how sensitive
customers are to risks of information loss or disclosure.
However there is at least anecdotal evidence that different cus-
tomer segments have very different attitudes toward disclosure
of information—for example, in financial services, mass affluent
customers seem to be far more sensitized to the issue than cus-
tomers in some other segments. Different types of customers
also have very different perspectives on what constitutes an
inconvenient security control. Getting real data from market
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surveys and focus groups enables organizations to understand
what customers value and what frustrates them and incorporate
those insights into customer-facing processes.

6.2.1.2 Apply Design Thinking to Security-Related Processes

Traditionally, many on-line experiences have been confusing
and clunky, with complicated interfaces, vague instructions,
requests for superfluous information and frustrating delays
between what feels like an endless succession of screens.
Increasingly, companies are using the discipline of “design
thinking”—which truly requires business managers to take the
view of what customers value in creating an experience—to
many of their on-line processes. This should be no less true for
security-related processes like authentication. In fact, one finan-
cial institution applied design thinking to their consumer
authentication process. This allowed them to create a much
smoother and less time-consuming customer experience. For
example, customers told them they were much more concerned
about fraud than the risk that someone might see their balance,
so the bank delayed additional levels of authentication until the
customer started to conduct transactions.

6.2.1.3 Allow Users to Customize Their Own Experiences

Once companies start to gather data on the impact of secu-
rity controls, they find wide variations in what customers find
to be inconvenient. One customer might have no objection to a
complex passwords, but balk at changing it once a quarter.
Another might prefer a simpler password, but find no inconve-
nience in entering a PIN texted to him on his phone every time
he wants to log in. Several financial institutions are examining
deploying portals that allow customers to pick from a menu of
authentication-related controls—so long as they, in aggregate,
combine to provide a sufficient level of protection. Over time,
that minimum level of protection may vary by customer as
well—with customers using products that are more “in the
cross-hairs” for cybercriminals required to selected controls
that provider a higher level of protections.

6.2.2 Managing Relationships With Enterprise
Customers

Protection of critical data and cybersecurity considerations
are an increasingly important part of relationships between
companies and their enterprise customers. While marketing
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departments cannot create ad campaigns touting their cyberse-
curity capabilities, client discussions and RFP responses hit
very directly on cybersecurity capabilities in industries as
diverse as business process outsourcing, enterprise software,
wholesale financial services, contract manufacturing, medicals
devices, group health insurance, and pharmacy benefits man-
agement. As a result, there are a number of actions companies
must be taking to improve their collaboration with enterprise
customers in protecting critical information.

6.2.2.1 Treat the CISO and Team as Part of the Sales Channel

When security matters a lot, responses to a questionnaire
only help so much. Customers feel more comfortable when
they can spend time with the CISO and team to gauge their
level of competence, test ideas, and problem solving on how to
address thorny security issues that may exist at the seams
between the two organizations. Some CISOs say they spend as
much as 30% of their time with customers.

Others are not so effective in working with their sales teams
and may spend almost no time with customers. Sometimes this
is the result of CISO feeling that she just lacks the managerial
bandwidth given other pressing responsibilities. Sometimes
sales teams fail to recognize the importance of the issue.
Sometimes there is an absence of trust between the sales and
security functions, so account executives hesitate to pick up the
phone and invite the CISO to a meeting. In any event, these are
missed opportunities—in the absence of real dialog, questions
about security get channeled into surveys and questionnaires
that can bog down contracting processes.

6.2.2.2 Invest in Capabilities to Facilitate Vendor Security
Assessments

For the foreseeable future, enterprise customers will require
their suppliers to undergo vendor security assessments. They
are painful, and they are inefficient, but until sectors can start
to sort out standards for warranting the protection of informa-
tion, they are also necessary. However, companies can make
choices and investments that will dramatically improve their
ability to address these assessments effectively. Instead of treat-
ing each assessment as a one-off, they can start to analyze
them for patterns in order to build the most important cus-
tomer requirements into their security programs. They can cre-
ate databases of information typically required for customer
assessments, minimizing the grunt work of collecting data. And

108 Chapter 6 CYBERSECURITY FOR COMMERCIAL ADVANTAGE



they can create a center of excellence to consolidate all activity
required to respond to customer requests in one place.

6.2.2.3 Build Tight Connections Between Product Security and
Cybersecurity

Not too long ago, product security and cybersecurity (or IT
security or information security) were very distinct disciplines,
with limited interaction in many companies. Specialists in engi-
neering tried to make sure microcode in medical devices or
other sophisticated equipment would not be compromised, and
information security managers protected data on the company’s
internal systems.

Then the lines between products and enterprise networks
started to blur. Customers integrated products into their own
enterprise networks. Products started connecting to their
manufacturers’ enterprise networks to transmit diagnostic
information—in effect they became endpoints on those
networks. Customers started using applications running in
manufacturers’ data centers to configure products running in
their facilities.

All of this creates new types of vectors for cyberattackers and
makes it critical to take a holistic view across product security
and IT security. Some companies have done this by unifying the
responsibilities under one executive; others by cross-staffing
teams and creating governance structures.

6.2.3 Managing Relationships With Suppliers
Just as companies must integrate cybersecurity considera-

tions into their relationships with customers, when they are on
the other side of the commercial transaction, they must inte-
grate cybersecurity considerations into their relationships with
suppliers.

6.2.3.1 Bring Together Vendor Security and Vendor
Rationalization Programs

The only vendor that does not create cybersecurity risks is
the vendor you do not do business with. Now, that does not
mean that companies should jettison vendors who have a com-
pelling proposition just because the security team thinks that
there are too many vendors.

However, some companies have thousands of duplicative
and subscale vendors who handle sensitive information. Yes, it
is probably impossible to ascertain whether many vendors are
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treating sensitive data appropriately—a sourcing pattern like
that may well represent an economically suboptimal vendor
portfolio. In those cases, there is an opportunity for the CISO
and the Chief Procurement Officer to join forces and make that
case that vendor rationalization—while politically challenging—
would have twin benefits of an improved cost structured and an
enhanced security posture.

6.2.3.2 Improve Collaboration Between Security and
Procurement

As notedearlier, security teams can easily load impractical
requirements into procurement transactions. Avoiding this
requires a very collaborative relationship between the security
and the procurement teams. It starts with the CISO and team
being willing to spend the time to educate procurement man-
agers in each category about security implications associated
with, for example, analytic services, accountancy, traditional IT
outsourcing, or software-as-a-service. It continues with the
security and procurement teams’ problem solving on how to
tier vendor relationships and types of procurement—so that
both teams can focus their efforts on the highest risk relation-
ships and transactions.

6.2.3.3 Examining Shared Standards and Utilities for Vendor
Assessment

As many have noted, as necessary as they are, there is an
element of insanity to vendor security assessments. A software
or services vendor will spend weeks filling out an assessment
survey and then, for its next sale, will receive another assess-
ment survey that covers all the same topics—but just differently
enough to require a wholly separate and substantial effort to
complete.

From an enterprise customer’s point of view they have to
complete an assessment even they know an industry peer—
with much the same risk posture—may have spent weeks look-
ing at the same vendor very recently.

As a result, coalitions of companies—defined by sector or
sometimes geography—are started to band together around
common assessments. For example, a group of leading health-
care companies is launching a cybersecurity utility that will
include a shared assessment capability. Members will be able to
see vendor responses to a common set of questions and make
an independent decision about comfort with that vendor based
on a common, robust fact bases. As a result, they can repurpose

110 Chapter 6 CYBERSECURITY FOR COMMERCIAL ADVANTAGE



scarce cybersecurity talent to higher value activities and intro-
duce new products and services without waiting weeks or
months for the completion of a custom questionnaire.

6.2.3.4 Establish Operational Linkages With Vendor
Security Teams

For many types of commercial interactions, managing ven-
dor risk does not stop with the vendor assessment or the signed
contract. New types of information are share. New technology
connections get provisioned. Adherence to agreed procedures
for sharing data has to be managed—on both side of the trans-
action. Therefore maintaining day-to-day linkages with vendor’s
cybersecurity personnel becomes critical. It starts with having
current contact information, but goes far beyond that. Some
organizations conduct periodic checkpoints with key vendors to
assess how they are jointly managing a deal against commit-
ments and expectations. As few even incorporate vendor per-
sonnel in cybersecurity war games, they use to enhance their
ability to respond to cyberattacks.

Given the amount of sensitive information shared in con-
ducting business with customers and suppliers, cybersecurity is
arguably a commercial issue. Already it is impacting contracting
timelines, altering customer experience, and affecting which
vendors win and lose business. When companies treat cyberse-
curity as a back office function that governs and places controls
on the flow of information, and that creates commercial disad-
vantage, both in terms of reduced ability to leverage vendors
and less intimate relationships with customers.

However, by building enhancing collaboration between the
security team and the rest of the organization and building
cybersecurity deeply into business processes, companies
can source in a way that is secure and efficient and create
customer relationships that both protect critical data and
provide compelling experiences.
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REASONING ABOUT SAFETY
AND SECURITY: THE LOGIC
OF ASSURANCE
A. Piovesan1 and E. Griffor2
1Diesel Jet, Castel Maggiore, Bologna, Italy 2National Institute of Standards

and Technology (NIST), Gaithersburg, MD, United States

7.1 Introduction
An assurance case is a structured argument, supported by

evidence, intended to justify that a system is acceptably
assured relative to a concern (such as safety or security) in the
intended operating environment. In this chapter we will use
the example of software or functional safety of an automotive
system as our example of a system concern that imposes
requirements that require assurance. The “cases” for other sys-
tem stakeholder concerns, such as security or reliability or
timing, can be treated in a similar fashion. For a more compre-
hensive treatment of “concerns,” the reader is referred to the
NIST CPS Framework.1

Safety cases are often required as part of a regulatory
process, a certificate of safety being granted only when the reg-
ulator is satisfied by the argument presented in a safety case.
Example for automotive systems include crash safety and emis-
sions regulations. Industries regulated in similar ways for safety
include transportation (such as aviation, the automotive indus-
try, and railways), energy and medical systems. As such there
are strong parallels with the formal evaluation of risk used to
prepare a risk assessment. A vehicle safety case may demon-
strate the system to be acceptably safe to be driven on a road,
but conclude that it may be unsuitable for operation under spe-
cific circumstances, if there would then be a greater risk of

1National Institute of Standards and Technology, Cyber-Physical Systems Draft

Framework.
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harm, for example, a loss of control or an injury to the occu-
pant. A safety case should be revisited when an existing system
is to be repurposed.

In the context of ISO 26262,2 a standard for software or
functional safety for road vehicles, the safety case is defined as
the “argument that the safety requirements for an item are
complete and satisfied by evidence compiled from work pro-
ducts of the safety activities during development”.

To state that the safety properties of a system are complete
is to say that, for any hazard identified in the course of per-
forming the Hazard and Risk Assessment (HARA) or Hazard and
Operability Study (HAZOP) there are properties or requirements
in the Safety Case intended to address that hazard. The assur-
ance argumentation that the property of completeness is
achieved for the system would make reference to completed
HARA or HAZOP to justify the conclusion that the safety proper-
ties of a system are complete.

The intent of ISO 26262 is that the safety case should capture
both the argumentation and the work products needed to
establish confidence that “the system is safe for a given applica-
tion in a given environment.” This full potential of the safety
case can only be achieved when it is planned at the outset of a
project and updated throughout the product development pro-
cess, capturing the argument at two levels:
• The relation between evidence and claims/propositions, i.e.,

judgments, about design elements or safety properties
• The basic assumptions, or structure, of safety case argumen-

tation as described in ISO 26262
In this chapter we will provide the tools and formalism for

capturing and enabling assurance case argumentation.

7.2 A Strategy for Safety Case
Construction

To present the structure of Safety Case Logic in a graphic
form, we introduce the notation of goal structuring notation
(GSN) summarized in Fig. 7.1:

We will describe Safety Case Logic using a goal structure
with the following assumptions:
• The Item under development’s satisfaction of safety goals is

taken as the primary goal of the safety case.

2ISO 26262:2011 Road vehicles. Functional safety.
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• Safety Standards’ requirements (e.g., ISO 26262 Clauses) and
best practices are used to argue (strategy) for the inference
relationship that exists between a goal and its supporting goal
(s), that is, those subgoals whose satisfaction is sufficient, in
the sense of the standard, for satisfying the goal itself,

• Achievement of safety goals and subgoals is substantiated by
proper solutions (evidences) documented by the work
products listed in the Safety Plan or gathered from customer’s
(the entity that is the customer for the system) work products.

• Confirmation measures are included to argue correctness
with respect to formality, contents, adequacy, and complete-
ness regarding the Safety Standard’s requirements.

• Verification reviews are included to argue correctness, com-
pleteness, and consistency of work products with respect to
technical contents.
Each solution is linked to one more work products listed in

the Safety Plan or Development Interface Agreement (DIA)
documents (Fig. 7.2).

Again the primary goal of a Safety Case is to demonstrate the
satisfaction of safety goals of the Item under development.
Strategies are to be used to structure the argument that the infer-
ences that exist between a goal and its supporting goal(s) or evi-
dences are sound. These strategies typically are product-based or
process-based arguments derived from requirements in the safety
standard.

Evidence of goals’ (safety properties) achievement is obtained
through a progressive simplification of the safety properties based
on the two-dimensional decomposition into subsystems and the
logic of the standard all the way down to a set of “elementary”
safety properties whose truth can be directly derived from the solu-
tions practiced. Solutions are both product evidences and process
evidences gathered from the ISO 26262 consistent work products.

Figure 7.1 GSN terminology.

Chapter 7 REASONING ABOUT SAFETY AND SECURITY: THE LOGIC OF ASSURANCE 115



An effective information exchange among managers and
technical people involved in the project and the facilitation of
recovery plans and problem-solving activities are further advan-
tages derived from safety cases that are incrementally devel-
oped throughout the product life cycle and circulated inside the
operative working groups in a framework that makes explicit
work products, the relevant safety properties, and the argument
that the work products provide evidence that these safety prop-
erties are true of the respective design elements.

This approach was originally developed at Fiat Powertrain
Engineering to create a safety case implementation that
demands minimal extra-effort in terms of time and resources
and is easily understandable and is flexible in applications to a
variety of projects, business models, and organizations.

This formal approach to the safety case uses process results
and work products, generated during a development process

Primary Goal

Context

Context

Strategy

Strategy Strategy

Sub - Goal

Sub - Goal

Solution
1

Solution
2

Solution
3

Sub - Goal Sub - Goal Sub - Goal Sub - Goal

Sub - Goal

Assumption

Assumption

Figure 7.2 Strategy for a
safety case logic.
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consistent with ISO 26262, defines the broad notion of safety
properties and provides a systematic approach to managing the
inference relationship between intermediate safety properties,
the safety goals defined for that product, and the supporting
evidence that the design of the product satisfies those proper-
ties and finally satisfies the safety goals. The approach has been
elaborated and refined to achieve a safety case framework
which is project-independent, that is, depends only on the spe-
cifics of the product development plan being used.

A graphical notation is used here to represent the tree of
steps in the argument. It is derived from the Kelly and Weaver
[1] GSN. It gives an intuitive and clear representation of the
“geometry” of inference relations between safety goals and
the relevant “proofs” certifying their achievement. Finally, this
graphic representation is transformed into a formal system for
deriving “judgments” of the form “a set of work products is
evidence sufficient for concluding that a safety property is true
of a set of system elements”. This is based on the formal system
called Intuitionistic Type Theory [2], developed by P. Martin-Löf
and later used to develop tools for deriving verified computer
programs.

7.3 Decomposing the Functions of a
Safety Critical System

The functions of a system can be decomposed and the
decomposition can be represented in a tree-like structure where
the branching corresponds to the relation that the function at a
branching node is achieved or delivered using the functions at
the nodes immediately below the given function.

An approach to decomposing a formal expression for a func-
tion is based on the notion of composition of functions f(x)5 g
(h(x)). The immediate successors in the decomposition tree for f
are g and h and the immediate successors of g and h in that
tree are defined by similarly decomposing their expressions.
This approach gives a decomposition that depends on how f is
expressed and is not intrinsic to the actual function performed
by f. Function expressions are a special case of names for func-
tions and their composition, often referred to as “terms” that
are syntactic representations of functions.

We are interested in decomposing functions from the point
of view of functions as transforms, typically of some form of
energy, in the form of a verbal expression and organized hierar-
chically in levels as primary, secondary, tertiary, etc. Below is an

Chapter 7 REASONING ABOUT SAFETY AND SECURITY: THE LOGIC OF ASSURANCE 117



example of a “damping function.” The primary is the damping
function on the left and the secondary function level consists of
“monitor nature of vibration,” “understand environment,” “miti-
gate disturbance,” etc. (Fig. 7.3).

Let us consider now the structure of the Safety Case. We can
make clear, using GSN, the kinds of properties or propositions
and the kinds of reasoning or argumentation that are involved.
If we follow the description in ISO 26262, we discover quickly
that there are a distinct set of properties associated with the
Safety Case.

3.1 Definition A property of a system s and the vehicle type v
that arises in the course of working through the Safety Case for
s and v is called a safety property.

Damp
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Figure 7.3 Example of function decomposition.
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An example of a safety property is provided in Fig. 7.4: SC
(s,v) :5 “The ,system. for the vehicle ,type. is free from
unreasonable risk”. Note that both “risk” and “unreasonable
risk” are the attributes that need definition. This definition
will be achieved by decomposing SC(s,v), successively, into
the safety properties involved and finally, using a notational
convention for safety case judgments, relating instances of
work products to the safety properties for which they are
evidence.

Recall that this is a two-dimensional decomposition in the sense
that each Safety Case proceeds both along the decomposition of
the properties being asserted of the system in question and along
the system decomposition into subsystems. An example of a system
decomposition branching is MS0 in Fig. 7.4. An example of ISO
26262 process branching is MS1 in Fig. 7.4.

There is one final concept required to understand the struc-
ture of a safety case, that of the system implementation. The
implementation of a system is the result of realizing all of
the functions required to deliver the system function(s) in the
physical components of the system.

E/E part of the system is 
free from unreasonable 

risk = EE(s,v)

Mechanical part of the 
system is free from 
unreasonable risk = 

Mech(s,v)

The <system> for the 
vehicle <type> is free from 

unreasonable risk = 
SC(s,v)

Reference to ISO 
26262:2011 for 

automotive 
development

Other subsystems are 
free from unreasonable 

risk = Oth(s,v)

Argument that all hazards have 
been identified, classified and 

addressed in concept, design, and 
implementation of the system

MS1 Argument that process and 
development activities are 

consistent with ISO 26262 and/or
best practices for functional safety

MS2

Argument by development of all 
subsystems according to state-of-

the-art defined by international 
standards and engineering best 

practices

MS0

All hazards are identified 
by analysis and risk 

assessment has been 
performed = HARA(s,v)

G1 Complete set of safety 
requirements have been 
derived for all hazards = 

SR(s,v)

G2 System design has 
taken into account all 
safety requirements = 

Sys(s,v)

G3 Verification measures have 
been taken to show correct

implementation of safety 
requirements = Ver(s,v)

G4 Assessment of 
functional safety 

measures is complete = 
Meas(s,v)

G5

Figure 7.4 Safety properties.
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7.3.1 Process Argumentation
A portion of the argumentation is related to the process dic-

tated by the standard (Fig. 7.5).

7.3.2 Hazard Argumentation
The argument that all hazards have been identified, classi-

fied, and addressed in the concept, design, and implementation
of a system consists of several elements:
• All hazards are identified by analysis and a risk assessment

has been performed.
• Complete set of safety requirements has been derived for all

hazards.
• System design has taken into account all safety hazards.
• Verification measures have been taken to show correct

implementation of safety requirements.
• Assessment of functional safety measures has been

performed.
• Functional safety assessment performed.
• Validation report provided (Fig. 7.6)

Figure 7.5 Process argumentation.
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7.3.2.1 Hazard Identification

The hazard identification is accomplished by completing the
steps of the Hazard and Risk Assessment (HARA), together with
a list of operating situations for the system as well as evidence
related to the severity, exposure, and controllability of the
hazards. The flow shown in Figure 7.7 describes the elements of
the reasoning associated with this process.

7.3.2.2 Requirements Elicitation

Once the system hazards have been identified, we must pro-
vide argumentation to the effect that a complete set of safety
requirements have been derived, through the analysis and risk
assessment of the system, for all hazards (Fig. 7.8).

7.3.2.3 System Design

Once the system hazard causes have been analyzed, safety
measures have been implemented, and probabilities of random
failures are sufficiently low. We must provide argumentation to
the effect that the system design has taken into account the
identified safety hazards (Fig. 7.9).

Figure 7.6 Hazard argumentation.
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7.3.2.4 Verification Measures

Verification consists of the efforts dedicated to showing that
the requirements for a system have been implemented or are
met by the implementation of the system. In particular, safety-
related verification measures are taken to show that safety
requirements have been implemented correctly. Fig. 7.10 shows
graphically how that goal (G4) is reached through reference to:
• Corporate or organization strategy derived from the standard
• Testing
• Subgoals for the Functional Safety Case (FSC), Technical

Safety Case (TSC), and Integration Testing

7.4 Formal Reasoning for Safety Properties
Let w denote a work product, then the notion w E ψ(s,v)

represent the judgment that “the work product w evidences

Figure 7.7 Hazard identification.
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Figure 7.8 Requirements elicitation.

Figure 7.9 System design.
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that system s and vehicle type v have the property ψ.”
Judgments are not the same thing as propositions.
Propositions or assertions that are fully specified are either
“true” or “false.” Judgments are either correct or incorrect—
they capture in this context engineering judgment. What is
regarded as evidence for the truth of an assertion can change
over time, it is open ended.

The reasoning transitions in the GSN tree of a Safety Case
represent what should be thought of as the logical rules of a
standard (in this case of ISO 26262). MS0, for example,
defines a rule for deriving the judgment SC(s,v) from the
finitely many other judgments below it in the tree. In this
sense the order of the GSN tree is the “reverse” of the order of
a logical derivation. The judgment SC(s,v) is derived from the
assumptions of the rule by a single use of the rule MS0, that
is, from the judgments that there is evidence for E(s,v), Mech
(s,v) and Oth(s,v):

eAEðs; yÞ; mAMechðs; yÞ; oAOthðs; vÞ
, e;m.ASCðs; vÞ MS0

Figure 7.10 Verification measures.
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In a similar fashion, there are rules providing the deriva-
tion of each of the judgments. The judgments that appear
above the line are the assumptions of the rule, while the one
below the line is the conclusion of the rule. In future work,
we will give the complete set of Safety Case Rules consistent
with ISO 26262 as well as extend the methodology to other
system stakeholder concerns, like security and reliability and
others.

7.5 Assurance Case Logic
There are several use cases for assurance case logic (ACL).

ACL can be used to demonstrate that a given system satisfies
the assurance properties associated with a specific system
concern and captured in an existing standard, through a
detailed analysis of the system’s development work products
using that standard. ACL can also be used to derive an imple-
mentation of the system requirements, including those driven
by concerns like safety, by using assurance case logic to ana-
lyze those requirements. The ontology of assurance cases con-
sists of:
• goals/objectives and requirements (assurance properties)
• argumentation or reasoning
• evidence

An ACL is defined by providing the symbols and ways of
composing them to build expressions for key properties of a
system as well as for building expressions for the various sorts
of evidence that is regarded as sufficient to be able to conclude
that a system has one of these properties. In other words, an
ACL begins with defining the language of assurance relative to a
source of assurance like a standard or expert opinion. The
intent of this language is to be able to express the relation that
“the evidence e is sufficient to be able to conclude that a system
S has a property P in the sense of a source of assurance.”’ An
assurance case judgement has the form:

J1; . . .; JkAeAP
s1
x1

; . . .;
sn
xn

� �

which is read “from judgements J1,. . .,Jk we can derive the
judgement that evidence e is sufficient to conclude that
the property P is true of system artefacts s1,. . .,sn,” where x1,. . .,
xn are the variables in P.
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The ACL then also included the assurance case rules that
capture the principles for reasoning about or argumentation
that are embodied in that source of assurance. Consider the
assurance case strategy diagram ():

Fig. 7.11 represent inferences, individual, or compound, and
are rendered in the assurance case logic as assurance case rules:

ðRule RÞJ1; . . .; JkAeAP
s1
x1

; . . .;
sn
xn

� �

where e5, e1; . . .; en . is an encoding of evidence/solutions
e1,. . .,en and R is the inference rule of the assurance case logic,
representing strategy R, for decomposing the assurance prop-
erty P into P1; . . .;Pm.

Each instance of a source of assurance (such as standards,
best practices/consensus, formal methods, regulation, or
expert judgement) will give rise to its own assurance case
logic.

Goal P[s1, …, sn/x1, …, xn]]

Strategy R

Subgoal P1 Subgoal Pm

Solution
e1

Solution
el

Context

Assumptions
J1, ..., Jk

Figure 7.11 Assurance case
strategy diagram.
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7.6 Future Challenges
The perspective on assurance cases discussed in this chapter

include assurance of properties of the development process and
with advantage. The assurance of of a system relative to other
concerns can be approached in a similar fashion. We have
focused in this chapter on on systems that are safety critical
(the system performs or delivers a safety function). Typically
accomplishing this involves considering the development and
the manufacturing and service processes. Additionally, we need
to establish a similar level of confidence in the tools used to
provide the work products.

An example of an important challenge facing designers of
partially or fully autonomous automotive systems is the design
of system human�machine interface (HMI). As the complexity
of the functions performed by these systems increases the
focus of concerns about human involvement is changing, from
analyzing the ease with which the human provides inputs to
the system to assuring the operator’s continued engagement in
the operating situation and the system’s responses to that
situation.

The development process must deliver all of the functions of
the system reliably in order to meet the intent of the system. It
does so by endeavoring to capture that intent in requirements,
the design, development builds or preliminary implementation,
and prototypes. In this way that process acquires an understand-
ing of whether the design intent has been realized. Simulation
and prototypes, assessing the design and revealing the design
options, are assessed in terms of whether the risk to intent are
acceptable. Thus there is an overall notion of defect relative to
design intent and, specific to the safety design, defects relative to
the subset of the design related to safety critical function.

In this chapter we have presented an approach to capture
and analyze the activities/artifacts and the reasoning associated
with the design of safety critical systems, with reference to best
practices in standards like ISO 26262 for functional safety. This
formal approach makes explicit what is common to the assur-
ance practice for any safety critical system. Safety case logic is a
methodology, presented here graphically with the help of GSN,
that captures best practices of an assurance source and clarifies
and optimizes it by exhibiting its meaning at each increment of
the assurance effort.
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7.7 Conclusion
This chapter outlines by example an approach to assurance

of a concern developed to progressively create an assurance
case using a formalism that captures that which is common to
these assurance cases and that:
• Requires minimal extra-effort in terms of time and resources
• Makes easy reuse and adaptation for similar projects through

the life cycle (change) and the inclusion of “carry-over” ele-
ments of the system

• Is easily understandable thanks to the notion of safety case
logic and graphic representations (like GSN) that give an
intuitive and clear representation of the inference processes
and inference structure

• Is easily adapted for application to different projects, busi-
ness models, and organizations
The approach uses process results and work products that

are generated during a development process in a way that is
consistent with standards (such as ISO 26262) in order to suc-
cessfully represent and demonstrate the inferences that exists
between the safety goals defined for that product and the sup-
porting evidences.

From our preliminary assessment we expect a theoretical
and relatively simple extension of this assurance case logic to
any specific concern standard and technological domain (e.g.,
industry, aerospace, etc.) and, in particular, to the topic of sys-
tem security.
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8.1 Introduction
Modern information and communications technology (ICT)

environment is highly integrated and operates as a system of sys-
tems that share the same infrastructure and support the same pro-
cesses. The ecosystem is very dynamic and diverse, and this
diversity increases with the incorporation of every new generation
of connected technologies. The evolution of the technology,
including its usage models, is very rapid, resulting in an environ-
ment where legacy and cutting edge technologies coexist and
situations where new devices, technologies, and frameworks are
added to existing systems. All emerging technology contexts, from
smart grid and connected automotive systems to Internet-enabled
medical devices and industrial control systems, exhibit consider-
able complexity and diversity of operational requirements.

This dynamic and complex environment requires new strate-
gies to evaluate and manage risks, and existing single-domain
risk approaches are no longer sufficient for this task. Not only
integrated risk models and viable approaches to risk composition
are necessary, but also a modification of the system design and
development processes to include integrated risk considerations
at the earliest stages of the design process instead of being evalu-
ated at a stage following system deployment. Incorporation of
risk analysis in engineering processes requires the emergence of
new design practices as well as creation of tools and mechanisms
to support these practices.
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This chapter introduces the concept of risk engineering,
describes its positioning in the modern technology environ-
ments, and provides a first view of tools and mechanisms nec-
essary to support the proposed paradigm of risk engineering.

8.2 Key Aspects of Future ICT Systems
We start the discussion by describing key aspects of ICT

systems that are relevant for developing fundamental concepts
in risk engineering.

8.2.1 Ubiquitous Connectivity and Interoperability
Modern computing environments are characterized by their

ubiquitous connectivity and interoperability among heteroge-
neous networks and diverse systems and devices. The numbers
of connected devices today are extremely large. EMC
Corporation estimates over 7 billion people will use 30 billion
Internet-connected devices by 2020 [1], whereas Cisco and DHL
predict a higher number—50 billion Internet-connected devices
by the same date [2]. Disparate computing and network domains
of 15 years ago have merged into an interconnected space that
supports multiple models of usage, connectivity, and access via a
shared infrastructure. The diversity of connected devices is enor-
mous, including everything from data centers and full PC plat-
forms to tablets, industrial control systems, disposable sensors,
and RFID tags. This diversity of devices is matched by the diver-
sity of supporting networks. Ubiquitous connectivity is beneficial
for the users of the technologies and for the economy, leading to
new efficiencies and increased productivity and providing a plat-
form for widespread innovation. The challenges created by this
environment are well known. Universal connectivity and interop-
erability complicate the analysis of threats and vulnerabilities,
lead to uneven levels of protection in interconnected systems
and elements of infrastructure, and, in many cases, can increase
attack surfaces in yet-to-be understood ways.

The diversity of the environment makes it harder to evaluate
and mitigate risks that such ICT systems either pose as compo-
nents or services of other systems or that they themselves face
in running and interacting with such complex environments. A
major challenge that needs to be addressed is a methodology
that can assess risk in a compositional way, so that risk analysis
scales up; to develop such methods that can coherently exam-
ine risks pertaining to different aspects such as safety and secu-
rity; and to their interaction.
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8.2.2 Intrinsic Complexity and Dynamism of the
Technology Environment

The modern computing environment is a combination of
multiple frameworks, each using its own security and threat
models. A framework is an abstraction providing generic func-
tionality and a reusable environment, with specific use cases
implemented via additional development. Example frameworks
for software include Decision Support Systems or Web applica-
tion environments. Hardware/software frameworks can include
platforms such as PCs or Android mobile phones. The interop-
erability of frameworks forms the foundation of the modern
technology environment and introduces new unknown vulner-
abilities that are due to the effects of composition of security
models associated with diverse frameworks. We expect con-
nected cars to use the same infrastructure, standards, and pro-
tocols as other connected systems, but the introduction of new
contexts of usage tends to increase attack surfaces, for example,
using connected cars as self-driving engines or using connectiv-
ity in cars to enable ad hoc networks introduces a new class of
potential vulnerabilities. Then, there is the issue of composition.
To date, we have not developed methods that allow us to reli-
ably analyze a composite security picture of the sort of infra-
structure that is the reality of today’s technology (Fig. 8.1).

Complex and dynamic ICT system
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Figure 8.1 Analysis of a complex and dynamic ICT system through risk management or risk engineering models
(separate management vs composition of risks).
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Without any objective approaches to estimate security and
adjacent risks of complex systems under operational conditions,
and with neither standards or metrics to apply to diverse envir-
onments in which these systems operate, it is difficult to antici-
pate the consequences of system level or environmental
changes for safety, security, dependability, privacy, or other
salient risk domains. This complexity and ambiguity of environ-
mental context also apply to data and data protection, making
it necessary to rethink a number of fundamental concepts in
computer and information science such as anonymity and data
interoperability.

The increased complexity of the computing environment is
the result of the aggregation of various frameworks and the
often implicitly assumed composability of their underlying
security, privacy, safety, and other aspects of risk that were
designed in isolation and without a clear understanding of the
aggregated operational contexts where they would be used dur-
ing their life cycles. There are architectural patterns for compos-
ing systems that are often expressed in so-called architectural
description languages. These languages help communicate sys-
tem design decisions to both technical software developers and
to end users. A structured technical description can facilitate
early feasibility testing and analysis of design decisions. The
architecture trade-off analysis method [3], for example, is a
means of mitigating risk at an early design stage in order to
maximize the business and technical value of the developed
system. But such risk-mitigation techniques do not anticipate
interaction within open and integrated systems, where business
and technical considerations impact approaches to safety, secu-
rity, or privacy. Conventional approaches to developing system
architectures are not informed by the analysis of risk domains
applicable to specific use cases. Thus standard architectural
descriptions could provide structured approaches where inte-
grated risks could be inserted, but research necessary to
incorporate risk analysis into architectural description lan-
guages has not yet started. NIST Cyber-Physical Systems (CPS)
Framework,1 currently in a draft mode, represents an attempt
to define fundamental concepts and their relationships for this
complex space. This definitional work provides a solid founda-
tion for the creation of a language capable of enabling a more
integrated view of complex environments.

1Materials available at the Public Working Group website at: https://pages.nist.gov/

cpspwg/.
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8.2.3 Intermingling of Cyber and Physical
Components

Another important characteristic of cyberspace is the con-
nection between cyber and physical environments as exempli-
fied in CPS, systems of systems that interact with the physical
world, using computing components, communication capabili-
ties, and physical subsystems [4]. CPS, now ubiquitous, require
more complex and integrated security and risk models where
the domains of safety, resilience, reliability, security, and pri-
vacy, which were traditionally separated at least to some degree,
have to be analyzed together [4].

The Stuxnet attack was possible because sensor readings
were trusted and not verified, allowing unauthorized changes
that resulted in mechanical destruction of a centrifuge spinning
beyond its safety margin [5]. The attack illustrates the need to
verify and protect crucial system parameters and to develop
risk models that link changes in one risk domain to a plethora
of parameters affecting system operations. For example,
insufficient care in protecting privacy of accounts can lead to
security issues through unauthorized accesses that could result
in safety issues if crucial operational parameters are altered in
the process.

We need means of describing assumptions for prominent
risk aspects of a system, for example, security and safety (such
as security threats, vulnerabilities, safety critical failures, as well
as detection and mitigation measures for safety or security criti-
cal events). These assumptions may pertain to the computa-
tional and physical environment. Additionally, we need to be
able to understand and model the interaction or isolation of
risk domains, for example, security and safety. Developing
means to verify that a system handles safety and security cor-
rectly is a complicated task because the assumptions about
environmental context contain stochastic or strict uncertainty
and because expected residual risks benefit from a quantitative,
metric-based evaluation and analysis.

System descriptions can better support such an approach if
they are model-based, in order to use formal methods for analy-
sis. One example of an architectural description language used
to support modeling and formal analysis is the SAE Avionics
Architecture Description Language (AADL) [6]. The AADL per-
mits the developers to incorporate formal methods and engi-
neering models into the analysis of systems and software
architectures, thus enabling them to analyze the impact of com-
position on resulting complex environments.
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8.2.4 Regulatory Approaches
An integrated risk model should also consider risks associ-

ated with the regulatory environment in countries where ICT
and IoT technologies are developed and deployed. Business
models and strategies which integrate policy implications can
be more successful in seizing market opportunities and mitigat-
ing risks.

Literature acknowledges that regulatory risk arises whenever
it affects the cost of capital of the regulated firm [7], and other
authors distinguish between the impact of a given legislative
scheme (regulatory impact) and the risk originating in discre-
tionary behavior by regulatory agencies (regulatory risk) [8].
This section will describe compliance-related risks and also
considers factors that influence negatively the lawmaking pro-
cess and therefore increase legal uncertainty.

Deployment of innovative technologies depends on the suc-
cess of technology commercialization, and this, in turn, is con-
nected to the regulatory environments. A company that does
not live up to regulatory compliance expectations of its inves-
tors, customers, consumers or market analysts undermines sta-
keholders’ perception on the value of products and services and
their reliability, therefore increasing risks. Market considers reg-
ulatory risks, and companies devote considerable resources to
legislative monitoring and compliance activities, in order to
maximize their understanding of the policy environment and
minimize the impact of legislation and associated risks.
Compliance has become a significant cost, in terms of dedi-
cated compliance teams, internal audit, reporting mechanisms
and impact assessments. However, the possibility of being
exposed to fines proved to be costly both for financial losses
and brand reputation damage. For this reason, compliance
represents a key competitiveness factor as much as the adop-
tion of the most advanced production techniques and new
technologies. This is especially important for ICT products that
support processes associated with a wide range of activities.

Overregulation or complex compliance requirements may
constitute a reason for companies to relocate or establish a new
business elsewhere, in order to limit the regulatory risk. Putting
in place organizational compliance measures and ensuring full
interaction of different functions within the company require
solid management and legal expertise; it might constitute a real
challenge for start-ups or for companies that want to expand in
other geographies.
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Uncertainty in the application of a regulatory instrument
undermines the investments of a company and can be consid-
ered another element of regulatory risk related to the need for
compliance.

The pace of lawmaking processes is not proportional to the
fastest developments of technology. Moore’s law has a cycle of
2 years [9], and modern technology development cycles can be
even shorter, but the adoption of a piece of legislation can be
far lengthier due to different procedural stages and political
negotiations that slow down the overall outcome. In a scenario
where legislation is a moving target, companies need to cope
with legal uncertainty when they plan and take investment
decisions while policymakers are still shaping new legislation or
changing the existing one. In other cases, outdated, “technology
retro-fitted” laws represent a drag for innovation, where indus-
try is tied by provisions that do not reflect the state of the art in
technology and do not allow expansion to new techniques and
operations.

If pace asymmetry between regulatory decision-making
processes and industrial investment planning contributes to
increase the risk for companies, another factor is the informa-
tion asymmetry between private sector and public sector (pol-
icymakers and regulators). The latter cannot anticipate better
than the former the technology complexity described in the
previous paragraphs.

Governments and public authorities draw their attention to
several technology dimensions that concern all citizens: privacy,
security, safety, and liability were previously addressed as different
silos, but now that they are increasingly intertwined, their assess-
ment needs to be done jointly to evaluate the overall reliability of
information and communication devices. Sound awareness of
technology and its ramifications is crucial for policymakers to
keep regulation up-to-speed and to elaborate requirements based
on objective and meaningful metrics. If regulators and policy-
makers aim to regulate new technologies, they need to develop a
certain level of expertise on them, otherwise further risks for
operational environments could arise from nonevidence-based
provisions and requirements removed from industrial reality.
Well-informed lawmakers could shape better regulation.

However, independent studies and figures on new technolo-
gies might not be available and some consequences of the tech-
nology deployment might not be clear yet (e.g., in terms of
health or environmental sustainability) when policymakers draft
regulation. In this case, decision-making process will be
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significantly driven by public perception of risks related to the
adoption of a technology. Policymakers will be influenced by
society—which is a “risk adverse society” [10]—in taking deci-
sions regarding ICT systems: the precautionary principle will
inspire their action, but this approach could represent another
factor that leads to regulatory risk for companies, namely, once
again, requirements removed from industrial state of art.

Risk aversion of governments and regulators could be trans-
lated also in an increase in liability for manufacturers. Unless
accountability measures put in place by companies represent a
real mitigating factor for limiting fines for companies in case of
damage or harm to users and consumers of ICTand IoT technolo-
gies, increased liability would draw again the attention to compli-
ance costs and might drain resources from R&D and innovation.

Moreover, another aspect that increasingly plays a role in
creating regulatory risk for ICT and IoT systems is the posture of
some governments around the world justifying an increase in
control over data and technology as a form of sovereignty. The
reason is twofold, economic and political: on the one hand,
there is an attempt to protect trade secrets and develop local
technologies; on the other, the idea is to limit foreign surveil-
lance activities. However, the shift to local technology solutions
or the creation of regional standards can be very harmful for
the market in terms of fragmentation and competition.
Likewise, proposals for data localization mandates do not seem
effective in protecting against or preventing foreign surveillance.
On the contrary, they might favor domestic surveillance and
they surely impinge on the open internet and the free flow of
data [11]. Following Snowden revelations in 2013 and the ECJ
ruling invalidating Safe Harbor [12] in 2015, technology sover-
eignty and data sovereignty have been under the spotlight in
Europe as strategies to pursue privacy and security. In an IoT
environment, mandatory data localization could compromise
business models, while technical measures like encryption
could better serve the purpose.

Regulatory requirements have direct impacts on technology
solutions and their adoption and therefore should be consid-
ered as another metrics necessary to model and evaluate risks
in complex systems. Informing engineering processes with
regard to regulatory requirements and associated risks, when
the requirements are pending or unclear, or contradictory in
different jurisdictions, will help create a consistent risk picture.
Integrating regulatory risks with other risk aspects described
earlier in the chapter is necessary in order to develop technolo-
gies ready for deployment (Fig. 8.2).
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8.2.5 Technology Dialectics
A number of technology and policy frameworks have been

proposed to enable or facilitate the examination of multidisci-
plinary subjects in security and privacy. A good example is
“Technology Dialectics” [13], a model proposed by Latanya
Sweeney to mitigate conflicts between requirements of technol-
ogy and context of use in society. The goal is to detect potential
social and adoption issues early in the technology cycle and
resolve them by creating tools to determine whether a technol-
ogy is provably appropriate for a certain society or context.
Although the framework focuses on privacy, it can be used for
broader analysis and is easily applied to cybersecurity. Such fra-
meworks may also be useful to explore potential risks to the
reputation and brand value that the introduction of a particular
piece of technology may pose, based on its correct functioning
or based on uncertainty about its behavior. Technology dialec-
tics and similar frameworks permit us to assess adoption and
acceptability constraints and could become an additional
dimension in a risk approach that combines technical, environ-
mental, regulatory, and social aspects. Although quantifying

Figure 8.2 Integration of different domains of modern computing environments in risk engineering models.
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societal risks is complex endeavor, such assessments are likely
to have significant value in integrated risk analyses.

8.3 Evolution of Risk Approaches and
Models

Different types of risks have been defined and considered for
the analysis of operations in industry and government.
Traditionally, risk models for security include three dimensions:
people, processes, and technology. The increasing complexity of
the technology environment rendered this model insufficient.
To compensate for the shortcomings, additional dimensions
were added, for example, organizational strategy and structural
design.

Risk management approaches for more complex fields began
to integrate additional risk domains, such as assurance and resil-
ience [14], and risk assessment was integrated into the system
development cycle. This risk aware development was first
adopted in very structured environments, such as military tech-
nology development or aerospace systems, and cybersecurity
was added to already rigorous risk-assessment models. In these
cases, sophisticated programmatic risk models were already
highly developed, and permitted to incorporate security as a new
domain without modifying the existing framework as described
in Ref [14]. Preexisting systems also permit the technologists to
assess risks for evolving requirements, for example, a switch
from password to PKI-based authentication, without jeopardiz-
ing the system of metrics embedded in the framework.

Although “people” have formed an evaluation area in the early
risk analyses of organizational security, this aspect of risk has
been significantly extended in recent approaches. In addition to
sophisticated models of threat agents (e.g., as described in a model
developed by Intel Corporation [15]) and their common use in
mitigation processes, examination of insider threats became more
detailed. Views on the role of human error have matured, and
organizational behaviors have been studied in more detail.

As the risk domains are extended and integrated, a more
detailed analysis of various threats and vulnerabilities is required,
in order to build viable predictive models. Thus risk assessments
with diverse mitigations for such varied areas as automotive secu-
rity, electronic currencies, and airport security were among the
contexts evaluated with a view to develop segment-based risk
models. Later, the movement toward detailed assessments based
on cross-cutting principles has allowed the risk community to cre-
ate more nuanced risk postures in complex domains that are
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difficult to define unambiguously, such as privacy or safety or
whole frameworks, such as cybersecurity or CPS.

An example of an integrated risk framework combining risk
domains of security, privacy, safety, reliability, and resilience
can be found in the draft deliverable of the Public Working
Group on Cyber-Physical Systems [4].

Separate assessment of these domains is insufficient to
address the risks because requirements optimized for one
domain can be detrimental to the composite risk picture for a
system or an area of infrastructure. Characteristics of CPS, such
as the presence of a physical subsystem and real-time controls,
may demand a departure from traditional views on security or
privacy and instead put an emphasis on safety or reliability—for
example, when developing risk models for a nuclear power
station management where privacy concerns are minimal, but
reliability requirements are crucial [4].

8.3.1 Shared Infrastructure, Economics, and
Risk Modeling

The benefits of the shared global infrastructure are clear to
all: we can use the same devices, applications, networks, and
processes worldwide, with minimal issues. But compositional
risk analysis of the shared infrastructure in conjunction with
specific use cases has not yet been addressed by researchers.

The general consensus on the importance of the global
shared infrastructure predates the commercial Internet, but
concerns about its dependability have emerged early in the
Internet history and crystallized into a separate area of research
in the mid-1990s, as described by Hunker [16]. This infrastruc-
ture is shared in many different contexts that use cyberspace
for transportation, energy, healthcare, or other activities in dif-
ferent geographic regions while always relying on the underly-
ing functionality of generic systems and processes.

The operational contexts are organizationally, technologically,
and geographically diverse, and the impact of failure is enormous
due to the extremely large user populations of connected sys-
tems and processes. Around 40% of the world population used
the Internet in 2014 [17]. Twenty years ago, in 1995, the level of
connectivity stood only at 1% of the population. In 2014, 78%
of the population of the developed countries and 31% of the
population of the developing world were connected [18].
The global nature and scope of cyberspace and the multitude of
its documented and spontaneous use cases suggest that we
should acquire a strong understanding of the risk patterns that
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underlie the use of these systems in diverse conditions and use
this knowledge as an integral part of system design and develop-
ment. Uneven availability of expertise and resources resulted in
varying levels of cybersecurity and privacy protections in that
infrastructure, which creates another need for revisiting the
approaches to risk modeling and risk composition.

The ICT sector has a significant impact on the global economy.
By 2010, it has represented 6% of global GDP and accounted for
20% of employment in OECD countries [19]. The sector is responsi-
ble for increasing overall productivity and for improving efficiency
in other sectors. Moreover the impact of ICTon all aspects of every-
day life and commerce is enormous. The digital economy allows
the markets to create economies of scale and scope via intermedia-
tion and aggregation of resources. Novel usage models emerge and
quickly become mainstream, providing a constant source of inno-
vation and alleviating information asymmetry, as illustrated by
Akerlof’s model [20]. However, the process of building a unified
economic theory for cybersecurity and providing recommenda-
tion on optimal economic models to achieve improved security
coverage has been slow (see, e.g., [21,22]).

Fig. 8.3 provides an illustration for the connections between
risk aspects of the computing and regulatory environment that
are relevant for building a risk engineering paradigm.

8.4 Risk Engineering
The trend toward the integration of risk domains for modern

systems means that premises are beginning to emerge for risk

Figure 8.3 Consequences and
challenges of information
asymmetry.
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engineering, a concept we propose to denote the need for the
incorporation of the risk approaches into engineering processes
and development of tools that will allow the technologists to
evaluate risks of future systems at the design stage, based on
the techniques selected for the implementation.

We define risk engineering as “incorporation of integrated
risk analysis into system design and engineering processes.”

8.4.1 Challenges in Risk Engineering
The management of risk is only effective if there is a good

understanding of the nature and extent of these risks in ICT sys-
tems or systems of systems. Traditionally, risk assessments are
done for specific aspects of operations: for example, for the rep-
utational risk that a new make of car and its marketing cam-
paign may pose to the manufacturer or the security risk that
software within that make of car may behave in unexpected,
malicious, or fraudulent ways. These assessments are typically
conducted in isolation from other categories of risks, in order to
address specific practical concerns. In reality, various categories
of risks are connected. For example, security flaws in home-
connected appliances can result in privacy breaches, physical
damage to the house, or operational safety attacks against the
appliance management systems.

The management of complex risks can be greatly improved
if ICT systems themselves could be engineered with consider-
ation of risks of their future use in their operational contexts.
Risk engineering therefore requires a process that enables the
developers to articulate, define, and sometimes quantify risks.
Such specifications may be informal, semiformal, or formal;
they may be qualitative or quantitative; and they may be given
in textual form or within a mathematical model. The communi-
ties of research and practice for safety, security, privacy, reliabil-
ity, and resilience have developed methodologies for expressing
such risk specifications, with the ability to analyze the conse-
quences that such risks may bring. But there is relatively little
work on making such specifications composable to scale, and
on specifying risks that stem from the combination or interac-
tion of different system aspects.

An interesting example of work on compositional specifica-
tions is found in Ref. [23], where probabilistic component
automata model functional and nonfunctional behavior of soft-
ware components and their composition—including the model-
ing of failure scenarios, the propagation of failures in the system,
and failure handling. The resulting model is a discrete-time
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Markov chain that can be analyzed, for example, at run-time to
explore the reliability of a configuration change prior to its
realization. Such foundational research, however, needs to find
its way into broad industrial practice through the creation of
appropriate pathways for knowledge and technology transfer.

8.4.1.1 Example: Interaction of Safety and Security Risks

Let us now focus on the interaction of safety and security in
ICT systems to illustrate the complexity of risks in such interac-
tion. The research and practitioner communities develop their
own informal ontologies, methodologies, and best practices to
address these issues. There is limited conversion of different
points of view today: even the vocabulary is different. For exam-
ple, “incident” refers to an event that has no safety-critical conse-
quences in safety, whereas it usually denotes a serious breach in
computer security—as noted in Ref. [24]. The lack of shared
semantic context illustrates the diversity of approaches that
results in challenges to integrated risk modeling. However, the
flow of information between various risk domains already exists.
For example, defense in depth is an established principle in
computer security but it originated in the domain of safety in the
design of nuclear power plants [25]. Similarly, fault trees in safety
inspired the design of attack trees to understand security vulner-
abilities at the system level. However, whereas fault trees allow
for qualitative analysis (e.g., when may faults occur?) as well as
quantitative analysis (e.g., how likely may this fault occur?),
attack trees tend to be used for qualitative analysis.

The research and practitioner community would benefit
from a better empirical analysis of the security risk domain, for
example, through the analysis of big data, and from more
research on the acceptance and adoption of technology where
issues of privacy, security, safety or reliability may be codepen-
dent or conflicting. Frameworks such as the one developed in
Ref. [13] could be extended to explore such issues during the
engineering process. Risk engineering would also benefit from
the development of theoretical models that have predictive
power, for example, the number of security vulnerabilities in a
code base as a function of its lifetime, studied in Ref. [26].

Another issue making risk integration study more complex is
that quantitative information may span several orders of magni-
tudes. For example, probabilities in safety tend to be very small,
whereas they are more significant in computer security due to an
active, intelligent, and incentivized system adversary. Similarly,
requirements for system availability typically incorporate very
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small risks for downtime due to a range of causes, whereas prob-
abilities of attacks indirectly associated with system availability
tend to be much larger. This discrepancy raises questions of how
to compose such values, so that models and their analysis
remain meaningful. A related problem is that the safety domain
has a longer tradition of established procedures and standards
encouraging rational behavior while computer security, in con-
trast, often involves irrational behaviors.

Even when analyzing risk domains in isolation, there is the
need for resolving or managing conflicting conclusions. For exam-
ple, in railway systems, the recommendations of safety experts
may contradict those of the ICT and operational security experts;
yet no tools were developed for dealing with conflicting require-
ments when designing, modifying, or operating a railway network.

8.4.1.2 Obstacles to Integration of Risk Aspects

In summary, we are encountering a strong need for the inte-
gration of different risk domains in order to incorporate them
in the engineering process. But the integration is impeded by
some obstacles, including:
• lack of common vocabulary and semantic context;
• absence of consistent metrics;
• lack of techniques for risk composition.

To overcome these challenges, we need to develop ontologies
that span multiple system aspects and risk domains, supporting
both the qualitative and quantitative analysis of system aspects
and their interaction. It is also necessary to create methodolo-
gies to cope with numerical information spanning several
orders of magnitude. In addition, we need to conduct more
empirical research to gain reliable quantitative information for
aspects that traditionally are expressed in qualitative terms
only. Finally, it is necessary to devise approaches to integration
of diverse risk domains (such as safety, security, or regulatory
risks) and to risk composition from computed or assigned risks
of different elements of the ecosystem.

Let us now explore, for illustration, an example of a model-
based formalism, in which security and safety considerations
can be analyzed, both quantitatively and qualitatively.

8.4.2 Case Study for Security Risk Quantification:
Modeling Attacks, Their Cost, and Impact

We may think of security risks in at least two principled ways.
In one approach, we are interested in the actual attack trace, the
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sequence of events that an attacker engages in that leads to a
security breach. Techniques such as model checking [27] can be
used to understand how such traces may be realized for known
breaches. Another approach is inspired by fault tree analysis in
safety, where we are interested in the capabilities that are
required to realize a security breach, not in their actual operatio-
nalization as a sequence of attack, camouflage, or obfuscation
events. Attack-countermeasure trees (ACTs) are a good example
of the latter [28].

We note that both approaches have their strengths, and com-
plement each other for analyzing and managing security vulner-
abilities of systems: understanding attack traces is useful in the
run-time monitoring of system security by potentially allowing
the defenders to capture an attack “signature.” The knowledge of
the capabilities of attackers allows us to articulate the assump-
tions about their basic capabilities, and to anticipate likely con-
sequences for the security of the system in question. In general,
capability-based models inspired by fault tree analysis appear to
be abstractions of operational models of attack traces; we believe
that there is benefit in understanding such abstractions in order
to automatically convert one approach into the other for comple-
mentary analysis. The richer information obtained by the combi-
nation of the two approaches could also be helpful in integrating
other risk aspects, such as safety or privacy or influences of regu-
latory requirements on architectures.

8.4.2.1 Domain-Specific Modeling Language

Let us now discuss an example of a domain-specific lan-
guage that has the ability to model the capabilities of an
attacker with regard to a specific security breach, including cost
and impact of a potential attack. ACTs [28] are graphical struc-
tures in which we may describe the interaction of attacks and
countermeasures in a tree whose root is the attack goal and
whose leaves are basic attacks or countermeasures. A counter-
measure is a pair of detection and mitigation mechanisms.
Fig. 8.4, reproduced from Refs. [28,29], shows such a model ACT
for an attack of the border gateway protocol on the Internet:
resetting a session of such a protocol, which we consider to be
the specified security breach. While we can ignore the technical
details of this particular model, we note that it specifies the
probabilities of success for basic attacks, detection, and mitiga-
tion mechanisms as well as the cost of a basic attack to the
attacker; and the impact a basic attack has on the system. For
example, basic attack Notify has success probability .1, attack

146 Chapter 8 FROM RISK MANAGEMENT TO RISK ENGINEERING: CHALLENGES IN FUTURE ICT SYSTEMS



cost 60, and system impact 130. It is up to the modeler to pro-
vide semantic content for these entities, such as an abstract
mathematical value for impact, something in a discrete range of
impact levels, or a specific cost in a currency.

8.4.2.2 Risk Metrics and Their Analysis

ACT models such as the one referenced above allow us to
compute useful metrics, such as the probability of an attacker’s
to success in the security breach or the overall cost of an attack
to the attacker. The tools for fault tree analysis developed in
reliability theory [30] use completely different computational
engines to answer these two types of questions: the probability
of attack success is a quantitative computation from the bottom
up on the ACT tree, whereas the attack cost is computed by
enumerating all so called min-cut sets that make the goal node
true when we interpret the ACT tree as a logical circuit. These

Figure 8.4 Example of ACT
model.
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are different algorithms that cannot interact directly to optimize
measures that combine attack costs and probability of attack
success. And such measures are of genuine interest.

For example, assume that we want to analyze the worst case,
according to this model, of a security metric f(p,i,c)5p � max
(0,2�i-c) where p denotes the probability of the attacker reach-
ing the attack goal, i the overall impact of that attack to the sys-
tem, and c the overall cost to the attacker of the attack that
realizes this security breach. This metric multiplies the attack-
er’s success probability p with a term that trades-off system
impact with the attacker’s cost—an established arithmetic pat-
tern in risk metrics, including those used in the insurance
business.

8.4.2.3 Analysis Support: SMT and MINLP Solvers

How can we compute a worst case value for the metric and
develop a scenario that realizes this worst case and that mode-
lers and decision-makers can comprehend? To do this, we can
make use of advances in automated reasoning, for example, in
Satisfiability Modulo Theories (SMT) [31] or Mixed Non-Linear
Integer Programming (MINLP).

MINLP provides optimization over constraints that involve
nonlinear arithmetic and where some variables need to be inte-
gral or binary. MINLP is an extension of linear Mixed Integer
Programming (MILP) [32] to allow for nonlinear constraints.
SMT combines decision procedures for a range of theories with
SAT solving of propositional logic to perform automated reason-
ing. An SMT solver allows us to express functions, relations, and
logical constraints and then computes whether all constraints
can be satisfied at the same time. If this is the case, the SMT
solver can supply information that provides evidence on how all
constraints are satisfied; if not, then the solver either cannot
answer the question (as the combination of theories may be
undecidable) or concludes that the conjunction of all con-
straints is impossible to satisfy.

SMT solvers that can optimize linear objective functions exist
today [33], so that evidence that satisfies all constraints can also
minimize a linear objective in doing so. Alternatively, it is possi-
ble to use an SMT solver as a black box to compute minima or
maxima for nonlinear objectives up to a desired accuracy (see,
e.g., Ref. [34]). Such research outputs are attractive, since they
permit us to formulate risk metrics for nonlinear composition
of risk; moreover, they enable us to compute, through nonlinear
optimization, worst case risk scenarios in the presence of
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nontrivial logical constraints. For example, regulatory or com-
pliance regimes, privacy requirements, or safety-related laws
may contain logical rules, constraining a model in a manner
that is hard to represent in conventional optimization models
using Linear Programming, MILP, or their nonlinear extensions.

8.4.2.4 Analysis Tools and Interpretation by Analysts

We can compile the ACT above into SMT, as described in
Ref. [29], and compute 271.92 as the maximum of function f,
using the optimization techniques on top of SMT as discussed
in Ref. [34]. Moreover, the evidence that SMT presents for the
maximal value tells us which events (basic attacks, detection
mechanisms, and mitigation mechanisms) are operative in the
scenario that realizes this value. The computation can poten-
tially include constraints relevant to different risk aspects
(e.g., safety, security, and privacy) as was described earlier.

Once the computations have been completed, an analyst
may evaluate this scenario and, if necessary, add other logical
constraints to the SMT model to rule out some of the events. It
is also possible, in principle, to make some of the model infor-
mation symbolic. For example, we may express the probability
for basic attack Notify as variable x, and constraint x to be
between 0.08 and 0.12 to determine whether this strict uncer-
tainty in the success probability of basic attack Notify may
modify the maximum of security metric f in unexpected ways.
The feasibility of such symbolic sensitivity analyses using SMT
has been demonstrated in Ref. [34] already in an application
that has little prior data to inform the choice of numbers.

8.4.2.5 Discussion

As already discussed, the reliability of quantitative information
in security may be hard to achieve. Therefore we think that sym-
bolic approaches such as the one described above can lead to
more robust optimization techniques [35] able to cope better with
information asymmetry between the attackers and the defenders,
between the developer and the influence of the complex opera-
tions environments, or even between the sellers and buyers in
complex markets where information asymmetry is strong.

ACT provide a good formal method for modeling the interac-
tion of probabilistic risk, costs to an attacker, and cost to the
system under attack. It would be of interest to define domain-
specific modeling languages (DSLs), in which such tree-like
models can be enriched with logical constraints or with addi-
tional aspects such as the safety of the system. For example, we

Chapter 8 FROM RISK MANAGEMENT TO RISK ENGINEERING: CHALLENGES IN FUTURE ICT SYSTEMS 149



may consider “fault-resiliency’’ trees, where faults play a role
similar to basic attacks, and resiliency may be represented by
safety mechanisms that prevent or mitigate basic faults. We can
then create a multidomain ontology to enable the trees to com-
bine attacks, countermeasures, faults, and safety mechanisms
in the same semantic framework. The approach to optimization
proposed above would apply to this integrated model.

One limitation of the ACT ontology, however, is that it makes
an implicit assumption that the probabilities of success of basic
events are statistically independent. This, however, may not be
the case in reality, especially with regard to fault considerations,
and ACT-based optimization may therefore lead to results with
limited validity. In such situations, it would be better to use
alternative models able to accommodate the expression of
probabilistic dependencies. Let us mention here causal
networks such as Bayesian Belief Networks; see for example,
Ref. [36], for more details on this approach. We refer to Ref. [37]
for a survey on other approaches that combine safety and secu-
rity considerations in the design and risk assessment in the
context of industrial control systems.

Clearly, a better way to devise ontologies that can express
the interaction of different system domains, such as safety,
security, privacy, and resiliency, and more abstract aspects such
as internal costs and reputational risk, is an important research
area. Such ontologies should be constructed to support proba-
bilistic and quantitative analysis of risk metrics of interest,
regardless of whether the models are fully compositional such
as ACTs described above, causal networks, or a combination of
the two techniques. At the analysis level, more research is
needed for the creation of more powerful tools for symbolic and
automated reasoning such that these tools can combine com-
positional with noncompositional probabilistic inference in a
coherent manner and with the ability to scale this up.

8.4.3 Model-Based Risk Engineering
Our presentation of MINLP and SMT reasoning engines sug-

gests the following approach to modeling and analyzing risk
composition, shown in Fig. 8.5: an analyst formulates models
and queries about risk aspects in models, be they ACTs or any
other suitable modeling formalism. A query may, for example,
be whether the composed risk is always below a critical thresh-
old. Reasoning engines would then analyze such queries
and report back results. Ideally, these results would be both
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intelligible to the analyst—who is not an expert of the reasoning
engines themselves—and independently certified, so that
potential implementation flaws of reasoning engines are flagged
up. Needless to say, the approach in that figure would not be
committed to using MINLP or SMT as analysis engines; rather,
we would imagine the use of several such engines to enhance
the complementary value of their capabilities.

We think that the additional tools for the independent certi-
fication or confirmation of risk analysis results are also impor-
tant when an analyst uses a DSL, as the translation from DSL to
a reasoning engine may be flawed. Models written in such a
DSL need to be translated into models that are suitable for the
use of MINLP or SMT tools. Creating additional self-
certification capabilities is complicated by technical challenges.
For example, the reasoning in SMT may be complex and non-
compositional when reinterpreted at the semantic level of the
analyst’s DSL. In Ref. [29], an approach is proposed to overcome
such a challenge for a DSL, based on a language developed in
Ref. [38], where raw analysis results are produced by an SMT
solver: the satisfiability evidence for a query is postprocessed
and then presented to the analyst in a compositional manner
within the DSL, where this compositionality is achieved by
potentially refining the witness with additional model informa-
tion that was not strictly required for the reasoning conducted
in the SMT solver.

We can see that mechanisms and modeling languages that
can be adapted for integrated analysis of different aspects of
risk already exist, and could potentially be used in operational
environments when supported by multidomain ontologies
describing semantics of these risks. However, additional
research is necessary in several areas to define additional fea-
tures and overcome intrinsic weaknesses in these approaches.

Figure 8.5 Analysis of queries through the interaction of different reasoning engines.
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8.4.4 Ontology and Risk Engineering
One of the main goals of the field of Knowledge Representation

(KR) is the development of methodologies and tools that enable
the accurate capture of knowledge, enabling us to easily add and
update information. Knowledge specifications can be formulated
in a purely declarative form in order to specify the knowledge
without any consideration for the algorithmic nature of such state-
ments and their validation. The semantics of such a representa-
tion language defines the meaning of these specifications in a
precise and unambiguous fashion. For computation, algorithms
forming an inference engine can be separately defined to establish
that a fact is true based on a given knowledge base [39].

An ontology is a hierarchical specification of a set of objects
from a domain of interest, their properties, and their relation-
ships. Ontological languages are associated with inference
engines, enabling automated reasoning about the elements of
an ontology. For example, an engine may expand the
class�subclass relationships into an ancestor/descendant prop-
agating properties and relationships through the hierarchy of an
ontology. Inference engines can often derive information that
was not immediately evident from the original specification of
the ontology, while pinpointing repeatable algorithms for these
derivations [39].

Work on ontologies and inference engines relies largely on
logical languages and qualitative reasoning. Although this
makes it possible to identify system flaws such as security
breaches in access control, it does not automatically support
the management of quantitative risk or the interaction of risk
considerations across system aspects such as safety, security,
and privacy. Nonetheless, the use of ontologies to manage
quantitative or logistical interactions,for example, movements
of robots, indicates that the development of qualitative infer-
ence engines is possible.

The development of quantitative inference engines would
first require a thorough understanding of how to specify such
interactions so that quantitative results are relevant to decision
makers such as system designers (e.g., the level of risk of a
planned design change) as well as to end users (e.g., the per-
ceived privacy risk). However, the challenges in creating ontol-
ogies capable of supporting models and modeling languages
used for integrated risk engineering do not appear to be insur-
mountable. Such ontologies require significant efforts to
develop as well as participation of a multidisciplinary task
force, to define different risk aspects and domains, but the
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benefit to the research and practitioner communities will be
significant.

Ontologies have been used in the area of information secu-
rity for at least two decades, for different purposes, including
providing a broader analysis of the field, a way to codify and
link diverse security and privacy requirements, or as a method-
ology to improve information-based models for security threats
and mitigations. An early example of this work is Ref. [40] where
a language (Telos) is proposed as a way to reason about compo-
nents and properties of information systems, including security
and part of a mechanism for creating security specifications. As
security and privacy became increasingly prominent, ontologies
dedicated to this area have been defined, including a multido-
main technology�focused example created in Ref. [41] or a
broader ontology put together in Ref. [42] that extends to non-
technology components, such as organizational structures. In
addition to descriptive ontologies, ontologies to be used in
modeling have been created, such as Ref. [43] or [44], associated
respectively with Tropos software development methodology
and Toronto i� goal modeling language.

There is great diversity today in approaches to and uses of
ontologies in security and risk areas, an indication of a still
immature field. However, interesting and promising research,
such as the examples provided in this section, forms a founda-
tion for a more unified and broadly applicable approach that can
facilitate more integrated models for risk and security analysis.

8.4.5 Risk Engineering: Challenges for the
Development of Tools and Methodologies

Let us now discuss some tools and methodologies that may
guide risk engineering and help overcome its major challenges.
We have established that the use of semantic tools, such as an
ontology, could be instrumental in this area. The use of an ontol-
ogy suggests a preference for models in the form of graphs (the
above ACT being an example), in the form of declarations in
some logical formalism or in a combination of graph-based
models and declarative constraints. One challenge is to devise
support for multimodal annotations of such graphs that express
constraints, expectations, assumptions or guarantees about risk,
security, privacy, reliability, regulatory constraints, or resilience.
Such annotations need to be devised in a form that is under-
standable to end users and system developers. These annotations
need to define formal semantics necessary for the analysis of
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their interaction. In this regard, an important question is whether
one can devise a modeling framework with such capabilities that
can be instantiated to specific application domains (e.g., the
instrument cluster of modern connected cars and the interplay
of privacy, security, and safety therein). To address this question,
it is necessary to capture common characteristics across applica-
tion domains in appropriate form, for example, reference models
or architectures.

The need for annotated models for communication and
analysis is not confined to the design and implementation of a
system or to the integration of a system into a complex environ-
ment. We also need to support risk engineering paradigm dur-
ing the entire life cycle of a system, including its requirements
capture, development, operational and change management,
and retirement. It is unlikely that the same modeling formalism
would apply to each of these stages or for expressing risk
pertaining to the life cycle of the system itself.

Another challenge in creating tools and methodologies for
risk engineering is the need to combine information and
metrics from different risk domains, such as privacy, security,
regulatory constraints, and safety, and to ensure that the result
is meaningful for analysis. We already mentioned that metrics
used for safety are often several orders of magnitudes smaller
than similar metrics in the area of security. We need to develop
“risk calculus,” similar to David Grawrock’s proposal for trust
calculus found in Ref. [45]. In risk calculus, we could use alge-
braic and probabilistic operators so that we can combine
diverse quantitative parameters in a manner that measures
risk appropriately, while taking into consideration codepen-
dencies between different risk modalities (e.g., between pri-
vacy and security) and their potential conflicts (e.g., a conflict
of high with tighter security controls at run-time). Any prog-
ress toward such a calculus would have real benefits for risk
engineering. A purely compositional calculus, which an alge-
braic calculus would suggest, may not be expressive enough to
capture noncompositional meaning, which the causal net-
works can do well.

Although calculi can play an important role in validating, mon-
itoring, and controlling the risk in future ICT systems, we also
need to develop a set of principles that can express risk and its
management through policy. In the context of cybersecurity
policies, Schneider and Mulligan have proposed the use of
doctrines [46] as a “lens” to examine policy proposals or suggest
new ones. Their Doctrine for Risk Management points out that
there is insufficient data about threats and vulnerabilities to
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reliably inform the values of confidentiality, integrity, the cost of
an attack to third parties and other metrics. For the same reason,
actuarial models for cybersecurity do not have a strong founda-
tion at present, as evidenced by several efforts currently under
way to standardize underwriting practices in this area. As a result,
cybersecurity insurance research seems to focus on aspects, for
which more reliable such models exist, for example, the reputa-
tional risk inherent in a major security or privacy breach. Within
their Doctrine of Public Cybersecurity (akin to “Public Health”),
Schneider and Mulligan point out the need to manage insecurity
and propose to use Diversity (akin to biodiversity, such as the
adaptive immune system that is unique to each human individ-
ual) as a principle for such management: the systematic use of
obfuscation and randomization to ensure that systems are not
monocultures. Clearly, such diversification has benefits beyond
security and is applicable, for example, to the study of privacy.
While the approach is attractive, we need to assess the impact of
such diversification on other system aspects, such as safety in
industrial control systems. It would be of interest to formulate
Doctrines of Risk Engineering using a similar approach.

A shared semantic context will be also beneficial to the crea-
tion of useful principles of risk engineering. Using the example
of cybersecurity, comparison of cybersecurity strategies in a
number of countries shows that there is considerable common-
ality in high-level principles and approaches used by diverse
nations, as evidenced, for example, in Ref. [47]. However, transi-
tion from these principles to specific practices and associated
risk analysis is complicated due to the lack of well-developed
ontologies and risk models.

It is clear that, in order to create an area of study focusing
on risk engineering, in addition to the work on adaptation of
existing potentially applicable models and modeling languages,
we need to develop a set of high-level principles to guide the
solutions for significant technical and semantic challenges
emerging in this area.

8.5 Case Study: Block-Chain Technology
We now present a case study to demonstrate how proposed

risk engineering approaches can be used in connection with an
emerging technology space, cryptocurrencies.

In 2009, Bitcoin [48] emerged as the first digital currency in
which there is no need to trust a central third party. Instead, a dis-
tributed and therefore decentralized public ledger of transactions
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records the authentic history of approved transactions, and does
so in a pseudo-anonymous manner. We refer here to Ref. [49] for
a gentle introduction to this technology, and to Ref. [50] for a gen-
eral discussion of the economics of digital currencies. We first
introduce the ideas and concepts behind such cryptocurrencies,
notably the block-chain technology and its concept of Proof of
Work, before we discuss its implications for risk engineering.

Cryptocurrencies based on block-chain technology constitute
a remarkable piece of innovation, solving a well-known coordi-
nation problem in Distributed Systems [51], known as the
Byzantine Generals, that was thought by some not to have a fea-
sible solution: how can n. 1 generals located on different hills
coordinate so that their troops attack at the same time, given
that all communication links are unreliable (in particular, broad-
casts may not reach all at all times, and not at the same time)?
Intuitively, it would suffice if they could elect a leader who would
propose the attack time that all others would then follow. The
challenge in this problem then is, faced with unreliable commu-
nications, to create a unique leader and that the identity of that
leader becomes common knowledge among all generals.

8.5.1 Proof of Work
The innovation behind Bitcoin and its block-chain technology

is a protocol that makes use of a concept called Proof of Work:
the generals agreed, beforehand, that any general may announce
an attack time, and that any general who hears a first such
announcement, solves a difficult cryptographic problem based
on a cryptographic hash function and dependent on the just
heard announcement. We do not have to understand technical
details of cryptographic hash functions here; it suffices to say
that these are deterministic algorithms that take any message as
input and produce a bit-string of fixed size, say 256 bits, as out-
put; and, importantly, it is computationally hard to find two
inputs with the same output, or to construct an input other than
a given one that produces the same output as the given input.

The Proof-of-Work problem exploits these security properties
of cryptographic hash functions and is designed to take, on aver-
age, 10 minutes to solve. A solution, a hash of the announce-
ment, some random input, is then broadcast to all generals. The
idea now is to compose such proofs produced by different gener-
als so that Proof-of-Work problems work not just on a sole
announcement but on a sequence of consistent such announce-
ments (i.e., announcements that propose the same attack time),
a so called block-chain. The agency and concurrency of this
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protocol imply that there may be more than one, competing,
block-chains (each with a different proposal of attack time) that
generals could work on—jeopardizing that a unique leader be
elected. In simple terms, this threat to reaching a consensus is
dealt with by the generals’ agreement of always choosing the lon-
gest block-chain for the next Proof-of-Work problem. In other
words, the chain that requires the most effort to produce, is
interpreted as the current, authoritative version of “truth.”

8.5.2 Consensus and Pseudoanonymity
One of the striking things about this solution is that it does

not depend on the fact that the announcements made in each
block are consistent. This technology may compose blocks
containing any information, in particular information about
a transaction; and the longest block-chain then represents
the authoritative account of which transactions really did
happen. And this works even though the parties participating
in the construction of such chains are self-interested. In par-
ticular, block-chain technology may support novel trust
infrastructures.

The core of decentralized cryptocurrencies such as Bitcoin is
therefore a block-chain technology that enables the creation
and maintenance of a public ledger that records the complete
history of transactions, where it is difficult to insert a proven
record of a transaction into the block-chain—as it involved
Proof of Work—but where it is very easy to verify that such a
record is authoritative, that is, that it was the subject of a solved
Proof-of-Work problem. As already mentioned, this technology
allows a transaction to be anything that can be expressed in a
message—an attack time, a quote from a newspaper, payload
data, a wire to transfer money, among others.

The design intent of this technology is that it also provides for
anonymity of transactions. That is to say, while each transaction
on the block-chain can in principle be inspected and verified by
anyone, knowledge of the source and destination of a transaction
is under the control of these transacting parties. The system also
has built-in incentive mechanisms: people who attempt Proof-
of-Work problems are referred to as Miners. If they solve a prob-
lem so that it gets added to the authoritative block-chain, they
get rewarded in so-called bitcoins—with an optional transaction
fee that the source of the verified transaction may offer as addi-
tional incentive. We may think of this as a game-theoretic means
of ensuring that enough work is put into the system, so that
transactions’ verification will be attempted (without their

Chapter 8 FROM RISK MANAGEMENT TO RISK ENGINEERING: CHALLENGES IN FUTURE ICT SYSTEMS 157



verification they will not enter the block-chain and so they will
not have “happened” according to that block-chain), and so that
the block-chain will be maintained over time.

At the time of writing, miners get 25 bitcoins per block, an
amount that will be halved about each 4 years. A block is under-
stood to be a group of accepted transactions, where “accepted”
implies that this indirectly also accepts all past transactions on
the block-chain. The latter is achieved by making the hash of
the previous block itself an input to the cryptographic problem
that, if solved, makes this new block an accepted one. This
means that a block that adds a group of transactions to the
block-chain not only confirms the veracity of that group of
transactions but, implicitly, also the veracity of all past transac-
tions on that block-chain. From the perspective of a set of
active adversaries, this means that attacking this system
becomes harder: it may seem perhaps feasible to modify the
most recently added block, by solving a related hard crypto-
graphic problem of hash functions, in order to revise the history
of its transaction, say by changing the addressee of a payment.
But this is already hard to do, and it becomes harder and harder
to extend such a capability to blocks that were added in the
past: the block-chain gets extended about every 10 minutes,
which seems too limiting a window of opportunity for adversar-
ies to work effectively—even if the hash functions used in this
technology may have security weaknesses.

8.5.3 Design Risks
In terms of risk engineering, the mining mechanism contains

several challenges: the incentive for mining is a direct function of
the prize of electricity in the Bitcoin currency, and the effort
needed for a Proof of Work is designed to increase considerably
over time. This may lead to pools of miners powerful enough to
attack Bitcoin as discussed below. It also adds uncertainty as we
know neither how energy prizes nor how the speed and energy
efficiency of hashing hardware will evolve in the long-term.
Understanding how to manage such risks is hard, and being able
to engineer such risks is impossible using current methodologies.

To better define the problem, let us discuss how bitcoins act
as a unit of account. The smallest unit of account in this system
is 1028 bitcoins. Coins, integral multiples of such a unit, can be
seen as unspent outputs of transactions. Coins are authenti-
cated because they are linked into the block-chain itself as a
special transaction called a coinbase. The system provides a
means of generating addresses for sending payments, and
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public-key cryptography is used so that the spending of coins is
controlled by proof of ownership. The combination of public-
key cryptography and the block-chain technology also solves
the double spending problem: Alice cannot spend a coin for two
different payments, say one to Bob and one to Claire: the block-
chain will only allow one history in which that coin either went
to Bob or to Claire.

Bitcoin has a number of system parameters, for which con-
crete values were chosen at system launch time and where some
of these parameters can be adjusted dynamically as the system
evolves over time. In particular, the system has a fixed limit on
the number of bitcoins, 21 million, which can be created. That
limit is expected to be reached by 2040. This means that any risk
assessment made of Bitcoin needs to consider a timespan of
about 25 years, which is challenging as we do not have good pre-
dictions of the nature of the technology space and we do not
know how Bitcoin may be used, technologically and behaviorally,
at that future point in time. Our limited predictive power for sys-
tems such as Bitcoin, in which security, reliability, privacy, and
other aspects interact, is evidenced by numerous forecasts on
Bitcoin future that have been proven wrong.

One interesting example of a dynamic system parameter in
Bitcoin is how many blocks can be added to the chain before
the difficulty level of the cryptographic problem is increased:
the aim is to ensure that such problems can, on average, be
solved by miners within 10 minutes. One may wonder how the
designers came up with that value; it is clear that it is partly
chosen to reflect latency in the peer-to-peer communication
network. We may see the choice of 10 minutes as a form of risk
engineering that, presumably, is the result of guesswork and
experimentation with prototype implementations, to test vari-
ous parameter choices and assess their suitability. However, risk
analysts do not know whether the latency could be optimized
for better performance or whether it is connected with
increased safety, reliability, or security risks.

One effect of this decision to maintain a 10-minute average
as a Proof-of-Work system invariant, however, is that Proof of
Work will consume more and more energy over time. This
raises obvious environmental concerns. But it also means that
individual owners of modern computers with GPUs inside will
have no value proposition for doing Proof of Work all by them-
selves: the energy cost of the computation already exceeds the
revenue from the bitcoins earned in such computations at the
time of writing. This then leads to the formation of powerful
pools of miners (leading to what one may perhaps call Mining
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Oligarchies), with the possibility of such pools to get close to
the majority of network computing power. In the so-called
“51% attack,” a pool that were to have such a majority of com-
puting power would literally be able to rewrite the transaction
history: the ability to produce an alternative block-chain that
is longer and verifies so that other nodes in the network would
then switch to that block-chain as the authoritative one. This
attack would have similar dramatic consequences to changes
observed in human history, when new powers would refuse to
honor existing contracts, property titles, and so forth—and
might perhaps even rewrite the history books. In analyzing
risks for Bitcoin, it is evident that probabilities of devastating
attacks as well as safety, security, and privacy considerations
need to be evaluated in concert.

8.5.4 Other Security Risks
Similar attacks may be feasible with ,51% computing power

of the network, for example, if one could exploit the interaction
of the game-theoretic incentive mechanisms and the Proof-of-
Work mechanism. Related to that, there was apparently a
6-hour period in 2013, in which a software bug led to two com-
peting block-chains in Bitcoin that split the network roughly
into two halves, each half believing in the authority of one of
those two block-chains. This problem was solved by shutting
down the system, and then asking network nodes to downgrade
to a software version that did not have that bug. This was a
rather drastic measure that may not be an option in some sys-
tems that have to remain operational at all costs.

This incident also illustrates that we need to trust the main-
tainers and developers of a particular cryptocurrency: we have
very high trust in the authenticity of the longest block-chain (as
a mathematical concept), but there is a legitimate question of
whether the operators of a cryptocurrency are trustworthy. The
issue of trustworthiness becomes even more pressing in dealing
with service infrastructures built by others around a cryptocur-
rency. For example, a Bitcoin exchange is a service for buying or
selling bitcoins with fiat money such as a US Dollar. Mt Gox
was such an exchange that had a big market share among bit-
coin exchanges in 2013. When it filed for bankruptcy, it
appeared that it had lost about 800,000 bitcoins of which about
200,000 were later recovered. The actual reasons for this loss, be
it mismanagement, theft, or something else, appear to be
unclear at the time of writing.
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This can be seen as a cautionary tale: while early regulation
and legislation may hinder the innovation and development of
such technology (e.g., as it is difficult to assess its future use
contexts), lack of regulation or legislation creates considerable
uncertainty to consumers and businesses that use services
based on cryptocurrencies. This may be one reason why the
retail sector has not seen much use of cryptocurrencies. A pur-
chase with a credit card, for example, usually gives consumers
certain rights and protection to return the goods within a cer-
tain time period for a full refund, say. Such rights and protec-
tions do not extent, at present, to purchases based on bitcoins,
where it is also the customer and not the merchant who pays
any possible transaction fees. One risk in regulating this tech-
nology, for example, through compliance regimes, is that is
likely to drive up operational costs and so one of the key advan-
tages of the technology, low transaction costs, may disappear.

A similar security problem to the one reported above
occurred in an early version of a bitcoin client/wallet: a flaw
allowed for the creation of many bitcoins; this was solved by
creating another chain that eventually overtook that “bad”
chain. We may think of this outcome as evidence of the resil-
iency of the block-chain technology (security in the absence of
a 51% attack). But we may equally say that both of these exam-
ples raise interesting methodological questions about the inter-
play of software validation and the reliability and stability of
complex systems such as Bitcoin that connect its core block-
chain software with external services and infrastructures. We
will articulate some of these questions further below.

Decentralized cryptocurrencies seem to possess good pseudo-
anonymity: transactions are signed with a digital signature key, a
private key known only to the signer. The corresponding public
key and its association with that private key are public
knowledge—yet the identity of the owner of these keys is not. In
fact, an individual may produce a fresh such key pair for each of
its bitcoin transactions to make it even harder for someone to
identify the true source of a transaction. This, however, increases
the complexity of key management where keys are stored in elec-
tronic wallets on the client side, offline, or on some server. In
fact, some Bitcoin users have allegedly lost considerable assets
by physically losing a private key for transactions: in the Bitcoin
design losing the private key amounts to losing all value inherent
in the transactions signed with those keys.

To assess risks of block-chain currencies, we need to under-
stand how this technology connects with its operational con-
text. Wallets, for example, provide an interface between the
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block-chain—with its security and resiliency—and the external
world of online or offline financial and other transaction-based
services, including the ICT infrastructure that supports the lat-
ter. As a consequence, adversaries gain attack surfaces for
block-chains by attacking the digital credentials stored in such
wallets and needed for interacting with the block-chain. Such
attacks can be completed with conventional means, for exam-
ple, malware that breaks into or steals such wallets by exploiting
well-known security vulnerabilities in ICT systems (where these
vulnerabilities reside outside of the block-chain and its design).
But one may also attack the block-chain system itself: for exam-
ple, there are documented cases [52] of botnets (a familiar
means of getting control over a network of computers to use
them for unauthorized and potentially illegal activity) that spe-
cialize in creating mining pools, which creates income for the
controllers of these botnets without having to spend any cost
on the energy needed for the mining (that bill is distributed to
the owners of the hijacked computers of the botnet).

More speculatively, and more disconcertedly, what if the
block-chain design of Bitcoin were to contain a serious flaw that
would threaten its existence in terms of operability, credibility, or
other measures? Such a flaw may be hard to find because it
would require a subtle interplay of the game theory at work,
choices of system parameters, and environmental trends such as
the evolution of computing power or of the cost of energy,
human psychology, and emergent use contexts of Bitcoin.
Conspiracy theorists may also suggest that such flaws might be
intentional design decisions, so that the creators of a cryptocur-
rency can exploit this flaw to their own benefit. At present, we do
not have good risk engineering methodologies that could model
and analyze this type of complexity to validate the design and
implementation of a cryptocurrency with sufficiently high assur-
ance. This inability raises serious issues of acceptability of such
technology, be it for consumers and citizens, commercial and
nongovernmental organizations or government agencies; and it
suggests a compelling case for more funded research in that
problem space—a case also made convincingly in Ref. [53].

There are also documented successful attempts of linking
transactions to specific individuals [54]. Such threats to privacy
can be countered by using a so-called mixing service [55],
which swaps ownership of bitcoins randomly in order to obfus-
cate the linkage of coins to digital credentials; we refer to
Ref. [53] for a detailed evaluation of anonymity techniques in
this problem space. A related concern to privacy is that of fun-
gibility of a currency: a cash bill of a currency such as the US
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Dollar is basically anonymous in that we do not know the his-
tory of its usage: perhaps this bill was used for past transactions
that we would not condone, but since we do not know that, we
do not seem to care. However, in Proof-of-Work cryptocurren-
cies it seems possible in principle to provide links between
coins and transactions in which they participated. So we can
imagine that users may refuse to use some coins because, say,
they were used in the past by a drug cartel (Fig. 8.6).

Finally, block-chain technology is expected to undergo mis-
sion creep: at the moment, it is defined with pseudoanonymity
in mind. But the technology holds great promise as a tool used
within an organization, where its identify management is linked
with the block-chain and where the too costly Proof of Work is
replaced by a more cost-effective alternative, for example, Proof
of Stake. We then need solid means of composing risk (e.g., risk
stemming from identity management with risk inherent in a
Proof-of-Stake block-chain). We will discuss approaches to risk
composition in section 8.6.2.

8.5.5 Risk Engineering of Cryptocurrencies
The discussion of pertinent features of block-chain technolo-

gies illustrated that there is no robust theoretical foundation for
systems such as Bitcoin, and that it is unclear how existing
approaches (e.g., Nash Equilibria) may be put to use to render
predictive power for such. Creating such foundations is chal-
lenging. Although we indicated societal, regulatory, economic,
and behavioral risk in evaluating elements of the risk picture in
early sections of this chapter, the approaches to integrated risk
engineering focused on system behavior, with less attention
to human interaction or economic aspects of their operations.

Figure 8.6 Risk engineering in Bitcoin: interplay of relevant challenges.
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For cryptocurrencies such as Bitcoin, however, it is vital to con-
sider human behavior as a factor in analyzing risks for the pri-
vacy, availability, security, and correctness of systems that
implement such block-chain technology. We need to develop
appropriate abstractions of block-chain technologies and their
deployment and adoption models. Such abstractions can help
in engineering new methods for risk prevention, detection, and
mitigation that inform risk management over the entire life
cycle of such complex artifacts and to increase trust of the uses
of such systems. As an example, in Bitcoin, low-cost transac-
tions are not confirmed by one or more blocks within the
block-chain at the time of transaction, limiting its trustworthi-
ness. In addition to modeling and analysis capabilities, risk
engineering could help deal with the tensions that could under-
mine the level of trust.

The economic aspect of cryptocurrencies would benefit from
the use of conventional and new models analyzing asymmetric
information in cryptocurrency markets, the evolved role of mone-
tary economic models, and the impact of aggregation and inter-
mediation. The use of multidomain ontologies coupled with
appropriate reasoning methodologies and risk models as
described in section 8.4.4 may help overcome these limitations.

A very long life cycle for cryptocurrencies-related system
could also represent a limitation, but these issues have been
addressed in emerging risk frameworks for cyber-physical and
industrial control systems, which also have great variability of
lifespans, ranging from one time use to several decades. A risk
language proposed as an element of risk engineering founda-
tional tools could be used to codify and quantify additional
domain�specific risks as they appear at the initial stages of
design and amend them with empirical metrics obtained during
the operations of the framework.

Risk engineering approaches could be beneficial for cryptocur-
rencies. Appropriate multidomain ontologies could enable the
analysis of the issues in a broader and more integrated context
including reasoning about multiple applicable risk domains.
Adaptation of compositional and other models used in traditional
IT system spaces could be instrumental in modeling integrated
risks for a variety of operational conditions; these models could be
updated as the understanding of risk parameterization matures.
A risk language could be used to manage risks in real time during
operations and at the design stages. With risk engineering
approaches, many risks can be addressed in context, quantitatively
and qualitatively, and at the requirement elicitation stage, thus
increasing security, safety, and reliability of such systems.
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8.6 Model-Based and Language-Based
Risk Engineering

In previous sections we summarized approaches to risk engi-
neering using adaptations and integration of model-based and
language-based methodologies available today. This section
concludes the discussion providing additional insights in these
two areas.

We believe that the use of models and declarative languages
may help articulate risks in the design of complex systems such
as cryptocurrencies, in particular in understanding the interac-
tion of different aspects and their trade-offs. We already pro-
vided evidence for such utility in our discussion of ACTs in
Section 8.4.2. Making such models automatically analyzable to
scale, say for a model of Bitcoin, seems particularly challenging.
Parameterized model checking can validate designs for a range
of system parameters, and is often decidable [56]. But systems
such as Bitcoin require its extension to both consensus algo-
rithms (to model the block-chain) and different network topolo-
gies (to model peer-to-peer networks) or new formal methods
with such capabilities.

8.6.1 Reasoning About Complex Fields Using
Ontologies

We already discussed the applicability of ontologies to inte-
grated risk analysis. The general-purpose, hierarchical nature of
ontologies, and the fact that all relevant information is encoded
in an explicit, machine-accessible way make ontologies prime
candidates for formalizing multidisciplinary knowledge, reason-
ing about complex fields, and underlying connections between
seemingly unrelated subjects, an especially useful feature for
integrated risk analysis (e.g., Ref. [57]).

When describing multidisciplinary knowledge, as is the case
for risk engineering, it is useful to use both an upper ontology
and domain-specific ontologies. An upper ontology is an encod-
ing of the concepts that are common across all domains
included in the ontology, in an effort that mimics work to define
cross-cutting characteristics of complex frameworks (Fig. 8.7).

A domain ontology formalizes a specific knowledge domain,
with concepts from the domain ontologies describing the high-
level concepts in the upper ontology. For example, an upper
domain may capture the notion of a decision tree, where either
the system or an adversary controls nodes. And a domain-specific
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ontology may instantiate such a tree as an attack tree where a sys-
tem tries to prevent an attack against an active adversary. In the
safety domain, the adversary may be passive, modeling nature as
a random process (e.g., corrosion of metals, failure of mechanical
components, and so forth). When describing regulatory require-
ments, the concepts may be linked with the upper ontology and
ontologies describing other domains. When addressing societal
and economic issues, instantiation of concepts of the upper ontol-
ogy for these domains could be used to clarify the connection,
and linkages with other domains could inform other aspects of
risk analysis. To specify privacy requirements, a decision tree for
the use of privacy enhancing technologies or privacy compliance
processes can be connected to the upper ontology and laterally to
other risk domains.

This KR and reasoning framework becomes especially useful
in situations in which knowledge from multiple fields must be
taken into account at the same time, for example, assessing the
vulnerabilities and safety requirements of a connected car or a
smart meter. Using an ontology, one can study vulnerabilities
that may come from coordinated exploits affecting both the
power system and the braking system (or power management
and data collection systems) or study risks in different
environments.

One challenge is to understand how issues pertaining to
different risk domains influence each other, for example, how
safety or privacy influence issues pertaining to security or
reliability. Approaches for such analyses have been already
presented in section 8.2.3.

Figure 8.7 Risk engineering describes multidisciplinary knowledge: domain requirements can be described by
specific domain ontologies and upper ontologies.
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8.6.2 Risk Composition, Risk Language, and
Metrics

Ontologies and their reasoning/inference engines are
expressed in declarative formalisms, for example, Description
Logics [58]. It is desirable that the inference problems that such
engines aim to solve be decidable, so that algorithms can be
devised, which always provide answers to reasoning queries.
This is especially important when the answers to queries influ-
ence the behavior of a running system: the inability to answer is
then an inability to influence. But reasoning about the design or
implementation of a system may well benefit from considering
inference problems that are more expressive and therefore gen-
erally undecidable. In the credit rating industry score cards [59]
were developed to model the risk of providing a loan to clients.
Ideally we would want such approaches to decision support for
complex ICT systems. Let us illustrate how this approach might
work by composing risk metrics in a declarative language, using
an example discussed in Ref. [60]: a clerk of a rental company at
a US location needs to decide whether a client may rent a car.

We can think of various policies informing this decision,
where each policy has its own “score card,” a numerical value.
One policy may concern the risk of financial loss to the rental
company should the car be damaged, where some vehicles
have specific loss values, whereas others have a default one
(e.g., to model effects on an insurance premium). Another pol-
icy may score the trust in a client’s ability to drive the vehicle
safely based on relevant considerations; this aspect also raises
ethical and privacy issues. A third policy may concern the
intended usage of the car, capturing, for example, different risk
scores for off-road driving, city-only driving, and long-distance
driving on two-lane motorways. This risk again needs to be ana-
lyzed in connection with potential privacy considerations,
Finally, we may have a policy that accumulates trust evidence
from a pool of drivers (without attribution), such as the number
of years driven without accident (positive signal) or whether the
client is traveling alone.

Apart from challenges in addressing such issues, there is the
question of how such policies are best composed. We can imag-
ine combining the score for financial loss with a probability of
the loss occurring, where that probability may be inversely pro-
portional to the level of trust we have in the client’s safe driving.
Technically this approach would aggregate policies into policy
sets. Such aggregation may not be confined to weighted sums
as familiar from the computation of probabilistic expectations.
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We may also consider operators such as the minimum of two
scores to model that one score acts as a hard constraint on any
score returned by some other policy. For example, we may say
that a client who is younger than 21 years may only rent spe-
cific car models; such a constraint may be enforceable in some
territories, for example, those that issue driver’s licenses with an
initial learner status. But it may be illegal in other territories,
illustrating that policy aggregation also needs to reflect such
specificities accurately.

Let us call such aggregates policies “policy sets,” which have
numerical scores as meaning. We may therefore place such pol-
icy sets into logical conditions such as “The expected financial
loss using Bitcoin will always be below a specific value.” Ideally,
we want to be able to analyze such declared conditions as for-
mal expressions to explore whether they can give rise to crypto-
currency use scenarios that a risk engineer would not want to
allow. This would then suggest refining the policies and condi-
tions to rule out undesired scenarios. One important aspect in
such analyses is the ability to incorporate domain-specific
knowledge, for example, with regard to Bitcoin transactions.

The feasibility of such an approach for a different domain
has been demonstrated in Ref. [29] and some of its usability
issues are discussed in Ref. [60]. For a transfer of such a proof-
of-concept approach into effective support for risk manage-
ment, it would be desirable to create patterns of policies and
score aggregations that reflect the particular needs of risk man-
agers. The approach sketched above can already compose
scores from different levels of risk, so that relative or absolute
importance is taken into account. But there would be value in
having dedicated top-level policies for different types of risk as
well: risks that are known, risks that are unknown, risks that
have been reasonably mitigated to name some example types.
We note that these types and their score computations are also
a function of domain-specific constraints and their variability.
Constraint solvers such as the aforementioned SMT solvers and
optimization tools are important resources for reflecting these
dependencies so that a computed worst-case score for a type of
risk is guaranteed to reflect all relevant scenarios. How to com-
bine scores from policies of different types of risk, in order to
better support decision making in risk assessment and manage-
ment, is a question for more research.

More research is also needed for obtaining meaningful
scores for scorecard-style policies in applications to future ICT
systems. In the credit rating industry, computing scores is feasi-
ble since there are data on past credit decisions and on the
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outcomes of all positive decisions to give credit, say whether a
given credit was not paid back, paid back late, or paid back in
full and on time. From this, one can derive statistical models
against which to compare an applicant’s personal credit history.
This is reliable if the personal information of the applicant is
accurate enough, and if the behavior of the client base would
not change dramatically in comparison to the existing statistical
data. It is not immediately clear how such an approach can be
adapted to engineering risk in systems such as a future ICT
product platform for cars. But the fact that such products will
collect much more data in the future will certainly help in the
long term, as such “big data” can then render meaningful scores
based on machine-learning techniques.

To summarize this discussion, the creation of trust and risk
languages to provide semantic explanations of risk considera-
tions is very important for the success of risk engineering. These
languages can provide a foundation for integrated risk analysis as
well as annotation of risk expectations at the time of system
design. These languages can be linked to ontologies, thus provid-
ing mechanisms capable of analyzing specific operational con-
texts based on common considerations in the ICT space.

8.7 Summary and Conclusions
The complexity and dynamic nature of the modern ICT envi-

ronment makes it imperative to analyze operational and other
risks of ICT systems in an integrated manner. The risk domains
of security, privacy, safety, reliability, resilience, and the influ-
ence of regulatory environments all combine to determine the
risks of security or privacy breach, system failure, or safety
issues. Moreover, different operational contexts, such as crypto-
currency, organizational use of IT, or driving a connected car,
further complicates the analysis of these risks, especially since a
system could be used in a variety of operational contexts over
its lifetime. For example, the use of a smart phone as a GPS
device in a moving connected car could provide information
about the location of individual, a potential breach of privacy,
thus altering the risk picture.

In addition to the need to form an integrated risk picture
where privacy, security, safety, and other domains are jointly
considered, we also need to define methodologies for risk com-
position, thus enabling us to assess the combined risks of multi-
ple systems used in an ecosystem. Due to the integrated and
complex nature of the computing environment, its dependence
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on the shared infrastructure, and the ability of ICT systems to
produce significant economic impacts, managing risks associ-
ated with the use of one system taken in isolation is no longer
sufficient.

The complexity of the environment also makes it impossible
to assess risks in operational context only; it is imperative today
to inform the system development processes of the integrated
acceptable risk requirements. Thus, risk engineering is an area
that should become a focus of research and practical evalua-
tion, in order to usher in a new generation of systems that are
risk conscious by design.

We think that the approaches necessary to build these sys-
tems already exist, but need to be adjusted for risk engineering.
The major components of risk engineering methodologies
include:
• Multidomain ontology to capture risk semantics and com-

prising an upper and multiple domain�specific ontologies
linked together.

• Modeling approaches that could be combined with such an
ontology, including graph-based models and declarative
constraints.

• Risk languages that can be used to both annotate and ana-
lyze risks and are capable of supporting specific use cases.
Numerous challenges exist to creating a risk engineering

framework. They include limitation of the existing approaches;
need for broadly applicable metrics; differences in terminology
and metrics used in different risk domains; limited inventory of
approaches to risk composition; difficulties in developing a
comprehensive multidomain ontology for risk engineering, and
several other areas of concern. These challenges are significant,
but probably not unsurmountable. More research should focus
on these issues to improve our understanding of risks and to
build stronger foundations of risk engineering.
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CLOUD SERVICES
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Standards and Technology (NIST), Gaithersburg, MD, United States

9.1 Motivations
Cloud computing is a “model for enabling ubiquitous, conve-

nient, on demand network access to a shared pool of configur-
able computing resources that can be rapidly provisioned and
delivered with minimal managerial effort or service provider
interaction” [1]. The most widely accepted delivery models
of Cloud Computing are Infrastructure as a Service (IaaS),
Platform as a Service (PaaS), and Software as a Service (SaaS) [2].
In addition, there are several deployment models (public, private,
and hybrid) [3] and several emerging delivery models such as
Storage as a Service (StaaS) [4], Security as a Service [5], and
Network as a Service [6].

The recent embrace of cloud computing and services due to
their performance and cost considerations will further exacer-
bate the security problem.

In cloud computing, organizations relinquish direct control
of many security aspects to the service providers such as trust,
privacy preservation, identity management, data and software
isolation, and service availability. In addition, cloud computing
integrates many technologies including virtualization, Web
technologies, utility computing, and distributed data manage-
ment, each with its own set of vulnerabilities. The adoption and
proliferation of cloud computing and services will be severely
impacted if cloud security is not adequately addressed.
Traditional security approaches will not work effectively enough
in a cloud environment due to many challenges related to the
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monoculture paradigm [7] that is widely used in configuring
cloud resources and services, the rapid and dynamic changes in
cloud environments, the use of social networking software tools
that can lead to rapid spread of viruses and worms, the manu-
ally intensive management of security policies, and the use of
heterogeneous and mobile tools and devices [8].

Cloud security suffers from a wide range of attacks targeting
from physical machines to virtualized environment [9]. The
dependency of cloud computing on the virtualized environment
raises more security issues, like hypervisor exploitations [10,11].
In addition, one of the main security issues in cloud computing
is the insider attacks, which has increased with the exchange of
cloud data between different organizations.

Some previous works have presented classifications of Cloud
Security [12�14]. In IaaS, since infrastructure resources such as
computation, storage, network, etc., are shared among multiple
users, IaaS services may not be designed to provide strong isolation
among tenants, malicious insiders can gain access of legitimate
user’s data [14]. For PaaS, the providers offer platforms for develop-
ment and deployment of clients’ own applications on the cloud
and abusive use of APIs can threaten all service-models [14]. In
SaaS, customers remotely connect to cloud to use provided
software applications. Cross-site scripting [15], access control
weaknesses, OS and SQL injection flaws, cross-site request forgery
[16], etc., are the threats to the SaaS cloud model and data [17].

Since in cloud the customers’ data reside on the third-parties’
data-centers, data security is a major concern for clients and
some researchers have addressed data security in their works
[18�20]. In addition, the insider attacks still remain a high-risk
threat from employees inside the cloud provider company which
potentially have access to a huge source of customers’ informa-
tion, especially for mission critical systems. Also, DDoS
(Distributed Denial of Service) or network attacks can threaten
the availability of cloud services. For such cases, intrusion detec-
tion approaches such as [21,22] have been used.

While various solutions have been proposed to solve cloud
security issues [18,19], there is no comprehensive solution that
covers all aspects of cloud security. Most of the offered solutions
are partial and apply the detect-response model that fails with
time. Furthermore, it is widely recognized that it is impossible to
have cloud resources and services that cannot be penetrated and
exploited. To address the cloud security challenges, we need an
innovative design methodology based on resilience paradigm,
moving target defense (MTD), and autonomic computing that will
change the game to advantage the defender over the attacker.
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9.2 Resilient Cloud Services Design
Methodology

Our approach is based on using MTD concept to develop
resilient cloud services (RCS) and algorithms that overcome the
cloud security challenges [3]. The vision of MTD is defined as
“Create, evaluate and deploy mechanisms and strategies that
are diverse, continually shift, and change over time to increase
complexity and costs for attackers, limit the exposure of vulner-
abilities and opportunities for attack, and increase system resil-
iency” [23]. Our design methodology approach will make it
much more difficult for any attacker to exploit vulnerability in a
cloud service by changing the attack surface of the service ran-
domly. Consequently, by the time an attacker probes, con-
structs, and launches an attack against the probed cloud
service, that service will no longer exist or running; hence, the
attack will become ineffective to disrupt the normal operations
of the cloud service. Fig. 9.1 shows two scenarios: (1) Successful
Attack when the cloud service environment stays static, as it is
the case in most implementations/environments, giving the
attacker plenty of time to study existing vulnerabilities by prob-
ing the services, and then constructing and launching an attack
and (2) Unsuccessful Attack when the life span of one version of
the cloud service is smaller than the time required to probe,
construct, and launch an attack.

Our design methodology approach effectively utilizes the
following capabilities:
1. Redundancy: It is a commonly used in fault tolerance tech-

nique [24] to continue to operate successfully in spite of
software or hardware faults. In our approach, we combine
the N-version programming [25] with hardware and virtual
machine (VM) redundancy such that each cloud application

Figure 9.1 Attack window for
moving target defense.
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task runs on different physical nodes as well as on different
VMs in the cloud infrastructure.

2. Diversity: This capability enables us to generate multiple
functionally equivalent, behaviorally different software ver-
sions (e.g., each software task can have multiple versions,
where each version can be a different algorithm implemen-
ted in a different programming language (e.g., C, Java, C11,
etc.) that can run on different computing systems. We use
the Compiler for Portable Checkpointing [26] to capture the
current state of the cloud application such that it can be
resumed on different cloud environments.

3. Shuffling: By randomly shuffling the use of diversified and
redundant implementation of the cloud services, we obfuscate
the execution environment of cloud services so that attackers
will not be able to identify the type of execution environment
and the resources used to run the cloud services. This
approach will significantly reduce the ability of an attacker to
disrupt the normal operations of a cloud service. Also, it allows
adjusting the resilience level by dynamically increasing or
decreasing the shuffling rate and their execution environ-
ments. A major advantage of this approach is that the dynamic
change in the execution environment will hide the software
flaws that would otherwise be exploited by a cyberattacker.

4. Autonomic Management (AM): The primary task of the AM is
to support dynamic decision among the various components
such that the cloud resources and services. This way the ser-
vices are dynamically configured to effectively exploit the
current state of the cloud system and meet the application
security requirements that might change at runtime.

9.3 RCS Architecture
Fig. 9.2 illustrates the architecture to implement the RCS

development methodology using the following four main mod-
ules: Cloud Service Editor (CSE), Resilient Cloud Middleware
(RCM), Configuration Engine (CE), Autonomic Service Manager
(ASM) and Virtual Machines (VMs) to implement each resilient
service managed by the ASM module.

9.3.1 Cloud Service Editor
The editor allows users and/or cloud service developers

to specify the resiliency requirements of the cloud services by:
(1) defining required diversity level (number of different versions
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and/or different platforms); (2) defining redundancy level (how
many redundant physical machines are required); and (3) defin-
ing how often the execution environment and phases need to
be changed.

9.3.2 Resilient Cloud Middleware
The RCM provides the control and management services to

deploy and configure the software and hardware resources
required to achieve the resiliency specified by the CSE. The
resilient operation for any cloud application is achieved by ran-
domly shuffling the versions and the resources used to run each
service so that it can hide (analogous to data encryption) the
execution environment. The dynamic change in the service
behavior makes it extremely difficult for an attacker to generate
a profile with the possible flaws and to launch a successful
attack. The decisions regarding when to shuffle the current vari-
ant, shuffling frequency, and variant selection for the next shuf-
fle are guided by a continuous monitoring and analysis of
current execution state of cloud services and the desired resil-
iency requirements.

To speed up the process of selecting the appropriate resilient
algorithms and execution environments, the RCM repository
contains a set of BO algorithms and images of VMs that
run different operating systems (e.g., Windows, Linux, etc.) to

Figure 9.2 Resilient cloud service architecture.
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implement supported cloud services such as MapReduce, Web
services, Request and Tracker applications, just to name a few.

The CE takes the resiliency requirements specified by the
users using the editor and uses the RCM repository to build the
execution environment for RCS. The selected BO algorithm runs
each Cloud Application or service as a sequence of execution
phases, where each phase is administered by the Autonomic
Service Manager (ASM). The ASM controls the operations of
redundant and diversified VMs such that it can be resilient to
any type of attack against the managed cloud services.
Furthermore, we use Master Virtual Machines (MVMs) and
Worker Virtual Machines (WVMs) where each MVM manages
the voting algorithm on the results produced by several MVMs.

9.3.3 Autonomic Service Management
We have successfully designed and implemented a general

autonomic computing environment (Autonomia) that will be
leveraged in this task to implement the AM module [27]. By
adopting the Autonomic architecture shown in Fig. 9.3, we
implement the ASM using two software modules: Observer and
Controller modules. The Observer module monitors and ana-
lyzes the current state of the managed cloud resources or
services.

The Controller module is delegated to manage the cloud
operations and enforce the resilient operational policies. The
Observer and Controller pair provides a unified management
interface to implement the required RCS.

In what follows, through an example, we show how we
achieve the resilient operations by obfuscating the versions
and the resources used to run each service. Let us assume
we have a service A that we like to run in three phases as
SA 5 fSA1

; SA2
; SA3

g as shown in Fig. 9.4.

Figure 9.3 Autonomic service
management architecture.
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The Service Behavior Obfuscation (SBO) algorithm that will
be managed by the ASM hides the execution environment by
dynamically changing the sequence of execution of service ver-
sions by shuffling the service version running after each execu-
tion phase. The decisions regarding when to shuffle the current
version, the shuffling frequency, and the version selection for
the next shuffle are guided by a continuous feedback from the
autonomic service manager. The service SA runs in three diver-
sified phases: V3 in Phase 1, V1 in Phase 1, and V2 in Phase 3
of service SA.

In addition to the shuffling of the execution of the service
versions, we also apply hardware redundancy and software
diversity to the implementation of the application tasks. The
concept of design diversity is commonly used in software fault
tolerance techniques to continue to operate successfully in spite
of the software design faults. In our service obfuscation imple-
mentation approach, we combine N-version programming [25]
and online anomaly behavior analysis techniques [28]. The mul-
tiversion implementation will prevent adversarial attacks from
exploiting the monoculture problem. The anomaly behavior
analysis approach will enable us to ensure that the operations
of each task are completed correctly at the end of each execu-
tion phase; by using normal runtime models of the execution
environment, we can detect any malicious changes in the exe-
cution environment, task variables, memory access range, etc.

To support the capability to resume the execution of differ-
ent service versions on different platforms when they resume
their execution, we use Compiler Portable Check-Pointing
(CPPC) [26] technique in the service obfuscation algorithm.
Checkpointing is widely used to recover from fault once it is
detected as in fault-tolerance computing [29,30]. It periodically
saves the computation state to a stable storage so that the
application execution can be resumed by restoring such a state.
The distinguishing characteristic of CPPC is that it allows for

Figure 9.4 Service Behavior Obfuscation example.

Chapter 9 A DESIGN METHODOLOGY FOR DEVELOPING RESILIENT CLOUD SERVICES 183



execution restart on different architectures and/or operating
systems. It also attempts to optimize the amount of data saved
to disk to improve efficiency and data transfers over the net-
work. (CPPC is an open-source tool, available at http://cppc.
des.udc.es under GPL license.) CPPC provides portable restart
of applications in heterogeneous environments. Generated state
files can be used to restart the computation on an architecture
(or OS) different from the one that generated the file. The CPPC
framework consists of a runtime library containing checkpoint-
support routines, together with a compiler that automates the
use of the library. The global process is presented in Fig. 9.5.

9.3.4 Resilience Analysis and Quantification
The process of quantifying the resilience that can be

achieved by any SBO algorithm is a difficult process due to the
heterogeneity of the environment, so a general and quantitative
set of metrics for the resilience of cybersystems is impractical.
In this section, we described an analytical approach to quantify
the resilience that can be achieved using one configuration of
the SBO algorithm. The method to quantify the resilience of a
cloud application uses four important metrics: confidentiality,
integrity, availability, and exposure.

The attack surface of a software system is an indicator of the
system’s vulnerability. So the higher the attack surface for a sys-
tem, the lower the security is for that system [27]. The attack
surface represents the area in which adversaries can exploit or
attack the system through attack vectors. In our SBO-based
resilient environment, the attack surface measurement can be
used to quantify the resilience of the SBO algorithm with a
given redundancy and redundancy level and number of phases.
The goal of our analytical quantification approach is to show
how the SBO algorithm can decrease the attack surface, and
therefore, increase the resilience compared to a static execution
environment. The first step in quantifying the attack surface is

Figure 9.5 Compiler for
portable checkpoint
generation [26].
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identifying the software modules and libraries that can be
exploited by attacks; this includes the operating systems, pro-
gramming languages, and the network. There are many tools
that can be used to identify attack vectors that exploit vulner-
abilities in these software modules, such as Microsoft Attack
Surface Analyzer [31], Flawfinder [32], Nessus [33], Retina [34],
and CVEChecker [35]. In addition to these software systems and
modules, the cloud application will also have an attack surface
less than or equal to the system attack surface because the
application while it is running will utilize a subset of the system
attack surface; not all of the system attack vectors will be uti-
lized by the application execution environment.

Common Vulnerabilities and Exposures (CVE) [36], which is
a public reference for information security, vulnerability and
exposures, is used to determine the confidentiality, integrity,
and availability of the software system. Common Vulnerability
Scoring System (CVSS) [37] is used as a standard measurement
system for industries, organizations, and governments that need
accurate and consistent vulnerability impact scores. Cyber resil-
ience depends on maintainability, dependability, safety, reliabil-
ity, performability, and survivability which are all functions of
confidentiality, integrity, and availability [38].

In our approach to determine the attack surface, the follow-
ing steps are used:
1. Scanning the cloud system using multiple attack vectors

which are built based on known attack scenarios.
2. CVSS is used for identifying the characteristics and impacts

of the system vulnerabilities using three groups: Base,
Temporal, and Environmental scores. The Base group repre-
sents the intrinsic qualities of vulnerability. The Temporal
group reflects the characteristics of a vulnerability that
changes over time. The Environmental group represents the
characteristics of vulnerability that are unique to any user’s
environment. Each group produces a numeric score (show-
ing a range from 0 to 10) and a vector (compressed represen-
tation of the attack values used to derive the score). Using
the CVSS database, it is possible to obtain the corresponding
score by comparing the attack vectors.

3. Determine the attack vector impact and its probability.
4. Finally, determine the probability of an attacker to success-

fully exploit the identified vulnerabilities in the cloud system
as well as in the cloud application.
In what follows, we describe in further detail our approach to

evaluate analytically the probability of successful attacks against
existing vulnerabilities when the SBO methodology is used.

Chapter 9 A DESIGN METHODOLOGY FOR DEVELOPING RESILIENT CLOUD SERVICES 185



In this analysis, we define the resilience as follows:

Definition: The system resilience R is defined as the ability of
the system to continue providing its Quality of Service as long
as the impact of the attacks is below a minimum threshold R.

The impact iv tð Þ of a vulnerability v at an instant t is:

iv tð Þ5 0; t,Tv

Iv ; t$Tv

�

where Tv is the time required for discovering the vulnerability and
exploiting it, and Iv is the impact of exploiting the vulnerability.

The expected value of the impact of a vulnerability v is given by:

E iv½ �5 IvUPrðAvÞ
where Av is the random variable that represents the occurrence
of an attack exploiting vulnerability v. We can evaluate the
probability of Av as:

Pr Avð Þ5Pr Að ÞUPrðUvÞ
A denotes the existence of an attacker who is trying to exploit

the system, and Uv denotes the time needed to successfully
exploit the vulnerability v. To simplify the problem, we will
assume that there will always be an attacker, Pr(A)5 1, and any
attacker that spends more than Tv time in exploiting vulnerabil-
ity v is successful, that is, assume that all attackers are expert
attackers and can successfully launch the attack in a minimum
time Tv. By using the application life cycle time Tf and assuming
that Uv is a uniform random variable, the pdf (probability den-
sity function) for Uv is given by:

Pr Uvð Þ5
0; t,Tv or t.Tf

1

Tf 2Tv
; t$Tv

8<
:

We define the impact of a system with N vulnerabilities to be:

isystem 5E½iv1 1 iv2 1?1 ivN �
Using the linearity property of the expected value, the previous

equation can be re-written as:

isystem 5E iv1 �1E½iv2 �1?1E½ivN
� �

5 Iv1UPr Að ÞUPr Uv1

� �
1 Iv2UPr Að ÞUPr Uv2

� �
1?1 IvN UPr Að ÞUPr UvN

� �
5
XN
k51

IvkUPr Að ÞUPr Uvk

� �
5Pr Að ÞU

XN
k51

IvkUPr Uvk

� �
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Since, we do not have a direct control over the Pr Að Þ or the
impact value Ivk of the kth vulnerability vk, in our SBO technique,
we continuously shuffle the application execution into multiple
phases where we are basically reducing the execution time for
each phase to be less than Tv for all or most vulnerabilities, which
in turn forces PrðUvÞ for those vulnerabilities to be zero. We are
currently using the CVEChecker tool to get the impact score Ivk .

Using the multiple functionally equivalent variants to run a
cloud application will significantly improve its resiliency to attacks
because that will reduce the probability of a successful attack on
the application execution environment. For example, by using L
functionally equivalent versions of the application, the probability
of successfully exploiting an existing vulnerability vk is given by:

Pr Uvk

� �
5PrðUvk ;1 -Uvk ;2 - . . . -Uvk ;LÞ

Since these versions are independent from one another:

Pr Uvk

� �
5Pr Uvk ;1

� �
UPr Uvk ;2

� �
U . . . UPr Uvk ;L

� �
Assuming that all versions are equally likely to be attacked:

Pr Uvk

� �
5

1

L
Pr Uvk

� �
U
1

L
Pr Uvk

� �
U . . . U

1

L
Pr Uvk

� �
5

1

L
Pr Uvk

� �� �L

Fig. 9.6 shows the decrease in the probability of a successful
attack as a function of the number of versions to be used in
the SBO algorithm. For example, if we assume that the probability
of an attacker to exploit a vulnerability equal to .5, by using
two versions, this probability is reduced to .05 and by using three
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Figure 9.6 Probability of successful attack with respect to the number of versions.

Chapter 9 A DESIGN METHODOLOGY FOR DEVELOPING RESILIENT CLOUD SERVICES 187



versions, this probability is reduced to almost zero. Please note
that the assumption if an attacker can exceed in exploiting exist-
ing vulnerability is very low using our SBO resilience approach,
and consequently, a more a reasonable assumption is .1, and
with that, we can see the probability of a successful attack against
our approach drops to zero when we use only two versions.

From the previous discussion, it is clear that our technique
will significantly reduce the ability of attackers to exploit exist-
ing vulnerabilities in cloud applications.

9.4 Experimental Results and Evaluation

9.4.1 Experimental Testbed Setup
Our testbed consists of IBM HS22 Bladecenter as our private

cloud [39]. We have used three physical nodes on the
Bladecenter for each of the applications that follow. On each of
the three physical nodes, we have setup three VMs designated
as follows:
• MVM: running Linux
• Slave 1 VM: running Linux
• Slave 2 VM: running Windows operating system

In addition, applications 2 and 3 consist of four additional
VMs as follows:
• SBO Controller
• Supervisor (3 VMs are allocated where only one of them is

active at any given time)
• Slave VMs: The two slaves contain functionally, equivalent,

but behaviorally different versions of the same application.
For example, in Figure, each slave contains a C11 and a
Java version of the MapReduce Application.

9.4.2 Applications Tested
9.4.2.1 MapReduce

MapReduce [40] is widely used as a powerful parallel data
processing model to solve a wide range of large-scale computing
problems. With the MapReduce programming model, program-
mers need to specify two functions: Map and Reduce. The Map
function receives a key/value pair as input and generates inter-
mediate key/value pairs to be further processed. The Reduce
function merges all the intermediate key/value pairs associated
with the same (intermediate) key and then generates the final
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output. There are three main roles: the master, the mappers, and
the reducers. The single master acts as the coordinator responsi-
ble for task scheduling, job management, etc. MapReduce is
built upon a distributed file system (DFS), which provides dis-
tributed storage. The input data is split into a set of map (M)
blocks, which will be read by M mappers through DFS I/O. Each
mapper will process the data by parsing the key/value pair and
then generate the intermediate result that is stored in its local
file system. The intermediate result will be sorted by the keys so
that all pairs with the same key will be grouped together. The
locations of the intermediate results will be sent to the master
who notifies the reducers to prepare to receive the intermediate
results as their input. Reducers then use Remote Procedure Call
(RPC) to read data from mappers. The user-defined reduce func-
tion is then applied to the sorted data; basically, key pairs with
the same key will be reduced depending on the user defined
reduce function. Finally the output will be written to DFS.

Hadoop [41] is an open source implementation of the
MapReduce framework and is used in our experimental results to
evaluate our system for the MapReduce application. Oracle
Virtualbox [42] has been used as the virtualization software. To
maintain consistency with the MapReduce parlance defined in
Ref. [40], we will refer to each physical host machine as master
and each guest machine as slave. To prevent any single point of
failure, each guest machine is configured to run in a single node
cluster [41]. The MapReduce Wordcount program [40] is available
on each slave in C11 and Java. Thus, the combination of
,physical machine, operating system, programming language.
represents a single version. Fig. 9.7 provides details about the
application diverse versions used in our implementation.

The MapReduce application in our experiment is divided
into three phases as follows:
• Phase 1: First Map function
• Phase 2: Second Map function
• Phase 3: Final MapReduce function.

The outputs of Phases 1 and 2 are used as inputs to Phase 3.
During runtime, the application execution is performed in par-
allel on each of the three machines. Also, at the beginning of
each phase, each master runs a local shuffler program to deter-
mine the version to run at the current phase. For this experi-
ment, we have used a random number generator to determine
the version that will run on each machine. At the end of each
phase, the three masters run local acceptance tests. If the
acceptance test fails, the output is taken from one of the other
masters.
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Fig. 9.8 shows an example of how to run the MapReduce
application in a resilient manner using our methodology. At the
beginning of Phase 1, the ASM runs a random number generator
and selects versions V1, V8, and V10, respectively. After
completion of the first Map on each physical machine, the
output is checked for correctness by the acceptance test criteria.
If this test fails, the ASM selects the output of Phase 1 from other
physical machines and the first result that passes the acceptance
test will be selected for the next phase of the application execu-
tion. Similar actions are performed in Phases 2 and 3.

9.4.2.1.1 Case 1: Resilience Against Denial of Service Attacks

In this scenario, we launched a DoS attack on one of the
machines used to run the MapReduce application. The ASM
detects the DoS attack and tolerates it. Although the DoS attack
affected the attacked physical machine and increased its
response time by 23%, since we took the output from the other
physical machine the response time of the application with and
without attack remained the same. An overhead time of 14% of
response time was added by our approach.
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Figure 9.7 Resilient MapReduce application.
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9.4.2.1.2 Case 2: Resilience Against Insider Attacks

In this case, one of the machines (the fastest physical
machine) is compromised by an insider attack and the compu-
tations running on that machine were changed by the internal
attacker. Similar to the previous case, the application continued
to operate normally in spite of the insider attack because the
results from the compromised machine were ignored and the
results from other versions were used instead. The performance
impacts and overhead on the application performance are
shown in Table 9.1.

As shown in Table 9.1, the average response time using the
RCS approach increases by 14% (without attack) and 24% (with
attack).

9.4.2.2 Jacobi’s Iterative Linear Equation Solver

Linear equations are used to solve a wide range of real world
scientific and engineering problems. The Jacobi technique is an
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Figure 9.8 Example of achieving resilient MapReduce application.
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iterative technique for solving a set of linear equations under
two assumptions [43]:
• The system given by Ax5B has a unique solution
• The coefficient matrix A has no zeroes on its diagonal.

To solve a set of n equations, we solve the first equation for
x1, second equation for x2 as follows: We first make an initial
assumption of the values of x. We then substitute these values
into the right-hand side of the above set of equations. This com-
pletes the first iteration. This process is repeated until conver-
gence is reached on the values of x. The implementation runs
on a three node cluster each hosting two VMs. One of these VMs
is Windows based, while the other is Linux based. We have
used VMware vSphere 5 [44] for the virtualization. The Jacobi
Algorithm described above has been implemented in C, C11,
and Fortran, thus creating multiple versions (see Fig. 9.9).

Table 9.2 summarizes the overhead in terms of the execution
time and overhead percentage for five programs with a normal
execution time ranging from 200 to 3600 seconds, respectively.
The overhead is given as a function of the number of phases
selected to run the application.

We calculated the overhead as the additional time taken with
our algorithm compared to running the application without
RCS. As shown in Table 9.2, for programs with higher execution

Table 9.1 MapReduce Result Summary
Response
Time

CPU Utilization per
Physical Machine

Memory Utilization
per Physical
Machine

Network
Utilization
(%)

Without RCS A B C 0

With RCS and no attack 1.14A 1.08B 1.02C 1

With RCS and attack 1.24A 1.12B 1.04C 2

Operating System/
Programming 

Language
Windows Linux Windows Linux Windows Linux

C V1 V4 V7 V10 V13 V16
C++ V2 V5 V8 V11 V14 V17

Fortran V3 V6 V9 V12 V15 V18
Figure 9.9 Versions used in
Application 2.
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times, the overhead due to RCS reduces significantly. For exam-
ple, for a program with execution time of 3600 seconds, the
overhead percentage for three phases is 7%. The number of
phases to run each application can be chosen such that it meets
the performance and resilient requirements of the application.

9.4.2.3 MiBench Benchmarks

The MiBench Benchmarks [45] consist of C programs from
six categories each targeting a specific area of the embedded
market. We used the following applications from the MiBench
benchmark suite:
1. Basicmath (Automotive and Industrial category): This pro-

gram performs mathematical calculations like cubic function
solving, integer square root, and angle conversions from
degrees to radians are all necessary calculations for calculat-
ing road speed or other vector values.

2. Dijkstra’s algorithm (Network category): This program con-
structs a large graph in an adjacency matrix representation
and then calculates the shortest path between every pair of
nodes using repeated applications of Dijkstra’s algorithm.
For each of the above available C programs, we used diversity in

operating systems to have a total of six versions. The versions used
are shown in Fig. 9.10. We calculated the overhead of our RCS

Table 9.2 Overhead in Application 2
Execution Time
Without RCS(s)

Execution Time With RCS(s)
Two phases Three phases Four phases

Time OH (%) Time OH (%) Time OH (%)

200 218 9 248 24 276 38

800 838 5 890 11 988 24

1500 1568 5 1624 8 1663 11

3600 3671 2 3847 7 3890 8

Physical Machine Number

1 2 3

Operating
System Linux Windows Linux Windows Linux Windows

Version
Number V1 V2 V3 V4 V5 V6 Figure 9.10 Versions used with

the MiBench suite.
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approach for different number of iterations of the abovementioned
benchmarks. The results are presented in Figs. 9.11 and 9.12. As
seen in these figures, the overhead of our algorithm decreases as
program size increases (Figs. 9.11 and 9.12).

9.5 Conclusions and Future Work
While cloud computing is emerging as a promising paradigm,

security is a significant barrier to its adoption. In this chapter,
we first presented an overview of the current security issues in
cloud computing. We summarized previous works that classified
cloud security issues on the basis of cloud delivery models and
the components of the cloud. Further, we also observed that
attacks on cloud systems cannot be prevented. We have pre-
sented a design methodology to develop RCS that based on the
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following capabilities: Redundancy, Diversity, Shuffling, and
Autonomic Management. In the RCS methodology, we adopt
diversity technique to the cloud execution environment, redun-
dancy in the resources used to run the cloud services and ran-
domly changing the versions and resources used to make it
prohibitively expensive for attackers to figure the current cloud
service execution environment and succeeding in exploiting vul-
nerabilities and launching attacks. We also presented a testbed
to validate the RCS architecture and resilient algorithms using
three applications (MapReduce, Jacobii’s iterative linear equa-
tion solver, and some programs from the MiBench benchmark
suite). Our experimental results showed that our RCS approach
can tolerate a wide range of attack scenarios with around 7% of
overhead time. As a future research direction, we are currently
working on developing analytics techniques to quantify the resil-
ience of different RCS implementation strategies, overhead, and
performance of the cloud services.
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10.1 Introduction to Cloud Computing
Cloud computing has become a significant technology

trend [1]. As anticipated by many experts, Cloud computing has
reshaped information technology processes and the information
technology marketplace as a whole. The most relevant Cloud
computing definition [2] is a style of computing architecture
that offers dynamic scalability and provides virtualized resources
as services or as a container of services over the Internet. Cloud
computing technology supports interaction with a variety of
devices, including desktops, laptops, smartphones, and the
Internet of Things to access services provided by the Cloud over
the Internet. The Cloud services can be programs, storage, or
application-development platforms offered by Cloud computing
providers.

The Cloud computing paradigm introduces some advantages
that include cost savings, high availability, and ease of scalabil-
ity. These advantages help address the needs of the industry dur-
ing the evolution of information technology architectures [3]. As
illustrated in Fig. 10.1 the evolution of computing paradigms
took place in five phases. In the first phase, called mainframe
computing, many users were sharing powerful mainframes using
terminal servers. In the second phase, called desktop computing,
standalone computers became powerful enough to meet the
majority of users’ needs. In the third phase, network computing,
computers and servers were interconnected through local net-
works. These connections aim to enable sharing of computing
resources and data in order to increase performance. In the
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fourth phase, Internet computing, the technologies the Internet
replaced the local networks. This global network emerged from
the interconnection of different local networks in an effort to
utilize remote applications and resources provided by other
tiers. In the fifth phase, Cloud computing, the paradigm provides
shared resources as services on the Internet where the Cloud
provider manages the scalability and hides the complexity in a
way that transparent to Cloud users. Comparing the Cloud com-
puting paradigm to the other four computing paradigms, it
appears that the Cloud computing model is very close to the
one in the original mainframe computing paradigm. However
several important differences differentiate these two computing
paradigms. One of the differences lies in the fact that the com-
puting power offered by Cloud computing is almost unlimited
because of the scalable architecture behind it. Mainframe
computing offers finite computing power because of the lack
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of scalability resulting from the isolation of the Mainframe back-
end. Another notable difference relates to do with the access
technology to the services. While Mainframe services are
accessed using terminals with no computational power, Cloud
computing uses powerful local computers those themselves can
use Cloud services and execute applications built on top of such
services.

10.1.1 What Problems Does Cloud
Computing Solve?

Obviously Cloud computing has become a major trend that
makes business processes more efficient in terms of service
availability and scalability. This is driven by the fact that Cloud
computing can solve many of the problems faced by businesses
as well as academic and government institutions. We discuss in
this section four examples of problems that can be solved using
the Cloud.

The first example illustrates how Cloud computing can solve
problems in academic information system. Let us suppose that
a university needs to organize an international conference to be
webcast to all students with access to the university network.
The video stream is in full HD, 1080 pixels at 50 frames per sec-
ond, with the rendering quality of the video stream being a key
indicator of the success of this conference. The publicity chair of
this conference done a very effective job. One week before the
content was to take place on day one of the conference, and
because of a good job by the publicity chair, the online registra-
tion shows an unexpectedly high number of registrants that was
not anticipated by the technical infrastructure. The university
technicians concluded that their local infrastructure was not
powerful enough to support the webcast to all the subscribers.
The main reason for this conclusion was that a single frame of
the webcast would take 1 hour to render through their own data
center. Rendering the whole conference webcast would take
many years. Short of using the Cloud, the university would have
to buy more hardware to support this event, which is a very
expensive alternative knowing that the current infrastructure
has plenty of resources to support the university’s everyday
activities. The Cloud solution for such problems is a very effi-
cient one. The university can get all the server infrastructure
needed to support the event in a very short time. Moreover, by
using a Cloud provider for this event, the university will not
adversely affect everyday operations because of this event. In
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addition, if the number of online attendees keeps increasing
unexpectedly, the Cloud provider offers the needed scalability to
adapt the Cloud services to the demand.

This second example discusses how the Cloud could solve
the problem of data processing for a government laboratory
attached to a US government department needs to carry out
data-intensive processing in-house. This processing requires
very expensive and extensive computer infrastructure that
would need to run for an extended period to produce an output
consisting of a small size report. As a specific instance of this
example, consider what the National Institute of Standards and
Technology would need to process the data collected for the
analysis of Internet routing protocols like Border Gateway
Protocol. Without any special arrangement, this analysis took in
some cases more than a week. A solution that would set up a
dedicated infrastructure and associated human resources to
maintain it would cost more than $0.5 million per year. The
decision was to migrate the analysis to the Cloud and use dis-
tributed computing power from a farm of processors turns out
to be a cost-effective solution. Once the researchers ran the
analysis in a Cloud-based platform, the results were impressive.
Indeed, the same analysis that took more than a week to com-
plete in-house now takes less than an hour in the Cloud. In
addition the Cloud platform is available for sharing among
other research teams that can use the same infrastructure for
other kinds of analysis when it is available.

In the third example we consider an online florist that runs a
small business. For 98% of the year, this kind of business needs
relatively little information technology infrastructure require-
ment to support a limited volume of sales. A single machine
can normally handle the infrastructure needed for a website for
the e-commerce activities and management applications.
However, at peaks like Valentine’s Day and Mother’s Day, their
infrastructure requirements change drastically as their business
increases by 4000�5000%. The Cloud offers two kinds of solu-
tions to businesses with similar sales profile. The first one con-
sists of a Cloud service with the scalability being managed by
the Cloud provider. Under this solution the business owner has
chosen to host all his services are hosted in the Cloud. An alter-
native solution known as Cloud bursting. This solution offers
the business owners the ability to continue hosting their appli-
cations on their local infrastructure, but uses a Cloud environ-
ment to expand their infrastructure at peaks of activity. In this
way consumers are on special occasions that experience peaks
in sales volume. By operating in this fashion, the customers will
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always able to access the sales website and avoid any potential
overload that can overwhelm the servers. By keeping its custo-
mers satisfied, the small business will not miss the opportunity
to benefit from any seasonal increase in business volume.

The last example has to do with the availability of services in
hostile environments or during major natural disasters. During
events such as a tsunami or an earthquake, companies do not
want to experience any loss of business data. Moreover, emer-
gency response teams in affected areas need to have access to
critical information to carry out their rescue missions. With
Cloud computing adoption, companies should be able to
recover the majority if not all of their data following a major
disruption without having to pay for a backup facility. As most
large Cloud providers have data centers deployed in multiple
geographic locations, this deployment diversity allows them to
provide backup and recovery. Cloud caching or Mobile Cloud
Computing (MCC) [4] provides recovery and business continu-
ity facilities even while basic infrastructures like the electricity
grid or the optical fiber networks have not yet recovered from
the disruption. Instead of building and managing a facility that
will only be used in disaster situations, companies can now get
the benefits of recovery and service continuity with a reason-
ably priced Cloud service.

10.1.2 Cloud Computing Is Not a Cure-All for
Computing Challenges

Cloud computing introduces many features that help enter-
prises and government agencies build scalable and robust infor-
mation technology systems. However Cloud computing cannot
deal with every issue that these systems may face. In this sec-
tion we discuss some problems for which the Cloud cannot
offer a resolution.

One important issue that Cloud computing will not be able
to improve is the performance of badly designed applications.
The Cloud offers a well-defined architecture and patterns for
Cloud services. Porting an application from a client/server archi-
tecture to the Cloud does not imply an automatic fix to any pro-
gramming design deficiencies. Even if the Cloud platforms can
mask the inefficiencies of the ported application, this does not
mean that the application behavior and performance have been
improved. The invoice from the Cloud provider will reveal those
inefficiencies due to the excess consumption of Cloud resources
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due to inefficiencies of the deployed application will show up in
terms of an excessive bill from the Cloud service provider.

Along the same theme of design issues, Cloud computing
will not eliminate silos. In fact, it may even create new ones if
the application design does not explicitly prevent this from hap-
pening. Silos may exist in information technology systems in
terms of isolation of data, processes, and services. Using the
Cloud may introduce new silos in companies’ information sys-
tems as they create new entities that live in the Clouds.

10.2 Architecture: From the Cloud to the
Mobile Cloud

In this section we present a “big picture” description of the
concept of Cloud computing and we define the layers and the
Cloud services provided by each layer. We introduce the differ-
ences between the types of the Cloud computing and present
features, business benefits, metrics, and the key platforms from
the vendors. We discuss also Cloud caching, as a base for MCC,
and the integration of Cyber-Physical systems (CPSs) into the
Cloud. We conclude the section with guidance as best practices
to define a robust Cloud architecture.

The Cloud computing paradigm is based on a layered archi-
tecture. Each layer offers a collection of services, which can be
presented as a layered Cloud computing architecture illustrated
in Fig. 10.2. On the bottom of the stack, Infrastructure as a
Service (IaaS) refers to computing resources as a service. This

Figure 10.2 Cloud computing
services’ layers.
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includes virtualized computers, processing power, reserved net-
working bandwidth, and storage services. IaaS services are
offered by a variety of providers like Amazon AWS, Windows
Azure, Google Compute Engine, Rackspace Open Cloud, and
IBM SmartCloud Enterprise. Amazon Web Services [5], for
example, offers a full range of computing and storage offerings
in the IaaS layer. This offering includes on-demand instances
such as virtual machines. Moreover it offers specialized services
such as Cluster GPU instances, Amazon Elastic Map Reduce
(EMR), high-performance SSDs on the storage side, and Elastic
Block Storage (EBS). In addition the Amazon AWS IaaS solution
offers infrastructure services such as archival storage called
Amazon Glacier, in-memory caching services called
ElastiCache, and both NoSQL and relational databases.

The middle layer of the stack is the Platform as a Service
(PaaS) layer; this layer shows some similarities to IaaS.
However, the PaaS includes required services, including the
operating system needed for a particular application. The PaaS
layer offers programming languages support for your applica-
tion, server side technologies, and data storage options. The
support for developer tools and applications integration is also
very important. PaaS services are offered by a variety of provi-
ders like Engine Yard, Red Hat OpenShift, Google App Engine,
Heroku, AppFog, Windows Azure Cloud Services, Amazon AWS,
and Caspio. To illustrate the PaaS services, we give as example
the services offered by Engine Yard. This provider is designed
for web application developers using Ruby on Rails, PHP, and
Node.js. Engine Yard allows developers to take advantage of
Cloud computing without responsibility for the management
operations in the infrastructure level. Engine Yard runs its PaaS
platform on top of the Amazon Cloud and provides key opera-
tions tasks such as performing backups, load balancing, manag-
ing clusters, administering databases, and managing snapshots.

The top layer on the Cloud stack is Software as a Service
(SaaS). At this level businesses delegate the hosting and the
management of their applications to Cloud providers. The
applications are available on-demand and typically paid for on
a subscription basis. SaaS providers offer solutions including
anywhere access, minimal administration, minimal mainte-
nance, and improved communication.

When we talk about the Cloud layers, they may be implemen-
ted in three different ways [6]: as a public, private, or hybrid
Cloud. An implementation on a public Cloud means that the
complete computing infrastructure is located on an external
Cloud computing provider that offers the Cloud service. In this
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type of Cloud the provider has the physical control over the
infrastructure and the location of the resources allocated to the
consumer. The advantages of the public Clouds are the usage of
shared resources, they do excel mostly in performance.
However, the drawback is vulnerability to various attacks. In the
private Cloud, the infrastructure is used solely by one organiza-
tion and those resources are not shared with any others. The
organization acts at the same time as a Cloud producer and con-
sumer. The resources may be local or remotely located. Some
Cloud providers, such as a private Cloud externally hosted, offer
solutions. To keep a physical control over the infrastructure, the
organizations have an option of choosing an on-premise (or
locally hosted) private Cloud as well which is more expensive.
The advantages of the private Cloud reside in the usage of pri-
vate network that introduces a higher level of security and con-
trol. The drawback is the cost of the infrastructure. Thus the cost
reduction is minimal in such solution where the organization
needs to invest in an on-premise Cloud infrastructure. In the
hybrid Cloud the organization uses an environment that com-
bines multiple public and private Cloud solutions. A typical
usage of the hybrid Cloud is to use the public Cloud to interact
with customers and keeps the data secured through an on-
premise infrastructure in the private Cloud. However, this kind
of usage introduces a drawback in the additional complexity of
determining the distribution of applications across both a public
and private Cloud.

The hybrid Cloud is used nowadays as a basis for the MCC.
Mobile devices have more constraints on their processing
power, battery life, and storage than regular computers. Cloud
computing is used to provide an illusion of infinite computing
resources for those devices. MCC is thus a platform combining
the mobile devices and Cloud computing to create a new infra-
structure and architecture for the development and the usage of
the mobile applications. This architecture delegates the heavy
lifting of computing-intensive tasks and storage of massive
amounts of data to the Cloud infrastructure. Fig. 10.3 illustrates
the architecture proposed for the MCC and its position in the
general Cloud architecture.

Mobile devices are increasingly essential to everyday human
life as the most effective and convenient communication tools.
The unbounded time and place usage introduced by those
devices allows mobile users to accumulate a rich experience of
various services and applications. The execution of those ser-
vices is not limited to the mobile device itself, more and more
applications use nowadays remote servers via wireless networks
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to interact with services. Architectures based on n-tier comput-
ing have become a powerful trend in the development of infor-
mation technology as well as in commerce and industry fields
on mobile computing. Such systems can accept any (finite)
number of layers (or tiers). Presentation, application processing,
and data management tiers function is physically separated
from the others.

However, mobile devices have considerable hardware limita-
tions. Mobile computing faces many challenges in attempting
to provide the various applications living on a single device
with limited resources such as battery, storage, and bandwidth.
Communication challenges like mobility and security arise,
too. Those challenges motivate the delegation of the resource-
consuming application modules to remote servers using Cloud
service platforms. Google offers one of the major solutions
called AppEngine allowing developers who do not need to have
any previous understanding or knowledge of Cloud technology
infrastructure to deploy services and use the Cloud. This plat-
form executes the deployed services and exposes them as a
remote service. This approach is used to delegate massive com-
putation pieces of mobile software to the Cloud infrastructure.

Indeed, the mobile Cloud is a hybrid Cloud that offers ser-
vices for mobile devices and CPSs [7] like smart cars and more

Figure 10.3 Cloud types.
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generally to smart devices in the transportation domain.
Automobile makers are already in the process of migrating navi-
gation services to the Cloud. This Cloud extends the processing
capabilities for those devices using the Cloud paradigm. As illus-
trated in Fig. 10.4, the mobile Cloud uses a hybrid Cloud com-
posed of a public Cloud and a private Cloud, sometimes referred
to as a “Cloudlet.” The Cloudlet is a private Cloud infrastructure
directly accessible from the mobile devices and contains virtua-
lization capabilities adapted to mobile systems. The mobile
Cloud allows consumers to access the Cloudlet when possible—
if the Cloudlet is not available, the public Cloud is used to run
the mobile applications.

In the case of CPSs the mobile Cloud offers virtually unlim-
ited resources to the “Cyber” part of the CPS. CPSs are systems
that integrate decision/computation and the ability to sense or
impact physical processes, where the measurement of physical
processes may provide inputs to decisions or computations
whose outputs may trigger actions that modify the energy and
material flows that make up the physical world. The mobile
Cloud offers a solution that extends these feedback loops to the

Figure 10.4 Mobile Cloud.
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Cloud in a way that can integrate remote computing infrastruc-
ture with the sensors and actuators. Cloudlets offer a way to
have an on-premise infrastructure that is available even if the
remote access to the public Cloud is unavailable. Such mechan-
isms are very important for CPSs as they may be part of systems
that help the rescue efforts to organize evacuation after an
earthquake of in other situation in environments qualified as
hostile. Because they operate in hostile environments, CPSs
need to be agnostic to the global network, for example, in case
of emergency response systems. Using mobile Cloud services for
CPS gives many benefits. In addition to the security introduced
by using a private network, the continuity of services is clear
benefit of such a solution. Moreover the Cloud offers a level of
scalability that cannot be achieved by using embedded micro-
controllers for the CPS. In the case of important updates of the
CPSs, the Cloud offers also the possibility to remotely update all
the cyber parts at a vastly reduced cost.

10.2.1 Business Benefits
Building applications in the Cloud offers several benefits to

organizations. One important benefit is related to the cost of
installation. Building a large-scale system is a big investment in
terms of cost and complexity. It requires investment in hardware
infrastructure including racks, servers, routers, and backup power
supplies. It also requires a location for the data center that
requires investment in real estate and physical security. Moreover
it necessitates recurring charges for hardware management and
operations personnel. The delays to obtain approvals for this high
upfront cost would typically involve several rounds of manage-
ment approvals before the project could even get started. The
Cloud-based solution bypasses such startup costs.

Even if the organization has an existing on-premise infra-
structure, the scalability of an application could be a problem if
this application became popular. In such cases you become a
victim of your own success when the on-premise infrastructure
does not scale to offer the resources needed by the application.
The classical solution of this kind of problem is to invest heavily
in infrastructure, hoping that the popularity of the application
will be addressed by the size of the infrastructure. By using a
Cloud infrastructure, the Cloud provider manages the infra-
structure and you can rescale the infrastructure allocated to the
deployed application in a just-in-time manner. This feature
increases agility, helps the organization reduce risk, and lowers
operational cost. That means that the organization can scale
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only as it grows. Moreover the organization only pays for their
real resource usage.

To have a more efficient resource utilization, system adminis-
trators have to deal with ordering delays while procuring hardware
components when the datacenter runs out of capacity. They also
have to shut down some parts of the infrastructure when they
have excess and idle capacity. By using the Cloud, the manage-
ment of resources becomes more effective and efficient, since
system administrators can have immediate resources on-demand.

Cost is one of the most important factors for businesses.
With on-premise infrastructures, organizations have fixed costs,
independent of their usage. Even if they are underutilizing their
data center resources, they pay for the used and the unused
infrastructure in their data centers. The Cloud introduces a new
dimension of cost saving that is visible immediately on the next
bill and provides cost feedback to support budget planning. The
usage-based costing model is very interesting for organizations
that actively practice application optimization. Applying an
update that uses caching to reduce calls to their back office by
50% will have an immediate impact on costs. This savings will
accrue immediately after the update. This on-demand costing
model also affects organizations that have picks of activity. The
picks will be reflected on their invoice as an additional charge.

Organizations where the business is data analysis oriented
can get impressive results in term of the reduction of time to
market by using the Cloud. Since the Cloud offers a scalable
infrastructure, parallelization of data analytics is one effective
way to accelerate time to results. Putting parallel analysis pro-
cesses, which normally take 100 hours of effort on a machine,
on 100 instances in the Cloud will reduce the overall processing
time to 1 hour. Swapping machine instances is at the heart of the
Cloud IaaS. Moreover Cloud providers offer specific solutions to
exploit parallelization using big-data techniques. By using this
elastic infrastructure provided by the Cloud, applications can
reduce time-to-market without any upfront investment.

10.2.2 Metrics
This section introduces an approach to defining and repre-

senting the concepts and uses of measurement within the con-
text of Cloud services and their underlying components.
However Cloud metrology is not necessarily well understood by
the stakeholders. Metrics and measurement artifacts often have
several definitions, which make it very difficult for the service
customer to use these metrics as a thrusted and standard
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measurement method. We propose a focus on Key Performance
Indicators (KPIs) [8] as a framework to help organizations to
define and measure progress toward organizational goals. The
KPIs in Cloud services aim to be the measurement indicators
for the adaptation and the progression of the Cloud services
according to the organization’s objectives.

Acquiring new customers and growing the business are the
main challenges of organizations that are using the Cloud ser-
vices to host their applications. These organizations need to
consider seriously the metrics that show their ability to generate
recurring revenue, retain customers, and to attract customers at
a reasonable acquisition cost. Organizations nowadays use
some common Cloud metric KPIs as described below.

One of the most important Cloud KPIs is the Customer
Retention Rate (CRR). This KPI has three main impacts on
subscription-based businesses. It affects the customer satisfaction
levels, the recurring revenue, and the growth of the business. The
value of the consumer retention is very hard to overstate and this
holds for all the organizations, independent of their activity sec-
tor. According to research [9], an increase in consumer retention,
even a modest increase, can have a big impact on the profits.
This study shows that a 5% increase in consumer retention can
bring an increase of more than 50% on the organization profits.
The consumer retention rate KPI is interesting for organizations
since they can anticipate the investment in marketing required to
keep their sales rate stable. Indeed, generating revenue from loyal
customers is less expensive than generating revenue by acquiring
new consumers.

Financial institutions and telecommunication companies
tend to have subscription-based businesses. The monthly recur-
ring revenue is at the center of those organizations business
model. One of the top priorities for these types of organizations
is increasing the revenue from current customers. The Monthly
Recurring Revenue (MRR) KPI helps those organizations to mea-
sure customer satisfaction and loyalty.

Indicators and metrics related to consumers and revenue are
very important to the Cloud-based businesses. However they
are not the only important metrics that organizations should
monitor. KPIs related to the software development and deploy-
ment life cycle have a big impact on their businesses. The ability
to deliver software updates faster to meet the consumer needs,
with fewer malfunctions, and faster resolution of reported pro-
blems allows organizations to produce valuable software that will
be deployed in the Cloud. DevOps [10] is a development method-
ology that helps organizations to achieve those objectives.
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DevOps-related KPIs are used to define measurable goals that
associate the development and the deployment life cycle to the
organization’s objectives. They are used to analyze what went
wrong and allow teams to be transparent and share metrics with
other teams on the organization like customer support and sales.

One important indicator for DevOps is the Feature vs Bug
(FVB) KPI that monitors the number of bug issues as compared
to the number of feature issues. This indicator allows the team
to see how bugs, which are issues related to failure to meet spe-
cifications that teams have to fix, compare to feature issues that
require changes to specifications. This indicator helps to adapt
the speed of the team’s efforts to fix these fundamentally differ-
ent issue types. Teams use this indicator to monitor whether
feature issues are within feature limits and that the current bug
issues are within bug limits.

Another interesting indicator is the Project Burndown (PBD)
KPI. Since Agile [11] methods recommend an iterative and
incremental cycle, the PBD KPI is a metric that displays and
compares project iteration projections to the number of itera-
tions completed in the project. This metric allows you to keep a
close eye on project iterations and, especially, on how they
compare to the number of iterations that the DevOps team
thinks they can complete.

10.3 Safety Concerns
Safety is a topic that is a challenge to Information and

Communications Technology (ICT) in general. Safety is the con-
cern about hazards that may result from malfunctioning beha-
viors of a system, whether they be from the cyber or the physical
realizations of the system or from interactions between them.
This challenge is also relevant to the Cloud since it has a promi-
nent place in the organizations’ ICT strategy. The organization
that uses the Cloud needs protection from failures, damage,
accidents, and harm. Moreover, they need to define boundaries
and responsibilities in terms of harms and hazard against their
Cloud provider. Indeed, the Cloud is used in many applications
that enable sensing and actuation in the real world. Consider
the emergency response example presented in Section 10.1.1.
The Cloud is an active part of the emergency system and may
affect the physical world through the actuators. Nevertheless the
controllers of such systems are actually deployed in the Cloud,
any dysfunction of the Cloud may introduce severe hazards into
the system. Those hazards are directly related to the applications
built on top of the Cloud. Those hazards are not related to the
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essence of the Cloud as it is used to host the virtual part of such
a system. However they are relevant to the overall system where
the Cloud deployed services are connected with the physical
part of the system to build the CPS system.

The rest of this section discusses safety concerns related to
the Cloud in order to help organizations define an efficient con-
trol of recognized hazards to achieve an acceptable level of risk.
This section focus on two aspects of the Cloud where the risk is
omnipresent: on-premise Cloud and Cloud storage.

The sections that follow deal with hazards for Cloud infra-
structure for owners, operators and some hazards for Cloud
customers. A complete safety analysis of Cloud computing
should also examine hazards to owners and users of the sys-
tems ‘connected by the Cloud’ and would involve some kind of
distributed interface agreement between Cloud and Cloud cus-
tomer, at a minimum. This is little study of this topic currently
but the reader should anticipate a much broader and deeper
discussion of Cloud computing safety.

10.3.1 Data Centers
By opting for an on-premise Cloud solution, the organization

has to manage server and hardware in data centers. To ensure a
safe working environment in such space, the potential risks that
hardware and the personnel may be exposed to need to be
considered seriously. The risks include common risks such as
fire and natural disasters. It also includes specific risks of infor-
mation technology systems such as hardware failure, outages,
electrocution, and physical injuries. To avoid and mitigate these
risks, proper inspections, procedures, and training need to be
part of the initial investment. Failure to prepare for such risks
can be the main cause of outages in your data center. Moreover,
the impact may be an Occupational Safety and Health
Administration (OSHA) [12] noncompliance issue or injury to
an employee. Organizations that choose an on-premise solution
cannot expect that safe workplaces just happen, they have to
put safety as a primary concern and plan and act to have a safe
work environment.

Safety begins at the design level. Indeed, data center safety
planning should be part of the initial design. This plan needs
to take in consideration the analysis of the operations done to
install and maintain the hardware. This includes the physical
implementation steps that operators take to mount/relocate
racks, load/unload servers, monitor the servers, and to per-
form the routine physical maintenance tasks. One of the
actions that can be taken at the design level is the
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development of a well-designed floor plan that maximizes
safety and simplifies emergency evacuation. In addition,
improvement of the center’s wiring contributes to data center
safety. The organization should remove hardware hazards like the
“spaghetti” of networking cables or holes in raised flooring those
employees might trip on. Organizations should not minimize the
impact of such simple and straightforward practices, neglecting
those practices when facilitating server upgrades or network
expansions may adversely impact the real possibility of physical
injury.

Maintenance of the safety-related installations is an impor-
tant item for the operating data centers safety. For business pur-
poses, organizations focus the maintenance activities on testing
the reliability of backup electrical systems like power distribu-
tion units and UPS’s. However, fire detection and suppression
systems deserve attention when it comes to maintenance. It is
critical that these safety installations be regularly inspected and
maintained. Nevertheless evacuation plans should be kept fully
uptodate and available. Not only the evacuations plans, but also
all the work instructions have to be clear and well defined. The
employees working in data centers should know precisely what
the organization expects of them. Providing thorough training,
unmistakable diagrams, and clearly written instructions is the
best way to help employees understand their responsibilities.
Basic data center safety instructions for lifting hardware and
operating a server lift should be included in the organization’s
work process documentation.

The safety process is not a one shot effort; the organization
managers should watch and learn how each employee performs
their everyday operations. This tracking has two objectives. The
first is to have the assurance that the employees are following
the safety procedures. Especially the assurance that they are not
taking shortcuts that could compromise data center safety and
expose them to injury or other risks. The second is to improve
the existing procedures based on the employees’ feedback. The
safety process should not be limited to every day operations. The
organization needs to include procedures for natural disasters in
the safety process. Employees should be trained on preparedness
for natural disasters that includes earthquakes, floods, hurri-
canes, and tornadoes. In some geographic areas, those who are
most prone to these types of disasters, common practices verifi-
cation such as anchoring equipment and storing materials in
addition to the procedures for evacuation and holding areas
should all be well-defined, tested, and well-understood by all the
employees.
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10.3.2 Cloud Data Storage
Multiple elements define just how safe Cloud storage is and

which are the different security aspects that define safety. An
organization that uses the Cloud, especially for critical data,
needs to have assurance of the safety and the reliability of the
infrastructure on which their information will be stored. The
Cloud storage providers apply many safety mechanisms. Even
with the hackers’ attacks on those infrastructures, those of the
Cloud providers, Cloud storage remains one of the safest and
the most reliable ways to store data. The Safety of the stored
data is one of the main reasons that encourage Cloud consu-
mers to use such platforms. Thus Cloud storage providers use
many techniques to assure this safety.

The storage safety involves keeping data out of the reach of
hackers. For the data safety the providers use encryption as front
line of defense to avoid hackers’ attacks. The encryption meth-
ods used to transfer the data from/to the Cloud storage are
based on complex ciphering algorithms for better protection. A
key is shared between the Cloud provider and the consumer.
This key allows both of them to cipher and decipher the trans-
mitted data. Even if the hacker is able to get the data by sniffing
the network, he will need the key to decipher the encrypted
data. Although encrypted information may be cracked, decryp-
tion requires processing power that is not available everywhere,
dedicated software for forensics, and enough time, all of which
discourage malicious attackers. To achieve 100% safety assur-
ance, relative to network-based attacks; the only solution is to
keep the data offline. However Cloud storage providers utilize
more complex security methods than average organizations [13].
Those methods allow the Cloud storage providers to achieve an
acceptable safety assurance for the majority of businesses.
Nevertheless the data stored in the Cloud profits from an added
level of protection since organizations delegate safety to the pro-
viders that have this concern at the heart of their business.

When organizations use Cloud storage infrastructure from a
provider, it implies that they delegate all the safety concerns
related to the physical storage to the Cloud provider. The concerns
that remain the responsibility of organizations are those related
to the safety of data transfer and the robustness of the proce-
dures implemented by the provider. Security is one of the decisive
arguments for an organization in migrating to the Cloud. Safety is
one of the top priorities of the majority of the institutions.
Especially for government agencies and financial institutions,
safety is paramount. The Cloud providers cannot assure a 0% risk
on their platforms, the risk of a data breach is always a possibility.
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Organizations need to evaluate this risk to enjoy the benefit of
the Cloud without ruining their business. To evaluate the risk
of data breaches, organizations need to realize that those data
breaches occur on out-of-date online systems that are still using
out-of-date security measures. Migration to the Cloud challenges
organizations to rethink the design of their systems, embracing the
latest technology means that the organization will avoid all known
data breaches and assure the best state-of-the-art safety methods’
usage. Organizations should not be afraid to upgrade their systems
to use Cloud storage. The Cloud will encourage them to use safer
technologies and methods that will not introduce new risk for
security breaches. Cloud storage is safer than the legacy servers
are. However migration to the Cloud should be accompanied by
the employment of best practices to keep the business safe.

Mobile devices introduce new challenges [14] in addressing
Cloud safety concerns. Bring Your Own Device (BYOD) is an
Information technology policy where employees are encouraged
to use their personal mobile devices to access the organization’s
data storage and systems. Organizations have to know the devices
and the employees that are using those devices. Indeed, some
employees do not prefer to have separate devices for personal use
and for work. Especially on the modern workplaces where the tel-
eworking is encouraged. From the organization’s perspective, the
BYOD may be efficient if everyone understands how to keep the
devices and the systems safe. Safety procedures should be defined
for the usage of all the personal devices in addition to a good
monitoring solution to track the access of those devices to the
system. Nevertheless holding frequent meetings to communicate
and inform about safety concerns is important. For example,
what applications are secure and which personal device is safe in
addition to reminding employees about the mandatory protection
rules whenever they are away from their desks.

Once again, a complete study of Cloud computing safety
remains to be done and will surely be the topic of future publi-
cations on the topic.

10.4 Cloud Security
An organization that moves its applications to the Cloud will

not make the application security responsibilities disappear by
design. The organizations need to anticipate risks and develop
creative ways to mitigate them. This section discusses why the
organizations should not fear the switch to the Cloud, stresses
the threat profile associated with the Cloud usage, and gives a
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list of the best practices that the organizations should apply to
secure their deployed applications on the Cloud.

Indeed, information technology businesses are known for their
propensity for innovation. However many of those businesses
struggle with lingering apprehensions about switching to the
Cloud. The hesitation is not caused by specific security concerns,
but a limited number of common security issues. These common
concerns cause them to overestimate the risks involved in switch-
ing to the Cloud. One of the main concerns that cause anxiety for
decision makers of the organizations is the simple fact that the
security means different things to different decision makers. The
Cloud is associated by many with a convenient place to store
music and photos online. However, for technically oriented
employees, it means a complete software execution environment
of an infrastructure for desktop-as-a-service desktop virtualization.

To establish security protocols [15] that allow organizations to
stay protected while switching to the Cloud, the role that the Cloud
should play has be clear and well-defined. Misunderstanding the
role of the Cloud may have a negative impact on the security. Since
the Cloud includes multiple concepts, designed to address many
business needs, those concepts should not be merged into a solu-
tion without fully understanding the desired outcomes. Clearly
articulating the needs and the Cloud concepts addressing those
needs is the key to success in the switch to the Cloud.

Cloud migration changes the way that organizations manage
the information technology infrastructure. Organizations need
to give up some control of hardware to the Cloud providers
and, relinquishin doing so, relinquish control over where their
data are stored and who is accessing the servers where their
data are stored. The organization needs to understand that
once the data are transferred to the Cloud, their teams are no
longer responsible for the data and it is instead the Cloud pro-
vider professional that is responsible for all the aspects of the
data storage including the security and the isolation of the data.

Giving up the control to the Cloud provider may cause con-
cern from the organization’s employees. If the organization is
migrating from an on-site infrastructure to an external Cloud
provider for example, delegating the management and the con-
trol of the servers and the data storage to the Cloud may cause
a fear of losing jobs. The managers need to explain that this
drastic organizational change may be a good opportunity for
the impacted employees to stay current and adopt new skills.
The employees need to understand that maintaining outdated
resources is not the interesting part of the organization’s busi-
ness and they need to focus on new skills that are of more value
to the business. Moreover, since technology changes all the
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time, this is an opportunity to acquire and maintain state-of-
the-art skills. This change will benefit at the same time the
employees’ resumes and the organization’s business.

Potential for data loss is one of the most persistent and con-
crete fears associated with Cloud storage. There is no assurance
of 100% security and safety for the data neither on traditional
systems nor in the Cloud. However organizations can combat
this fear by finding a Cloud provider that offers comparable
assurance to the traditional system. Some Cloud providers offer
back up, disaster recovery, etc.; those features can help the
organization to determine if the provider is suitable for the criti-
cality of their business needs.

10.4.1 Threat Profile
Security threats in the Cloud are real. However most of those

threat concerns are overstated, unfounded, and easily managed.
Organizations need to build a threat profile adapted to their
business activities. To build a threat profile, organizations need
to consider first the common threats that are known. Based on
those threats, they may identify which threat constitutes a real
risk depending on their activities.

The possibility of a data breach is one of the biggest fears
related to working in a Cloud. External threats from hackers
and malware may have their roots in many factors including
the design, the implementation, and the configuration of the
Cloud application. Since applications run in multitenant envi-
ronment, organizations cannot control what the other users
are doing. This concern is not a specific to the Cloud; even for
traditional networked applications, the threat is real. However
organizations need to estimate and manage the risks of expos-
ing their applications on the network. The average attack of
networked applications for organizations according to [16] is
more than 15,000 attacks per year. The Cloud providers offer
techniques to avoid such attacks, like Denial-of-service
(DDoS) [17] that could compromise organizations’ data and
services.

The first line of defense for security in the Cloud is encryp-
tion. However traffic hijacking is a threat that involves the theft
of security credentials. It allows the hijacker later gaining access
to an organization’s privileged information. Hijackers can use
this stolen information to eavesdrop on transactions and per-
form modifications of data. The objective of the hijackers may
be financial gain and it may be to disrupt the business. Even
organizations that are big players in the Cloud may be affected
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by this threat. Amazon discovered a cross-scripting bug in 2010
that allowed Hijackers to steal the session IDs of certain users
[18]. Amazon kept the number of affected accounts secret.
Nevertheless all organizations that migrate to their Cloud might
be vulnerable to this type of attack.

Threats do not come only from malicious attacks; hardware
failure may cause severe damage to stored data and cause busi-
ness damage to organizations. The policies regarding disaster
management, the backup strategies, and datacenters’ location
have to be considered seriously by organizations as a part of
their benchmarking to find the most suitable Cloud provider.
Since they will delegate control over the physical location of the
servers, they need to verify the provider’s ability to handle emer-
gencies and disasters.

Application programming interfaces (APIs) are exposed by
the Cloud providers and used by organizations to access and
control resources in the Cloud. Those APIs are designed for the
application developers, they may suffer from a lack of docu-
mentation, or poor design. In some cases, third parties that
adapt those APIs to a specific interface manipulate those APIs.
The threat introduced by the APIs may affect the entire system.
They are critical Cloud security vulnerabilities for many Cloud
providers and consumers.

The DDoS attacks can have catastrophic implications for
the organizations. As the pricing model for most Cloud provi-
ders is based on resource consumption, DDoS attacks may
have a direct impact on costs. Even if Cloud providers have
elastic resource allocation to avoid unavailability of the ser-
vice, degradation of application performance may occur due
to a centralized data management for example. The resulting
downtime and other access problems due of the DDoS attacks
may potentially leave the system open to other types of
attacks.

As a multitenant environment, resources are shared between
the organizations that are using the Cloud provider’s infrastruc-
ture. Vulnerabilities may be introduced because of some isola-
tion issues. The challenge in this context is to avoid this shared
vulnerability. First, the organization needs to identify which
Cloud provider uses the most sophisticated isolation technology
to minimize the risk. Second, the organization needs to adopt
additional security protocols to enforce the security and miti-
gate the shared vulnerability. For example, file system encryp-
tion for the data stored in the Cloud could avoid the risk of
access to this data by malware introduced into the datacenter
by other Cloud consumers.
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The threat of attack is not only from outside hackers, mali-
cious insiders constitute a growing risk in nowadays data cen-
ters. As the Cloud is becoming popular, the data centers are
more implanted than ever. The Cloud providers have to manage
multiple data centers. They contract freelancers to respond to
some urgent demand on maintenance or upgrade on their data
centers. The companies that are using the Cloud store their
data and run their application on those data centers without
any control over this infrastructure. Indeed, this complex task of
managing the data centers has raised the possibility of an inside
attack from an unscrupulous contractor. That makes insider
attacks a growing Cloud security threat.

The Cloud is not only the target for the attacks; hackers use
this infrastructure also as a vehicle for attacks. In the same
way that the Cloud offers a scalable infrastructure for autho-
rized business uses. Unlawful attacks can use the power of this
anonymous infrastructure to launch session hijacking, com-
plex DDoS attacks, spread malware, and share pirated mate-
rial. The second-largest breach ever [18] was executed using
Amazon infrastructure in April 2012 by an anonymous user
against Sony’s PlayStation Network. This attack allowed an
anonymous user to access information of more than 100 mil-
lion users. Even if these attacks do not affect directly the other
applications running on the same Cloud. The Cloud providers
cannot determine if the usage of their infrastructure is for
authorized or unauthorized proposes. They can react only after
checking for compliance for illegal or unethical uses of their
infrastructure.

Failure of due diligence is the common characteristic among
the majority of the treats related to the security of the Cloud.
Organizations have the responsibility to ensure that the chosen
Cloud meets their requirement in term of security. Moreover,
they do not to rely on the Cloud provider for all aspects of secu-
rity. They have to enforce the provider’s security by adopting
protocols and procedures to meet their specific requirements.
Before the data or services are migrated to the Cloud, it is
imperative to know the risks and understand the provider’s
security process. The providers have account specialists
assigned to the organization to answer their questions.
However, organizations need to be able to ask the right ques-
tions. Nevertheless organizations have the responsibility to
know the legal obligations with regard to the confidentiality of
their user’s data. They have to be compliant with PCI, HIPAA,
and other relevant regulations like data breach, backup failure,
or insufficient record keeping.
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10.4.2 Best Practices
Organizations outsource control when they move their data

or their software to the Cloud environment. However they are
able to maintain a perfectly safe and reliable secure system. The
Cloud is an environment where the organization can benefit
from the convenience and affordability in addition to the
security and the safety. Knowing the Cloud security threats
should encourage the organizations to implement control at the
hardware, software, and procedural levels. This will help miti-
gate the risk and maintain tools to control and recover in the
worst case. The organizations can adopt four main best prac-
tices to reduce concerns about the Cloud and make it safer and
more secure.

The switch to the Cloud environment is not an arbitrary deci-
sion, an organization needs to plan this switch and begin with a
thorough risk assessment. It should define how an outage would
affect their business workflow, supply chain, and regulatory
compliance. Even if the risk of outage exists, planning will help
the organization to maintain business continuity in case of an
outage or a security breach. The employees should be at the
heart of the migration and Cloud-related operations. They
should be consulted and informed of new protocols and rules
for accessing to the Cloud resources.

The best defense against data and network-related threats is
encryption. It assures the confidentiality of the information both
on transfer and on the storage levels. The information should
not be sent unencrypted to the Cloud. Important data should be
encrypted before the transfer to the Cloud. In addition to regular
encryption, the usage of an enterprise-grade protocol [19] is
highly recommended for the most critical files and applications.
Even if the data are encrypted, controlling and implementing
privilege-based procedures for accessing data is a key for secu-
rity. Employees should only access the information required to
complete their job. These access policies prevent accidental
security breaches and malicious insiders. The organization
needs to define clear policies regarding authentication without
over complicating [20] the procedure by using mechanisms like
two-factor authentication.

The migration of the information technology system to the
Cloud should be an integrative operation. Uncontrolled moves
to the Cloud may introduce additional risk that is not need. The
migration procedure should begin with the least-critical data.
This will allow the organization to assess the policies and the
procedures based on early feedback. Moreover in this manner
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employees will have time to become more comfortable with the
new platform and to test for vulnerabilities. Some of the soft-
ware is closely related to some specific data; the organization
should determine which applications require interaction or rely
on shared data. Those components have to be migrated at the
same time to reduce latency issues. Nevertheless the migration
to the Cloud is an opportunity for the organizations to update
the software and operating systems and especially to update
patches and licenses.

Cloud providers offer management and monitoring tools.
The organization should take advantage of virtual management
software that provides greater visibility into all the infrastruc-
ture activity, including networking and data storage. The major-
ity of those tools offer notifications based on network events,
suspicious behavior, and other correlations that may indicate
an attack. This monitoring is not optional, many regulatory
standards expect organizations to collect and monitor log data
in order to be compliant with those standards.

The rewards associated with using the Cloud is worth the
risk. Cloud computing is a technology that will be with us for a
long time. Organizations are realizing the advantages of Cloud
usage from the cost savings to scalability and monitoring. The
failure of the Cloud migration is mostly due to the lack of prep-
aration by organizations. The price of those failures may be
high. Moving to the Cloud involves exchanging one set of
responsibilities for another. The organizations give up the
control over some aspects of security and they have to focus on
other security aspects that are closer to their main business. For
sure, it is possible to maintain an effective and proactive
security posture after migrating business process to the Cloud.

References
[1] K.Y. Chung, J. Yoo, K.J. Kim, Recent trends on mobile computing and future

networks, Pers Ubiquit Comput 18 (3) (2014) 489�491.

[2] P. Mell, T. Grance, The NIST definition of Cloud computing, Natl Inst Stand

Technol 53 (6) (2009) 50.

[3] L. Wang, J. Tao, M. Kunze, A. Castellanos, D. Kramer, W. Karl, Scientific

Cloud computing: early definition and experience, in: High Performance

Computing and Communications, 2008. HPCC ’08. 10th IEEE International

Conference on, 2008.

[4] H.T. Dinh, C. Lee, D. Niyato, P. Wang, A survey of mobile Cloud computing:

architecture, applications, and approaches, Wirel Commun Mob Comput 13

(18) (2013) 1587�1611.

[5] A. Wittig, M. Wittig, Amazon Web Services in Action, Manning Publications

Co., 2015.

222 Chapter 10 CLOUD AND MOBILE CLOUD ARCHITECTURE, SECURITY AND SAFETY

http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref1
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref1
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref1
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref2
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref2
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref3
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref3
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref3
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref3
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref4
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref4


[6] M. Armbrust, A. Fox, R. Griffith, A.D. Joseph, R. Katz, A. Konwinski, et al.,

A view of Cloud computing, Commun ACM 53 (4) (2010) 50�58.

[7] R. Alur, Principles of Cyber-Physical Systems, MIT Press, Cambridge, MA, 2015.

[8] D. Parmenter, Key Performance Indicators: Developing, Implementing, and

Using Winning KPIs, John Wiley& Sons, New York, NY, 2015.

[9] S.-C. Chen, A study of customer e-loyalty: the role of mediators, in:

Proceedings of the 2010 Academy of Marketing Science (AMS) Annual

Conference, 2015.

[10] W. John, C. Meirosu, P. Sköldström, F. Nemeth, A. Gulyas, M. Kind, et al.,

Initial Service Provider DevOps concept, capabilities and proposed tools,

arXiv preprint arXiv:1510.02220, 2015.

[11] R. Levy, M. Short, P. Measey, Agile Foundations: Principles, Practices and

Frameworks, London, UK, 2015.

[12] R. Administrators, D. Dougherty, Occupational Safety & Health

Administration (OSHA), Washington, DC, 2015.

[13] S. Kamara, K. Lauter, Cryptographic Cloud storage, Financial Cryptography

and Data Security, Springer, New York, NY, 2010, pp. 136�149.

[14] A. Bello Garba, J. Armarego, D. Murray, Bring your own device organizational

information security and privacy, ARPN J Eng Appl Sci 10 (3) (2015)

1279�1287.

[15] U. Gupta, Survey on security issues in file management in Cloud

computing environment, arXiv preprint arXiv:1505.00729, 2015.

[16] A. Potdar, P. Patil, R. Bagla, R. Pandey, Security solutions for Cloud

computing, Int J Comput Appl 128 (16) (2015).

[17] J. Mirkovic, P. Reiher, A taxonomy of DDoS attack and DDoS defense

mechanisms, ACM SIGCOMM Comput Commun Rev 34 (2) (2004) 39�53.

[18] P. Mosca, Y. Zhang, Z. Xiao, Y. Wang, others, Cloud Security: services,

risks, and a case study on amazon cloud services, Intl J Commun Netw

Syst Sci 7 (12) (2014) 529.

[19] A.H. Ranabahu, E.M. Maximilien, A.P. Sheth, K. Thirunarayan, A domain

specific language for enterprise grade Cloud-mobile hybrid applications,

in: Proceedings of the compilation of the co-located workshops on DSM’11,

TMC’11, AGERE! 2011, AOOPES’11, NEAT’11, \& VMIL’11, 2011.

[20] B. Schneier, Two-factor authentication: too little, too late, Commun ACM

48 (4) (2005) 136.

Chapter 10 CLOUD AND MOBILE CLOUD ARCHITECTURE, SECURITY AND SAFETY 223

http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref5
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref5
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref5
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref6
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref7
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref7
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref8
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref8
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref8
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref9
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref9
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref9
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref9
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref10
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref10
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref11
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref11
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref11
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref12
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref12
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref12
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref13
http://refhub.elsevier.com/B978-0-12-803773-7.00010-3/sbref13


11
A BRIEF INTRODUCTION
TO SMART GRID SAFETY
AND SECURITY
S. Khoussi1 and A. Mattas2
1The Mohammadia School of Engineers (EMI), Rabat, Morocco
2The School of Economic Sciences, Aristotle University of Thessaloniki,

Thessaloniki, Greece

11.1 Introduction to the Smart Grid

11.1.1 Overview
In recent years, many of us have heard the phrase smart grid

used in a variety of contexts. Others may not be familiar with
the terminology smart grid but may be aware that a new kind
of electric power usage metering has been deployed. We all are
aware of the times that our homes, businesses, and communi-
ties have “lost power,” either due to a storm, a fallen tree, or
simply “technical failures.”

Problems with the electric power system are discussed on
TV, in broadcast and print news, or even on the Internet. To
understand what the smart grid is, we need to first comprehend
better what is meant by the grid and by the term smart.

The grid or power grid refers to the electric power grid that
delivers electricity around the clock to satisfy users’ daily
demand for energy. In fact, electricity is critical to most of mod-
ern technology. We rely on it for almost all our activities
because most every device we have needs electric power in
order to operate. Our phones, our home appliances (light bulbs,
computers, televisions, ovens, HVAC, air-conditioning systems,
etc.) and even our cars are dependent on electrical energy.
Many of us take this precious utility for granted, thinking that
all we need to do is to connect our devices to a wall outlet. Only
when there is a blackout and the power grid goes down and
electricity is no longer available, when the lights are off, and the
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Internet is no longer working, do we start to realize and
appreciate its importance. One of the largest power outages in
recent history occurred in northeast United States and Canada
August 14�15 of 2003. This blackout caused serious inconve-
niences and risks for over 50 million people for almost two full
days in which 11 people died and a lot of money estimated to
billions of dollars in damages were reported [1].

Electricity supports the activities of our daily lives, it keeps
us going, and it keeps businesses running and schools open,
our streets safer, and our entertainment areas available.
Nowadays the world we live in would definitely be in chaos
without electricity, and our lives would come to a standstill
without it. People from all over the world need reliable electrical
energy to develop their societies and themselves. They need to
learn how to maintain and manage this critical resource.

This is where the word, smart, in smart grid comes into the
picture. The people who first used the word smart in conjunc-
tion with the word grid and who brought forth this concept
were convinced that the current grid would be unable to fulfill
the energy needs of future society and that to do so, some sig-
nificant changes had to be made. The power grid of the future
would need to meet changing demands efficiently and reliably.
It would have to do so with minimal environmental impact and
minimal waste. Thus the future grid would have to be respon-
sive, adaptive, and be so in fractions of a second.

Among the proposed improvements to the existing grid is to
make the grid situationally aware, more granularly than ever
before, and be able to use that information to respond locally to
meet the needs while coordinating regionally, and even globally,
to maintain stability and efficiency. In short the improvements
would require the grid to have some sort of intelligence or to be
“smarter” than what we have today. Scientists, researchers, indus-
trialists, and academics alike are all working together hand in
hand to make a smarter and stronger electricity grid and “energy
society” to achieve efficiency, resiliency, and a more environmen-
tally sound approach to meeting our energy needs. Thus the
smart grid has been called by many names including “electricity
with a brain,” “the energy Internet,” and “the electro-net” [2].

In Section 11.1.2, we explore aspects of the traditional power
grid, its components, its operations, as well as its problems.

11.1.2 The Traditional Power Grid
The power grid is one of the most complex engineered sys-

tems in modern world. It is an interconnected network consisting
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of power plants, transmission lines, substations, distribution
lines, and users. The whole idea of the power grid is to deliver
power from the generation sources to the service locations [3]
(businesses and consumers) [4,5]. And this is accomplished
today through these highlighted steps [6] of energy conversion
and delivery [7,8]:
• Generation

In 2014 there were about 19,745 individual generators,
with nameplate generation capacities of at least 1 megawatt
(MW) at about 7677 operational power plants in the United
States. A power plant may have one or more generators, and
some generators may use more than one type of fuel. Most
of these plants are centralized and built away from extremely
populated areas. These power plants contain electromechan-
ical generators, steered by water or by heat engines driven
by steam from chemical combustion of fossil fuel, including
coal, petroleum, natural gas, and liquefied petroleum gas [9].

• Transmission
To move the generated electric power over long distances

and with less loss, it is stepped up to higher voltages to sub-
stations through transmission lines, since power plants are
located in isolated and unpopulated regions away from con-
sumers [10,11].

• Distribution
Upon the arrival at a substation, usually near the users,

the power must be stepped down from the transmission
level voltage to a distribution level voltage. This step is called
the distribution phase and this portion of the grid is called
the distribution grid [12].

• Consumption
By now, the power has arrived at the service location.

Therefore it needs to be stepped down again from the distri-
bution voltage to the required service voltage(s).
Fig. 11.1 shows the different elements or components of the

power delivery system in the traditional grid.

11.1.3 Problems With the Conventional
Power Grid

It is important to mention that the conventional grid, the
electrical grid of the past century, is a unidirectional network.
This means that electricity flows unidirectionally from genera-
tors to substations, over transmissions lines, and eventually to
consumers’ outlets. Additionally it should be noted that most of
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the equipment and lines of the conventional power grid were
installed many years ego. They are large investments and
accordingly their provisioning typically takes years. As a result,
these grid elements are outdated and need to be maintained
and supervised frequently in order to keep the power flowing.
Also, fossil fuels are constantly being depleted, through this and
other uses, and are therefore generally getting more and more
expensive based on market prices. But the conventional grid
has challenges [14,15], (see Fig. 11.2). In fact:
• Conventional power generation plants are clustered and

built up around communities, therefore delivering electricity
to remote areas, intact with growth challenges our ability to
estimate future needs for the capacity of the delivery infra-
structure (the transmission and distribution lines).

• Installed grid elements were in many cases designed to meet
historical energy demands rather than the current demand.

• Increased demand for power during peak demand can be a
challenge to the existing grid infrastructure.

• Load balancing (generally electric power must be used as
soon as it is generated). Load balancing is about keeping the
demand curve within the generation curve. If demand
exceeds supply, then grid collapse occurs and electric power
is not available to any user on that grid. Whenever supply
exceeds demand, then the result is unused energy or waste.
One alternative would be to employ energy storage when
excess power is available to avoid waste and provide one
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grid

Generating step-up
transformer

Substation step-down
transformer

Residential
users

Commercial
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Figure 11.1 The different
stages of delivering electricity
in the conventional power
grid [13].
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more way to size the grid. Though present power storage
technology is more expensive than the benefit, this can
change with the cost of energy and with advances in those
technologies.

• One-way interaction: both energy and communication flow
in the conventional grid is from the generation source to
users. This means that the conventional power grid might
not be able to adjust to the growing energy demands, faces
challenges in locating grid failures, cannot spontaneously
reroute electricity, and faces potential overheating of power
lines (again energy loss or waste).

• Monitoring electricity flows remains largely manual.
• Frequent failures and blackouts: outages have become com-

mon due to natural disasters, weather, and technical issues
with grid controls; these outages increase risks of harm and
loss.
To address these issues, advanced teams are trying to replace

and modify the current grid to make it a smarter and more
adaptive power grid. The smart grid offers solutions to many of
the problems described above.

In the next subsection, we will review the components of the
smart grid and how they interact as we explore more of the dri-
vers, motivations, and solutions for a more adaptive power grid.

Generator

Transmission
system

Substation

Distribution system

Factory
Offices

Gasoline cars

Figure 11.2 Elements of the conventional grid [16].
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11.1.4 Drivers and Motivations
When first conceived, the purpose of a smarter power grid

[17,18] was:
• Improving demand side management: because electricity

demand was and is increasing exponentially with population
growth (each new user represents a potential for interactions
with each existing user most of which correspond to energy
usage)

• Improving energy efficiency and reducing greenhouse gas
emissions that are a result of chemical combustion, by using
renewable sources of energy instead of the traditional
sources of energy, which are more often dependent on
reserves of fossil fuel with. Those reserves are decreasing and
expected to reach a critical level in a relatively short time.

• Building a stronger, more reliable, and self-healing grid
against natural disasters as well as malicious attacks
However the Smart Grid Framework released in 2014 by the

National Institute of Standards and Technology (NIST) states
that a Smart Grid (SG) should be able to meet the following
additional requirements [19,20]:

• Improves the reliability of the power delivery system;

• Optimizes facility utilization and averts construction of

backup (peak load) power plants;

• Enhances capacity and efficiency of existing electric power

networks;

• Improves resilience to disruption;

• Enables predictive maintenance and self-healing responses to

system disturbances;

• Facilitates expanded deployment of renewable energy sources;

• Accommodates distributed power generation resources;

• Automates maintenance and operation;

• Reduces greenhouse gas emissions by, for example, enabling

the use of electric vehicles and new power sources

• Reduces oil consumption by reducing the need for inefficient

generation during peak usage periods;

• Presents opportunities to improve grid security;

• Enables new energy storage options;

• Increases consumer choice;

• Enables new products, services, and market [19]

So far, we have provided an overview of the historical context
for smart grid as well as the drivers and motivations that have led
engineers, researchers, industry leaders, and university faculty to
promote and study the concept of a smart grid. However we still
are developing smart grid best practices. Now we will explore the
definition of smart grid and the features and functions it offers.
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11.1.5 The “Smart Grid”
A basic definition of a smart grid is [21,22] that it is an evolv-

ing network of components for generation, distribution as well
as components for communications, controls, automation,
computers, new technologies, and management tools, all work-
ing together to make the grid efficient, reliable, secure, and
greener. A more comprehensive definition, offered by NIST in
its Smart Grid Framework [19], is “a modernized grid that
enables bidirectional flows of energy and uses two-way commu-
nication and control capabilities that will lead to an array of
new functionalities and applications.”

The terminology “modernized grid” conveys the idea that
smart grid is an enhancement to the conventional grid; it is not
replacing all the past technologies and tools at once since it
would be practically and financially impossible. Instead, the
smart grid offers significant and smart improvements that can
be deployed incrementally. Nonetheless there are going to be
some big changes in our energy usage.

A smarter grid will impact multiple aspects of our current
energy production and usage:
• The Production of Power

The world is depleting existing reserves of oil and natural
gas [23], the amount of technically and economically recover-
able oil and gas, so a need for alternative sources of energy is
being expressed. Though a portion of the demand for energy
is being satisfied by renewable resources such as wind, solar,
tidal, and others, power stations will still be required to adjust
their voltages (ramp their output voltage(s) up or down) to
ensure a balance between production and demand. In the
future conventional coal-based plants may be phased out and
be replaced by or converted to power stations using alter-
native sources of energy.

• The Infrastructure of the Grid
The traditional infrastructure of the grid, generation

plants, and distribution facilities must be changed or
enhanced to enable the efficient transport of large amounts
of energy from the location where it is produced tithe service
location. Therefore,
• More power plants, substations, and lines need to be built

and equipped with sensors and actuators to enable the
localization of failure, the rerouting of electricity, and to
avoid outages.

• Most existing grid components are over 50 years old and
need constant repair, so updating the infrastructure is
required [24].

Chapter 11 A BRIEF INTRODUCTION TO SMART GRID SAFETY AND SECURITY 231



• This new infrastructure must allow for a two-way transfer
of both electricity and information in a decentralized
architecture. This gives consumers an opportunity to par-
ticipate in the processes of generation and delivery of
energy.

• There may be a need for new businesses responsible for
energy storage and supply as backup for existing grid
capabilities.

• Demand Response [25]
Advanced information metering, monitoring, and man-

agement equipment can be embedded in the infrastructure.
Customers may appreciate having the option to track their
energy consumption and know when less costly energy is
available so customers can manage their own energy usage.
Therefore equipment for metering, monitoring, and manage-
ment should be included in the infrastructure.

In order to apply this concept and in response to a legis-
lative mandate EISA (Energy Independence and Security Act
of 2007) to US Department of Energy and NIST, NIST pro-
vided a conceptual model or framework for Smart Grid. This
model can be used as a reference to gain a better under-
standing of the Smart Grid and its components (Fig. 11.3)

Secure communication flows

Electrical flows

Domain

Markets

Bulk
generation

Transmission Distribution
Customer

Operations Service
provider

Figure 11.3 Conceptual model of the smart grid proposed by the National Institute of Standards and Technology
(NIST) [19].
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Now let us return to the concept of the conventional grid in
Fig. 11.2 and explore the addition of these new components to
it in order to clearly see the difference between the traditional
power grid and the smart grid:
• In the conventional grid, power was provided by massive

power plants that relyon coal and nuclear power to supply
consumers’ daily demands. But, as energy resources are not
flexible in terms of adapting the generation to demand, these
power plants are in general either operating, and producing
a fixed output, or not. In the new grid, we have new or non-
traditional sources, or so-called renewable energies; however
renewable energy sources are intermittent [26] so for now
they simply coexist with the previous power stations in the
hope of a complete separation in the future. This collabora-
tive generation is displayed in Fig. 11.4.

• Consumers are armed with appropriate monitoring and
metering equipment (Smart meters and appliances’ meters)
to control and track their consumption of energy based on
the current supply and market prices.

Wind turbines

Generator

Transmission
system
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System operator
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switch
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unit
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Distribution system
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Advanced control methods, such as
distribution automation
Improved interfaces, such as
distribution system modeling software

Energy storage facility

Electric vehicle
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Home area
network

Smart 
appliances
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Figure 11.4 The Smart Grid (compare with the conventional grid in Fig. 11.2) [16].
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• As electricity cannot be stored directly, instead it is being
transformed into heat [27] or thermal energy in these facili-
ties (gas turbines, pump storage, and others). This option
provides a buffer during consumption peak and satisfies the
increased load on the system.

• The smart grid concept offers a decentralized distribution of
power centers: Microgrids [28�30]. These are self-sufficient,
smaller scale distribution grids that are either connected to
the grid or, in certain situations, can island themselves, that
is, can disconnect from the grid. They have generation and/
or storage capability of their own and can, as such, feed
power back to the grid when connected.

• Two-way flows of electricity and information form the infra-
structure for the smart power management of the Smart
Grid [31]:
• Information flow in the SG: The SG is obtained from the

conventional grid by overlaying it with digital computers
and communication devices. These devices help coordi-
nate and link the delivery of energy from generators to
consumers, reroute electricity in cases of failures, monitor
the state of the grid, and control power stations depend-
ing on the loads on the grid;

• Electricity flow: In a SG, electricity can also be fed back
onto the grid by users. In fact, users may be able to par-
ticipate in the generation process of electricity using, for
example, solar panels at homes and feed it back into the
grid. Electric vehicles [32], also, provide buffers for power
when demand is high and/or when there is a favorable
price differential.

• Two major monitoring and measurement approaches are
being considered in the smart grid infrastructure, namely
sensors, for example phasor measurement units (PMUs)
[33,34]. Sensors are used for detecting mechanical failures in
the system (conductor failures, tower collapses, hotspots,
etc.). PMUs are there to provide a real-time measurement of
electrical quantities across the power system. Both are there
to help create a reliable power transmission and distribution
infrastructure.
So after including some of these new grid elements in the

picture, we end up with something like this:
To sum up, Table 11.1 gives a global view of why the Smart

Grid is way better suited to meet our current and future electric
power needs than the current grid:
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11.2 Safety Analysis for the Grid

11.2.1 Why Do We Need a Safety Analysis and
Why Is It Important

The purpose of this section is to outline an approach to the
safety analysis of grid systems based on what is called a Hazard
Analysis and Risk Assessment (HARA). Our summary is similar
to the HARA used in standards that informs on how to
approach electrical and power system safety, ranging from IEEE
3000 series of standards to US Department of Energy DOE-
STD-1170-2007 on safety guidance for nuclear power generation
to ISO 26262, and its predecessor IEC 61508, on software or
functional safety for automotive electric/electronic systems. The
HARA has two components. The first is an identification of
hazards and is based on the analysis of malfunctioning beha-
viors of system functions using guidewords such as “too much
function,” “to little function,” and so on. The second is a risk
assessment that can be expressed in terms of a Safety Integrity
Level (SIL). The SIL is an indication of the level of risk and is
calculated based on the frequency and severity of worst-case
scenarios or outcomes for that malfunctioning behavior while
operating the system being analyzed.

One result of the SIL of the system is the formulation of
safety goals for the system analyzed. These “goals” are called

Table 11.1 Difference Between the
Old Grid and the Smart Grid [35]

Existing Grid Smart Grid

Electromechanical Digital

One-way communication Two-way communication

Centralized generation Distributed generation

Few sensors Sensors throughout

Manual monitoring Self-monitoring

Manual restoration Self-healing

Failures and blackouts Adaptive and islanding

Limited control Pervasive control

Few customer choices Many customer choices
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such since they are set as high-level safety requirements for
any implementation of these functions of the system ana-
lyzed. At the same time the SIL of a critical function can
serve to inform those involved in the development of the
components of the system, involved in realizing the function,
as to required or recommended practices during that
development.

Hazard, risk, and safety are terms we hear expressed in a
variety of ways and contexts: this product or that chemical
agent has risks associated with its use, this task is a hazardous,
or this behavior is inherently unsafe. Usually, during the devel-
opment of a safe design, one designs and manages the activities
of the process according to safety best practices. While these
learnings are important, their application does not guarantee a
safe functioning system. The purpose of the HARA is ultimately
to anticipate and prevent risks that may lead to harm.

SIL classifications assess or estimate the level of risk and
safety standards that usually indicate the mitigation efforts
required in order to address the high-risk hazards that are iden-
tified. SILs are expressed as a discrete set of risk levels, from
lowest to highest, and should capture the risk of harm due to
failure of the mechanical or software systems that are used to
realize the system function.

We will outline a HARA to indicate how one may approach
the safety of the smart grid system. Although this outline is
not detailed, it does describe the steps needed to identify
the worst cases of risks for examples of critical Smart Grid
functions.

11.2.2 Hazards, Risks, and HARA?
Before we get into our use case, it is better to explain the dif-

ference between the terms hazard and risk since so many peo-
ple confuse hazard with risk and randomly use them to point to
the same thing. Hazard is considered to be “the potential to
cause harm” and a risk is the “likelihood of harm in defined cir-
cumstances” [36]. Finally, safety is the absence of both risks and
hazards given a particular system.

The HARA model is composed of two different parts [37]:
hazard analysis encompasses identifying the hazards potentially
created by a product, process, application, or a system. The risk
assessment, which is the step following the collection of poten-
tial hazards, is computing the probability and severity of each
hazard and assigning a risk score/level.
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11.2.3 Major Steps in a HARA Methodology
In order to achieve a safety analysis, it is recommended to

follow these steps:
• Define primary functions related to the system under study.
• Identify the hazards associated with each function’s forms of

malfunction.
• Estimate the credible worst case scenario associated with

each hazard.
• Estimate the severity of the harm that can occur in that

scenario.
• Assess the risk or likelihood of this scenario (or its

frequency)
• Document results

11.2.4 Use Case
Our use case is based on the example of and the correspond-

ing graphic describing the smart grid (see Fig. 11.4). Returning
to this figure, representing a smart grid system, consider the
result of performing the steps above full.

To begin with, let us define a primary function of the system
under study: to deliver electricity to consumers. To identify mal-
functions, with respect to this primary function, we use a list of
“guidewords” to generate the set of potential hazards. In other
words, we ask “what could go wrong?” with that function or “in
what different ways might this function fail to perform as
intended?” In doing so, we identify the hazards associated with
this function’s potential behaviors.

Historically, as in the nuclear reactor safety report of the
1970s [38], one has used as a starting point the worst case acci-
dents based on our experience of the system [39]. The authors
of that report then used a “causal tree” to decompose each of
these accidents, ultimately into failures of the smallest or sim-
plest components of the system. The likelihood of failure of
those components is typically well-understood through trials
and can be expressed as a probability of that failure. Once fully
populated, one can calculate the probability of the critical acci-
dent chosen, using the probabilities associated with each node
of the decomposition tree. This was the method used to develop
the first nuclear power reactor safety report in the 1970s, the
so-called Rasmussen Report. Its output is a probability of the
accident type in question and the accuracy of this method is
clearly sensitive to the completeness of the causal tree analysis.
In the terminology of the HARA, these accidents would arise, as
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worst-case scenarios, in the hazard analysis of the critical func-
tion performed by the reactor cooling system.

Returning to the primary critical function of the smart grid
and following the HARA methodology described earlier, here is
a sample hazard list based on a simple set of guidewords:
• too much power delivered;
• too little power delivered;
• no power delivery at all;
• intermittent power delivery.

To each of these hazards, we might regard scenarios associ-
ated with these hazards to be:
• Injury and fatalities due to explosion and fire caused by too

much power delivered
• Injury and fatalities due to overheating as a result of exces-

sive demand
• Injury and fatalities in vehicle collisions, resulting from road

lighting failures due to a power outage
• Injury and fatalities in traffic due to intermittent function of

traffic control systems due to intermittent power delivery
We could extend this listing of hazards, based on a more

refined list of function behaviors, but this list should suffice to
convey the basic concepts of the analysis.

The next step is to classify these scenarios according to the
severity (S), indicating the severity of resulting injury or accident,
and the exposure or frequency. Severity levels can be expressed
in words and then assigned a “level” [40], for example:
• S0 No Injuries
• S1 Light to moderate injuries
• S2 Severe to life-threatening (survival probable) injuries
• S3 Life-threatening (survival uncertain) to fatal injuries

Referring to the scenarios above, the most severe possible
consequence of these hazards is a fatality and hence the sever-
ity level assigned to each scenario is S3.

The next thing we need to do is to conduct a risk assessment.
This is based on exposure (the relative expected frequency of the
scenarios) and controllability (the relative likelihood that a haz-
ardous consequence can be prevented, either by operators or by
protections built into the system) levels. Just like severity (S),
they are described in words and assigned levels:

Exposure Classifications (E): (in practice numerical ranges
would be provided for each of these levels based on data gath-
ered from sufficient operating durations)
• E0 Incredibly unlikely
• E1 Very low probability (injury could happen only in rare

operating conditions)
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• E2 Low probability
• E3 Medium probability
• E4 High probability (injury could happen under most operat-

ing conditions)
Controllability Classifications (C): (again large amounts of

data would need to be gathered and analyzed based on docu-
mentation of operations)
• C0 Controllable in general
• C1 Simply controllable
• C2 Normally controllable
• C3 Difficult to control or uncontrollable

Referring back to our scenario, the figure shows that wind
turbines are used for renewable power generation. This is an
indicator suggesting that the city depicted in the figure is very
windy and therefore severe weather conditions can occur. Thus
we can say that the exposure to the injury scenario has a high
probability or an exposure level of E4.

As to controllability, it is obvious that such accident is diffi-
cult to manage once it happens. However it is most likely that
operators would arrange a protective environment for the trans-
mission area before installing the two poles, they might have
installed a fence or other protective measures. But since noth-
ing is displayed in Fig. 11.4 to indicate this, we can freely say
that the controllability level is C3.

To summarize, we have obtained the following levels for the
three classifications: severity (S3), exposure (E4), and controlla-
bility (C3), in this scenario. Keep in mind that the obtained clas-
sifications’ definitions are informative and, most importantly,
subjective. They are used to give an estimation of the SIL level
that relates to the overall risk of hazardous scenarios associated
with a function. One choice of possible SILs (used in automo-
tive ISO 26262 and similar to the approach used in its predeces-
sor in IEC 61508) is A, B, C, and D, where D corresponds to
difficult to control, life-threatening, as well as highly probable
scenario. The SIL level differs from one function to another.
And as we have said, it is used to inform people about what
kind of countermeasures they ought to take into consideration
in order to avoid any malicious events. In this case, it is recom-
mended to take action and try and think of how to secure the
transmission area effectively to avoid fatalities and also stop-
ping the process and wasting money.

Attached in Appendix A is a worksheet that reflects how the
HARA can be conducted. In terms of these three classifications, a
“Safety Integrity Level D” function (abbreviated “SIL D”) is defined
as a function whose most hazardous malfunctioning behaviors
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have a reasonable possibility of causing a life-threatening (survival
uncertain) or fatal injury, with the injury being physically possible
in most operating conditions, and with little chance the operator
or user can do something to prevent the injury. That is, SIL D is
the combination of S3, E4, and C3 classifications. For each single
reduction in any classification from its maximum value (excluding
reduction of C1 to C0), there is a single level reduction in the SIL
from D to C, then B, and then A.

Controllability

Severity

Exposure

Ability to avoid a specified harm or
damage through the timely reactions
of the persons involved

S1

E1 QM QM QM

QM QM

QM QM A

A

A

B

B

A

A

A B C

A

B C D

B C

BA

QM

QM

QM

QM

QM

QM

QM

QM

QM

QM

QM

C1 C2 C3

E2

E3

E4

E1

E2

E3

E4

E1

E2

E3

E4

S2

S3

Estimate of the extent of
harm to one or more
individuals that can occur
in a potentially hazardous
situation

State of being in an
operational situation that
can be hazardous if
coincident with the failure
mode under analysis

ASIL levels combined in terms of classifications described in
previous sections [41].

11.3 A Security Analysis for the Smart
Grid System

11.3.1 A New Approach to Smart Grid Security?
Smart Grid systems have emerged as an alternative platform

for providing timely, efficient, and uninterrupted electric power
to consumers. The Smart Grid offers innovations like smart
tracking, monitoring tools, infrastructure for optimizing elec-
tricity generation, and usage for both providers and consumers.
At the same time, the Smart Grid brings with it opportunities
for new businesses. One of the expected benefits is our ability
to maintain a satisfactory level of reliability. Failures and
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outages in any system may be the result of intrusions, either
physical or cyber. A cyber intrusion is one accomplished
through unauthorized access the information systems used in
the system for purposes of modifying or altering that informa-
tion. The consequence of such an intrusion may include
adversely affecting its assets. Thus the cybersecurity of the elec-
trical power grid is an important concern.

This section will discuss the concepts needed to address spe-
cifically the cybersecurity of Smart Grid. It is important to
understand the ways in which Smart Grid systems differ from
the information technology (IT) systems. Generally the Smart
Grid is an industrial control system (ICS). An ICS has to
meet all the security requirements of an IT system but the anal-
ysis of its security must also take in to account the Smart Grid’s
enormous physical layer. Furthermore the IT security of the
resources of a smart grid should take into consideration the
nature of parameters of an ICS environment in attempting to
reach an acceptable levels of service. One challenge to main-
taining adequate levels of service bearing in mind that the
Smart Grid consists of an electrical network of thousands of
miles of high-voltage lines that need intensive maintenance,
continuous measurements and monitoring, as well as accurate
controls. NIST Special Publication 800-82 emphasizes the differ-
ences between IT and ICS systems, giving a detailed analysis of
their requirements, risk, communications, and their efficient
management at both the cyber and the physical environment.
For these reasons, we can view the grid’s IT systems as a subset
of its ICS systems. Hence the security of the grid’s ICS system
comprehends the security of its IT system as well as additional
requirements and practices [42�44].

11.3.2 Background and Terminology
The research community of the information system has

developed the cybersecurity or IT security which consists of pol-
icies, procedures, and associated activities. All these compo-
nents contribute to the pursuit of protecting the cyber asset
(hardware, software, and data) of any unwanted criminal action
or damage. Similarly the security of smart grid has to deal with
the same system protection, but with broadening concepts
since its physical and cyber realm is even more enlarged and
more complex. Nevertheless both systems share the same high-
level security theory which is being discussed analytically in
this chapter. Before any security aspect, we will highlight below
the basic terminology of security theory.
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This terminology is being provided by the International
Organization for Standardization (ISO) was published on
2014 under the title of “Information Technology—Security
Techniques—Information Security Management Systems—
Overview and Vocabulary” and with a reference number ISO/
IEC 27000:2016 [45]. ISO Organization is constantly in collabo-
ration with universities, research institutions, and international
businesses to provide accurate common standards among
them. One of their main objectives is to publish a universal ter-
minology for better understanding, and we highlight some of
them below.

• Information system: applications, services, IT assets, or other

information handling components.

• Policy: intentions and direction of an organization as

formally expressed by its top management.

• Reliability: property of consistent intended behavior and results.

• Process: set of interrelated or interacting activities which

transforms inputs into outputs.

• Threat: potential cause of an unwanted incident, which may

result in harm to a system or organization.

• Vulnerability: weakness of an asset or control that can be

exploited by one or more threats.

• Attack: attempt to destroy, expose, alter disable, steal, or gain

unauthorized access to or make unauthorized use of an asset.

• Audit: systematic, independent, and documented process for

obtaining audit evidence and evaluating it objectively to

determine the extent to which the audit criteria are fulfilled.

• Risk: effect of uncertainty on objectives. Risk is often

characterized by reference to potential events and

consequences or a combination of these.

• Control: measure that is modifying risk. Controls include any

process, policy, device, practice, or other actions which modify

risk.

• Risk analysis: process to comprehend the nature of risk and to

determine the level of risk. Risk analysis provides the basis for

risk evaluation and decision about risk treatment.

• Risk management process: systematic application of

management policies, procedures, and practices to the

activities of communicating, consulting, establishing the

context and identifying, analyzing, evaluating, treating,

monitoring, and reviewing risk.

• Information security: the preservation of confidentiality,

integrity, availability and other properties, such as

authenticity, accountability, nonrepudiation, and reliability.
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11.3.3 Principles and Requirements
From the ISO security definition [45], there are three essen-

tial concepts that recur throughout different areas of security,
which are Confidentiality, Integrity, and Availability. Throughout
the research literature [46�50], the security community refers
those fundamental principles of security also as properties,
security requirements, or even security dimensions. Moreover,
they are broadly known as the CIA triad.

Integrity: property of accuracy and completeness.

The integrity supports the correctness and the completeness
of the information. Information modification must be done
from the corresponding authorize entity. Lack of integrity
results in the unauthorized alteration or loss of information
with subsequent results in the decision management of the
smart grid.

Confidentiality: property that information is not made available

or disclosed to unauthorized individuals, entities, or processes.

Confidentiality is imminently connected with the privacy
concept. It regards any security decision on whether some
information should be secured or open to the public. Specific at
smart grid, confidentiality focuses more on protecting the per-
sonal privacy and the power market information.

Availability: property of being accessible and usable upon

demand by an authorized entity.

Availability guarantees that a precise request of an autho-
rized entity will continuously have access and use of informa-
tion and services. It is obvious any unsuccessful fulfillment of
availability concept in the smart grid will result in a short or
long loss of the electrical power to an area.

The CIA security triad changes priority order (AIC) when is
focused on ICT systems like the smart grid. Although IT systems
are concerning more for their confidentiality and integrity of
their information, ICT systems need first to ensure the availabil-
ity to avoid any power blackouts’ consequences (Fig. 11.5).

11.3.4 Vulnerabilities
One of the major goals of ITs and ICS security is to mitigate

security risks and to protect the assets. A needed methodology
of a system to protect its assets is to adapt a vulnerability threat
control framework. Vulnerabilities can consider as weakness in
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some aspects of our system, and any vulnerability exploitation
has the potential to cause harm or loss to our assets. The vul-
nerability threat control framework integration with the power
grid using smart controls, computing devices, and communica-
tion networks, has a profound effect on the security of the
smart grid [51�53]. Below are some of the main issues:
• Individual privacy: smart grid devices collect on a daily basis

numerous amounts of information and make it available
from the service providers to the individual customer. That
information include personal information about consumers
such as when, where, what, and how much energy they are
using from which one might infer their private activities as
well as when their house is vacant which, in turn, could lead
to robbery or other serious crimes.

• Access control points: these so-called smart devices are
responsible for managing, controlling, and monitoring both
electricity power and users’ demand which makes them vul-
nerable to tampering. Even entry points into the network,
exposing it to a variety of physical and cyberattacks that may
cause harm to a person or a property and severe economic
loss.

• Outdated components: the smart grid will undoubtedly be
deployed gradually or incrementally due to the costs. As a
result, obsolete components will continue to participate in
the system and might act as overall security weaknesses in
the grid system since they will have to coexist with the new
generation of devices.

• Physical sabotage: smart grid network consists of many new
components which are installed during the routine daily
maintenance. Any unsuccessful installation or faulty compo-
nent can lead to the increased chances of physical access by
strangers, wanting to sabotage the infrastructure, and cause
local or global system failures.

Availability Integrity

Priority for IT systems

Priority for Smart Grid systems (ICS)

Confidentiality

Figure 11.5 The principles’ priority orders for both ITs and ICS.
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• Conflicts of interest: different stakeholders, collaborating to
provide disparate new elements of the smart grid, can be a
source of conflicts of interest leading to dangerous attacks.

• Varying workers’ backgrounds, as well as the lack of appro-
priate training of the staff, might be the cause of mistaken
judgments and other faulty decisions.

• Failures of interoperability: with the looser collaboration, at
the stakeholder and grid component levels, interoperability
failures between elements of the grid could be the source of
additional vulnerabilities. Misinterpreted information trans-
mitted from one part of the network to another, which could
either be incorrect or interpreted inaccurately, can trigger
actions that an attacker could leverage this vulnerability.

• Standardization of Internet protocols, computer programs,
and physical devices: any standards for smart grid can pro-
vide certain flexibility, interoperability, and also decrease
their cost. Nevertheless this may only result in all grid sys-
tems inheriting and accumulating vulnerabilities intrinsic to
IP, the hardware, or the software standards. For example, the
Internet protocols open to several kinds of attacks, including
IP Spoofing, Denial of Service (DoS), and more.
So far, we have reviewed various types of security weak-

nesses, related to the “smartness” of the new grid system; that
may be exploited by attackers, attempting to undermine the
function of the network. What kinds of attacks and attackers is
the subject of Section 11.3.5.

11.3.5 Threats
Because the effective provisioning of electric power is critical

and the investment is substantial, securing the smart grid and
addressing any threats to its functions are a high priority. These
experts are continuously predicting, analyzing, and brainstorm-
ing different scenarios that might cause this system to fail, now
or in the future [51,52,54].

A human being that intentionally exploits a vulnerability is
perpetrating an attack on the system, so an attack can be
defined as an intentional exploitation of a vulnerability in a sys-
tem. On the other hand, a threat is a set of circumstance that
has the potential to cause loss or harm. Examples of possible
grid system threats are the below type of attackers:
• Terrorist attacks or attacks intending to disrupt the grid

operations: these are some of the most dangerous attacks,
and the consequences can be severe.
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• Displeased employees who seek revenge through minor
attacks and/or intentional errors.

• Business competitors who sabotage each other’s companies
or organizations to achieve financial gain.

• Criminal intended actions by misled consumers would have
greater opportunity in a smart grid system to affect adversely
other power users.

• Nonmalicious attackers or pranksters. These are highly unpre-
dictable, and they are attacking the system either by unin-
tended activities or by intended ones like financial gain.
With these examples of potential attackers, those who may

want to mount attacks on the power system, let us discuss
some of the most commonly reported attacks and focus the
discussion on cybersecurity, security as it relates to the cyber
portion of the smart grid system.

According to the NIST Smart Grid Framework [49], the three
key cybersecurity requirements for the Smart Grid system are:
availability, integrity, and confidentiality. The attackers listed
above can bring about:
• Topology-based attacks: their purpose is to prevent operators

from having a full view of the topology of the smart grid sys-
tem by launching, for example, a DoS attack and thereby
blinding the operators to all of the grid systems and causing
them to make incorrect judgments and decisions. In other
words, a topology-based attack on smart grid aims at mislead-
ing the control center with incorrect topology information.

• Protocol-based violations: in this case, attackers hijack the
communication protocol using various engineering techni-
ques or by false injecting of unauthorized information.

• Component-based attacks: since most of the devices are in
the field and outside of the utility premises, and since they
are used to control remotely, manage, and monitor the grid
system from a distance, they can also be used audit any
failures.
Numerous reports of attacks or intrusions on the existing

grid have been issued by utilities [55], such as:
• Malware and virus are affecting smart meters, servers, and

controllers to interrupt communication transfers.
• Accessing of grid databases and hijacking of consumers’ per-

sonal information.

11.3.6 Proposed Solutions
There are different approaches to ICS defending that are

similar to the methods of an information and communication
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system. The first approach is prevention that can be accom-
plished by blocking an orchestrated attack to our smart grid
system or by entirely closing and eliminating a vulnerability.
The attacks are taking place when there is an intentional exploi-
tation of vulnerability. Thus, by closing the vulnerability, the
attacks cannot occur. The second method of defense is when
you can deter an attack. Deterrence involves different measures
to make the offense harder to accomplish. One other method is
to deflect one attack. Deflection requires a strategy where you
provide another target to the attacker which seemed to be more
attractive to the attacker but on the other hand less valuable to
the system. Last but not least is the mitigation of attack. It is
important because it is more applicable to systems like the
smart grid. Mitigation is defense mechanism where the neces-
sary steps are taken to make the impact of an attack less severe.
Due to the size and the complexity of a smart grid, it is usually
hard to prevent, deter, or deflect an attack. Thus the best strat-
egy is to have mechanisms in place which will contain the dam-
age from attacks.

We can classify possible smart grid threat mitigation solu-
tions as either physical or IT-based fixes [51�54]. In closing, we
enumerate some of the known threat mitigation solutions.

IT-based mitigation: some of the recommended IT-based
countermeasures as they relate to the threats or Smart Grid are:
• Assuring malware protection.
• Frequently assessing grid systems’ vulnerabilities to ensure

closed and secure points of weakness.
• Deploying awareness programs of best practices for users.
• Offering frequent training for staff members.
• Monitoring outdated grid equipment.
• Embedding security countermeasures such as security gate-

ways and Hardware Security Modules.
• Attention to potential vendors’ security mitigation

incompatibilities.
• Securing network communications by using VPN architec-

tures (Virtual Private Networks).
• Using smart devices to communicate only operations-critical

data and not all consumers’ private information.
• Using Public Key Infrastructure (PKI) to secure exchanges of

information.
• Designing and implementing a Network Intrusion Prevention

System.
• Permissions should not be guaranteed without identity verifica-

tion proper authentication mechanisms and robust protocols.
• Privacy concerns with the Smarty Grid and privacy use cases.
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Physical mitigation: Solutions addressing physical threats are
fundamentally related to hardware protection and securing
components and equipment of the infrastructure:
• Building a resilient physical network and safe infrastructure

by securing off premises equipment or by adding fences.
• Securing components inside and outside of the utility’s

premises
• Protecting equipment and power lines.
• Constructing hard to break devices with embedded security

by design.
• Making sure to install and maintain surveillance mechanisms.
• Making sure that the staff is well-trained and well-supervised.
• Frequently checking all the hardware and lines.

General speaking, we can say that there are two components
to a comprehensive approach to smart grid security, security
engineering, and threat mitigation. The former has elements
related directly to discovering threats and the latter fixes or
countermeasures. Optimally these two form an integrated
whole that is fully integrated into the core system development
process. Finally, it is well known that sustaining and increasing
the funds in mitigation area will be critical for the business and
academic security community to move forward. It is also essen-
tial for more effective security at any field of a smart grid to
recruit and retain employees with expertises and highly techni-
cal security knowledge throughout its operating lifespan.

11.3.7 Standards and Guidelines for Smart Grid
The smart grid is arguably one of the most vital engineered

systems of our modern times. Due to this fact, many documenta-
tion concerning the security of the smart grids are published and
different organizations have provided guidelines and standard
addressing smart grid cyber and physical security aspects. At the
US level, the NIST has released NISTIR [42,50] and NIST SP1108
[42,49] where they consider smart grid as a complex and an exten-
sive cyber-physical system. Specifically the NISTIR is separated
into three different volumes where they address cybersecurity
strategies, secure data exchange over smart grid and analysis of
potential vulnerabilities on the physical and cyber layers.

On the other hand, the EU countries [56], through the
decarbonized need of electricity power and the reduction of
the imported fossil and oil fuel, led them to invest enor-
mously mounts (it is estimated about 1.5 trillion euros [57,58])
on upgrading their electrical system to a smart grid.
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The governments of the EU countries, using the help of robust
stakeholder elicitation methods, publish numerous guidelines
and regulatory documents for the smart grid. Such materials
can be found at different European Organizations like ENISA
[48,49], which is an agency of European Union that deals with
improving network and information security, or at the
Departments of Energy of the EU countries like United
Kingdom’s, Germany’s, French’s, and others. For example,
Dutch Netbeheer Nederland Privacy and Security, Working
Group has released the “Privacy and Security of the Advanced
Metering Infrastructure” that describes a methodology for
secure metering infrastructure. Another one is the UK smart
grid Portal [59] that provides various information about the
UK smart grid ensuring that everything is available for learn-
ing and exploring all the ongoing aspects of the smart grid
development in the United Kingdom.
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Appendix A An example of the Hazard
Analysis and Risk Assessment
Model Worksheet

Reviewed/comments

Hazard tracking number

Hazard description

Risk analysis Hazard type

Hazard target

Exposure

Severity

Likelihood

Risk code

Risk mitigation Hazard controls

Control method

Control risk reduction
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12
THE ALGEBRA OF SYSTEMS
AND SYSTEM INTERACTIONS
WITH AN APPLICATION TO
SMART GRID
C. Mahmoudi1,3, H. Bilil2,3, and E. Griffor3
1Algorithmic, Complexity and Logic Laboratory - Paris-Est Créteil University,

Créteil, France 2Mohammadia School of Engineers, Mohammed V University,

Rabat, Morocco 3National Institute of Standards and Technology (NIST),

Gaithersburg, MD, United States

12.1 Design Behind Success of a
Smart Grid

The current state of the grid may be described as extremely
sophisticated; it is already carefully designed as a critical facility
to modern society. However this grid remains very sensitive to
integration with the new concepts involved an open power mar-
ket. Additionally an important percentage of the power generation
is encouraged to be based on renewable energy sources (RESs).
Hence utilities need to carefully weigh the effects of the integra-
tion of such systems when designing the composite smart grid.
In particular, they should take into account the factors that go
beyond their own grids and that influence their operating stability.
Indeed the communication with grid partners is an important
factor in the new grid design in order to allow actions beyond the
local grid boundaries. The grid has to know whether there consu-
mers are “plugging into” another electric provider or installing
new solar panels in order to act like a producer. Following this
logic, utilities are facing a real need to rethink, and redesign exist-
ing parts of the grid to accommodate these end-user changes and
bidirectional power flows. Our proposed algebra helps the utili-
ties’ engineers to think about such challenges, design them, and
verify the important design properties for their utilities.
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12.2 Trends in Renewable Energy
Integration

The power grids are real-time energy delivery systems. Real
time means that electricity is produced, transported, and deliv-
ered when we turn on the light switch. Power systems are not
storage systems such as water and gas systems. Indeed, in a con-
ventional power system, the generators produce the energy that
the demand requires [1]. The system begins with the production,
by which the electrical energy is produced in the power station
and then transformed in the transformer station into high-
voltage electrical energy that is more suitable for efficient long
distance transport. The electrical plants transform other energy
sources, in the process of generation, into electrical energy. For
example, heat, mechanical energy, hydraulic, chemical, solar,
wind, geothermal, nuclear, and others are used in the production
of electrical energy. The power lines, in the transport segment of
the electric power system, are intended to efficiently transport
electrical energy over long distances to the points of consump-
tion. Finally the transformer stations “step down” the high-
voltage electrical energy into low voltage, which is, transmitted
via the electrical distribution lines that are more appropriate for
the distribution of electric power to its destination, where it is
again stepped down to a voltage level appropriate for residential
consumption, commercial, and industrial.

Unlike the tree structure of unidirectional descending power
flow from generation toward consumption, the next generation
of power systems integrates distributed RES generators and the
structure becomes one of bidirectional power flow where each
node in the system can either be producer and/or consumer.
Fig. 12.1 shows the basic blocks of a next-generation electric
power network.

In recent decades many studies have been done on designing
hybrid renewable energy systems and proposing operation
modes for its components. These systems can be classed
according to the scale of designed network.

On one hand, the RES Integration can be into a microgrid or a
subgrid. This class consists of small networks powered by a
hybrid electric production system as microgrids. Several studies
have been conducted in order to optimize the design of a hybrid
system. In Ref. [2], the authors present a comparative study of
different structures of hybrid renewable energy systems.
Combinations of photovoltaic, wind, diesel generators, and bat-
teries are regarded as presenting the system designer every
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possibility that he/she might need to make the right decision
when sizing the system for its intended use. For each of the sce-
narios, the study takes into account the annualized cost and reli-
ability of the system as a multiobjective system. In fact the
proportion of renewable energy, the probability of load loss, and
the operating time of backup diesel generation represent the sys-
tem reliability. The decision variables included in the optimiza-
tion process are the power to install photovoltaic generator, wind
power, number of batteries, and the diesel generator power. This
approach has employed a multiobjective genetic algorithm [2] for
solving the described optimization problem. Moreover, the study
developed in Ref. [3] presents an overview on the design and
implementation of hybrid RESs.

On the other hand, several studies have been conducted on
the RESs integration into national networks on a large scale. For
instance, the study presented in Ref. [4] addresses the penetration
requirements of different RES technologies, which are assessed by
considering, at the same time, other attenuation strategies aiming
to reduce the global emissions of electricity networks and achiev-
ing the required objectives. Then the study of the impacts of the
climate change attenuation strategies on the demand and the mix
production has been envisaged to facilitate the RES penetration.
As an application of this approach, marginal emissions associated
with individual production technologies in the state of New South
Wales (NSW) were modeled, and the total emissions associated
with the electricity grid of NSW was evaluated. Furthermore, in
Ref. [5], the authors present long-term strategies for transmission
network infrastructure in order to integrate increasing amounts of
renewable energy for the periods from 2030 to 2050. Another
study developed in Ref. [6] points out the research problems
whose solutions would allow us to prepare and to better manage
the impact of RES integration into the German power system.
This study was investigated in the framework of the German
energy transition goals, called “Energiewende.” Many solutions
have been proposed as a network expansion and revision, more
flexible production in conventional power plants, and demand
control in the context of this new concept of smart grids and
smart markets. In the same context, the United States has
launched several studies, including a comparison of two studies
(“Sunshot Vision” and “Renewable Energy Future”) as presented
in Ref. [7]. The study developed in the framework of “Sunshot
Vision” evaluates the potential impact of solar technologies imple-
mentation with very low cost, while the “RE Future” study ana-
lyzes the benefits and impacts of providing up to 90% of the
country’s electricity from RES technologies. Both studies show
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that solar technologies could play a very important role in the US
power system over the next 20�40 years. They also state that
there are many challenges along the way to achieving such future
results. Other countries have initiated research projects on the
RES integration in order to increase penetration into their
national grids such as Canada, Brazil, South Africa, to name a few.

12.3 Power Systems Laws
Power systems are constrained by many laws that must be

considered in order to meet the widely varying electricity
demands while ensuring the correct and safe operation of the
whole system. However the most important power system con-
straint is “Power Balancing,” which requires that the power pro-
duced be exactly the sum of the power consumed and the grid
losses, as expressed in (12.1).

Pg 5Pd 1Ploss ð12:1Þ
where Pg is the produced power, Pd is the electricity demand,
and Ploss is the power lost in the grid links. Since electricity can-
not yet be economically stored in large quantities, the logistics
of power production is done dynamically in order to maintain
this power balance at any given moment. With the conventional
production, generation adjustment was possible (primary, sec-
ondary, and tertiary) to maintain this balance of production
power and demand power. However, with the distributed and
intermittent generation sources associated with the smart grid
concept, it will be necessary to develop system designs that will
guarantee the power balance. We will need tools to produce,
assess, and assure these system designs.

12.4 A Cyber-Physical System Algebra
The aim of this section is to present a formal framework

that provides the underlying semantics for a high-level cyber-
physical system (CPS) design language. This framework is
defined as an algebra, that is, a mathematical structure with a
set of elements and a set of operations on those elements. The
operations of an algebra frequently satisfy properties such as
commutativity, associativity, idempotency, and distributivity.
Our proposed framework provides some built-in smart grid�re-
lated properties that use smart-/microgrids as processes. They
are used as values for a parallel composition of a new CPS
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design. Parallel composition is defined to be a commutative
and associative operation on CPS.

12.4.1 The π-Calculus as Root
In our approach, a CPS is regarded as a composition of con-

current parts. The overall behavior of the CPS is structured by
the combination of the behaviors of its subsystems. We can
assimilate each subsystem to a process or an agent within the
overall CPS. The π-calculus [8] is a model of computation for
concurrent systems. It is also a process calculus that lets a
designer represent processes, parallel composition of processes,
synchronous communication between processes through chan-
nels, fresh channel creation, processes replication, and nonde-
terminism. The extension of such an algebra, as proposed here,
gives rise to a CPS Domain Specific Language (CPS-DSL). In this
DSL, a CPS component is defined as a process. Indeed, in this
framework, a smart grid component inherits properties from the
π-calculus such as those of composition and communication.
Those properties alone are not sufficient to address the specific
case of CPS. The CPS-DSL introduces a specialization model for
which the CPS under study being specified is modeled using the
proposed modeling language. In order to enrich the semantics
of the CPS-DSL, we define a framework where smart grid pro-
cess is defined within the specialization model based on the gen-
eral π-calculus processes. We use the higher order capabilities of
the π-calculus to exchange agents that capture the specific
behavior associated with smart grids.

The monadic π-calculus operations, between and on pro-
cesses, are explained below. If P and Q denote two processes
then:
• PjQ denotes a process composed of P and Q running in

parallel.
• aðxÞ:P denotes a process that waits to read a value x from

the channel a and then, having received it, behaves like P.
• ahxi: P denotes a process that first waits to send the value x

along the channel a and then, after x has been accepted by
some input process, behaves like P.

• ðν aÞ P ensures that a is a fresh new channel in P.
• !P denotes an infinite number of copies of P, all running in

parallel.
• P1Q denotes a process that behaves like either P or Q.
• Ø denotes the inert process that does nothing.

The polyadic [9] form of the π-calculus introduces vectors,
as parameters exchanged over the channels, of the form
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a ~xð Þ ≝ a x0; x1; x2; . . . ; xnð Þ where a is a channel, n is the arity if
the vector x noted n5 :x:. In addition to this notion, two
other notions are introduced and they will be at the heart of
our CPS-DSL:
• Abstraction on names for processes from a given process:

λ~xð ÞP.
• This is the essence of the parametric definition. It may be

used to define the parameters of a process inside its defi-
nition instead of writing the parameter on the process’s
name
�We can write K ~xð Þ ≝ P as an abstraction of ~x over P
K ≝ λ~xð ÞP

• This is the basis of the chaining combination between
processes. Consider an example, as illustrated in Fig. 12.2
where F ≝ λ að Þ ν xð Þa xh i and G ≝ λ bð Þ b xð Þ �τ. In order
to enable the chaining of those two processes, we can
create a new channel c and use the renaming to obtain a
chaining combination as
�ðν cÞðF jGÞ � ðν cÞ F c=a

� �jG c=b
� �� �

• Concretion of names from a process: ~x
� �

P. This is a way to
treat output dually to input. The concretion is used in order
to communicate datum already bound. Consider a process K
that defined as K ~xð Þ ≝ P and we have to send the output ~x
over the channel a as a ~x

� � �K ~xð Þ ≝ P. We can consider the
output prefix a ~x

� �
by bypassing the need of the parametric

definition as a �K if K ≝ ~x
� �

P
• K ≝ a ~x

� � �P ~xð Þ can be represented using the concretion-
based notation as a �K ≝ ~x

� �
P

Figure 12.2 Abstraction used
for chaining combination.
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12.4.2 CPS-Specific Language
The CPS design framework, that we are proposing, offers the

primitive structures built into the language to deal with CPS
components and their composition operator. Two distinct cate-
gories of elements are modeled in this approach:
• Components: Components are atomic building blocks of the

system. Those elements are characterized by their inputs,
outputs, and behavior. They are considered by the system as
a black box offering a function on the system. The compo-
nents are used to model both the cyber objects and the
physical objects.

• Composites: Composites are building blocks composed of
components or other composites. They aim to provide a
“Glue,” which enable connecting the components to each
other and offer a new feature. They may be considered com-
plex components as they aim to provide a function, even if
they are using component to provide that function. They are
characterized by their inputs, outputs, and the components
that they incorporate.
We introduce here syntactic sugar as a syntax within CPS-DSL

to make the composition easier to read or to express. Indeed, the
name CPS

�~b
	
is used to refer to both the composite grid and the

elements of the CPS. Therefore, we define the term CPS in (12.2)
as a parallel deterministic choice between a Composite in (12.6)
and a Grid Component in (12.5). The term CPS has a parameter
vector ~b that stands for “behavior.” This parameter is used to
pass an agent as a higher order parameter. The agent will drive
the behavior of the grid according to his specificities.

CPSðb
-
Þ ≝ ½jjbjj5 1�Componentðb0Þ

1 ½jjbjj 6¼ 1�Compositeððbi�ÞjjbjjÞ
ð12:2Þ

The definition of the term CPS calls Component if the arity
of the vector ~b is equal to one. It calls the term Composite if
the arity is greater than one. Before calling Composite, we
apply the composition operator, defined in (12.10), to the
elements of the vector ~b in order to chain them.

12.4.3 Application to the Smart Grid
The aim of our design framework is to provide a domain-

specific language for CPS. The language needs to embrace the
application domain of the CPS to provide relevant syntactic ele-
ments. In the smart grid domain of application we distinguish
the composition operator that is used to build a structural
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composition between two elements that may be a macrogrid
[11], microgrid [12], or a grid component [13].

The term Component is a generic term that represents the
elements of the Smart Grid [13]. This term is a generic one for
grid elements like:
• Asset Management Systems: elements used to help in the

optimization if the OpEx and CapEx.
• Building Automation and Control System: elements including

the control and management technology for building, plant,
facilities, etc.

• Decision Support Systems: elements used to protect the
equipment from fatal faults and avoid instabilities and black-
outs in the power systems.

• Distribution Automation: elements that promote automatic
self-configuration and self-healing features.

• Distribution Management System: elements used as the
control center for the distribution grid.

• Energy Management System: elements used as the control
center for the Transmission grid.

• Power Monitoring Systems: elements that supervise all activi-
ties and assets/electrical equipment.

• Smart Consumption: elements that lie at the interface
between distribution management and building automation.

• Smart Generation: elements used for fluctuating generation
from renewable energy.

• Smart Homes: elements representing houses that are
equipped with a home automation system and may generate
green energy.

• Smart Meter: remotely controllable electronic meters, also
called Advanced Metering Infrastructure (AMI).
As this components list is not exhaustive terminology of stan-

dardization is still ongoing, the proposed composition language
will evolve to meet the standardization effort under the leader-
ship of NIST (United States National Institute of Standards and
Technology) that is yielding good results as illustrated by the
NIST Framework and Roadmap for Smart Grid Interoperability
Standards (NIST-SP-1108, Release 3.0). Moreover, the behavior of
each element varies depending on his physical and/or cyber
properties, the proposed algebra allows the framework to decou-
ple the behavior from the composition mechanism. In other
words the composition of the grid components needs to be
agnostic to the execution context. In order to be more concrete,
let us consider the case of three agents, as shown in Fig. 12.3. In
this example, three communication channels are connecting
these agents. A consumption channel c, a production channel p,
and a metering channel m. The definition of the tree agents’
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behavior that we using for our use case is given in (12.3), (12.4),
and (12.5).

The agent Smart Home, as defined in (12.3), represents the
behavior of a smart home that consumes energy reserved on
the channel c, sends a message to the smart meter on the chan-
nel m and, if the home is not producing energy, it sends a null
value p Øh i on the channel p.

Smart HomeðÞ ≝ in c;m;p
� 	 � c unitð Þ �m unith i �p Øh i� 	

� ν p
0� 	
out p;m;p

0� � ð12:3Þ

The agent defined in (12.4) receives messages on the canal
m about the usage and then executes a nonobservable action.
That means that in this example, the metrics are not observable
at this abstraction level, only the exchange of the information
influences this system.

Smart MeterðÞ ≝ in c;m;p
� 	 � m unitð Þ �τð Þ � ν p

0� 	
out p;m;p

0� �

ð12:4Þ
In (12.5), we present a Smart Generation agent that repre-

sents a power generation behavior, this component produces
power, sends it on the channel p, and updates a smart meter
using the channel m.

Smart GenerationðÞ ≝ in c;m;p
� 	 � ν unitð Þp unith i �m unith i� 	

� ν p
0� 	
out p;m;p

0� �

ð12:5Þ

µG3

µG2
µG1

...

Consumption
channel

Wind turbine Solar panel

Production
channel

Metering
channel

Wireless link

Smart
RES Producer 

Smart
home

Smart
meter

Figure 12.3 Algebra of three
components.
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At this point, we define the term Component that is used as
wrapper for a behavior agent. This term is used to manage the
input channel in and the output channel out that are used by
the behavior agent to communicate.

Component AðÞð Þ ≝ λ in outð Þ �AðÞ � ν out
0� 	

out out
0� � ð12:6Þ

12.4.4 The Composition Operation
Now we define the composition pseudo-application ⨂ from

an abstraction to a concretion with an equal arity. Let A1 and
A2 be two behavior agents. We define two corresponding
Component’s in (12.7a) and (12.7b).

Component A1ðÞð Þ � λ in1 out1ð Þ �A1ðÞ � ν out
0
1

� 	
out1 out

0
1

� � ð12:7aÞ

Component A2ðÞð Þ � λ in2 out2ð Þ �A2ðÞ � ν out
0
2

� 	
out2 out

0
2

� � ð12:7bÞ
The composition of the two components is defined in (12.8) as

the substitution, in the sense of the lambda-calculus [14], of the
input streams of the second Component with the output of the first
Component. In this way that the channels of production, manage-
ment, and consumption will be shared by the two components.

Component A1ðÞð Þ⨂Component A2ðÞð Þ≝
νout

0
1

� 	
out1 out

0
1=in2 out2

� �
A2ðÞ� νout 02

� 	
out2 out

0
2

� �j λ in1 out1ð Þ�A1ðÞ
� 	

ð12:8Þ
The last part of our definition is there to enable the loop

between the first and the last term on our composition chain. For
that, we use the term Composite to allow the input output substi-
tution to end with a communication loop as defined in (12.9). This
definition creates a fresh output channel outv that is used as to
communicate the outgoing information from the first component.
In addition, this term uses the output of the last component out 0

transmitted by the concretion as an input for the first component.

Composite ComponentsðÞ� 	

3≝ ν outvð Þ out
0
outv=in out

� �
ComponentsðÞ in0

out 0
� � ð12:9Þ

To have a more user-friendly definition of the smart grid
design, we propose the definition of the composition operator
⨂ to include natively the input and the output channels with-
out an explicit use of the term Grid Component. This syntactic
sugar did not affect the behavior of the composition operator as
illustrated in (12.10).

A1ðÞ⨂A2ðÞ ≝ ν out
0
1

� 	�
out1 out

0
1=in2 out2

� �
A2ðÞ � ν out

0
2

� 	

3 out2 out
0
2

� �
λ in1 out1ð Þ �A1ðÞ

	

ð12:10Þ
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12.5 Illustration
To illustrate our approach, let consider a composition based

on the terms defined in (12.3), (12.4), and (12.5). We can define
a grid as in (12.11). Please note that here that we are using the
syntactic sugar defined in (12.10).

Grid3EðÞ ≝ Composite
�
Smart HomeðÞ⨂Smart MeterðÞ

3⨂Smart GenerationðÞ	 ð12:11Þ

The reduction of this system ends as a structural congruence
with a composition of null processes. That means that this sys-
tem is stable as illustrated in (12.12a and 12.12b). With GridE3

0

we denote the system Grid3E; obtained after sending and
receiving using all the channels.

Grid3EðÞ���������!p unith i; m unith i;...
GridE3

0 ðÞ ð12:12aÞ
GridE3

0 ðÞ � Grid Composite Ø⨂Ø
� 	 ð12:12bÞ

The case illustrated in (12.12a) and (12.12b) is a simple case
where the system ends. Another interesting case is where the
system is acting as a loop. In this case the reduction of the sys-
tem leads to a structural congruence with the original definition
as illustrated in (12.13a) and (12.13b).

Grid3EðÞ���������!p unith i; m unith i;...
GridE3

0 ðÞ; ð12:13aÞ
GridE3

0 ðÞ � Grid3EðÞ ð12:13bÞ

So how we can identify a design issue in the system? To answer
this question, we redefine the consumption term Smart Home for
an infinite consumption as in (12.13a and 12.13b). The reduction
will highlight the fact that the system Grid3E has load balancing
to support the demand in terms of energy by the rtHome.

Smart HomeðÞ ≝ in c;m;p
� 	 � ! c unitð Þ �m unith i:p 0h i� 	� ν p

0� 	
out p;m;p

0� �

ð12:14Þ

In (12.15) we illustrate the result of the reduction of the
newly defined Grid3E. The two terms Smart Meter and
Smart Generation have been reduced, but the Smart Homeis
still in the definition due to its new replicate definition. This is
one of the most interesting contributions of this framework so
far: we are able to identify, using the framework, the cause of
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the issue. As a result the designer can rethink his/her design
and determine solutions.

Grid3EðÞ���������!p unith i; m unith i;...
GridE3

0 ðÞ ð12:15Þ
GridE3

0 ðÞ � Grid Composite Ø⨂Ø
� 	jSmart HomeðÞ

12.6 Conclusion
Defining appropriate concepts, methods, and tools both for

the design and test of CPSs, in the case of the example here
for is a huge challenge and research in this area is of critical
importance. Since smart grid began as an idea of an overlay, on
top of existing infrastructure, the languages and tools to help us
design such systems are not mature enough to help us meet the
significant economic, technical, and strategic challenges
brought by the smart grid concept. The challenge of doing the
same for CPS is the more general case.

Our efforts here are intended to help the designer and tester
think about their activities and to study the critical metrics for
CPS success in a conceptual and disciplined way. To this end
we offer an algebraic domain-specific language called CPS-DSL
and abstract notion of composition.

Our future work will focus on the extension of this language
to support a more precise definition of system elements, includ-
ing the definition of the behavior agents and extension to
address other CPS application domains. Moreover, we are
designing a tool to help the designer to reduce the CPS-DSL def-
inition in order to be able to identify design issues. This tool
will provide, e.g., automatic design suggestions based on issues
or concerns identified for a system design or for an actual
system.
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