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Foreword

Trust Is the Basis of Digitization

Thomas Kremer

When it comes to the future development of our society and economy, one word

dominates the discussion: digitization. The consensus is that people, machines, and

devices will become increasingly networked. The debate, however, is whether this

is something good or bad. Will digitization unburden people and bring progress,

comfort, and freedom? Or will it bring about the collapse of our social and welfare

systems, turning us into transparent citizens who have lost control of their own data

and whose labor is no longer needed? No single person can answer these questions –

and the answers will probably not be black or white but rather somewhere in

between. One thing is certain, however: we cannot prevent this development; we

can only influence it. Experts predict that by the year 2020, more than 50 billion

devices will be connected to one another, from smartphones to cars to industrial

machines. This will generate an unimaginable amount of data to be stored and

processed. And this data is going to be the most important resource for our digital

society, the oil of our economy.

Digitization Offers Great Opportunities

Digitization undoubtedly promises great opportunities: safer road traffic thanks to

self-driving cars, for example. Or the prospect of cumbersome tasks being handled

by machines that can communicate directly with one another. Or even a longer and

healthier life thanks to telemedicine applications and new research results emerging

from the analysis of large volumes of data. But for digitization to succeed, it is

critical for people to trust in data protection and the security of these new services.

Without trust, people will not use the new services. On the contrary: Their knee-jerk

reaction will be to try to prevent digital developments.

This is not possible, however. If we undermine the development of digitization

in Europe, the new services will be created anyway – mostly on the west coast of the

USA. Then, the only option for Europeans would be to send their data there and get

modified products in return. Europe would become a kind of digital colony. In the
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area of services for end customers, this is already largely the case. No one can get

around Facebook, Google and Co. The chances are better in the market for business

customer solutions. The Internet of Things and Industry 4.0 offer Europeans an

opportunity to catch up with digitization.

Data Protection and Digital Business Models Are Not in Opposition

Politics, business, science, and society therefore have a responsibility to establish

the right guide rails so that people can trust the new services. The digital sover-

eignty of the individual must be the priority here. This can be guaranteed by a high

degree of transparency, freedom of choice for customers, and the development of

solutions amenable to data protection. For this to be possible, data protection

experts must be involved right from the start in the development of new products

and services that handle personal data. Customers must be able to easily understand

how their data will be used so that they can make informed decisions about

it. Furthermore, we need effective methods of anonymizing and pseudonymizing

data for digital business models so that individuals cannot be identified without

their consent.

We have traditionally had a high level of data protection in Germany and

Europe. It is good that the EU’s General Data Protection Regulation will establish

standardized rules throughout Europe which guarantee a high degree of data

protection while at the same time enabling new digital business models. The

focus cannot be on regulating individual industries or data processing models.

Instead, we need clear, standardized guidelines for handling data, which create

security and trust for customers and companies alike. People also have to be

educated and informed about the use of technologies and their personal data –

from an early age.

Security Has to Be Simple

Digitization additionally increases the risk of consumers and companies falling

victim to digital attacks. The Center for Strategic and International Studies (CSIS)

estimates that the economic damage from cyberattacks amounts to more than

400 billion euros per year worldwide. Up to 400,000 new viruses, worms, and

Trojans are found in the network every day. What’s more, cybercriminals can now

take advantage of vulnerabilities within just a few hours and send deceptively

realistic emails in order to sneak in malicious code. These criminals can then use

the infected computers to hijack other machines in a corporate network and search

for the information they want. It often takes months for the affected companies to

notice that there was – or is – an attacker in their network.

Security authorities, companies, and private individuals therefore also have to

upgrade in order to protect themselves better. Behavior-based and system-status
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analyses are the keywords in cyberdefense today. Merely placing firewalls around

IT systems is not enough. In many cases, the criminals have used sophisticated

social-engineering mechanisms – so they are already in the network. The task then

is to find them as quickly as possible. These attackers can be detected by monitoring

anomalies in the network. To develop solutions such as this, Deutsche Telekom is

currently pooling its expertise in a new organizational unit, “Telekom Security.”

There is one principle at the forefront of these new security products: Security

has to be simple. Until now, the security of solutions and products has tended to be a

supplementary function added to a finished product. But it is increasingly being

incorporated right from the start, thus ensuring better integration.

From the user’s perspective, too, it is important to remember that four out of five

attacks could be prevented using simple security measures. This is why it is so

critical for users to always keep their virus protection and operating systems up to

date, for example. Incidentally, smartphones are powerful computers that require

just as much protection. This personal responsibility is yet another aspect of digital

sovereignty.

As you can see, there are many facets to the digitization debate, and security is a

critical factor for success. I am delighted that this book is giving cybersecurity the

attention it demands, and I hope you enjoy reading it!

Yours,

Dr. Thomas Kremer

Member of the Board of Management for Data Privacy, Legal Affairs and

Compliance of Deutsche Telekom
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Security: The Real Challenge
for Digitalization 1
Ferri Abolhassan

1.1 Introduction

Predicting train cancellations and thus avoiding what could amount to up to

six-figure damages per cancellation. Or telling the purchasing department today

which items customers are going to order the day after tomorrow. This is already a

reality. Why do CIOs often know more about a company’s core business than the

CEO or specialist departments – and know it sooner? Because digitalization – with

the IoT etc. – gives them access to a huge mass of information about customers,

machines and processes. This is what is new. Such information enables CIOs to

prepare and make decisions better and, above all, faster – ideally in real time. Now

more than ever, the CIO is the most important sparring partner and source of

inspiration for the CEO.

But for a CIO to do justice to this role, the technology has to work perfectly.

Three things are needed to make sure the CIO is covered in this regard. First, the

IT has to be stable. Second, any solutions have to interact reliably. And third,

alongside high quality, a maximum level of security must be guaranteed. This is

absolutely essential. As digitalization increases, companies are becoming more and

more reliant on IT to survive. Quality, reliability and security must be ensured in

the long term so that CIOs have the freedom they need to innovate. Then they can

really pick up the pace with digitalization. The backbone for all this is the cloud.

Only the cloud can centrally collect, store and evaluate the mass of structured and,

above all, unstructured data and thus draw the maximum benefit from digital

technologies – even as the mountain of data continues to grow.

Data and the insights gained from it are becoming increasingly valuable. And

they must be protected in every respect: physically, technically and legally.

We know this, and yet we do too little about it – because security is complex,
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inconvenient and slow. This has to change. Security has to be simple so that it will

be used. This means simple to acquire, to operate and to handle. Security is not an

end in itself, after all. It is the prerequisite for digitalization to happen in the first

place. Only then can it create real customer value. The only way to do this is with a

cloud that offers maximum stability and security. This is the real challenge – and

this is what will make security the springboard for digitalization.

1.2 Status Quo: The Cloud Is the Backbone of Digitalization

When analysts such as Gartner say the digitalization hype is already over (see

Hagenau 2015), what they mean is this: “Gone are the days when digitalization and

cloud computing were repeatedly heralded as the next big thing,” as Forrester

advisor Dan Bieler puts it. The excitement is giving way to sensible pragmatism.

The cloud in particular found its way into companies long ago, and now these

companies have to get down to work. The momentum of digital transformation can

no longer be stopped, much less reversed. This is true regardless of where an

individual company stands – whether it develops services in the cloud, or has to

migrate entire legacy systems to the cloud, or wants to explore the Internet of

Things.

No matter which current trend a company picks up on today, the basis of it will

be the cloud. Something that was a new development just ten years ago is now a

prerequisite for nearly every digitalization project. This is because only the cloud

offers the capacity, cost-efficiency and agility needed to meet current and future

demands of digitalization.

But what does the cloud actually look like? For some it is already a commodity,

for others it is still a must-have. And why is it anything but trivial to get a company

into the cloud? The answers to these questions are complex – not least because there

is no such thing as THE cloud. The cloud has become highly diversified in recent

years, so users can now choose from a variety of different options and implement

the cloud solutions that best meet their requirements. These options cover every-

thing from on-premise systems to private, public or hybrid clouds. And one

question hovers above all of this: How secure will everything be if I connect one

thing to the other?

It’s a reasonable question. While public clouds are publicly accessible via the

Internet, private clouds are designed more individually and offer extra protection by

limiting access to a strictly defined user group. The hybrid cloud offers companies

the best of both worlds: a combination of a private and public cloud with in-house

IT. Customers themselves decide which data they want to host in the private or

public cloud.

But the potential target of attack is growing – just look at the Internet of Things.

And because up to 50 billion things are expected to be connected by the year 2020,

according to IDG, this growth is exponential. As the number of sensors grows, so

too will the amount of data they collect and the value of the insights it offers. This

means that the need for protection is growing exponentially as well. It is no surprise
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that the most recent Cloud Monitor study from Bitkom and KPMG reported that

while cloud usage is on the rise, the security concerns of potential users are curbing

stronger growth (see Bitkom and KPMG 2015). Specifically, 90 percent of the

decision-makers in politics and business say that concerns about IT security are

currently the most important obstacle to Industry 4.0 (see Hill 2015).

One thing is certain: Both digitalization and the cloud must meet the essential

requirements of maximum security, reliability and quality – covering everything

from the security of data, processes and networks to the security of data centers,

infrastructures, applications and devices. But it is also necessary to protect the

interaction between these elements – and to do so without making it arduous for the

user. For this reason, security must mirror digitalization, and not just in terms of

scalability. It also has to be simple to acquire, implement, operate and use.

1.3 Data Security: Only a Secure Cloud Will Lead to Secure
Digitalization

Security – and, in the age of digitalization, data security in particular – is always the

prerequisite for business success. The cloud has to be secure if it is going to have a

future. Companies need the cloud to explore the potential of the IoT. But if IT

security is so fundamentally important, and executives themselves acknowledge

this, why do companies struggle to implement it? There are various reasons for

this. Security is often perceived as being complex, expensive and difficult to

implement – but this can be alleviated by security solutions that are easy and

cost-efficient to use. A harder problem to solve in the long term is the lack of

technical expertise, especially in small and medium-sized companies. Some

security-specific courses of study at universities are already addressing this prob-

lem, but the accelerated training of a sufficient number of experts will take some

time. Despite all of these obstructions to the implementation of security, urgent

action is required. This is because the attacks are getting more professional, and the

damage they cause is getting more severe. According to the German data security

agency BSI, there are already attackers operating internationally who focus on

extorting companies, especially those in the financial services sector. And the

attraction of these companies is growing. Studies show that 33 percent of all

financial services providers have fallen prey to cybercriminals at least once. The

average in every other industry is 17 percent. The attackers specifically look for

IT vulnerabilities and systematically exploit them. In the first nine months of 2015,

the BSI reported a total of 847 critical vulnerabilities in the eleven most frequently

used software products alone (see Sievers 2015).

But how can companies make the leap into a secure future where they are

immune to threats of all kinds? And how do secure cloud solutions as the basis of

digitalization have to be designed so that companies view them as an opportunity,

rather than a risk?
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1.3.1 Risk Transformation: It Has to Be Easy to Get into the Cloud

The cloud and digitalization are clearly the future. They promise great technologi-

cal diversity and immeasurable potential for companies in every industry. But

companies have good reasons for hesitating, and these reasons are as diverse as

the technology itself. For one thing, these are technologically complex solutions

which are almost impossible for corporate IT departments to manage on their own.

Then there is the confusing array of providers whose lack of product transparency

makes the decision even more difficult. And last but not least, there is investment.

Before a company can exhaust the potential of the cloud, it has to make a financial

commitment.

Planning risks and financial risks: After choosing a cloud solution, companies

are often tied to a provider for a long time. This robs them of the flexibility they

need to quickly and easily move to a secure cloud environment. In addition, long

contracts scare off potential customers. There are few or no players (i.e., IT service

providers) in the market who are seriously trying to absorb some of the business risk

for companies. Ideas such as abolishing the vendor lock-in are considered taboo in

the industry. The entire history of outsourcing is based on long-term contracts. For

customers to leave this contractually protected space, they need to be very confident

in the provision and availability of their own services and IT. This is where new

concepts come in, such as outsourcing without long contractual commitments and

the transformation of legacy applications in the cloud at a fixed price. The option of

flexibly cancelling a contract at any time offers real added value and signals that an

IT provider is willing to help bear the customer’s risk. It also makes investments

more calculable and costs more transparent. And faults on the part of the IT

provider can be redressed immediately.

Operationalization risks: Complex IT architectures and landscapes that have

evolved over years have traditionally been very difficult to transform digitally.

They can involve hundreds or even thousands of applications which are often

intertwined with one another. If one application is turned off, it is almost impossible

to predict how this will impact the others. This is all the more serious because

business-critical processes and infrastructures are always affected as well. The

implementation of the highest security standards sets the bar even higher. “You

don’t become a ‘cloudifier’ – who can handle digital transformation, manage

applications in diverse cloud models, and guarantee their security on top of that –

overnight.” – this comment by Andreas Zilch from PAC hits the nail on the head.

Years of experience are needed for smooth cloud transformation and system

integration in combination with application-specific cloud orchestration. This prob-

lem can be overcome by cooperating with IT integration experts when migrating

complex application landscapes to the cloud while modernizing and consolidating

systems at the same time. Furthermore, running state-of-the-art cloud and security

technologies from high-security, certified data centers helps meet the strictest

demands of data security and protection.
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1.3.2 Risk of an Incident: Making Sure the Cloud Doesn’t Crash

In addition to analyzing business risks and cooperating with IT experts, it is critical

for cloud technologies to be secure in and of themselves – which also means they

have to offer a high degree of reliability and availability so that users can count on

them. Users also have to trust in their inherent security, which must work smoothly.

But how are companies protected against failures?

Incident risks: Completely networked value chains and infrastructures in par-

ticular harbor a risk of incidents with severe consequences. Networked IT systems

are controlling vital machines and processes more and more often today. We need

to look no further than intensive care units and operating rooms, high-speed train

lines and planes. Perfectly functioning IT is essential here. But it is also clear that

incidents are inevitable in IT. The way to counter this is through prevention

combined with swift problem detection and reaction – meaning an immediate,

structured approach in the event of an incident – embedded in a holistic quality

management system.

Comprehensive quality management makes it possible to get very close to

100 percent fail-safety. A three-pillar model has proven effective here. Component

one: prevention. Companies identify their business-critical points at platform,

process and personnel level – and they take precautions. For example, consistently

redundant data center technology can lead to platform availabilities of up to

99.999 percent. This reduces the risk of failures to just a few minutes per year.

Furthermore, processes must be classified and emergency plans developed for a

variety of scenarios. And finally, quality must be a part of a company culture that is

embodied by every employee. This is a process that takes years. Component two:

readiness. It literally takes practice to be able to act competently in a crisis. At

T-Systems, we hold up to 500 “fire drills” worldwide annually. Regularly

simulating emergencies and checking all of the steps necessary for incident man-

agement ensures that platforms, processes and personnel are as prepared as possible

for component three: action during an actual incident. During any incident, it is also

essential that a manager on duty and a representative of top management take

responsibility for working on the problem around the clock until it is solved.

Stable, secure cloud services are made possible by coordinated interaction

between humans and technology. With this in mind, T-Systems plans to start

establishing an ecosystem of partners this year who are all committed to the zero-

error principle and comply with common rules for quality management. Cross-

industry corporate cooperation will only work in the future if there is a unified

industry standard for IT quality. “Made in Germany” is therefore becoming more

and more of a seal of approval. T-Systems itself has already reduced its number of

system outages by 95 percent to almost zero within just five years through its Zero

Outage quality initiative and the certification of around 22,000 employees and

100 system partners. This aspect is gaining importance not only for corporations,

but also for small and medium-sized companies and, in principle, for private

consumers as well.
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Automation of security: This structured and standardized approach is logical –

after all, the cloud represents the automation of IT. Consequently, we now need

security to be automated on every level. That is the way security can reflect the

simplicity of cloud operations – as a managed service, for example. And that is the

way products and services can be preinstalled and thoroughly put to the test right

from the start. The security-by-design principle must be at the heart of all product

development and implementation. This encompasses the security of software

throughout a product’s lifecycle, as well as all infrastructure and processes. It is

also important to ensure intuitive operation so that users are not restricted in their

capacity to act. Pioneering solutions already exist that offer companies these kinds

of security standards following the quality assurance principle.

1.3.3 Risk of Technical/Physical Attack: A Castle Wall Alone Isn’t
Enough

Even in the digital age, physical barriers are needed to protect data from attack.

Gradually but haphazardly upgrading firewalls and similar solutions is not espe-

cially productive on its own. A more promising approach is to continually bring

in new fortifications and deploy them in a way that stops attackers in their tracks

where previously nothing held them back. This resembles the approach of state-

of-the-art, highly secure data centers holding the treasures of digitalization. Take

the data center in Biere: This new T-Systems data center near Magdeburg in

Germany is separated from adjacent streets by a four-meter-high earth wall. The

entire facility is surrounded by a two-meter-high fence topped with barbed wire.

Around 300 cameras and motion sensors ensure that attackers cannot penetrate

the grounds undetected. For additional security, specially trained security guards

patrol the grounds around the clock. Inside the building there are airlock doors,

chip-card readers, palm scanners and motion detectors, several hundred sensors

and a security center behind mirrored, bullet-proof glass. The heart of the data

center can only be reached by crossing an elevated walkway. But physical

security does not play the only key role in Biere. To defend against external

attackers such as hackers or data thieves, all data flows through encrypted IP VPN

tunnels, creating a closed system which is separated from public networks and

protected against external access. Intrusion detection and prevention systems

supplement the firewall and analyze whether malware has found its way into

the data streams. TSL protocols, anti-malware, secure point-to-point connections,

and identity and access management solutions ensure that only authorized

employees have access to data that may only be used on a need-to-know basis.

Unwelcome guests are treated to a veritable labyrinth of intelligent barriers that

detect all intrusions, neutralize them and immediately initiate countermeasures.

Prevention, detection, reaction – this is what a modern corporate security archi-

tecture should look like.
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To increase its failure safety, the infrastructure in Biere has been designed

redundantly. The data center has an architectural twin in Magdeburg, about

18 kilometers away. Connected by a dual fiber-optic cable and equipped with

“twin-core” technology, each data center stores sensitive data redundantly, ensur-

ing its availability even if one of the data centers goes offline. And the effort

to ensure high availability goes even further: Connected two times over to a

110-kilovolt power line, the data center’s own substation ensures a stable power

supply. In the event of an incident, emergency power generators will kick in.

1.3.4 Risk of a Cyberattack: Ensuring Data and Devices Aren’t
Casualties

Physical attacks in the form of a malicious USB stick – see the Stuxnet virus, for

example – are one thing. But the number of cyberattacks has increased even more

significantly in recent years. When attackers strike, companies face hefty damages

and failures with often far-reaching consequences. In February 2015, hackers

acquired the social security numbers, mailing addresses and email addresses of

around 80 million customers of Anthem, one of the largest health insurers in the

USA. Salary information for customers and employees was stolen as well (see The

New York Times 2015). The year before, hackers seized the data of 76 million

private and 7 million business customers of the US bank JP Morgan Chase.

Attackers apparently also gained access to a list of applications running on JP

Morgan’s computers. This meant they could examine every program and every web

application for known vulnerabilities in order to find an entry point for penetrating

the bank’s systems again at a later date. Experts say it took the bank months to

change its programs and applications (see The New York Times 2014).

Attackers have a variety of motives. They range from a simple “just because they

can,” through political goals, as is the case with Anonymous, all the way to financial

interests, which can be realized through extortion by using crypto-trojans such as

Locky (see Eikenberg 2016). Action is urgently required here because these

external attacks are becoming increasingly sophisticated, and the attackers are

usually well ahead of the companies.

To protect themselves, IT managers have to know where the weaknesses are. But

this isn’t easy. The opportunities and scenarios for attacks have become very

complex. However, technological approaches already exist that can help companies

with detection. For example, the defense-in-depth approach divides IT architectures

into multiple layers and places security mechanisms on each layer. Once intruders

have breached the castle wall – the physical protective barrier – they face the next

obstacles: firewalls that prevent unauthorized network access. Then there are

honeypots that distract them from their actual goal by simulating the behavior of

users, for example. And, to protect the data itself, there are now a variety of

1 Security: The Real Challenge for Digitalization 7



encryption solutions available, which make it impossible for attackers to actually

use any valuable information they find.

Looking at the security technologies available today, it is clear that their value

often depends on how easy they are to implement. Easy-to-install big-data real-time

analyses study the behavior of data and detect behavioral and status anomalies – on

both stationary servers and mobile devices. It gets even easier for companies when

not only the data itself but also its protective mechanisms – including firewalls,

intrusion protection systems, and virus or malware protection – are moved to the

cloud.

Once security technology has been implemented and its fail-safety is

guaranteed, companies must address another, often more serious vulnerability:

Human weaknesses must not be underestimated, and they can undermine many

of the most sophisticated security mechanisms – and intentionally or not, the

consequences are the same. The simplest example is a telephone call from a

supposed technician (think “social engineering”) who asks for confidential login

information. Only training and dissemination of knowledge can help to avoid

this kind of error. In general, sharing knowledge and information is an important

protection strategy against attackers. Four eyes see more than two – and the

same applies to companies who can warn each other before threats spill over

and spread. Voluntary organizations such as the Cyber Security Sharing and

Analytics (CSSA) association show how this is done. It is equally important to

gain an information advantage in your own company. The first cooperative

projects have already started here between Deutsche Telekom, the Hochschule

f€ur Telekommunikation Leipzig (HfTL) and the Telekom Campus of Ben Gurion

University in Israel.

In addition to the technical, human and knowledge-based prerequisites, it is

important not to neglect data protection, because as we move toward a digital

society, this aspect in particular will be put to the test. However, we must also make

a distinction between an American and a European understanding of data protection

and data security. Current discussions concerning the EU-US Privacy Shield show

where these definitions diverge.

In Germany, companies must comply with especially strict federal data pro-

tection legislation. But these strict regulations are what make data-security

specifications “Made in Germany” so internationally popular. For instance, the

T-Systems cloud data center in Biere is now being used by 50 IT market leaders

and has reached a capacity utilization of 70 percent in a very short time. The

outstanding technology, architecture and security of our data centers is a good

example of how Germany can reclaim value creation for Europe in an IT market

dominated primarily by US companies. The traditionally extremely high level of

expertise in the area of encryption technologies (encryption/decryption) could be

a promising second area of activity in the IT security sector.
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1.4 Looking to the Future

This overview of current IT security requirements shows just how complex the

issue is. But in which direction will these developments go as they pick up speed –

as they undoubtedly will? And where are we headed in the fight against attacks on

the security of data, applications and processes? What is certain is that as digitali-

zation progresses, system autonomy will grow as well. The proportion of commu-

nication and collaboration not handled by humans will continue to rise in the future.

Thanks to smart data and machine learning (ML), machines and systems will

become clever enough in the coming years to evolve autonomously. This means

that a company’s security DNAmight also be able to continually optimize itself and

adapt to the latest security requirements and threats.

The greatest benefit to users in this context will be the ability of machine

learning to identify patterns and further develop this skill by means of independent

self-learning. While most of today’s security solutions are still rule-based and have

to be modified and optimized by people, the security systems of the future will be

able to do this themselves – much more efficiently than is currently possible.

Just think of intrusion detection systems that can identify out-of-the-ordinary

trespassers. Machine learning can detect and reveal such irregularities very quickly.

Or take user authentication and access control: ML systems can differentiate

between even the subtlest nuances in how a user hits a keyboard. When a user logs

in by typing a sentence, the system knows immediately whether the keystrokes

match the user’s profile or not. Pattern recognition through machine learning will

eventually progress to the point that authentication will be possible using gestures,

regardless of the device used. Bank customers might be able to transfer money by

writing their name in the air, for example. There are almost no limits to the possible

usage scenarios. And even today, we are already using smart, ML-based automation

tools in data centers for the cloud.

1.5 Conclusion

The Internet has transformed society. Communication, business models and pro-

cesses, big data – everything is getting easier, faster and more cost-efficient. The

cloud makes it possible. And security has to keep up – taking into account one

aspect above all: It must become easy to acquire and easy to use. For security, too,

the cloud is the key to success. We must also increasingly turn our attention to

protecting data, not just protecting infrastructures. Traditional castle walls that

repel attackers are still an important part of security concepts in modern

architectures, but a comprehensive security strategy demands additional measures

so that companies are prepared if an intruder has already breached the fortifications.

Pioneering developments in the field of machine learning already show: As the

interface between humans and machines grows simpler, security must adapt to

these new processes and user behaviors as well. Otherwise companies run the risk

of disrupting their business processes and workflows. And security has to be simple,
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following the plug-and-play principle. The invention and widespread utilization of

the cloud has made this simplicity a reality. Let us use the cloud as our model and

create a secure digital future.
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Germany’s technical inspection agency TÜV, but customer satisfaction has also risen to its highest

level in the company’s history, setting a new benchmark in the industry. T-Systems now plans to

work with partners to create a new industry standard based on the Zero Outage principle.

Abolhassan also initiated the construction of a new cloud data center in Germany (Magdeburg/

Biere), completed in 2014. The expansion of the facility due to high demand began in 2016. The

plan is for storage and computing capacity to have risen by 150 percent on completion in 2018.

To address new IT security challenges, Deutsche Telekom initiated a new organizational unit

for security solutions at the end of 2015. In addition to his other tasks, Abolhassan is in charge of

launching that unit, which combines and consolidates all of Deutsche Telekom’s security activities

and will market the company’s cyber-security offerings. One primary goal is improved integration

of in-house security teams to counter the thousands of daily attacks by cybercriminals. Another

objective is to exploit this internal experience to offer customers best-of-breed products and

solutions across their entire value chains.
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Security Policy: Rules for Cyberspace 2
Wolfgang Ischinger

A computer worm infests Iranian nuclear power plant systems, a cyberattack

cripples sections of the Ukrainian electrical grid, intruders penetrate the German

Parliament’s IT system and steal sensitive data. No longer merely the stuff of

science fiction novels cyberspace as a setting for security policy disputes and

even a stage for conflicts, has long since become part of our reality.

“I have given Cyber Command . . . really its first wartime assignment,” declared

United States Secretary of Defense Ashton Carter in Washington in early April

2016 (Financial Times 2016) in a statement directed against ISIS and interpreted by

many as the first governmental cyberwar declaration. It is no longer possible to

address security policy challenges or to lay out strategies today without factoring in

the digital realm.

In fact, our current situation is similar to that some 70 years ago, when the

invention of the nuclear bomb fundamentally changed the strategic landscape. The

technical possibilities offered by the information revolution are less tangible, and

their effects are considerably more complex and multi-faceted, but as in the nuclear

revolution, they are fundamentally changing the playing field for international

security policy. We are already facing massive challenges along with complex

ethical, legal and political questions as the result of attacks by hackers on critical

infrastructure, the online recruiting of jihadi fighters and the development of

autonomous weapons systems. And technological change will march on, bringing

new possibilities that open up any number of opportunities, while at the same time

further magnifying the potential dangers associated with cyberspace. We must

continually assess the opportunities – as well as the risks – of digital progress in

terms of security policy and consider the necessary steps for dealing with them

appropriately.
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2.1 Taking Stock: Digital Warfare in the 21st Century

The possibilities of cyberwarfare have radically changed the character of modern

conflict. In particular, one trend that we have observed increasingly in recent

decades continues unabated: Conflicts are often asymmetrical, i.e., they no longer

take place between state actors. Compared with the building of nuclear weapons,

the barriers to entry for a “cyberwarrior” are, of course, far lower. It is true that

major cyberwarfare operations, such as the one that damaged Iranian centrifuges by

introducing the Stuxnet virus, are only possible when backed by substantial

resources at a level generally only available to state actors. However, a far smaller

amount of money combined with the necessary skills is enough to cause significant

damage.

Terrorist groups have also discovered the digital world for themselves. ISIS

makes use of the opportunities offered by cyberspace extensively and effectively: A

significant factor in the organization’s expansion is its digital strategy (see Munich

Security Report 2016). Whether it is recruiting new members, spreading its propa-

ganda messages, or communicating internally, the group known as the “Islamic

State” is constantly expanding – not just physically, but digitally as well. As early as

2014, Robert Hannigan, head of the UK’s GCHQ intelligence service, warned that

social networks had already become the “command-and-control networks of

choice” (Financial Times 2014) for groups such as ISIS. At this year’s Munich

Security Conference, he underscored this observation and called for more active

and more effective measures to be taken in the online fight against jihadi terror (see

Munich Security Conference 2016).

This battle is also being fought by private hacker groups like Anonymous, which

provides a fitting illustration of today’s digital battlefield: “Make no mistake:

#Anonymous is at war with #Daesh. We won’t stop opposing #IslamicState.

We’re also better hackers.” This tweet was sent out by Anonymous after the Paris

attacks in November 2015. In other words, a private hacker group operating in a

space that was barely there 25 years ago, has declared digital war on the world’s

most powerful and dangerous terrorist group, which was non-existent just a few

years ago. What would have sounded like an absurd description of a conflict not too

long ago, is reality today. And this type of asymmetrical, multi-layered conflict will

only become more prevalent in the future.

State actors are becoming increasingly active as well – partly in order to develop

offensive capabilities and partly to ready themselves for the countless threats they

face in cyberspace – and these activities extend far beyond online jihadism. The

dissemination of falsified information for the purpose of intentionally manipulating

certain segments of the population has become commonplace and is being given a

huge boost by the opportunities offered by the online world. This was demonstrated

quite recently in the calculated dissemination of false information in the “Lisa

Case” in early 2016 (see Federal Academy for Security Policy 2016). Some states

maintain entire “troll armies” that comment on news articles or distribute news and

opinions favorable to those governments in social media. The ability of the public

in our democracies to form opinions suffers as a result, particularly when this
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creates alternative public spheres that exist in their own reality, almost entirely

walled off from political discourse and the facts.

Another danger stems from attacks on and damage to the institutions of democ-

racy themselves. The large-scale assault on the German Parliament in summer 2015

made this very clear to us here in Germany (see FAZ 2016b). Attacks on critical

infrastructure also have the potential to cause untold loss and damage. For instance,

more than 700,000 households were temporarily left without electricity as a result

of the strike against the Ukrainian power grid in December 2015 (see FAZ 2016a).

It is hard to imagine what would happen if such attacks were even more widespread,

and mobile communications, transportation and the water supply in densely

populated regions were to be crippled in a matter of hours. Speaking on the

sidelines of the 2016 Munich Security Conference, the Netherlands’ foreign minis-

ter Bert Koenders called cyber arms “weapons of mass disruption,” in contrast with

nuclear, chemical or biological weapons of mass destruction (see Rijksoverheid

2016). Add to that billions in losses for companies as a result of corporate espio-

nage, sabotage and data theft, the cost of which amounts to 51 billion euros each

year in Germany alone (see Bitkom 2015), along with other financial losses

occurring as “side effects” of digital progress.

Incidentally, such threats are anything but a purely Western problem. The

expanding economies of the Global South are particularly vulnerable to the dangers

of cyberspace. Often, the digitalization processes in these countries are especially

rapid, sometimes occurring without any sort of safeguards whatsoever. A recently

published report put economic losses in Kenya due to cybercrime at 146 million US

dollars (see Serianu 2015). And South Africa saw approximately 6,000 attacks on

its infrastructure, Internet providers and companies in October 2015 alone (see

Times Live 2015).

2.2 Challenges for the Political Sphere: Rules, Resources
and Expertise

Thus, politicians have to take faster and more effective action against cyberspace

threats. One of the most basic problems in this regard is that, in many cases,

politicians do not have the necessary expertise in this area. But they must make

critical decisions nonetheless. The general public also frequently lacks sufficient

understanding and basic knowledge of the topic in view of its complexity and the

continual change in cyberspace. This is why we need digital “interpreters” to

explain complex processes in simple terms everyone can understand. In the vast

majority of cases, today’s decision-makers have no affinity for digital issues, let

alone professional expertise. And often, there is no common language for dialog

between experts and politicians, although this is a basic prerequisite for the imple-

mentation of the necessary decisions.

In Germany these days, there is at least awareness of the immense challenges

posed by cybersecurity, and initial key steps have been taken. A welcome

announcement was made in spring 2016 by the German Federal Ministry of
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Defense when it said that the German armed forces (Bundeswehr) would be

restructured and a cyberforce added, and that the number of cyberexperts in the

Ministry would be massively increased (see Wiegold 2016).

But we still have to ask ourselves whether our efforts are enough. Has society

understood how greatly our future security and prosperity will depend on how well-

prepared we are digitally? Former US President Barack Obama wanted to earmark

line items totaling 19 billion US dollars for cybersecurity in the country’s 2017

budget (see Reuters 2016). The British government has announced that it will

nearly double its expenditure on cybersecurity over the next five years (see Gov.

uk 2015). These are the orders of magnitude in which we must think.

We thus need more expertise, but also more capabilities in terms of resources

and structures – well beyond what is called for in the German Ministry of Defense’s

reform. Universities and other institutions of higher education must be integrated

into this effort so that professionals receive training and continuing education at an

early stage. Implementation of even the best plans for new cybersecurity structures

will fail if we do not succeed in recruiting computer and software specialists,

developers and programmers. Thus, one of the key questions will therefore be

how to inspire an interest in German military service among younger people who

are not necessarily passionately interested in security and defense policy – and how

these experts entering the defense ministry can work under Germany’s complex

public service legislation.

Many significant issues can no longer be resolved by politicians alone: Which

technical resources do we have at our disposal for gaining the upper hand over

terrorist organizations on the digital battlefield? How can we protect ourselves from

attacks by foreign intelligence services that attempt to steal state secrets or sabotage

our elected representatives and their independent decision-making process? In

order to address these questions together and jointly create the conditions for a

free, secure and open Internet, politicians require the support and trust of the private

sector and other non-state experts in the field. Last summer, a reporting requirement

was introduced in Germany as part of the IT Security Act, which will also be

implemented across the EU as part of the Network and Information Security (NIS)

Directive. This constitutes another important step toward closer cooperation.

Other questions also remain largely unanswered: What line has to be crossed for

cyberattacks to be considered an act of war? How can we respond appropriately to

such attacks, and what rules should be followed in carrying out such a response?

What happens if there are strong indications as to who is responsible for a massive

cyberattack, but no conclusive evidence is available? What implications do these

considerations have on Article 5 of the NATO Treaty? NATO has declared that

cyberspace will be acknowledged as an independent operational area in the future

(see NATO 2016). This could also mean that cyberattacks could trigger the mutual

defense clause (see NATO 2015).

Due to the fact that national borders are very fuzzy in cyberspace, transnational

forms of cooperation such as NATO play a particularly important role here.

Although it is primarily the job of each nation state to guarantee its own security,

some responsibilities could be in much better hands at European or NATO level.
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In recent years, the practices of some intelligence services have led many

Germans to view cooperation with international partners with some skepticism.

Particularly their attitude towards the American partner has deteriorated substan-

tially as a result of the NSA affair. According to a survey by the German Marshall

Fund, the number of all individuals surveyed in Germany who view the United

States positively dropped a full 14 percent points from 2011 to 2014, from 72 to 58

percent (see The German Marshall Fund of the United States 2015). Fortunately,

both sides have slowly inched back together in the meanwhile. In May 2015,

German confidence in the bilateral alliance had again risen to 62 percent (see

Pew Research Center 2015). Some skepticism remains, however, along with fun-

damental differences in the cyberpolicy of the two countries. This is also reminis-

cent of the early days of the nuclear age when US allies had to come together before

their concerns would be heard by Washington (see Ischinger et al. 2014). For this

reason, one of the key objectives must be for Germany and the United States, along

with other countries, to build a consensus on the basic pillars of international

cyberpolicy. Only based on a clear EU position can we succeed in gradually

reaching transcontinental agreement on “reliable rules of the game” (see FAZ

2014) for cyberspace – as called for by Telekom CEO Timotheus H€ottges as

early as 2014 at the Cyber Security Summit in Bonn, organized by the company

and the Munich Security Conference. For several years now, the Munich Security

Conference along with Deutsche Telekom has been organizing roundtables and

summits on cybersecurity issues, bringing together decision-makers and experts

from across the globe, for instance in Silicon Valley in the fall of 2016.

The more sophisticated the possibilities provided by cyberspace become, the

more important it is to underpin them with a set of norms and rules. Key here is

fundamentally updating international law, which does not yet address or govern

cyberwarfare as such. In contrast to nuclear security, for instance, the cyberarena to

date has no internationally recognized, multilateral body of regulations that specifi-

cally governs the conduct of cyberwar. Nonetheless, some countries, including the

two cybergiants – China and the United States – were able to reach initial agree-

ment on the subject of industrial espionage in the fall of 2015. Attempts to arrive at

more far-reaching standards for cyberspace have also been underway for some time

now. These include the (further) development of the Tallinn Manual, which was

initiated in 2009 and elaborated by legal experts from various NATO member

states. An initial draft was presented in 2013 (see CCDCOE 2013). However, this

standard is not legally binding, and thus international implementation and enforce-

ment of the recommendations have been lacking to date.

Democracies in particular, such as the member states of the European Union,

should strive for a free, open and secure Internet as a global public asset. The

European Union can still be much more active in this regard and drive the

development of international standards. During this process, it will repeatedly run

into obstacles. While there already are fundamental differences in cyberpolicy even

in transatlantic relations, authoritarian states weigh up security and freedom on the

Internet very differently. For this reason, German mistrust of the United States on

the issue of data security is largely misguided: We face much greater danger from
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other directions. According to information by the German Federal Intelligence

Service, the attack on the German Bundestag was steered by Russia (see Zeit

2016). And recently, CIA Director James R. Clapper, speaking before the

US Senate, emphasized that, “Russia and China continue to have the most sophisti-

cated cyberprograms” (The Diplomat 2016). Many other countries are also working

on offensive cybercapabilities. We are, there is no other way to put it, in the middle

of a digital arms race. Precisely for this reason, it is all the more important to work

out common minimum standards and fundamental rules as quickly as possible.

2.3 Outlook: A Strategy for the Digital Age

As I wrote at the beginning, in some ways we find ourselves in a situation similar to

around 70 years ago, when the invention of the nuclear bomb fundamentally

changed the strategic landscape. Although the parallels should not be over-

emphasized in view of the obvious differences between a nuclear warhead and

code, we stand at the beginning of an era of uncertain developments, and that is

similar to the post-1945 period. The full effects of new cyber instruments on

international security policy and on how wars and conflicts are fought cannot really

be foreseen yet. Cyberregulations do not (yet) exist.

But we are experiencing the risks of cyberspace every day. We must seize the

opportunity arising from this: the potential for better preparing against these

hazards and for developing means of addressing them effectively. For this reason,

new approaches are needed. This applies to the national level first of all. The recent

restructuring of the German armed forces and the Ministry of Defense is an

important step in this regard that must be followed by others. Additional momen-

tum is expected from the new German federal cybersecurity strategy, which will

replace the predecessor document written in 2011 (see German Federal Govern-

ment 2016). At the regional level, what is necessary first and foremost is better

coordination within the EU and a drive toward joint initiatives to set comprehensive

standards for cyberspace. Ultimately, the greatest challenge appears to be develop-

ing and implementing authoritative standards worldwide and agreeing on the basic

tenets of international cybersecurity policy.

The process will be long, but it has prospects for success. The attempt in the

1960s to develop rules for the nuclear age was equally complex, but ultimately

successful: Steps were taken toward arms control and disarmament, even though

the danger was only contained, not eliminated. In this day and age, we must succeed

in carrying out a similar international process to develop a common strategy for the

significantly more complex digital age. Only then can we ensure together that the

potential risks of cyberspace are minimized as much as possible and the numerous

opportunities offered by a free, open and secure Internet are realized. It is not yet

too late.
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Data Protection Empowerment 3
Peter Schaar

The term “data protection” implies that data requires a protective hand. It therefore

comes as no surprise that it is often confused or used synonymously with other

terms describing similar subject matter, such as IT security. The fact that this

misunderstanding seems almost impossible to clear up is due in part to the unfortu-

nate choice of words. Data protection is not about the protection of data per se, but

about the protection of personal data in light of the right to informational self-

determination and the preservation of the private sphere – which is why another

term for it is data privacy.

Data protection laws impose rules on anyone handling personal data. These

protection obligations are directed primarily at the state, although government

agencies themselves collect huge amounts of personal data, often on the basis of

sovereign authority. It is precisely because of these special powers that the data

protection laws applicable to government agencies contain especially detailed rules

that simultaneously permit and restrict the collection, processing and use of per-

sonal information. Data protection is a fundamental right that places limits on the

state’s thirst for knowledge, as the German Federal Constitutional Court has

repeatedly ruled. Data protection regulations for businesses in general, on the

other hand, are quite flexible. Companies are allowed to collect, process and use

data as long as this is necessary to accomplish a task – such as concluding and

executing a contract – or for other justified purposes. Ultimately, personal data may

be processed as long as the person affected has consented to this. With the rise of

services that are supposedly free but actually financed through the use of personal

data, individuals are increasingly being required to give blanket consent to the

extensive use of their data in ways they may not even be aware of. Legally defined

powers to collect and use personal data stake out the framework within which

entities can gather or process data. But even if the goal of this is to secure a space for
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individuals in which they can, in principle, control “their” data, this alone does not

really guarantee the right to self-determination in a technologized world.

When empowerment is brought up in this context, it is not meant in the sense of

prohibition and permission, or even of consent, but rather with respect to designing

technology so that control over personal data is returned to the individual.

3.1 Code Is Law

Digital systems whose functionality is determined by hardware and software have

at least as much influence as legal regulations when it comes to the options

available to the individuals who use these systems or whose data is processed by

third parties. “Code is law” – this provocative but nonetheless accurate statement

made by Lawrence Lessig (see Lessig 1999) in the last year of the 20th century is

more relevant now than ever before. The design and configuration of hardware and

software determines what data is collected and how it is handled. The technical

decisions made when a system is designed therefore have a decisive influence on

what data is gathered and stored, who can access it, and how humans will interact

with the machines in question and with other humans. This is not only, or even

primarily, about individual pieces of (personal) data, but rather about structural

decisions that have an impact far beyond the actual data processing itself. The

people in charge of the technology also have the power of decision over how

information is used. And they use this “data power” to gain economic or political

advantages. As a result, the individuals who use this technology and whose data is

processed increasingly become objects.

The mechanisms implemented in hardware and software are moving closer to

people and defining more and more aspects of their everyday lives. Smartphones,

intelligent kitchen gadgets and digitally controlled heating systems are becoming a

norm that only hard-nosed nostalgics try to avoid. Radio-controlled pacemakers and

other implants not only measure vital signs, they can also actively influence our

health.

An epochal change is currently underway, one driven by increasingly powerful

information technology: In the age of Small Data, (personal) data was the material

used in processes designed to fulfill a certain task, but the focus of Big Data is to

amass as much data as possible (data maximization) and link it beyond the context

in which it was originally gathered. The principles of necessity and purpose

underlying the classic data protection model are increasingly coming under pres-

sure. Since Edward Snowden’s revelations at the latest, no one can deny that the

triumphant advance of the Internet, not to mention the Internet of Things, has

heralded a golden age for public and private data collectors, leaving individuals

relatively helpless in the face of it.

This situation is diametrically opposed to the fundamental right to informational

self-determination, which was established by the German Federal Constitutional

Court in 1983 in its famous population census decision. “In the context of modern

data processing,” this fundamental right guarantees.
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“. . . in principle the power of individuals to make their own decisions concerning the

disclosure and use of their personal data.” (BVerfG 65,1, p.1, headnote 1)

This ruling was based largely on the Court’s assessment “that, since personally

identifiable information could be collected and processed automatically,

individuals must not become mere informational objects.” Data processing

conditions had to be defined in a way that preserved human dignity and guaranteed

the free development of personality. If people had to fear that every aspect of their

behavior might be recorded and compiled to create a personality profile, they would

not be able to develop or make decisions freely. Instead, they would waive the

exercise of certain rights and avoid behaviors that could potentially have negative

consequences for them. The Federal Constitutional Court confirmed and expanded

upon this view in a number of other rulings. Of particular note here is a decision

from 2008 defining a fundamental right to safeguards regarding the confidentiality

and integrity of information technology systems (known as the IT Basic Law).

In light of this, data protection cannot and must not be restricted to defining legal

limits for processing individual pieces of data. Instead, it must be about designing

information technology in compliance with basic rights. The preconditions for this

are not all that bad, as the new world of IT offers several points of departure for

designs that are compatible with data protection. Unlike the classic mainframe-

based data processing systems in the data centers of the 20th century, which

operated beyond the reach of the people affected by them, individuals in the 21st-

century world of IT are increasingly “users” and thus actors in these information

technology systems.

But while it is true that digitalization is leading to growing masses of data – with

the corresponding hazards – we must not forget that this same development harbors

opportunities for informational self-determination. Unlike the computer dinosaurs

in mainframe data centers, modern technical devices are often within our grasp, or

at least within our virtual reach. So why not give the affected individuals – us, the

users – far more ways of controlling them?

This is why questions about the design, functionality and embedding of infor-

mation technology have taken on existential significance for the future of society

and the personal development of the individual. As “code” influences our life more

and more, the question of who determines the code and which rules it follows

becomes increasingly important.

3.2 Empowerment

The realization that there is a connection between the legal and technical demands

placed on information technology is not new. The basic ideas behind “privacy by

design” go back to the 1990s. Under the heading of privacy-enhancing technologies

(PET), the Dutch data protection expert John Borking developed a coherent system of

information technology measures for avoiding or eliminating personally identifiable

data (see IPC 1995). But this concept of data avoidance or data minimization, which
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has been anchored in the German Federal Data Protection Act since 2001, has barely

gained a foothold in practice, especially because economic interests and (at least since

the terror attacks of September 11, 2001) public and national security needs have taken

precedence.

But as IT systems grow more powerful, it is worth dusting off some of these

approaches to privacy-friendly technology design, developing them further and

bringing them to life. Now more than ever, technical tools are the only way to

rein in the rampant collection, correlation and evaluation of data without foregoing

the advantages of using IT. Interactive, multiply networked IT structures and the

services provided through them are highly designable. In many cases it is possible

to find solutions that allow users or the people concerned to gain or regain control

over their data without impacting functionality. Such approaches could center on

intelligent devices, such as smartphones, that manage our data protection

preferences and enable us to monitor and control where our data is sent.

The P3P (Platform for Privacy Preferences) approach developed more than

15 years ago could be a good starting point for this type of data protection agents.

This is an internationally standardized platform (created by the WWWConsortium)

for exchanging data protection information for websites. P3P is supposed to give

web users a fast, automated overview of which personal data is being processed by

website operators or third parties and for what purposes. Users specify their

preferences for the protection of their own data in a P3P agent, such as a

P3P-enabled browser. The software agent compares these user preferences with

the website operator’s standardized description of its data processing practices. If

there are any discrepancies, the user is alerted. In this case, the website can only be

accessed – and the data transferred – if users explicitly release their data.

This model could also be applied to the Internet of Things. However, it would have

to be standardized and implemented in the software. For example, a transparent energy

management system could be established for digital electricity grids, without energy

suppliers or Internet service providers such as Google gaining access to the usage

details for devices connected to a smart meter in a household. The decisive factors

here, as in other fields of application for smart technologies, are where the data

converges, who can access it and who can use it. It is clearly useful for energy users

to have more knowledge about their consumption so that they can take action

accordingly – with regard to useless standby settings, for example, or replacing

power-guzzling electrical appliances. Energy suppliers, on the other hand, do not

need to know the details of individual device usage or room thermostat settings in

order to plan their network load distribution or to feed energy into the grid. They only

need to be aware of the load development in each network segment – not even in each

individual household. A privacy-friendly solution could send detailed consumption

values to a user’s smartphone. If third parties were interested in this data, it would only

be sent to them after the user had explicitly consented to this.

Intelligent driver assistance systems can work without centrally collecting data

about an individual driver’s location and driving habits. Navigation systems can also

identify traffic jams without recording personalized driving behavior. We already

have powerful systems for measuring traffic loads which use pseudonymized and

anonymized data, or even get by without any personal data whatsoever – such as the
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“smart traffic lights” and traffic routing in the city of Mannheim. As in the case of the

electricity network, users should have extensive control over the detailed data they

generate in intelligent vehicles. In any event, there must be no chance that this

information could be sent to third parties behind the user’s back.

In principle, technical systems must be designed to get by without personal data

and give individuals the power of decision over their own data. If individualized

data has to be stored – for fitness trackers or health apps, for example – there must

be a guarantee that the data will be stored under the users’ control and only sent to

third parties under the conditions stipulated by the users themselves. The wide-

spread practice of automatically storing such data in a cloud controlled exclusively

by the provider is highly problematic from the standpoint of data protection laws.

Since individual identity data is generally not needed for data analyses,

anonymized data is usually sufficient here. An “intelligent car” equipped with

information technology can measure any number of environmental and driving

parameters. But much of this data is needed only for a very short period of time,

sometimes for just a few seconds. Systems should be designed in a way this

information is deleted or at least anonymized once it has served its purpose. If

further analyses are to be conducted with the data, the driver or owner must be

informed in advance and technical protection measures must be in place, such as

anonymization technology. Anonymization and, in some cases – such as long-term

medical studies – the use of pseudonyms should become standard practices, with

deviations permitted only in special cases and with the full knowledge of the

affected individuals. Anonymization and the creation of pseudonyms should be

decentralized as much as possible and should not take place on the server side.

Cryptographic methods that protect confidential information from being moni-

tored and recorded are also very important. Efforts to prohibit encrypted communi-

cation and install backdoors in information technology for the use of intelligence

agencies and other authorities are counterproductive. They interfere with the right

to informational self-determination and they weaken IT security – and not just when

it comes to exposing criminal activity. With cryptography, too, there must be a

stipulation that cryptomaterial – especially the keys that are used – will be

generated and managed under the user’s control.

Approaches such as P3P and the Do Not Track standard on the web are steps in

the right direction, but they must be developed further and, above all, actually

implemented. They are essentially limited to the message that Internet services

should honor the private sphere. To this day, many websites still ignore the browser

preferences set by users. Some “data privacy statements” even say that providers

are not prevented from collecting much larger amounts of personal data than the

users desire. Future data protection technologies must effectively prevent the

disclosure of personal information if this is what the user has requested. The

technology used in the latest ad blockers shows that this can work. Additionally,

the corresponding measures must be legally enforced – and the opportunities for

legal enforcement will rise with the recently adopted European General Data

Protection Regulation, which calls for much harsher sanctions against data protec-

tion violations than previous data protection laws.
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3.3 Information Technology and Social Values

The extent to which we are able to take the achievements and values of civilization

into account as our lives are digitalized will determine the character of the infor-

mation society towards which we are moving at an ever-faster pace.

The success of this also depends on the design of the technology. The “civiliza-

tion” of IT will only be possible when people – as citizens and consumers alike –

can move within a framework of trust in information technology. They must be

confident that the technology complies with key rules and regulations, and that the

usage conditions are stable. Only then will they be able to rely on the trustworthi-

ness of information technology systems.

All considerations about the future of the information society must center on the

individual and his or her right to self-determination and opportunities for personal

development. Self-determination is the ability of individuals to control their infor-

mational image. Individuals should also have access to technologies that allow

them to make their own decisions regarding what they want to reveal about

themselves.
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Red Teaming and Wargaming: How Can
Management and Supervisory Board
Members Become More Involved
in Cybersecurity?

4

A Traditional Military Approach Applied to Strategy
Development in the Field of Cybersecurity

Marco Gercke

4.1 Cybersecurity: A Management Board Issue

When Deutsche Bahn CEO R€udiger Grube in 2013 was quoted as saying that

cybersecurity at his company was a management board issue, not something left

to the system administrators (see van Z€utphen 2013), this was something out of the

ordinary as cybersecurity did not count as a traditional board issue at the time.

These days Grube is in the best of company, because the topic of cybersecurity is

now on the management board agenda of an increasing number of enterprises. A

group of CEOs from 23 German blue chips even discussed it at length at the 2014

Munich Security Conference (see Gercke et al. 2014).

In view of the growing number of attacks on large companies (see Tsukayama

2012) and SMEs (see Securitymagazine 2013) that could jeopardize their future,

integrating the management board is a logical move. Even if there is disagreement

with regard to the number of attacks, management board members of large

companies can ill afford to ignore the threat, in particular because of the liability

risk it entails. For stock corporations there is even a legal framework from which

the obligation can be inferred. Section 91(2) of the German Stock Corporation Act

(AktG) sets out that the management board must establish a suitable risk manage-

ment system to ensure that developments threatening the survival of the company

are detected – as part of the ordinary management of business as defined in

Section 93(1) AktG. While the wording of the law does not contain an explicit

obligation with regard to cybersecurity, it is widely accepted in literature that

cybersecurity is a component of risk management and that a breach of duty under

Section 91(2) AktG may lead to the members of the management board being held
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personally liable (see B€urgers and Israel 2014; Trappehl 2009; von Holleben and

Menz 2010).

4.2 Integrating the Management Board into Existing
Cybersecurity Strategies

One challenge for companies in general and for their management boards in

particular is determining how to integrate management board members into the

company’s overall strategy. In contrast to the technical aspects of cybersecurity,

where standards such as ISO 27001 provide clear structures, there is a lack of

appropriate guidance on the involvement of management board and supervisory

board members. One of the main issues must be to clarify a company’s own

cybersecurity strategy to incorporate the decision-makers in a meaningful way, at

least when the companies wish to develop a serious strategy – something that is not

always the case.

A detailed look at the cybersecurity strategies of countries and private

companies reveals that, to this day, the relevant documents are frequently relatively

short and focus less on concrete instructions and more on declarations of intent.

What is actually needed are strategies that in addition to basic statements contain

clear guidelines on responsibility, processes, and technical specifications (see

Gercke 2013: 136–142).

When such a complex strategy is being developed, important questions in

connection with the inclusion of the management board almost inevitably arise.

For example: Which incidents invoke the board’s responsibility? While nobody

will seriously notify the management board of every single IT incident that occurs

at a large company, mundane events may at the same time provide the gateway for

complex attacks. Any delegation of responsibilities that has already taken place –

for instance from the management board to a crisis unit that becomes active in an

emergency – may also be significant in this respect.

4.3 Red Teaming and Wargaming

Since the structures in companies and companies’ institutional capacity generally

do vary considerably, it is extremely difficult to develop and implement a method

for the integration of management board members as a universal blueprint. Cus-

tomization is what is required here, especially for large companies, which tend to

have more complex structures. The question is whether and how the management

board can be incorporated in a cybersecurity strategy using military approaches

such as red teaming and wargaming.
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4.3.1 Red Teaming Defined

Red teaming or alternative analysis is a specific method used to review plans,

strategies, and hypotheses (see Fryer-Biggs 2012; Herman et al. 2009; Lauder

2009; Longbine 2008; Sabin 2012). Two teams are formed, a Red Team and a

Blue Team (see Wood and Duggan 2002). The Red Team assumes the role of the

attacker, while the Blue Team focuses on defense (see CSO 2008). This method has

been successfully employed by the military for decades (see Lauder 2009;

Longbine 2008) and has also been applied in civil activities for a number of years

(see Lauder 2009). It is explicitly not restricted to acting out physical attacks. The

methodology can also be used to investigate theoretical issues from different angles

and with varying emphases – reaching as far as intangible constructs such as a

legislative draft (see Gercke 2014).

Red teaming can be particularly useful when developing cybersecurity

strategies, since the attack situation reflects the real threat situation. However,

strategies are mostly developed from the defense angle. A change or expansion of

perspective enables a company’s own strategies to be examined more critically.

4.3.2 Wargaming Defined

Wargaming is the dynamic simulation of genuine threat situations (see Herman

et al. 2009; Sabin 2012; Perla 1990; Oriesek and Schwarz 2009). Using simulated

situations like this, strategies can be safely tested under realistic conditions. What

makes this approach special is its dynamic nature, which is frequently lacking in

conventional strategy developments. Another major advantage of simulations is the

fact that they create a more realistic environment. In other approaches like the table

desk exercise, discussion does take place, but factors such as stress and strain are

not taken into account. It is things like this that can generate realistic simulations.

It is therefore not surprising that simulations and wargaming are used not only in

a military environment but also in preparing non-military decision-makers (see

Herman et al. 2009; Oriesek and Schwarz 2009; von der Gathen 2014). Wargaming

offers numerous advantages, particularly in the field of cybersecurity. In

cybersecurity incidents, important information about the scope and effects is

often unavailable initially. An analysis of attacks also shows that such incidents

are becoming increasingly complex. Decision-makers therefore need to come to

grips with the situation that decisions must be made rapidly and in some cases on

the basis of not very reliable facts.

4.3.3 Differences Compared with Methods Currently in Use

Up to now, companies have often fallen back on theoretical approaches when

developing strategies in general and integrating decision-makers in particular,

with advisors normally stating where they personally see vulnerabilities and
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potential for improvement. In many cases, the effects of vulnerabilities are also

underpinned by specific examples. However, it is unusual and unnecessary in these

formats for the people involved to adopt the perspective of an attacker and con-

sciously attempt to exploit the weaknesses of a strategy for attacks. In traditional

approaches, a change in perspective like this is often regarded as counterproductive

and not expedient.

The potential of red teaming can be explained using the following example: Is it

possible to improve draft legislation through red teaming? At first glance, attacks

and legislative procedures appear to be rather incompatible concepts. In a state

under the rule of law, however, statutory limits serve as a very important reference

point that guide the actions of individuals or organizations and companies. Testing

the legal boundaries is often of paramount importance for companies in particular.

Loopholes in the law can mean that certain behaviors in exactly this relevant

peripheral area might pass unnoticed. Putting oneself in the position of an attacker

who is specifically searching for vulnerabilities can make precisely these

consequences visible.

This example may sound highly theoretical, but practical experience has been

gained with this very concept. Some years ago, red teaming was used as a strategy

for the improvement of legislation in the area of cybersecurity in connection with an

EU/ITU-funded project for over 50 countries in the Caribbean, the Pacific, and Asia

(see Gercke 2013). It was shown that red teaming often brings other vulnerabilities

to light than those brought up in round tables with experts. The point was clearly

made that possible vulnerabilities in a law can be specifically used for attacks. This

was far more impressive and generated a great deal more support in the legislating

target group than an academic discussion of dogmatic and legislative problem areas

(see Gercke 2014).

Similar experience in connection with cybersecurity has already been gained in

the area of wargaming. For example, the dynamic approach of making the practical

effects of cyberattacks identifiable was used in 2015 and 2016 at the Munich

Security Conference to show participants the threat posed by present-day attacks.

While the focus was on members of government and decision-makers from the

military and security sector, there are also comparable developments in industry,

where management board members use wargaming to prepare for decision-making

in the event of an attack (see van Z€utphen 2013).

4.4 Use of Red Teaming in Combination with Wargaming at
Companies

As noted above, red teaming is designed to improve an organization’s planning,

operations, and responsiveness. Red teaming reviews the efficiency of existing or

chosen strategies by exposing them to a simulated attack. The aim is to find

vulnerabilities in existing, ideally field-tested concepts that have been perpetuated

and updated over a longer period of time and to anticipate the effects of certain

actions. During red teaming, the protagonists explicitly adopt an external
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perspective. Seeing things from the perspective of an attacker, competitor or

adversary allows vulnerabilities to be identified, avoiding cognitive processes that

lead to findings being selectively evaluated or disregarded.

In this respect, red teaming builds on a critical point of strategy development:

influencing the critical perceptive faculty of the actors involved in the development

process. Vulnerabilities are reviewed each time a strategy is developed, but in

traditional approaches this takes place from the perspective of those who were

involved in the actual design. This carries the risk of selective consideration, which

is unconsciously focused on confirmation of the preceding work. Einstein impres-

sively paraphrased the fundamental problem of the approaches that red teaming

tries to circumvent when he said, “We cannot solve our problems with the same

thinking we used when we created them.”

Red teaming offers particular potential in the field of cybersecurity, which

generally involves two opposing parties – attacker and target. Yet it must be

remembered that red teaming is usually only effectively deployed as part of the

development of an overall strategy, not in isolation. This is because the advantage

of a realistic review of processes and strategies is partly offset by the disadvantage

that time constraints do not allow all attack vectors to be determined and that the

respective report also represents a snapshot (see Furtuna et al. 2010).

4.4.1 Classification

Generally speaking, a red teaming approach can be divided into five phases. A

combination of red teaming and wargaming results in the following:

1. Definition of a target

2. Composition of the teams

3. Analysis

4. Wargaming

5. Report

The phases may be part of an iterative process and may vary largely depending

on their specific implementation.

4.4.2 Definition of a Target

Red teaming begins with the definition of a target (see Furtuna et al. 2010; Univer-

sity of Foreign Military and Cultural Studies 2002). In relation to the integration of

the management board, red teaming can specifically address issues such as

overlapping responsibilities within a management board or vulnerabilities in

reporting processes from middle management. Defining a specific task is of vital

importance, especially because of the range of possible deployment. Usually when
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the task is being defined, the simulated attacks are authorized at the same time (see

Furtuna et al. 2010).

4.4.3 Composition of the Teams

Depending on the task defined, the two teams are then put together (see Wood and

Duggan 2002), with an attacking team normally pitted against a defending team, as

described above (see Herman et al. 2009). Depending on the target defined, it is

certainly also possible to use just the attacking team in order to identify

vulnerabilities independently of a defense or to review internal resources (see

Furtuna et al. 2010). However, the combination of an attacking and a defending

team allows defense readiness to be reviewed at the same time.

The success of red teaming depends to a large extent on the team’s composition.

In addition to professional qualifications, the interpersonal skills of the team

members are pivotal in this context (see University of Foreign Military and Cultural

Studies 2002). Particularly in the area of cybersecurity, it is important to have

subject-area experts in the team (see CSO 2008). Depending on the emphasis, teams

may comprise members from a variety of disciplines and professions – such as

technical security specialists, management consultants, members of the legal

department, strategy advisors, risk managers, psychologists, analysts, experts in

simulations and operations research, etc. If the internal resources available in the

company are limited or very tied up, an external service provider may take on the

role of the attacker.

4.4.4 Analysis: Data Collection and Evaluation

The third phase, which focuses on the collection and evaluation of data (see

University of Foreign Military and Cultural Studies 2002), forms the core of the

red teaming. By collecting available data on the target of the attack, the attacking

team develops its strategy. Task definition can focus on a specific area. The

methods used to collect data also vary considerably: Either the necessary informa-

tion can be supplied to the attacking team or the team has to procure this itself.

When it comes to verifying the security of information systems, the measures may

range from peer reviews to ethical hacking, where the hacker is hired to actually

attack an information system (see Lauder 2009). When integrating management

board members into a cybersecurity strategy, developers mainly concentrate on the

evaluation of responsibilities, the focal points of delegation and on reporting. In

general, making information available to the attacking team prior to the exercise not

only saves time, but may be a prerequisite for effective deployment of external

experts in particular (see IBM 2005). However, supplying the data radically limits

the scope of action for the attacking team.

The decision as to which techniques will be used to collect and evaluate data

depends on the task previously set. Typical questions include the following: Have
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all options and the consequences of a certain approach been considered? Which

alternative courses of action exist? Which effects do the actions of others have on a

company’s own actions? How flexible is the company’s own planning? Which of

the company’s own courses of action has the highest probability of success?

Specifically in relation to the integration of management board members, one

question could be whether the correct parameters establishing management board

responsibility have been chosen.

4.4.5 Wargaming

Red teaming is most effective when it is not solely limited to an analysis of

vulnerabilities but is combined with a simulated attack. The method can only be

used to its full effect if the Red Team takes the external perspective of an attacker

and the typical approaches of an attacker can be applied. In an ideal scenario, the

attacking team benefits from its extensive experience in the selection and use of

critical, creative methods for the analysis of complex issues and the assessment of

different courses of action and is therefore not confined to the mere identification of

vulnerabilities.

Developing vulnerabilities into attacks forces attackers not to confine them-

selves to theoretical concepts but to actually implement attack scenarios based on

the identified vulnerabilities. Practical experience shows that nowhere near all

vulnerabilities can be automatically transformed into an attack scenario. For exam-

ple, external attackers may be unable to exploit a vulnerability in an internal

system. In this respect, validating that vulnerabilities can actually be used to

carry out an attack is a key component of the red teaming process (see Furtuna

et al. 2010). Yet in many cases an actual attack is neither possible nor expedient.

Using the wargaming methodology, the attack is carried out in a controlled envi-

ronment in which the actual attack situation is recreated realistically. If the techni-

cal side of an attack on information systems is simulated, this may require

replication of existing technical structures in a laboratory environment. However,

if the decision-maker’s basic defense strategies are to be reviewed, the focus is

more on the provision of realistic reporting structures rather than on the replication

of a technical system.

The simulation approach has proven particularly effective in interaction with

members of the management and supervisory boards of large companies. For this

approach to work, the decision-making structures in companies need to be depicted

realistically. Decision-making processes can then be simulated in both management

and supervisory boards. This has the advantage that in just two or three hours the

participants can not only be shown the bandwidth of attacks, but the decision-

maker’s defense readiness can be reviewed and the consequences of decisions can

be demonstrated at the same time. Simulations can also provide concrete assistance

in process improvement via additional measures, such as language analyses or the

recording of data that tracks stress levels.
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4.4.6 Report

The last phase involves documenting the entire process. Recommendations for

action are often included. The resulting overview of the situation can be used

immediately to improve plans and strategies.

4.5 Conclusion

Whereas in the past red teaming and wargaming were primarily used in a military

environment and by large companies, the methodology can be easily transferred to

the optimization of companies’ cybersecurity strategies, particularly the integration

of management board members.
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The Law and Its Contribution to IT Security:
Legal Framework, Requirements, Limits 5
Klaus Brisch

Technology is the main way of ensuring that IT security meets perpetrators on a

level playing field with weapons of a similar caliber. But technology cannot solve

the problem alone. The law can also play a part in IT security, although it is

misguiding to assume that legal sanction mechanisms will keep criminal hackers

from infiltrating IT infrastructures and harming companies.

In fact, criminal prosecution is quite a blunt instrument, and international legal

systems for the prosecution of criminal activities are out of tune with high-tech

reality. The level of sophistication possible with technology far exceeds the bounds

of our current legal framework. For this reason, legislators concentrate on those

who have something to protect and something to lose, i.e., IT users in companies

and households. By focusing on users, there is a reasonable expectation of success:

They are likely to obey the law and implement the required technical and organiza-

tional measures.

From a legal policy perspective, the question then arises as to whether the law

and its control mechanisms can possibly address the risks adequately. Can legal

responsibility and liability in fact create incentives for IT companies, users, and

service providers to effectively combat IT risks?

Are questions of

• duties (who must implement which measures?),

• liability (who is liable when risks materialize, and to what degree?), and

• evidence (who must prove which facts in a dispute?)

asked in a way that aligns with the approach taken by the German Federal Office

for Information Security (see BSI 2007)?
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5.1 Key Features of the Existing Legal Framework

Prior to the entry into force of the German IT Security Act, the only comprehensive

IT security regulations in effect for companies of various sizes in various industries

stemmed from data protection law or involved the implementation of IT security

standards. Since the IT Security Act only applies to companies of certain sizes in

certain industries, and merely supplements the general legal framework instead of

replacing it, this regulation will be outlined first.

Broadly speaking, the law first and foremost calls for corporate IT suppliers and

users alike to set up and maintain data protection systems and to define IT risk

management procedures. The focus here is on following IT compliance rules, not

least to prevent a company’s management board and executives from being held

personally liable.

5.1.1 IT Compliance: A Challenge for Management Boards
and Executives

According to the definition of “compliance” in the German Corporate Governance

Code, “the management board is responsible for ensuring that the applicable

statutory provisions and internal company policies are followed, and must work

toward adherence by group companies.” (Regierungskommission 2015).

Technical standards pertaining to IT are particularly relevant and include the

applicable ISO 27001 standard and the IT Baseline Protection Manual

(IT-Grundschutzkataloge) published by the German Federal Office for Information

Security (BSI). These must be complied with although they are not specifically

“statutory provisions” or “internal company policies:” Technical standards come

into play when the courts need to get to the bottom of statutory standard of care

requirements or resolve liability issues. Typical examples are data loss in

businesses or a lack of IT availability leading to production or other losses. That

is when courts review whether “customary” standards were followed. These

standards are considered generally accepted technical guidelines which carry

what is known as a “presumption of conformity.” According to this concept, a

release from liability is justified if such guidelines are adhered to.

5.1.1.1 The Cornerstone of IT Compliance: IT Security
Documenting IT risks is paramount to IT security. A distinction is drawn here

between

• organizational,

• infrastructural, and

• application- and process-related

risks.
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Organizational risks include situations where an IT department is not suffi-

ciently integrated into the corporate structure as an independent entity. Often, the

IT organization’s responsibilities and requirements are not assigned appropriately

in terms of knowledge and skills. Moreover, sensitive data may not be adequately

protected to prevent unauthorized access.

Infrastructural risks include the use of heterogeneous or legacy operating systems,

data, backup systems, or software packages. This category also includes the technical

systems in buildings required to safeguard IT operations, such as suitable protection

against water and fire damage, as well as access controls. Finally – and this is pretty

much a classic – it is an infrastructural risk when a company has no method of data

backup in place or when data backups are only performed sporadically. In practice,

users often overlook the fact that backing up data alone is not enough. Rather, it must

be possible to seamlessly restore backups to the original IT platform.

Application- and process-related risks can amplify organizational or

infrastructure-related risks if a company runs legacy or standalone applications.

For example, developers who previously customized off-the-shelf software often

leave a company to find other employment. If the customization is not documented,

the modified applications can no longer be updated.

5.1.1.2 Liability of the Management Board and Executives
Discussions of IT risk bring up the issue of liability risk for management boards and

executives. According to section 93 I of the German Stock Corporation Act

(Aktiengesetz – AktG) and section 43 of the German Private Limited Companies

Act (GmbHG), managers of companies are liable for the resulting loss if they

breach their duties. To prevent this from happening, they must safeguard the

company’s interests and protect it from damage while acting within the law and

the articles of incorporation, and taking into account the interests of the public.

Management must therefore ensure that IT-related legal requirements, particularly

data protection regulations, are followed. What’s more, if the technical standards

relevant to IT security are not adhered to in a corporate setting, the courts consider

management personally liable.

5.1.2 Who Is Responsible?

Aside from the question of who is responsible for setting up a fully compliant

corporate structure, the division of responsibilities for IT security in the IT value

chain is also critical.

5.1.2.1 Requirements for Software Manufacturers
The main laws relevant to software manufacturers are those regarding product

liability and product safety. A unique aspect of product liability is that neither a

contract between the producer and the user of the product, nor a finding of fault

(intent or negligence) is required for producer liability to apply. However, the

problem is the unsolved issue of whether software can be classified as a product

5 The Law and Its Contribution to IT Security: Legal Framework, Requirements. . . 39



in the sense of product liability law, in which case intent or negligence would

indeed not be conditions of liability. The same problems as with product safety law

arise in general tort liability where, in contrast to product liability, the exact crucial

point is a finding of fault due to intent or negligence. After all, financial losses are

only determined in exceptional cases and a broad interpretation of the concept of

property – not yet handed down by the highest courts – would be required to

determine damage to data records or databases.

In practice, the company suffering the loss bears the burden of proving that the

software is defective, just as it does for proving a link between a defective product

and the violation of a legally protected interest as well as the losses in question – an

immensely difficult task to accomplish. The complexity of IT systems and infra-

structure in companies and the interplay between various products and IT services

often do not permit determining one distinct cause of error. In addition, installation

or operating errors by the business suffering the loss must be ruled out.

5.1.2.2 Requirements for Network and Platform Operators
Although they enjoy broad liability privileges provided by the German Telemedia

Act (Telemediengesetz – TMG), network and platform operators must fulfill exten-

sive duties to secure their own IT systems. Section 44a of the Telemedia Act

provides those operating their own electronic communication networks to provide

telecommunications services with additional liability privileges.

However, these liability privileges do not apply with respect to third parties who

suffer losses via the operator’s networks. That is because there is no contractual

relationship between them, which section 44a of the Telemedia Act requires.

5.1.2.3 Legal Framework for Providers of IT Services
Businesses that provide IT services or manufacture products with the help of IT

systems must fulfill numerous duties of protection arising from specific

requirements. An example here is online banking, where a comprehensive set of

administrative instructions by the German Federal Financial Supervisory Authority

(BaFin) stipulates extensive Minimum Requirements for Risk Management

(MaRisk) at German banks.

The IT Security Act

Since July 25, 2015, the IT Security Act has been established in Germany. It

provides the Federal Republic with a head start regarding a solid legal basis for

cyber security. According to the law, operators of critical infrastructure are required

to notify the Federal Office for Information Security (Bundesamt f€ur Sicherheit in
der Informationstechnik; BSI) of any IT security breach. After evaluation by the

BSI, these notifications are processed and made available to all operators.

The IT Security Act focuses on seven branches and about 700 facilities (see

Borchers 2016) including but not limited to: information technology and

telecommunications, as well as the energy sector, the food industry, the financial

and insurance sector, as well as the sectors regarding health and water. These

branches are now obligated to orientate themselves to minimal standards for IT

security and to notify the BSI of any incidents. The decision as to which attachments
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fall under the obligation of notification lies with the Federal Government and is based

on the “500,000 rule” which claims that as soon as there is a benefit for at least

500,000 people, the corresponding attachment falls under the notification obligation.

The actual usage is converted into a threshold value for easy handling.

Most attachments regarding IT security with a notification obligation are found

in the energy sector. There are a total of 320 attachments and companies in this

sector which reach the following threshold values:

• Electricity generation (or storage): 450 MW per year

• Gas supply: 5,190 GW per year

• Refinery: 620,000 t of fuel oil per year

• Gas station network: 335,000 stations

The water sector (including drinking water and sewage drain) comes in second

place with 230 attachments. In this sector, sewage treatment plants (that supply

about 500,000 people) and water supply companies which are responsible for

allocation, processing and distribution of 21.9 million cubic meters of water per

year, do have a notification requirement.

Regarding the food industry there are currently 70 attachments that are obligated

to give notification, namely those that produce, store or distribute 334,000 t of foods

a year. Regarding liquids there is a threshold value of 274.5 million beverages.

The information technology sector, with its data centers, trust centers and server

farms, constitutes the smallest sector that is affected by the notification obligation of

the IT Security Act. The 500,000 rule only applies to the trust centers in this sector

and refers to the number of registered person-based certificates. In addition to this,

every trust center that gives out more than 10,000 TLS certificates becomes obliged

to give notification. Regarding the data centers, the notification obligation refers to all

installations that have a yearly average of 5MW. In case of content suppliers, the new

rule applies to those that deliver more than 75,000 terabytes a year. Server farms are

obligated to notification after an average of 25,000 instances running.

For operators of telecommunications that deal with communication and data

networks, the notification obligations are already established in the

telecommunications law, so that there are only few additions implemented by the

IT Security Act. The established threshold value for networks and transmission

services lies at 100,000 participants or rather 75,000 terabytes per year. For DNS

servers the value lies at 2.5 million IP queries-a-day or accordingly at 250,000

domains, for which the server is responsible. It is currently determined, how many

attachments are subject to the reporting requirement.

A threshold value regarding the health, finance and insurance sectors is

foreseen for the end of 2016. Debates are currently being held.

5.1.3 Regulation on Determining Critical Infrastructure

A legal regulation determines who has to give notification in IT security matters

(see Bundesministerium des Inneren 2016). The operators of critical infrastructures
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can review whether the IT Security Act is applicable with the help of quantifiable

and comprehensible criteria for their own company. If that in fact is the case, the

operator has to make a contact available for the BSI within six months. Further-

more, the operator has to provide proof that the minimal standards of IT security are

being followed within two years. Up to now the regulation refers to the critical

infrastructures in the sectors of water, food, energy, information technology and

telecommunications. A regulation change foreseen for 2017 includes the sectors of

transportation and traffic, as well as health, finance and insurance.

5.1.4 Controversial: Changes Affecting Telemedia Services

An easy-to-overlook requirement of the IT Security Act affecting nearly every

business is the amendment to the Telemedia Act implemented in article 4. The key

here is section 13 (7) of the TelemediaAct: To the extent technically and economically

feasible, service providers must take technical and organizational measures to ensure

that no unauthorized access is possible to the technical facilities they use for the

telemedia services they offer. In addition, these facilities must be protected against

disruptions and unauthorized access to personal information, as well as attacks from

outside. The precautions taken, such as data encryption, must be state of the art.

This provision is particularly relevant to companies because in the sense of

section 2 of the Telemedia Act a “service provider” is any individual or legal entity

offering or providing access to its own or third-party telemedia. In the case of

audiovisual media services on demand, a “service provider” is any individual or

legal entity effectively controlling the selection and configuration of the content

offered. Ultimately, any company that operates its own website for business

purposes falls under the security requirements laid down in the IT Security Act.

Businesses must therefore immediately begin intense investigations on how to

prevent unauthorized access.

5.2 International Issues: The European Union’s Directive
on Security of Network and Information Systems
(NIS Directive)

According to the proposal by the European Parliament and the Council for a

Directive on the Security of Network and Information Systems (NIS Directive),

operators of network and information systems are expected to do more to ensure

network and information security. Because security of information and network

systems is of utmost importance for the home markets and is necessary for their

smooth proceeding. System malfunctions therefore have to be prevented at all

times. In order to achieve this, uniform EU guidelines for the water supply, health,

energy, transportation and traffic, internet and finance sector will be enacted.

Germany already complies with the planned regulations thanks to the IT Security

Act.
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The EU member states are required to establish a central base for NIS-

notifications so they can inform each other easily and to provide the European

Union Agency for network and Information Security (ENISA) with updates for

eventual incidents: “The international NIS-notification centers that get the infor-

mation through these channels are to pass this information on to the companies in

their jurisdiction. Reactions to NIS-threats are coordinated by the NIS-authority and

the ENISA Europe-wide” (Lepper 2014).

The recommended guideline would provide a minimal security level regarding

digital technique, networking and services for all member states alike. These

requirements as well as standardized measures in risk management and clear

regulations regarding notification will lead to a more stable and trustworthy IT

system in the respective sectors.

5.3 Data Protection and Data Security in the United States

There are no comprehensive federal laws governing data protection and data

security in the United States. US law governing the collection, use, distribution,

and protection of personal information is based on overlapping, and in some cases

contradictory, regulations at federal and individual state level. At the federal level,

a sector-based approach is taken with data protection guidelines and regulations

focusing on industrial sectors such as healthcare and the financial industry. Gov-

ernment agencies such as the Federal Trade Commission (FTC), the Federal

Communications Commission (FCC), and the Securities and Exchange Commis-

sion (SEC) issue additional rules and regulations that affect the collection, use, and

storage of personal information. Finally, US states such as California exercise their

right to impose additional requirements – for instance, the obligation to report

incidents where the personal data of citizens is threatened.

The amount of questions each individual incident can bring up in the US can be

demonstrated by the example of the conflict between the FBI and Apple regarding

the data de-codification of a smartphone owned by a potential terrorist (see Martin-

Jung 2016). The FBI unlocked the smartphone without the help of Apple, against the

court’s decision. The reason was simple, that no help was needed from the manu-

facturer, Apple. Even though the de-codification of the iPhone ended the disagree-

ment between Apple and the FBI, the question remains, if technology companies and

other organizations should be obligated to integrate the possibility that in case of

investigation, the codified data should be made available to the authorities.

5.4 Data Exchange Between EU and US Companies

The answer to the question of how personal data can be exchanged legally between

companies in the EU and the United States is complicated. But one thing is certain:

Transferring data without considering the European legal framework unavoidably
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raises the issue of liability for the company transferring the data as well as the

responsible individuals within the company, particularly management.

5.4.1 Safe Harbor

In 2000, the European Commission established a safe harbor arrangement for the

purpose of creating legal certainty. It was supposed to facilitate the transfer of

personalized data from the EU to the US – and in compliance with the European

Data protection regulations.

However, the safe harbor decision was declared invalid by the European Court

of Justice on October 6, 2015. Since then, there has been considerable legal

uncertainty about whether and on what basis such data can be transferred.

5.4.2 Privacy Shield

The solution for the legal uncertainty is now based on the so-called Privacy Shield,

a covenant between the United States and the European Union for the regulation of

transatlantic data transfer. Since its announcement on February 2, 2016 the Privacy

Shield was fiercely criticized. It was especially complained about the US

governments right to collect information on a large scale for purposes of national

security. In this form, the agreement would not be upheld by the European Court of

Justice (see Beiersmann 2016). According to the European data protection officer,

who advises EU institutions, the Privacy Shield must fulfill the requirements of the

new EU Data Protection Directive, whose entry into force across the EU is

anticipated in May 2018. This directive also applies to the transfer of data to the

United States.

Irrespectively of all opposition the EU-Commission established that the new

framework protects the fundamental rights of anyone in the EU whose personal data

is transferred to the United States as well as bringing legal clarity for businesses

relying on transatlantic data transfers (see Europäische Kommission 2016).

Independently of this development numerous cloud providers, such as

T-Systems partners Salesforce and SugarCRM, have moved to regional data centers

to be on the safe side.

5.5 Conclusion: Many Legal Issues to Consider

IT security is complex in more than just a technical sense. The legal framework

underlying it is laced with widely diverse laws, guidelines, rules, and technical

standards. Business leaders face a huge challenge if they wish to comply with all of

the relevant requirements and limit the risk of personal liability.
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The law can shed light on various risk scenarios to which IT providers and users,

and network and platform operators are subject. The IT Security Act does not make

the general rules on liability obsolete. In fact, they have been enhanced for certain

industries.

In the European Union, the harmonization of regulations is proceeding – and the

Directive on the Security of Network and Information Systems is pointing in the

right direction. Germany is ahead of others in this matter because passing the IT

Security Act already implemented large pieces of the directive.

Ensuring security in data exchanges with the United States is a challenge for

companies: Legal certainty in the transfer of personal data is currently somewhat

questionable due to the rejection of the safe harbor concept despite the implemen-

tation of the Privacy Shield. But caution should be exercised because the legal

framework in the United States is heterogeneous, and the legal situation in the

European Union is fluid. It may be awaited eagerly what judgements the courts will

render in the future, especially Court of Justice of the European Union (CJEU).

There is no getting around the fact that companies and their management must

clearly see to every aspect of IT security. It cannot simply be seen as a cost factor. In

truth, IT security is complex. IT security is expensive, risky and mission critical. IT

security must therefore be a top-level management issue. What else could it be?
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IT Security: Stronger Together 6
Ralf Schneider

Modern CIOs handle a multitude of roles within their companies, from deciding the

strategic orientation of the IT environment to keeping data centers and devices

running smoothly. As if this wasn’t enough in terms of responsibility, CIOs also

bear ultimate responsibility for the security of data, applications and the IT infra-

structure. Although ensuring the safety of the company’s digital assets has long

been one of the core elements of a security strategy, new adversaries such as

government-backed hacker groups, cyberespionage teams out for a quick profit

and politically motivated activists have resulted in a “red alert” status for digital

assets. And yet, while the current threat from these numerous attack vectors should

be taken deadly seriously, many companies still believe that antivirus software, a

firewall or simply taking a hush-hush approach are adequate precautionary

measures. Antivirus software and firewalls are of course essential, even though

both systems only form building blocks of an overall security model. But the time

has really come to drop the idea of seeing security as a taboo topic not to be

discussed in public. “Security by obfuscation” used to be considered a legitimate

security strategy: If we don’t publish any information on a topic, then we’re not

giving away any useful data – right? Wrong! Pretty much every proprietary

software or hardware has now been hacked, simply because attackers found a

loophole that manufacturers had overlooked. Which is why open source software

is considered more secure: The multitude of auditors and developers picking

through the code maximizes the number of vulnerabilities detected and the speed

of their discovery. Going at it alone, hidden away behind closed doors, is not how

IT security works. Attackers recognized this a long time ago, of course. Since

hacking is a collaborative, team-based effort, why shouldn’t the good guys do the

same?
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6.1 The Trinity of IT Security

CIOs must accept the current situation: Observations made by the security company

FireEye show that some 95 percent of companies have been victims of cyberattacks

for many years without being aware of it. In Germany, the number of attacks against

companies and government agencies observed in the second half of 2015 was

almost double that of the previous six months. One noticeable trend is the phenom-

enal rise in attacks made via ransomware across the entire EMEA region (see

FireEye 2016a). The threat situation is prodigious. In addition to attacks made at

network perimeters, there is the fact that every employee has a couple of tools in

daily use capable of routing attacks directly into the heart of the network: the email

client and the web browser. If an employee mistakenly clicks on a phishing link, he

or she opens Pandora’s Box – bypassing firewalls, intrusion detection systems and

other perimeter barriers. The same applies to the browser. Drive-by infections by

legitimate websites nonetheless polluted with malware dump the poisonous handi-

work of clever but criminal hackers directly onto the PC and company LAN. There

are no quick remedies to such problems. We live and work in an information society

that is becoming increasingly internetworked. Employees without email and with

highly-restricted Internet access (or none at all) are unproductive employees.

Highly restrictive approaches can really only be deployed in extremely sensitive

areas – most office jobs will require a broad range of communication options with

the outside world. Nor should one forget that the holy trinitiy of IT security is

expressed via the “CIA” principle: Confidentiality, Integrity and Availability

should each be given the same level of attention. Plugging every hole also seals

off the availability pipeline.

Some protection is of course needed. While it’s true that a successful attack

doesn’t always merit a front-page headline – even if the victims are household

names – the consequences of a cyberattack can still be catastrophic. The TalkTalk

hack in fall 2015 caused revenue losses of around 60 million pounds and resulted in

the UK cellular network provider losing over 115,000 customers (see Wired 2016).

And around 61 percent of German consumers would take legal action if their

personal data was exposed in a hack (see FireEye 2016b). So it’s important to

find the right balance between policing and productivity.

But how can one protect a 280,000-node network like the one operated by the

Allianz Group? The right hardware and software is of course important, but so is an

appropriate model that takes a nuanced approach to threats while conceding that a

company has a better chance of mounting a successful defense as part of a team

rather than doing it alone. The lion’s share of hacks now run as automated processes

without a specific target, a simple case of poking around in the dark long enough to

find someone who has failed to apply a patch or overlooked a PC backdoor. Once

the backdoor is found, there’s a good chance that more than one company is

affected by it. Often, however, this same vulnerability has already been identified

and resolved by another organization. If companies shared this kind of information,

everyone would benefit. While this would not offer a remedy against targeted

attacks, it would be an effective suppressor of the aggressive “background noise”
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of digital hackers. Accordingly, the news that cooperative initiatives are now

springing up in the traditionally rather close-mouthed sector of IT security is to

be welcomed. As just one example, over two dozen companies and organizations

have now signed the “Coordinated Vulnerability Disclosure Manifesto.” The man-

ifesto declares support for collaboration between companies and the cybersecurity

community to find and resolve vulnerabilities in information and communication

technology. This kind of cooperation requires a high level of trust between

stakeholders. Simply for practicably reasons, only a more exclusive club can be

considered for very large firms, whose assets at stake – both in a financial sense and

in terms of the company’s reputation – are immensely valuable. The role of the

partner network for Allianz is played by the German “Cyber Security Sharing and

Analytics” (CSSA) association. Within the CSSA, 12 large businesses now work

not as partners in crime but partners against cybercrime.

6.2 CSSA – Security Through Collaboration

The founding concept of the CSSA is the peer-based sharing of information about

cybersecurity between organizations. Major corporations have other requirements

than SMEs, especially in terms of the operating models they use for IT security. The

CSSA currently counts 12 heavyweights of German business among its members,

including Allianz, BASF, Bosch, Deutsche Bank, Deutsche B€orse Group, SAP,

Siemens and Deutsche Telekom. United by their strong interest in IT security, they

have also recognized that the cooperative approach today is the better option. A

non-profit organization, the CSSA develops models that enable the rapid and

highly-scalable sharing of information about cyberattacks without compromising

the confidentiality of the business transactions involved. The CSSA refers to itself –

only half-jokingly – as a kind of “neighborhood watch,” warning each other against

the digital equivalent of leaving the front door unlocked.

The initiative arose as the logical next move following a meeting of several

CIOs. In their meeting, the CIOs not only discovered that they were plagued by

similar problems but that each of them also had access to information that could be

useful to their counterparts. Companies had previously been prevented from sharing

this data due to the lack of a secure and efficient framework. Accordingly, the

CSSA was formed in November 2014 as a registered German association with

seven founding members, one of whom being Allianz. Membership of the CSSA

was and continues to be assessed on the value or information that a new applicant

can bring to the group. Participating organizations must contribute both expertise

and knowledge and already have a stable security system in place featuring key

basic components such as a CERT – and ideally a SIEM, etc. The sharing of

information about threats and vulnerabilities would be pointless if a company

lacked the tools for implementing protective and counter-measures.

While the CSSA does prioritize the importance of a small, effective group, it is

not a static club. New members are welcome if they can meet the acceptance

criteria. This includes considering Europe to be the main focus of their business.
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6.2.1 Targeted Interaction

“Actions speak louder than words” is the CSSA’s unofficial slogan. With it, the

CSSA’s 12 member companies have mutually agreed their commitment to being

active members of the association, i.e., to providing a budget and experts to ensure

that the volume of available data can actually be turned into tangible results. All of

this is made possible by a manageable number of participating organizations,

clearly-defined contacts, and dedicated resources both in the CSSA and member

companies.

CSSA members see their most important activity as being the sharing and

analysis of actual incidents, threats and vulnerabilities with the aim of improving

protection against potential attacks. Weekly conference calls at a technical level

plus regular meetings ensure a constant flow of information. By sharing threat

intelligence, a joint database is being established. Lessons learned and threat

indicators from actual attacks are collected as Indicators of Compromise (IoCs)

together with strategic information, while analyses of recently-discovered malware

are distributed as Malware Reports. Member companies can import this information

into their own systems, thereby enabling them to block potential threats or check

infections. At some companies, this process is almost fully automated, while others

are still working on integrating the CSSA platform into their security infrastructure.

Since the members are active across a spectrum of industries, the CSSA is

generating a large dataset that covers a huge range of threat vectors. This enables

information to be isolated from its industry-specific context and to be used to create

connections that would be beyond the capabilities of a single company.

Nor does this merely sound good on paper – the reality proves that it’s also

bearing fruit in the real world. Details from companies about attacks happening on

their own turf have been already shared at a strictly technical level with other CSSA

members, who were then able to prepare and adapt their defense systems accord-

ingly. A number of those participating had never experienced this level of transpar-

ency – some not even within their own company.

The sharing of warnings also plays an important role in the CSSA. A good

example of this is last year’s wave of “DDoS for Bitcoins” blackmail attacks. One

CSSA member was affected early on and warned the other organizations almost a

week before the BSI issued a corresponding advisory. So CSSA members were well

prepared and able to fend off actual attacks they then experienced.

6.2.2 Network of Trust

Trust is the most important basis for the collaboration within the CSSA: trust that

information about individual members is not misused, and that information about a

discovered vulnerability or even a wave of attack is passed quickly to the other

members. The very founding of the association already involved the definition of

policies and processes to ensure the optimum sharing of data among members, with

only specific contacts requiring access and nobody else. All individuals involved with
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the work of the CSSA must sign personal confidentiality statements. The statement

includes a version of the Traffic Light Protocol (TLP) adapted for the CSSA.

Different levels of confidentiality are shown using the colors green, yellow and red.

For publicly-available information, “TLP White” has been introduced. Only green

material may be forwarded unencrypted. From the yellow level onwards – which is

the default classification within the CSSA – encryption is mandatory. Material at the

red level may be shared only within the information’s original context. The material

is “X eyes only,” i.e., only for a specific set of “X” individuals.

Thanks to the small-scale setup of the CSSA, confidentiality breaches are

unlikely and have indeed not yet occurred. Furthermore, since the association is

based on trust, a breach of this kind would also be treated very seriously. Secure

exchange is also naturally essential for the collaboration. In addition to defining a

set of general-purpose security rules, the association also deploys specific tools with

which information can be distributed securely across multiple media and formats

(encrypted email, Secure Data Room, Secure Chat, etc.).

For the future, the CSSA is clearly working towards becoming a competence

center and expert panel for its members. Through the network of trust formed

between participating organizations and individuals, a database packed with highly

relevant and up-to-date information is being established. Here, the trust model is

decisive, which is primarily based on personal relationships and designated contacts

having direct responsibility. Sharing the database or parts of it with other

organizations might be an option for the future, although this is seen only a potential

scenario at present. Governmental institutions are currently not granted access

as well.

6.3 The Six Elements of an Integrated Defense Strategy

Even when helpful partners are at hand, the primary burden of IT security is borne

by a well-configured security system that is correctly dimensioned and monitored

on a continuous basis. Past experience has shown that a multi-layered architecture

offers the best level of protection and is also the simplest to manage – even for very

large networks. In the ideal situation, attacks are intercepted before they even reach

the network perimeter. If an attack does slip through, then it is blocked by the

subsequent layers. The approach resembles an onion with its several consecutive

layers and is capable of handling both a range of attack vectors and heterogeneous

corporate structures. At Allianz, a six-level system is deployed that has proven its

worth in practice and is undergoing continuous expansion. Virtually every level has

been deliberately designed to benefit from information shared between peers and, in

turn, to enable the forwarding of information to these partners. Of course, this

doesn’t automatically work from the outset – this is not an “off-the-shelf” solution.

By redesigning its IT processes, however, Allianz was able to streamline many of

its processes, adapting them to better suit the needs of its business departments and

ultimately its end users.
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6.3.1 Prevention Is Better Than the Cure

But how can an attack be blocked before it even happens? Doing so requires neither

a crystal ball nor superhuman powers. As the first layer of protection, prevention
is a crucial strategy, not least because errors that are avoided before hardware or

software is even deployed cannot become security holes. Vulnerabilities avoided by

prevention can also be beneficial to partners in the information network because the

chance that they have also failed to discover the same vulnerabilities is high, given

the standard configurations typically applied to devices in company use. From

operating systems to applications, no code is error-free. This fact is powerfully

illustrated by the monthly “Patch Tuesdays” carried out by Microsoft – although

Microsoft is only one prominent example of many, as the problem affects any

software development company. In 2015, the US National Vulnerability Database

(see National Vulnerability Database 2016) listed 8,822 vulnerabilities – almost

2,000 more than in the previous year. In pole position with 314 entries was Adobe’s

Flash Player, followed by Microsoft Internet Explorer (231), Firefox (178) and Java

Runtime (80).

Another problem is self-inflicted vulnerabilities caused by configuration errors.

One recent survey from security company F-Secure (see F-Secure 2016) discovered

thousands of cases of incorrectly configured systems and outdated software in use at

companies. Indeed, some of the most common vulnerabilities in corporate systems

had been caused by misconfiguration issues. In recent months, SSL in particular has

proven to be something of a Pandora’s Box: Errors made in implementation

coupled with careless administration had thrown company gates wide open to

attackers, and the confidentiality of SSL-encrypted connections had been

compromised. Yet these vulnerabilities were easily avoidable, which would have

drastically reduced organizational exposure to attacks.

Surveillance guards against the kind of errors described above. You cannot take

the right precautions until you’re aware of what needs protecting in your network.

Network management/analysis and documentation are key factors that decide

whether an IT unit has its network under control or is constantly put on the back

foot by a never-ending stream of new problems. And end users are not making life

any easier for CIOs and administrators. The words “shadow IT” have now become a

feared moniker describing IT systems set up outside official channels. Wi-Fi access

points from the local electrical goods store used to be the classic example of shadow

IT. Employees frustrated by the speed of the company Wi-Fi network simply took

the rough-and-ready approach of installing their own access point in the office –

naturally without taking any of the necessary security precautions and without

informing the IT department. What was then a minor headache for IT and not

without its risks – if an openWi-Fi network was also accessible outside the building

– has now escalated into something else entirely. Cloud services are very popular

with employees and even entire departments, and are sometimes used as a DIY

solution without official approval.

A survey conducted by the Cloud Security Alliance (CSA) showed that IT

management staff receive ten applications for cloud service usage every month
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on average (see Cloud Security Alliance 2016). The only problem is, they also need

about 18 days to process and evaluate an application. This mismatch in time frames

can provide dangerously fertile ground for shadow IT, warns cloud security pro-

vider Skyhigh Networks. A recent analysis of actual cloud usage in European

businesses reveals that a large proportion of the some 1,000 cloud services used

on average per company takes place without the knowledge of the IT department

(see Skyhigh 2016). If the IT department doesn’t know what’s being used, it can’t

protect it – and finding an unauthorized cloud service is more complex than tracking

down a rogue access point. This is why proper surveillance of the network and a

clear idea of the protocols, services and applications that should run in a specific

segment is so important in order to detect changes.

Patching is another aspect of prevention. While it should be self-evident that

resolving problems in products with updates, patches and fixes is a good idea,

practice tells a very different story. Sometimes, the reasons for this are sound: Not

every patch is safe to apply – all too often, updates are well-meant but poorly

executed. Even if only one percent of the 280,000 user devices connected to the kind

of networks that Allianz runs are taken offline by incompatibilities with other

programs, losses in terms of productivity and (indirectly) revenue are nonetheless

dramatic. Despite this, patch management is here to stay, and there are now

numerous strategies designed to ensure that rollouts proceed smoothly (even in

large networks) and side-effects are contained.

6.3.2 Knowledge Is Power

As has already been shown by the very real danger of shadow IT, prevention is only

one side of the coin – the status quo must also be reviewed in addition to the desired

status. Logically, the second layer of IT protection encompasses everything

already underway in the company. Surveillance, monitoring, early warning – plenty

of security models are available. Above all, however, the collection of data must be

automated as far as possible. The 280,000 network nodes at Allianz generate an

inordinate amount of data every second. Only an intelligent and largely autonomous

filtering system is capable of evaluating the data by relevance and urgency, and

correlating it to events. A single failed login to a resource does not by itself indicate

the network is under attack. But if the same user also fails to access five other

resources in a short space of time, a response is required.

Ideally, a Security Information and Event Management (SIEM) system acts as a

high-level information clearinghouse, fed by log files, warnings issued by security

software such as IDS/IDP and antivirus systems, as well as the valuable data

provided by CSSA members. Normally, a SIEM system merely collects data and

prepares it for display. In especially large networks, however, it is also possible to

let the SIEM setup or underlying security systems react autonomously. Returning to

the above example of the multiple failed logins, the account of the user in question

could be locked out or, if a subsequent login succeeded, the user might then be

granted only limited rights. While this is technically possible, the consequences at a
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personal level are rarely thought through in many companies. Should this arrange-

ment also apply to CxO-level accounts? Have staff been properly informed about

the people they need to contact to restore login permissions? And is this unit

available 24/7 – in the event of an employee being accidentally locked out while

working in a different time zone? While a lot can be handled by a SIEM setup and

its associated infrastructure, it is often advisable to have a SIEM focus primarily on

collection, evaluation and correlation, and leave the job of active system defense to

human IT resources.

6.3.3 IT Security Is Not an End in Itself

This brings us to layer number three and the employees for whom IT security has

been established in the first place. Administrators – and especially those entrusted

with security tasks – should not forget that the daily work of the company’s

employees must be the focus of any security efforts. IT security is not an end in

itself but serves to facilitate the productive output of products or services. Accord-

ingly, an IT security strategy must provide answers not only to the issues of

securing the working equipment but also to questions about guaranteeing the

productivity of members of staff. Although a PC without network access, USB

ports or a CD drive is practically impregnable, it’s not particularly useful for day-to-

day work. While the topic of staff awareness was hyped to breaking-point a few

years ago, things have calmed down again since then. Many of the “awareness

training” firms that sprang up overnight have vanished again just as quickly. But

this doesn’t mean that staff are now security-savvy. Quite the opposite, in fact: As

network perimeters become increasingly hardened, attackers are becoming increas-

ingly dependent on insider help from within the network. And their chances of

success aren’t too bad, either. Verizon’s Data Breach Investigations Report shows

that the number of users opening a phishing email in 2016 has actually risen from

23 percent last year to 30 percent in the current year. A full 12 percent then proceed

to click the dangerous link itself – so a certain amount of work still appears to be

necessary on the subject of security awareness in the years to come (see Verizon

2016).

Of course, company staff are not solely to blame here. Employees are coming

under increasing pressure, as larger workloads are shared among dwindling

workforces, and – crucially – proficiency is required in an ever-increasing number

of technical and organizational tools. The topic of “password security” alone is met

with eye-rolling from users and exasperated groans from administrators. Passwords

should be secure, complex and dynamic. And a new password should be set every

three months. And a separate password should be used for important services. But it’s

hardly surprising that employees often sabotage this strategy. The much-loved Post-

It under the keyboard, stuck to the monitor or kept handy in a desk drawer bears

mute witness to the difference between well intentioned and well implemented.

Forcing employees to follow security rules doesn’t achieve anything – except less

security. Password security problems could have been defused a long time ago by
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two-factor authentication, for example. As more and more services and operating

systems such as Windows 10 support multifactor authentication, this perennial

nuisance could perhaps be passé very soon. Interacting with one’s staff on aware-

ness and other matters is a highly individual business as every company and

department will need to identify and follow their own strategy here. That said,

the experience of other partners in similar situations, as gained by CSSA members

on a daily basis, can provide help in the form of best practices.

6.3.4 It’s Only a Matter of Time: Incident Management

Only a rookie would believe it’s possible to stay ahead of the dangers of the digital

world. Anyone actually meriting the title of CIO understands that a successful

attack will inevitably take place. So the sensible approach is to set up the fourth
layer of the security model and prepare for this eventuality before it is too late.

The time for lengthy discussions is not when the alarms already start to sound.

Moreover, the natural response to an attack in progress tends to be panic,

nervousness and quite possibly ill-considered responses. Just as it is helpful to

regularly rehearse emergency procedures, a detailed code of conduct also helps

defuse an ongoing crisis. Knowing the game plan means steps can be taken more

quickly. Sometimes it’s easier said than done, however. When corporate security is

at stake, decisions can have far-reaching consequences. As one example, if a data

leak is stopped by effectively cutting network access for more or less the entire

organization, this can affect the company’s bottom line at the end of the year. If the

success of the data hack is unknown, then a sensible precaution might be for

everyone to change their passwords. While no one enjoys making such a decision,

it needs to be clear that the decision can be made if the risk is serious enough and

that the decision-maker also has the backing of company management to do

so. Incident Management is also frequently associated with forensic analysis,

when the aim is to discover the attack vector and close it against future attacks.

Generally, this involves external service providers who then gain access to critical

company systems. For a company whose membership in the CSSA means that it is

used to confidentiality and the highly selective sharing of information, a fact-

finding mission of this kind should only present a low risk of the undesirable

disclosure of company internals.

A successful attack on a fellow member is naturally no reason to celebrate for the

partners within the CSSA. The organizations can nonetheless benefit from the

attack and its attendant circumstances by closing the very same attack vectors

within their own networks. Those aware of events in partner companies are better

prepared, can take precautions and may even be able to help by providing resources.

While it is clear that market forces require two companies to follow their separate

objectives, preventing them from simply sharing everything, the clear-cut categori-

zation of the CSSA’s Traffic Light Protocol unambiguously clarifies which data can

be shared with whom. As a result, the necessary data – and only this data – is

provided to take appropriate action.
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6.3.5 Fitness Training: Prepare for Emergencies

“Attack is the best form of defense” is a claim made since the Middle Ages. IT

security also applies this principle as another layer of security – although it does

not mean that we attempt to infect hackers with their own malware. At times when

there are no acute situations that require an immediate response, the company’s

own defenses can be put through their paces by simulated attacks. Penetration

testing, awareness campaigns using fake phishing mails and social media attacks

performed by security service providers are just some of the many strategies with

which real-world emergencies can be rehearsed and prepared for. Closer collabora-

tion with the company’s ISP can also be a productive strategy against Distributed

Denial of Service (DDoS) attacks. Rapid-response defense measures against ongo-

ing attacks require seamless communication, clear-cut competencies and detailed

knowledge of the company assets needing protection. Those with the necessary

know-how and resources can also try hanging out with the hackers themselves.

Many of the underground forums frequented by professional hackers are well-

known. Alongside antivirus software makers and other security companies, IT

departments of large organizations are often to be found lurking here in the hope

of getting tip-offs about forthcoming attacks and the latest malware trends.

6.3.6 Stronger Together

This brings us to the sixth layer in our security stronghold. Depending on your

viewpoint, this is either the easiest or most difficult level to implement. It involves

collaborating with others, implementing insights from one’s fellow victims and,

naturally, sharing the company’s own data. If, like the CSSA members, you have

included your partners in the information network for the five security strategies

outlined above, then you can draw on a solid, shared repository of data. This helps

day-to-day operations with a large volume of data that is fed directly into the SIEM,

simplifies trend monitoring thanks to the size of the dataset and spreads the

workload across multiple virtual shoulders.

6.4 Conclusion

For a single company, replicating the CSSA’s achievements for its members in the

months since its formation might be feasible but would certainly be harder. Many

companies will (hopefully) rethink their approach in the near future. While

discussing IT security was once considered bad form – one might let something

slip – the regularity of successful hacks has shown that we all have weaknesses,

some of which are already being exploited by attackers. Those who refuse to see IT

security as a task that demands integration – as a combination of products,

strategies, processes and (above all) partners – are ultimately doomed to fail. But

56 R. Schneider



in a world where digital information is used to control trade flows, money transfers,

opinion and soon the very cars that drive us, failure is not an option.
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The German Security Market: Searching
for the Complete Peace-of-Mind Service 7
Markus a Campo, Henning Dransfeld, and Frank Heuer

7.1 Challenges for IT Security Managers

Data privacy has a very high priority in Germany. And yet data security is

threatened by numerous factors – both internal and external. The typical external

trigger for drives towards better security in corporations is an attempt – often

successful – by third parties to gain access to IT systems or company data. In

recent years, this type of threat has seen fundamental changes, since attacks have

become increasingly professional. One reason for this is that advances in security

technologies have resulted in a countertrend that has raised attack techniques to

at least the same level of sophistication. In addition, state-backed agents and

political activists have been joined by organized crime, which has discovered

cybercriminality as a lucrative and low-risk source of profit.

Supplementing conventional threats is a new risk that is now spreading rapidly:

the “hijacking” of things or machinery controlled by IT systems. Contemporary

attacks are about much more than simply hacking IT to steal or disable data or

systems. Rather, the term “security” now includes the concept of “safety” – in the

sense of security against hazards to life and limb. In the age of the Internet of Things

and the steady advance of automation, serious dangers are posed by the unautho-

rized control of networked industrial robots, control systems – and even cars. The

relentless march of progress hugely increases pressure on those responsible for
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security, not least because the theft or manipulation of data in the context of

industrial espionage is now practiced on an increasingly larger scale.

A key internal driver for the new requirements faced by corporate IT security

professionals is the transformation of the working world, championed by tech-

savvy employees at all levels of the hierarchy, who require policy answers from IT

units on topics such as Bring Your Own Device (BYOD) and social media. As a

result, boundaries between personal and business use and between identities are

now increasingly blurred, making the simultaneous fulfillment of existing corporate

requirements for business on the one hand and data privacy legislation for

employees on the other a growingly complex task for security managers. The

intermingling of employees’ business and personal lives already began a few

years ago, and there are no indications that the trend is set to lose any momentum

in the future.

Alongside internal and external threats, corporate IT security managers also see

themselves confronted with additional external and internal factors that signifi-

cantly influence the range of options available to them. These include legislative

and regulatory requirements that mandate compliance with applicable security

standards (ISO 27001, “IT Baseline Security” from the German Federal Office

for Information Security (BSI), etc.) from service providers in sectors such as

financial services, energy and telecommunications. Pressure on some segments of

German industry is also set to increase still further due to the new IT Security Act

(ITSIG). An estimated 2,000 companies will be affected. As operators of critical

infrastructure (energy and water supplies, financial services, etc.), they are com-

pelled to comply with a defined minimum standard, and – this is a crucial new

requirement – to submit proof of this compliance to the BSI every two years. Once a

company has been formally notified that it is now required to comply with ITSIG, it

has two years to achieve this compliance.

As can be seen from the range of possible sanctions, this request is not to be

taken lightly. In the event of non-fulfillment of the minimum requirements for IT

security, the BSI can simply order appropriate measures to be taken. Operators of

critical infrastructure are not the only ones affected by ITSIG requirements. The

minimum standards specified by the law also apply to relationships with suppliers

and service providers. As these are also indirectly affected by ITSIG, the need for

security services will increase exponentially in the years to come.

In times where CIOs are increasingly reporting to their CFOs, one extremely

significant internal (and limiting) factor is cost pressure within companies. As a

consequence, digitization and standardization are now increasingly prevalent, and

both business processes and infrastructure are being partially or completely

outsourced. CIOs in large companies and corporations in particular are under a

lot of pressure to justify their IT expenditure. A report published by the Experton

Group discovered no change to the downward trend in dedicated security budgets

that has lasted for some years now, finding that outlay for security is either included

in the IT budget – itself now an embattled resource – or in the budgets of business

departments. As a result, security – viewed as neither productive nor adding value

by the business units – is directly competing with current business requirements.
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7.2 Choosing the Right Protection in a Fragmented Market

The manifold issues raised by security requirements are matched by a wide choice

of solutions and services. In the following sections, we introduce a number of key

solutions and note the scenarios in which outsourcing services to a provider can be

advantageous. Whether these benefits can actually be realized in practice must of

course be assessed on a case-by-case basis.

7.2.1 Data Leakage/Loss Prevention (DLP)

The Experton Group uses the term DLP (Data Leakage Prevention, also Data Loss

Prevention) to refer to solutions deployable by the user company for the identifica-

tion and monitoring of sensitive data. The aim is to ensure that this kind of data is

accessible only to authorized users and that no data leaks occur. One technique used

here is to identify critical data as it is moving out of the company and to block it if

necessary (preventing data loss). Other approaches monitor the infrastructure

necessary to gain access to data in order to make the flow of data out of the

company more difficult in the first place (preventing data leakage).

In cases where corporate data is stored in the cloud (e.g., Dropbox), there are

benefits to be had by outsourcing DLP to a service provider. DLP service providers

use specialized interfaces (APIs) to access a wide range of cloud implementations

and can therefore offer customers considerable flexibility.

7.2.2 Security Information and Event Management (SIEM)

The Experton Group uses the term Security Information und Event Management

(SIEM) to refer to analysis solutions that collect and evaluate security information

and events. Some solutions make use of Big Data features to improve their ability to

identify hazards for personal and other kinds of confidential data. The particular

challenge with SIEM consists of standardizing data from a range of sources and in

various formats, and then to analyze this data so that even complex attacks can be

identified.

While on-premise solutions in the SIEM field primarily collect and analyze

in-house data, SIEM service providers can also use attack patterns identified in

data recently harvested from other customers in their analyses.

7.2.3 Email/Web/Collaboration Security

These security solutions offer protection from spam, viruses and malware

associated with the use of the Internet and email/collaboration solutions, monitor

data traffic. They also protect confidentiality, particularly by means of encryption.
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Solutions that guard email against Internet-based attacks are still the

“workhorses” of information security. One potential advantage in outsourcing

security services in this specific area is the rapid propagation of information

about new viruses or spam attacks. Within a provider network, this information is

effectively distributed in real time.

7.2.4 Endpoint Security

The protection of user devices against malware is one of the first and oldest themes

in IT security architecture. Endpoint Security is one of the key components of a

successful defense strategy – both for the safety of the company in general and for

cyber security in particular. After all, the first step is crucial for a successful attack

on the infrastructure of a company: The attacker must get a foot in the door and set

an anchor within the company’s systems. Safety experts have, therefore, always

been focused on avoiding such initial infections with, for example, Advanced

Persistent Threats (APTs).

A key problem with endpoint security occurs in the event of attacks en masse,

when the response time for the analysis and distribution of protective measures

(e.g., patterns for virus scanners) is very short. Here, outsourced services can offer

advantages as providers are able to use the entire customer base to collect data

about suspicious files and activities, which can then be analyzed with the aid of Big

Data methods to drastically shorten response times. This also applies to sandbox

techniques, whereby suspicious files are first executed in a virtual environment (and

often within a purpose-built appliance). Here too, centralized data collection by the

provider shortens the response time for new attacks.

Another advantage of outsourcing endpoint security to the service provider is

flexibility in the integration of new user devices, such as tablets or smartphones.

While on-premise solutions often first require the purchase of new software

packages that manage and protect these specific devices, service providers typically

have most if not all popular user devices in their portfolio.

7.2.5 Identity and Access Management (IAM)

Identity and Access Management (IAM) is the term used by the Experton Group to

refer to solutions and services (solution implementation and operation) for the

input, logging and management of user identities and their associated access

permissions. IAM solutions and services ensure that access permissions are granted

in accordance with predefined policies.

The outsourcing of IAM to a service provider is especially advisable in cases

where a company operates internationally and therefore needs access to corporate

data from a variety of user devices and locations around the world. In this setup,

user identification and authentication is handled by the provider, who grants access

to the data once users have authenticated themselves successfully.
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7.2.6 Mobile Security – Are Employees Really the Biggest Risk?

Employees are now increasingly mobile. Their need for secure access to sensitive

data from any location (via tablet or smartphone) demands comprehensive protec-

tion for a growingly heterogeneous infrastructure and device landscape. Mobile

security is an increasingly important topic. Modern smartphones are now as easy to

infect with malware as a traditional PC. In many cases, they are also connected

continuously to the Internet (“always-on”), which constitutes an additional security

risk. Rapid progress in mobile apps is also generating a broader spectrum of threats.

Mobile security is increasingly moving from protection of the user device alone to

ensuring end-to-end protection for content, regardless of whether employees are

accessing a company application on the go, from a secure office environment or

from the much less secure structure of a public Wi-Fi network. In an age where

company applications follow the “mobile first” design, integrated models are

required to protect user devices, applications and company content from attacks.

Here, IT departments are moving to shift company content to a container solution or

a virtual application from the cloud. The last option reduces the danger of third-

party interference or misuse, as the data is no longer even copied to the user device.

The disadvantage of this kind of model is that mobile users have to be online to

actually get any work done.

The question often arises as to whether employees themselves are the biggest

threat when it comes to the misuse of company data. In the relevant literature, a

phrase often heard in this context is that of the “disgruntled employee” – i.e., the

members of staff with an ax to grind, who take entire filing cabinets full of corporate

secrets home with them on their USB pen drives. How does this kind of mistrust gel

with the era of mobility and the promise of “any time, any place, any task, any

device” – with the simple freedom of choosing how and where one wants to work,

depending on the task at hand? Isn’t it the case that these flexible options are

actually reducing the numbers of “disgruntled employees” – and thereby lessening

the overall risk? Of course companies in the digital age need to protect the data of

their business partners and customers in addition to their own. But there is an

increasing number of technical measures that can prevent employees with a grudge

(identified by the mobility system in use) or staff leaving the company from making

off with company secrets. In fact, there are more such measures than ever before.

Employers who have implemented a proper process to deal with members of staff

leaving the company and their access to mobile user devices or information can

eliminate this threat at the touch of a button.

Elsewhere, things are more difficult. Alongside the “disgruntled employee,” we

also have the “careless employee” – members of staff who take a lackadaisical

approach to policy implementation in their company. As the following

considerations show, the consequences of such carelessness can be very serious.

Attacks from outside are successful only if those attacked are sufficiently vulnera-

ble. Viruses and worms need to discover a vulnerability of this kind in software or

hardware in order to deliver their payloads. Security holes need to be identified and
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patched. Speed is of the essence here to avert the risk of damage. Two factors limit

success in this context:

1. The manufacturer must first identify and respond to the vulnerability. This

isn’t always straightforward, as the example of Android and Stagefright has

shown. Three months after it became known, a security hole was finally patched

– only for a second vulnerability to appear three months later.

2. Employees need to keep their work devices up-to-date. Essentially, this only

means that they need to have the latest firmware. Everything else can then be

centrally deployed to devices with Mobile Device Management. But devices

must be enabled and embedded in the system. In the real world, this requirement

often implies a good deal of time and effort spent chasing up the last 10 percent

of the “careless employees.” CSOs and CIOs all agree that one of the most

significant security holes is the one created by mobility.

Stopping employees taking information with them when they leave the company

is a job that HR and IT must tackle together. Equally, identifying and motivating

“careless employees,” and encouraging them to upgrade their devices in time, are

tasks for the management team. Even the best CIO in the world cannot master this

challenge alone.

Due to the wide variety of mobile platforms and the various options for their

secure administration, mobile security is a sound business model for a service

provider. Everything we have said about endpoint security is especially pertinent

in the mobile field. Service providers offer a single, standardized platform to

manage and secure a huge variety of devices – a factor that hugely simplifies the

work of in-house administrators in the context of Bring Your Own Device (BYOD).

7.2.7 Network Security

Contemporary corporate networks are exposed to a multitude of threats. Alongside

unauthorized access to computers by external parties, attacks may also take the

form of bringing the target company’s servers to their knees (DoS, DDoS) or may

simply involve dangers arising from the reckless behavior of the company’s own

staff. For “lucrative targets,” hackers also invest a great deal of effort and an

increasing amount of sophistication, penetrating deep into the network infrastruc-

ture and using these cyberattacks (Advanced Persistent Threats) to spy on sensitive

data undetected for extended periods of time. Effectively countering these threats is

a task for network security solutions. In the sense used in this section, “network

security” refers to the securing of physical network structures, including

wireless LANs.

Protecting against DoS or DDoS in particular is not something achievable by an

individual company, since the network bandwidth available is generally insufficient

to mount a defense. Accordingly, Internet providers frequently offer the option of

providing this type of protection for their customers. Other network security
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services are also good candidates for outsourcing: For example, firewalls or systems

for intrusion detection and prevention can also be configured and supported by a

provider. Outsourcing such traditionally internal security services will result in

major changes to the nature of the associated admin positions. Staff who have

perhaps spent decades running firewalls and configuring their policy files will now

need to deal directly with a contractor and monitor the quality of the service

provided. When outsourcing conventional network security, a very cautious

approach is required if major conflicts are to be avoided.

7.2.8 Conclusion

To protect the company’s valuable data, those responsible for IT security can draw

on a comprehensive range of on-premise solutions and external services that

address a broad spectrum of scenarios. While this situation has the advantage of

offering tailor-made solutions for specific needs, the security market seems unnec-

essarily fragmented for the many security managers who simply need to secure their

data and lack the time, know-how and budget to consider specialist solutions. The

problem of finding the right package is aggravated by the fact that so many

providers and products are essentially offering the same solution.

7.3 Security from a Single Source: Managed Security Services

On the one hand, decision-makers in mid-sized companies in particular are now

facing security threats that present multifaceted, highly dynamic challenges. On the

other, they have to cope with limited resources in terms of information, time and

financing. Security specialists are also in short supply on the labor market. Accord-

ingly, increasing numbers of security managers are now looking for providers who

are able to offer a managed security service as a one-stop shop. As with the IT

market in general, security is also gravitating towards outsourcing. For the client

company, this brings a wide range of benefits, including a lower level of capital

outlay coupled with reduced management effort – as a specialized provider (Man-

aged Security Service Provider, MSSP) simply takes over both the operation and

the monitoring of security solutions. The customer also benefits from the up-to-

dateness of the service provider’s expertise, which is hugely advantageous espe-

cially in terms of ever-changing cyberthreats. As a service provider that hosts and

manages security services, an MSSP operates dedicated IT security infrastructure

for one or more customers.

To lower costs, core security functions are often retained within the customer’s

own company, while day-to-day security business is either partially or fully

outsourced as a managed service to an appropriate service provider. This has the

advantage of keeping existing expert knowledge about security within the company

and enabling more extensive control of security operations. Alongside conventional

software licensing and bespoke managed services, standardized “as-a-Service”
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offers are also becoming increasingly popular. This segment is likely to see

disproportionately high growth in the future.

7.3.1 Managed Service or Cloud Solution?

When deciding to outsource security, one question that must always be answered

concerns the “distance” permitted between outsourced services and the company’s

own infrastructure. With a managed service, for example, the equipment running

the services usually continues to be based at the client, while the MSSP is respon-

sible for installation, configuration and support. In a cloud solution, on the other

hand, network traffic is routed via the provider, who renders the services using

in-house systems before ultimately transferring the data back to the customer.

Decisions about the exact variant to choose are made as part of a sourcing

strategy, which needs to consider a series of impact factors, including:

• Security and data protection;

• Service flexibility (on the part of the provider);

• Flexibility in handling customer requests;

• Effort required to manage the service (governance);

• Cost;

• Standardization;

• Effort needed to integrate the service into company infrastructure.

Regardless of the sourcing strategy, the two options also come with their

respective fundamental advantages and disadvantages:

• Cloud services often offer a broader feature set than managed services. A

sandboxing system, for example, which executes and analyzes suspicious files

within a self-contained environment, may be offered for any possible operating

system variant within the cloud. With a managed service, where the sandbox

appliance sits in the client’s network and is supported by the MSSP, a decision

must generally be made for a single OS environment.

• Cloud services are also easier to integrate into Big Data analyses than managed

services, since all of the customer data is already in the cloud and doesn’t need to

be collected first. This enables new kinds of attacks to be detected more quickly

and communicated to the protective systems.

• With cloud services, unencrypted data is first sent to the provider – where it can

in principle also be read.

• In addition, encrypted data cannot be analyzed in a cloud solution without first

being unencrypted by the cloud provider.

• With a managed service, the risk of unauthorized eavesdropping on data is

lower, since the data never leaves the client’s own network.
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Most of the security features described above are available as a managed service,

a cloud solution or a hybrid version of the two. Only protection from DDoS attacks

is generally handled exclusively by the cloud, since only a specialized provider can

offer the kind of network bandwidth that is necessary when defending against this

sort of attack.

7.3.2 Selection Criteria

As the market for MSS now starts to mature, customers are also becoming more

demanding. Faced with increasingly sophisticated threats, they are looking for

improved service readiness, end-to-end SLAs, on-premise operation where possible

– all at affordable prices. Considering these requirements, the Experton Group views

the following aggregated criteria as especially relevant for providers of managed

security services:

• Breadth of security service portfolio offered, scope of security solutions

operated by the provider (see 7.2)

• Range of support strategies intended to secure availability and confidentiality

(e.g., failover protection, hotline availability, segregation in multitenancy)

• Security Operations Center (SOC) in Germany or Europe

• Own network (provider offers end-to-end responsibility)

7.3.3 Assessment of Deutsche Telekom/T-Systems as a Managed
Security Services Provider

The Experton Group published its second Security Vendor Benchmark in 2015. In

this major review of the provider market, the Experton Group also analyzed and

rated providers for managed security services based in Germany (see Fig. 7.1). A

large number of individual criteria was used to evaluate the providers. These

individual criteria were weighted to reflect the respective product category, and

used as the basis for assessing the appeal of the security offering (“portfolio

attractiveness”) and the provider’s position in the market (“competitive strength”).

These two dimensions form the two axes of the “Experton Market Insight Quad-

rant.” Each of these axes is itself dichotomous, so that the Experton Market Insight

Quadrant contains four segments into which providers can be categorized.

Providers characterized by a combination of a highly attractive portfolio and high

competitive strength are placed in the “Leader” segment. Leader companies can

draw on a highly attractive product and service portfolio, plus a strong and well-

established competitive presence in the market, and therefore fulfill all of the

requirements for successful market development. They are to be viewed as strategic

trendsetters and opinion leaders.

In the 2015 Security Vendor Benchmark, Deutsche Telekom (T-Systems and

Telekom Deutschland) was placed in the Leader segment for Germany. In the
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German market for managed security services, Deutsche Telekom is truly the

provider to beat – both in terms of portfolio attractiveness and in competitive

strength. Deutsche Telekom’s portfolio extends across the entire MSS spectrum,

and is supported by an end-to-end service program for securing availability and

confidentiality (e.g., failover protection, hotline availability, segregation in

multitenancy). One key feature of the portfolio is the inclusion of managed services

for network hardening. Internet Protect Pro is just one of Telekom’s services in its

MSS portfolio, for example. This should be seen in the context of Telekom’s view

of security as an integral component and basic precondition for its entire product

and service portfolio. With T-Systems and the Telekom Deutschland Business

Customer Unit, Deutsche Telekom addresses the entire spectrum of industry –

from small- and mid-sized enterprises to multinationals. An increasingly powerful

argument for Deutsche Telekom – not only in terms of SME customers (cf. the

overturning of the Safe Harbor agreement) – is that services are provided from

Germany and are governed by the provisions of the German Data Protection Act.

As a network operator, Deutsche Telekom can also offer end-to-end responsibility,

from the data center/SOC to the customer.

Source: Experton Group AG

Fig. 7.1 Positioning of Managed Security Service Providers in Germany
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7.3.4 Specialized Managed Security Services

Managed services is a strong growth market in mobile security, with many

companies now utilizing service providers to reduce administrative costs and

ensure that the protection of their mobile data is entrusted to experts. Alongside

traditional software licenses and bespoke managed services, a firm footing has also

been established by Security-as-a Service (SECaaS). For smaller companies in

particular, SECaaS offers comprehensive protection from external cloud providers.

Advantages include faster antivirus provisioning, continuous and automated virus

definition rollouts (saving users from constantly having to update antivirus software

themselves) and the outsourcing of tasks such as log management to the external

provider. This model is especially attractive for companies with only a limited

budget for overall IT security who require an adequate level of security for a large

mobile user base. For mobile users, the solution is always a compromise between

mobile freedom, the costs for a mobile solution and ensuring optimum protection

for corporate data.

Many leading providers now also offer Mobile-Security-as-a-Service, and

the Experton Group expects this segment to continue to grow. However, users of

this model should always remember that the security of their confidential company

data now lies in the hands of an external service provider. Accordingly, steps

must be taken to ensure that the SaaS provider is an established company, which

has been audited and certified by the German Federal Office for Information

Security (BSI).

Markus a Campo works in the Experton Group as a

Senior Advisor, specializing in information security with a

particular focus on the analysis of IT architecture and IT

security models. Other aspects of his work include network

security, security audits, incident response, secure

smartphone deployment, web application security, payment

system security, as well as the ISO 27001 standard and the

Baseline Protection Catalogues from the German Federal

Office for Information Security (BSI).

As an Advisor, a Campo organizes workshops that

address key information security topics of particular interest

to customers and works with the customer to develop

prospective solutions for meeting these requirements.

A Campo studied computer engineering at RWTH Aachen

University and received his doctorate in 1991. Following a

position in the IT department of a large aluminum company,

he has worked since 1997 as a consultant, author and trainer/lecturer in the field of information

security. He also is an officially appointed and sworn appraiser for the Aachen Chamber of

Industry and Commerce, with his field of expertise being “Information processing systems and

applications with a focus on IT security.” He is also an ISO 27001-certified Lead Auditor and Lead

Implementer.
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Henning Dransfeld works for the Experton Group as

Manager Advisor and Program Manager Mobile Enter-

prise, where he specializes in advising ICT users and

providers in the field of mobile enterprise on client strat-

egy, mobile productivity, security and staff motivation.

Dransfeld is a recognized expert in the analysis of ICT

trends, the evaluation of provider strategies and competi-

tive positioning, with over 18 years of experience in the

industry. Before moving to the Experton Group, Dransfeld

was responsible for Mobile Enterprise in Europe at

Forrester Research, where he published a series of

analyses on current mobility topics, including

“Demystifying BYOD in Europe.” Previously, he spent

eight years in a number of roles at T-Systems, working

as a project manager in the fields of marketing, distribution

strategy and corporate strategy. Most recently, he was

responsible for Solution Marketing for Mobile Enterprise and Workplace Services. Before moving

to T-Systems, Dransfeld spent six years as an analyst at Ovum in London, where he headed the

Advisory Service for IP communications services, with responsibility for numerous study reports

and forecasts on topics such as IP communications services, and a post as Research Director for

ICT Network Strategy.

Dransfeld is an experienced speaker at international conferences such as the European VPN

User Association (EVUA) and the European IPQC Mobility Exchange. He is a graduate of the

Henley Business School, the University of Wales and Université 1, Institut de Gestion Rennes.

Frank Heuer works at the Experton Group as a Senior

Advisor and Lead Advisor for Social Business. He

specializes in social business, communications services and

solutions, unified communications and cloud computing,

with a particular focus on communications-as-a-service.

Heuer has worked in ICT market analysis and consulting

since 1999. His fields of interest include ICT provider con-

sulting on the topics of strategic and operational marketing,

as well as sales. He has overseen go-to-market study reports

and analyzes for leading providers on topics as varied as

social business, unified communications (as-a-service),

cloud computing, IT Security, telecommunications services,

convergent solutions and next-generation networks.

Until 2011, Heuer worked at techconsult GmbH as Head

of the Competence Center for Communications and Cloud

Services. He co-authored the BITKOM Cloud Computing

Guide, and is a regular speaker at conferences and webcasts in his fields of expertise. Heuer holds a

degree in business administration from the University of Trier.
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CSP, not 007: Integrated Cybersecurity
Skills Training 8
R€udiger Peusquens

Whether mid-sized enterprises or corporate giants: In a survey of senior manage-

ment, 92 percent of respondents stated that IT security has “high” or “very high”

priority in the organization (see Telekom 2015). And for good reason: In the

Industry 4.0 era, with the growing intelligent networking of humans, machinery

and production processes the risk of security attacks also increases simultaneously.

Alerts, cyberattacks and other threats must be countered successfully on a daily

basis – in a matter of hours, minutes and even seconds. The key challenge here is

that IT systems alone cannot win the cat-and-mouse game between the hacker and

the target. Well-qualified IT security experts are urgently required; but from where?

The market for specialists in this segment is modest – not least because Germany

has yet to provide dedicated vocational training and university degrees for defense

and security experts. The handful of experts available is much sought-after and

therefore very expensive. Long-winded tender procedures also cost time and money

– and only provide mid-term solutions to the problem.

8.1 The New Profession of Cybersecurity Specialist: From IT
Worker to IT Security Expert

What can be done? Our solution: ensure an adequate skills base within the com-

pany, build up expertise and train employees to meet your needs. As a large

multinational, Deutsche Telekom employs well over 100,000 people. Among the

9,000 apprentices also working at Telekom are IT experts whose training is of great

concern to us; but not necessarily with a focus on security. We need a bridge

that leads from vocational training to future employment as a security expert.

R. Peusquens (*)

Deutsche Telekom AG, Friedrich-Ebert-Allee 140, 53113 Bonn, Germany
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The challenge in the process: A cybersecurity expert effectively requires two

occupational training courses, namely a solid standard of education in IT or

networks plus dedicated security training. This is where our specialized security

advanced training is making a difference: A program that comprehensively,

strategically and in a structured manner teaches cybersecurity. The concept emerged

in mid-2013 and was formulated thus: We need an entirely new job profile, and a

curriculum of advanced training that qualifies IT experts into IT security experts.

In cooperation with the Cologne Chamber of Industry and Commerce (IHK),

Telekom developed an advanced training program: The prerequisite is a success-

fully completed IT-specific vocational training or equivalent dual studies. After two

and a half years and successful completion, participants may carry the IHK-

certified, nationwide-valid title “Cybersecurity Professional.” In addition, the pro-

gram also partners with the university federation “Open C3S” (Open Competence

Center for Cybersecurity) – the largest vocational and further training initiative in

the field of cybersecurity in the German-speaking market. The future IT security

experts complete appropriate courses there as part of their training.

The IT security positions created especially for graduates of the course attracted

over 230 applications. The first development program started in late September 2014.

8.2 Hands-on Experience in All-Round Security

A central element for the advanced training to become a Cybersecurity Professional

is hands-on activity in the profession’s task area, i.e., practical work in the profes-

sional departments. These include all departments that have relevance for IT and

network security, and which therefore require employees with sound IT expertise –

from the Cyber Defense Center to units working with application security, security-

on-access networks and user devices, as well as groups working on fraud detection.

By dealing with the daily requirements from the departments, typically handled

in a project format, course trainees develop their expertise step by step. This process

is supported in parallel by a modular subject-specific and cross-subject advanced

training. Trainees also develop their expertise in a range of formats, from face-to-

face seminars to online courses and e-learning. The skills and abilities acquired in

these modules can then be immediately applied and further developed directly in

workplace projects. In this way, the program integrates practical occupational

requirements with the targeted reflection of academic and scientific content,

enabling the new IT security experts to apply the latest research in order to resolve

challenges in their profession.

To ensure that the course offers both maximum quality and current relevance,

the acquisition of specialist professional expertise features strongly in the curricu-

lum. To secure the learning progress, each participant receives support from a

subject coach as well as from a course learning process supervisor during the

vocational training program. The subject coach is an employee in the department

where the trainee also works. This person acts as a mentor to the student and is the

first point of contact for day-to-day issues and problems. To avoid hierarchical
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conflicts from the outset, subject coaches must not be immediate supervisors – e.g.,

team leaders or managers. The learning process supervisors, however, can be

consulted on any general topic concerning the program and also organize commu-

nication and networking within the student body. For this purpose, regular face-to-

face meetings and workshops are held, in which the budding Cybersecurity

Professionals tackle work together on common projects. These events add up to

around 40 days of the total time spent in the two-and-a-half-year program. To

qualify for the final IHK examination, participants must have an attendance record

of 80 percent or more for these classroom-based units.

8.3 Cybersecurity Expertise for Managers, too

At the end of the advanced course, participants must demonstrate their acquired

knowledge by autonomously processing and solving a project task. Those who

successfully complete this exam receive IHK “Cybersecurity Professional” certifi-

cation. Once trained, the new specialists can then be deployed to tackle any relevant

task areas within the Group. In addition, course participants have the option of

taking individual exams for the study units scheduled as part of the program, and

thereby acquiring six undergraduate certificates as well as the associated European

Credit Transfer and Accumulation System (ECTS) accreditation.

Yet the Cybersecurity Professional course is actually only one of many strategies

that Deutsche Telekom is using to combat skills shortages in the field of IT security.

In addition, all employees regularly attend security training and are made aware of

the issue with a variety of security awareness measures. In addition, modules for

managers are also planned, designed to provide management staff with specialist

knowledge of selected important IT security topics. These skills will enable prompt

and competent decision-making by managers on security-relevant aspects of their

day-to-day work.

8.4 Conclusion

Deficiencies in IT security are the Achilles heel of our society, in which humans and

machinery are now increasingly networked via the Internet. To achieve greater

security in the network, stakeholders need to work together far more closely to

create transparency and to establish clear responsibilities and advanced expertise to

provide better protection for data and infrastructure. An understanding of the need

for IT security must also be established and maintained – both for employees at all

levels of the corporate hierarchy as well as for customers. Cybersecurity must stop

being seen as an annoying “add-on” for IT: It needs to be presented as a truly

critical aspect of day-to-day life until everyone recognizes the hugely important

role IT security now plays for us all. In the process, however, security must be

simple and easy to obtain and to use – otherwise it will not be implemented.
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The great interest of organizations and companies outside the Group in our

program confirms the high relevance of the topic in the whole industry. Thus,

currently industry associations and the Federal Institute for Vocational Education –

the recognized center of excellence for research and development of vocational

education and training in Germany – are discussing how specific IT security content

itself could be integrated into existing training occupations; and how it could be

possible to establish a separate occupational profile such as “IT Security Specialist.”

All of this shows just how well the topic resonates with the industry. The major

challenge for the future now consists of not resting on one’s laurels but instead

working to continuously expand the program. As described at the outset, in (cyber)

security often a few hours, minutes or even seconds are decisive as to whether an

attack is averted or causes damage – and new, entirely novel and unprecedented

threats now arise on a daily basis. Looking to the future, one of the primary tasks will

therefore be to review the content of this two-and-a-half-year program and adjust the

curriculum to the current threat situation – possibly even during ongoing courses.
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Human Factors in IT Security 9
Linus Neumann

Imagine you are a hacker suddenly faced with an insurmountable technical chal-

lenge: Your target’s email server has been well configured, its publicly known

vulnerabilities have been eliminated and an as-yet undisclosed vulnerability is

either unobtainable or much too expensive. Do you give up? No, you just ask for

the password.

One of the most common myths about hacking attacks is that they usually

require a high level of technical sophistication. However, you really don’t have to

possess special technical skills or secrets to be a hacker. In reality, the opposite is

often the case: Criminals can successfully gain access with little or no technical

knowledge. Most of them make use of “off the shelf” hacking tools which are

available either as open source software or from underground online marketplaces.

The inconvenient truth is that you – yes, you – are much less secure than your

computer. And no attacker wants to do more work than is actually necessary.

9.1 IT Security Is Just Not Very People-Centric

Most people know very little about the inner workings of their computers. Their

complexities are indeed quite difficult to fully grasp. It is just as difficult for us to

appreciate the principles of computer security. Our understanding is often ham-

pered by something much more basic: IT security does not work the way we

intuitively expect it to. It makes assumptions that we often find difficult to fulfill.
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9.1.1 The Thing with Passwords

We have all been there. We need to create a new password for our business account.

It should have more than eight characters. It should comprise letters, numbers and

special characters. We must not write it down anywhere. And we need to change it

after three months. How annoying that we can’t just use our standard password: the

one we’ve always used whenever we opened a new account. For our personal email

account, for Facebook and for that small online store that had a special offer on

some really stylish shoes last year. It’s much more convenient to use the same

simple password for everything.

We are warned all the time that we have to vary our passwords – but how are we

supposed to remember them all? Anyway, how would anyone possibly guess our

password? We might have used our partner’s name but we were careful to replace

the A with a 4. How could anyone figure that one out?

What we tend to forget is that the password is potentially known to every single

website on which we use it. How securely it is stored there is anyone’s guess.

In fact, reusing the same password for different services is one of the biggest IT

risks that we expose ourselves to on a regular basis. A single unauthorized access or

a single security hole at one of the many services we use is all it takes to give an

attacker control of all of our accounts.

But how are we supposed to remember all these different passwords? Nobody can

memorize them all – especially if they have to be totally “random” (i.e., cryptic) and

long. And what is all this about anyway? “At least eight characters?”Why not just six?

The exponential relationship is not obvious to us because we cannot imagine how

anyone could “crack” a computer password simply by guessing (although sometimes

the guessing is far from simple). You start with ‘a’ and finish with ‘ZZZZZZZZ’ – if

you ever get that far. While you can try all possible combinations of six characters in a

few hours, eight characters require months and nine characters years, even with the

computing power provided by a modern PC. It is hard for us humans to grasp the two

aspects – to imagine, on one hand, how quickly a computer can rattle through all

possible combinations; systems optimized for password cracking can easily achieve

several million or even billions of attempts per second.1 And yet on the other hand, it

can still take quite some time to guess a few letters, numbers and special characters.

Unfortunately, our desire for ease of use leads us to undermine the very mathe-

matical principles upon which our password protection depends. A “password” is

an intrinsically perfect concept: Just a few bytes of information are sufficient to

provide us with effective security protection. But our large number of password-

protected accounts makes it impossible for us to remember a different password for

them all. This is why we resort to simple, popular passwords like “password123,”

which make it very easy for attackers to penetrate what may have otherwise been a

technically secure system.

Our simple, everyday needs make it impossible to reconcile IT security with ease

of use, as our first example has demonstrated.

1The actual speed at which passwords can be cracked depends on whether the cracking takes place

locally or remotely, the latter being significantly slower. The technical characteristics of the

security system – the hashing algorithm – also make a difference.
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9.1.2 The “Security versus Productivity” Dilemma

If you ask the people working for a large company what they see as the biggest

brake on their productivity, they are quite likely to say “IT!” They cannot swap files

easily and quickly because USB sticks are banned and are not recognized by their

computers anyway. Before they can read their emails at a hotel, they first have to set

up a complicated VPN connection. And they cannot even configure their company

account on their neat new tablet.

There are good reasons for all of these restrictions, but what they have in common

is that in reality they hinder users more often than they protect them. This is

dangerous in two respects: It decreases satisfaction with and confidence in IT, and

it encourages users to find ways to circumvent the restrictions. Instead of carrying out

work on their secure corporate laptops, staff use their personal devices – because they

will accept USB sticks. Important emails are simply forwarded to a private Hotmail

account so that they can be read easily and conveniently on a tablet during a flight.

This causes sleepless nights for the company’s IT security professionals because

these users are completely outside their control. A common reaction is to impose

even stronger restrictions, warnings and prohibitions, thereby antagonizing users

even more. The result is an even lower level of security than was the case before the

restrictions were introduced.

What those responsible for IT security regularly ignore is that their coworkers

really do want to make use of IT in order to carry out their work more efficiently.

The last thing they want is constraints on the way they do their work, especially if

those constraints don’t make any sense to them.

This brings us to IT security’s second fundamental problem: A computer either

works or it doesn’t. It is not able to distinguish between good and bad actions. Users

either have permission to open, copy or even overwrite files – or they don’t. If users

are empowered to do something, that privilege can sooner or later be exploited

during an attack. If they are not allowed to do that thing, they will try to circumvent

what they consider to be an unnecessary restriction.

9.2 Social Engineering

Attackers know that people are often the weakest link in the security chain. They

would have to invest many man-hours to track down and exploit new security

vulnerabilities without any guarantee of success. With people, they can be confident

of discovering any number of vulnerabilities as long as they employ a little creativity.

In addition, as Fig. 9.1 demonstrates, the organizations and businesses that really

need to protect themselves against attacks, often have a wealth of resources at their

disposal with which to protect their IT. These massive resources bear no relation-

ship to their investment in “hardening” their staff against hacking attacks.
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A typical attack can be divided into five phases, which are summarized in

Fig. 9.2. Without some sort of vulnerability, an attack is not possible. We also

need an “exploit” for the vulnerability, or a way of manipulating the target system

so that it does what we want. The actual “manipulating” is done by the “payload,”

which could, for example, be a trojan horse secretly lurking on an infected com-

puter. Finally, we have the access rights that will allow us to carry out whatever

attack we have in mind.

Fig. 9.1 IT Is Often Much Better Protected than the Person Who Uses It
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The human factor is particularly important in the first phase, as attackers are

rarely in a position to automatically plant a targeted “drive-by” trojan infection.

They have to rely on their victim opening and executing the file. The same is true

for passwords: Attackers usually lack the ability to remotely crack a password and

depend on their victim’s willingness to reveal it to them. But how exactly?

9.3 Human “Weaknesses” Are Often Social Norms or Simple
Instincts

Many of these human weaknesses would be strengths in another context.

Characteristics such as helpfulness and friendliness are fundamental to our social

relationships, just as curiosity is fundamental to our ability to solve problems.

Hackers regularly exploit these character traits to get us to infect our own

computers or to reveal our passwords.

9.3.1 Would You Mind Installing This Malware on Your Computer?

In early 2016, many people in Germany received one or more email reminders

about an unpaid invoice from a company they were not familiar with. The details, it

read, were to be found in the attached Word file. “That’s just not possible,” the

recipients thought. “I’d better take a closer look.” When they opened the file they

saw a blank document, along with a warning from Microsoft Word that the

document had “active content” that was currently disabled. The advice – please

click on the “Activate content” button to see the active content – might not sound

unreasonable to someone staring at a blank page.

Those who accepted this advice would become one of the many victims of the

“Locky” cryptotrojan. The “active content” was a macro embedded in the Word file

that downloaded the blackmailer’s software from the Internet and ran it on the

computer. This would be followed by a ransom demand of about 250 euros to

restore the files that had been made unusable.

Fig. 9.2 The Phases of a Typical Attack

9 Human Factors in IT Security 79



As we see in Fig. 9.2, each of the various stages of the attack is distinct and

separate: The vulnerability is the user. He reads his messages without a second

thought and opens those that he considers of interest. The covering email seeks to

exploit this vulnerability. The curiosity and concern aroused by this seemingly

unwarranted reminder can prove irresistible. Clicking on the “show content”

message overrides the technical protection measures in place to prevent the running

of active content. So the user downloads the cryptotrojan – the payload – onto his

computer and runs it.

From a strictly technical standpoint, no technical vulnerability has been

exploited here; the attackers are simply exploiting the gullibility of the victim. It

did not take long for a considerable number of these infections to occur. Everyone

was talking about “Locky” – and not just the specialist IT press. The attackers

therefore needed to come up with something new. So they sent out emails with the

subject line “Official warning about the Locky computer virus,” which asked the

recipients to follow the instructions contained in the attachment (see Fig. 9.3).

Opening the attachment resulted in a nasty shock.

Fig. 9.3 Phishing Email Claiming to Be a Warning from the Police
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Another way of getting unsuspecting victims to run malicious software is to

deliberately “lose” USB flash drives. These contain a small number of files, named

to give the impression that they contain confidential data. Also on the stick is

another file, prominently positioned and named “To the honest finder.” In reality all

the files contain malware configured to attack the systems of curious and honest

finders alike.

Some remarkable hacking successes have been achieved at a cost of a few euros

for each stick left somewhere on the company’s parking lot.

9.3.2 Excuse Me, What Exactly Is Your Password?

Even today, the holy grail of remotely executed espionage and sabotage remains the

email password, because this is the gateway to everything else: It enables the

intruder to monitor business communications down to the very last detail, to

impersonate the victim in communications with third parties, and for good measure,

it allows the intruder to reset most other account passwords through email verifica-

tion. This potentially gives the attacker access to Facebook, Paypal or business bank

accounts. But the most dangerous aspect is that the attacker does not even have to

use malware, which could be detected by a virus scanner.

Many email servers – particularly those in companies – disconnect after a few

failed login attempts and insist on renewed personal authentication. Attackers

therefore cannot keep guessing as often as they would need to, but must instead

convince victims to reveal their passwords voluntarily.

One popular method is to get a victim to go through the process for changing the

password – something users in companies are required to do regularly. The target

person receives an email telling them to renew their password. If they fail to do so,

access will be disabled within the next few days. The email includes a link to carry

out the request immediately. When the target clicks on the link, they see the usual

login page, and once logged in, they are presented with an input field in which to

change the password.

What likely went unnoticed, is that the linked login page is a near-perfect

malicious clone crafted by the attacker. Preparing such a clone does not involve

much more than saving the original page and then adding a few additional features

to it. The old password is received and stored. The new password will also be stored

and automatically changed on the real server. The attacker finally chose a domain

name for the malicious website that looks very similar to the real address.

Merely substituting the letter L with the number 1, for example, would change

the address https://mail.linus-neumann.de to the deceptively similar https://mail.

1inus-neumann.de. Reversing or omitting letters towards the end of the domain

name is another popular trick (https://mail.linus-neumnan.de). The human brain

doesn’t always read words right to the end once it has “recognized” them. It is

therefore unlikely that victims would notice the difference.

Following this brief visit by the victim, the attacker is now in possession of both

the old and the new login data. He can also see if the victim follows a particular

pattern when changing the password – just changing one letter, for example, or
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incrementing a number. Armed with this knowledge, the attacker does not have to

be too concerned if the victim changes his password again. Now, the next thing the

attacker does is to download all of the victim’s emails and sift through them before

deciding how to proceed.

If you are anything like me, you get a couple of dozen emails like this every day.

They are often poorly written and are rejected by the spam filter anyway. But all it takes

is for you to let your guard down for a second – and an attacker who is skilled at his craft.

Indeed, there is a world of difference between an expert and an amateur, and

between mass phishing and a carefully targeted spear fishing attack. With the

former, hundreds of thousands of emails are sent indiscriminately to multiple

recipients and quickly end up in spam filters, while the latter target specific

individuals. These emails refer to their recipients by name and provide faultless

instructions in the language they expect to read. A familiar footer with the company

logo and callback number also helps to convince the victim of the legitimacy of the

request. And spam filters? They are not too worried about a single email; they are

trained to detect and block mass mailings. Consequently, most spear-fishing attacks

manage to stay completely under the radar.

A recent attack targeted a steelworks in Germany. The 2014 Management

Report of the Federal Office for Information Security (see BSI 2014) describes

how the attackers tried to use spear fishing emails to get their foot in the door. Over

time, they managed to gain access to a number of the plant’s control components,

causing parts of the plant to fail. They finally caused a furnace to end up in an

undefined condition that prevented it from shutting down properly, resulting in

massive damage to the plant.

9.4 Would You Please Transfer Me a Few Million?

Most attackers generally have one goal in mind: making money. There are various

ways of doing this – making money from an attack they carry out themselves or

getting a third party to pay them to carry out an attack. But why make it difficult for

yourself – when you can simply request a large transfer of funds?

The boss is out of the office attending an important meeting with business

partners. It promises to be a quiet day at the office. But a frantic email causes

disquiet. The deal is likely to fall apart because a vital transfer of funds has not

taken place. The boss is angry and piles the pressure on his staff: “Please transfer

the funds without delay. If the money doesn’t arrive tomorrow, all our work has

been for nothing. How could this happen?”

The amount? A six- or seven-figure sum payable to an offshore bank account – a

run-of-the-mill transaction for a large business. Overwhelmed by a mixture of guilt

and indignation, the boss’s PA gets to work. Has the boss really not mentioned this

payment before, or had it just got stuck in the accounts department? Anyway,

something needs to be done about this urgently. The transfer is completed within a

few minutes. A short click on “Reply” and the boss sends a friendly thank-you

message: “Just in time, thank you.”
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When the boss returns from his business trip a few days later, his PA thanks him

again and asks him if it all went well. “But of course, what could possibly have gone

wrong?”

It slowly dawns on the victim. The email claiming to be from the CEO was a

well-crafted forgery – and by now the money will have been transferred by a

circuitous route from the offshore account to anywhere in the world.

This scam, known as the “Fake President Fraud,” relies entirely on the psycho-

logical blind spots of the victims. It is usually based on exploiting the universal

values professionals live by: authority, speed, trust, and often secrecy. Variants of

this method base their approach on the offer of a secret deal that may not yet be

public. The employee who receives the message is one of a select few who are being

taken into confidence – and is required to keep the matter confidential.

These cases, which are more common than you might think, often end with the

employee’s dismissal and with a company reluctantly swallowing its losses.

9.5 Defensive Measures

The work of an IT security engineer within an organization is never done. Every

day, new vulnerabilities are discovered and have to be dealt with. The IT security

engineer has one advantage, however. Once a vulnerability has been eliminated, it

is not likely to return soon.

This is not the case when it comes to “human” IT security, where a one-time

“immunization” often only has a specific and temporary effect. Even slight

variations in attack patterns can increase the chances of finding victims and the

odds improve steadily over time.

Many organizations try to warn their staff by sending out regular mass mailings

about the risks from such attacks. In practice, however, these warnings have a

barely measurable effect that makes them of little practical relevance.

Therefore, hardening an organization against social engineering attacks requires

ongoing programs that not only deliver a flow of information about the methods

used by the attackers but also include mounting simulated attacks against the users

themselves. If they click on the fake phishing messages, they receive an immediate

warning and advice.

These simulated attacks should cover the whole gamut of scams employed by

hackers. At the same time, the campaigns should be used as an opportunity to

strengthen trust between the IT department, IT security and the employees.

Allegations and heavy-handed lecturing are unlikely to encourage employees to

contact the security specialists if they come across something suspicious.

Since most attacks take place via email and simulated phishing attacks are easily

scalable, the principles involved are explained below, based on a typical phishing

campaign. By regularly repeating a variety of different attacks, it is possible to

evaluate the success of the campaign in terms of the two main learning objectives:

Is the number of successful attacks going down? And are attempted attacks being

reported more quickly and more often?
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9.5.1 Recognizing Social Engineering

Due to their diversity, it is not really possible to devise a technological means of

recognizing social engineering attacks. The cover stories are so diverse and the

fabricated scenarios are too close to real-world situations. Yet, they often have one

thing in common that a trained eye is able to identify: Social engineering attacks usually

contain small cues designed to switch us into action-oriented mode without thinking

about it much. This can be achieved in two ways: through boredom or excitement.

Familiar, run-of-the-mill situations that we don’t think about too much can be

exploited. Classic examples are holding open a door for the person in a hurry behind

us, getting rid of a familiar warning by clicking on it, or – as described earlier –

regularly changing our passwords.

We are just as careless when we are excited: A task must be carried out without

delay or else bad things will happen. Classic examples are the software that is

supposed to remove what is claimed to be a virus from our computer, the sum of

money that must be transferred as a matter of urgency, or the unwarranted payment

reminder that we want to refute.

When we are excited or bored, we often do not stop to ask ourselves whether a

request is credible or sensible. If we want to immunize organizations against social

engineering, we must therefore instill a healthy degree of suspicion. Unfortunately,

we have to ensure that this level of suspicion is not so high that it impacts normal

working relationships too strongly.

The relevant mechanisms are best demonstrated with some concrete examples.

The best time to think about what you have just done is right after you have logged

into a phishing site. Users can be alerted to suspicious details that they would

normally overlook and can be advised on what they should do in the future. The

teaching materials used for this purpose should be memorable and attractive.

Specially produced video shorts, no more than two or three minutes long, are

particularly effective at getting the point across.

9.5.2 The Learning Objective: Reporting Suspicious Activity

To create a solid defense against attack, an organization must ensure that all targets

of a phishing or spear-phishing attack immediately report suspicious messages to

the responsible department, usually the IT department or IT security department.

Appropriate countermeasures should be taken without delay.

Responses to a phishing email could include the following:

1. Access to the phishing server that is hosting the fake login page is temporarily

blocked in the internal network. If the structure of the organization permits, it

may also be advisable to temporarily prevent access by external IP addresses to

the mail server in question.

2. A warning is sent to all users requesting notification if they have clicked on

the link.

84 L. Neumann



3. Affected users receive a detailed debriefing explaining the process and the risks

posed by the attack.

4. Working closely with employee representatives, it might be possible to identify

the targets of the campaign from the mail server logs. This would make it easier

to approach those individuals in order to warn them of the possibility of further

attacks, and could also help to explain the motives for the attack.

5. A password reset will be needed for the targets, and in case of doubt, for the

entire organization. Steps must be taken to ensure that only reauthenticated users

can perform the reset. It is recommended that all affected accounts are frozen

until the passwords have been changed. This must be done strictly from within

the internal network.

IT should be prepared to take the appropriate measures and to react to the attack

quickly but in a calm and collected manner. At the same time, it should expect an

increased volume of false alarms as a result of raising employee awareness about

the issue. A friendly and encouraging response will help retain the willingness of

staff members to report problems. “Rather one report too many than one too few”

should be the maxim.

The reporting rate should be evaluated in detail as part of the next simulated

attack. How many users fell victim to the attack before it was reported to IT?

Experience has also shown that it makes sense to look at whether employees

reporting suspicious activity were previously victims themselves and have therefore

already seen the teaching materials and the appeal to report anything suspicious.

Because attempts to paper over one’s own past mistakes can distort the analysis,

these reports should not be counted as successes.

9.5.3 Practice Makes Perfect

The first time an organization systematically evaluates its susceptibility to social

engineering, the results are often alarming. While the susceptibility of employees to

phishing typically lies in the high single-digit percentage range, the success rates

achieved with spear phishing normally reach mid to high double digits. It should be

assumed that targets who have not proved susceptible have simply ignored or forgotten

about the message – because reports of suspicious messages are extremely rare.

But that is not all. These evaluations regularly discover that some employees

have not only been unaware that an attack was taking place, but have even gone so

far as to establish a cooperative relationship with the attacker. In one particular

case, support questions were still being sent by the employees of the targeted

organization to the attacker’s email address months later. The printer wouldn’t

print, attachments were too big to send via email, new employees needed to access

certain accounts – the problems that the employees communicated to what they

believed was the company’s IT department were many and varied. Each of these

messages gave the hackers another opportunity to compromise the organization all

over again.
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9.6 Conclusion: IT Must Work for and Not against Users

Social engineering attacks are not just a very effective means of infiltrating an

organization; they are another long chapter in the ongoing battle between IT and

users. Vulnerability to these attacks can be reduced only by conducting regular

campaigns and simulated attacks. These campaigns provide a welcome opportunity

to improve relations between users and IT managers.

After all, “normal” users are much more at risk than IT professionals. While the

latter are perfectly familiar with concepts such as “email headers” and “spoofing,”

many users have no idea how easy it is to impersonate an email sender or forge an

email.

In an ideal world, the IT department works hand in glove with the rest of the

workforce. But often this is no more than wishful thinking. When it comes to

defending against social engineering attacks, it is helpful if both sides are able to

speak openly. The IT department should therefore think twice before publicly

venting their frustration about mistakes users make. The users, for their part,

could be more open in discussing their needs with the IT department and more

appreciative of the advice they receive – because ultimately, they both share a

common goal: making sure that the company and its sensitive information remain

secure.
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Secure and Simple: Plug-and-Play Security 10
Dirk Backofen

These days, companies from all industries and of all sizes – but primarily small and

medium-sized enterprises (SMEs) – are required to deal with pressing questions. To

remain competitive, they need to introduce and implement new technologies and

take account of the demographic trend, globalization, and the continuing shift in the

focus of industry to the services sector. This can only be achieved with the aid of

digital processes. Digitalization provides a whole range of new possibilities for

companies. In particular, the cloud is a cost-effective, simple, and more flexible

option for competing successfully.

Yet companies’ IT environments are being bombarded – with almost incessant

cyberattacks on corporate networks. These, in turn, are ill-protected: Only last year,

Germany’s National Initiative for Information and Internet Security (NIFIS) said

there was a lot of catching up to do in the area of security, especially with regard to

securing the Internet of Things. This is especially true for SMEs, says NIFIS (see

NIFIS 2015).

Likewise, there is an urgent need to provide greater security for mobile devices

such as smartphones and tablets, as techconsult’s latest “Security Bilanz

Deutschland” shows. In this security poll, 50 percent of German companies stated

that they had not found good solutions for identifying viruses and malware. When it

came to solutions for mobile devices, this figure increased to as much as 66 percent

(see techconsult 2015). Companies are keen to protect themselves better but lack

the IT security experts to do so.

For example, a report by the Federal Office for Information Security showed that

only one in two companies has the expert capacity to appoint an IT security officer

(see BSI 2011). We can see that security is emerging as the final obstacle to

digitalization.
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One solution could be an approach that initially sounds paradoxical: In the age of

digitalization, the best protection against attacks from the Internet might also come

from the Internet. With what are known as managed services, customers receive an

easy-to-use all-round protection package from the cloud that secures their industrial

networks, data and applications, and gives them early warning of cyberattacks.

10.1 Data Security in the Danger Zone

German companies of all sizes are successful worldwide and often market leaders,

yet they worry about security. If the Bundestag (German parliament) and other

large organizations are vulnerable to hacking, how, then, are small and medium-

sized enterprises in particular supposed to protect business-critical data and

applications? Reports of new attacks and infections by computer viruses appear

daily. According to Bitkom, Germany’s digital association, approximately half

(51 percent) of all German companies were victims of digital industrial espionage,

sabotage or data theft between 2013 and 2015. The resulting losses to the economy

amount to around 51 billion euros per year, with SMEs being hit the hardest

(61 percent of the attacks). The sectors that are attacked the most are the automotive

industry (68 percent), followed by the chemical and pharmaceutical industry (66

percent), then banking and insurance (60 percent) (see Bitkom 2015b).

What we also know is that cyberattacks are becoming increasingly frequent and

more refined. This forces the companies affected to repeatedly invest in new

security mechanisms and possibly pay ransoms for stolen data. What is more,

such attacks lead to a loss of image and trust, which in turn causes greater customer

churn and a drop in revenue. Experts therefore put the global losses resulting from

cyberattacks at between 400 billion and 2.2 trillion US dollars (see A.T. Kearney

2015). In most cases, companies are unable to keep pace with criminal IT develop-

ment. The consulting firm Roland Berger estimates that 250,000 new malware

programs are discovered daily (see Roland Berger 2015). The number of programs

that actually exist is likely to be significantly higher.

Company managers are well aware of the seriousness of the situation but lack the

skills, manpower and easy-to-use solutions to close the lines of defense. How could

it come to this, especially as security has always been one of companies’ top

priorities? A poll conducted last year by Matthias Zacher, senior analyst at IDC,

revealed that improving security – especially the security of mobile devices – is one

of the three most important initiatives this year for 62 percent of companies.

However, techconsult’s “Security Bilanz Deutschland” study showed that there

are major problems even with relatively simple solutions such as antivirus

programs or firewalls for smartphones and tablets. Only one third of the SMEs

surveyed professed to be satisfied with the implementation of corresponding

solutions at their companies (see techconsult 2015).

This is highly significant because companies feel they are at risk from a whole

series of attackers with different objectives ranging from cyberwars, advanced

persistent threat (APT) attacks and cybercrime to e-espionage, hacktivism, and
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e-vandalism. Companies especially do not accord APT due attention, say experts

(see IDC 2013). According to a study, one in five companies have not implemented

any APT-specific defense mechanisms.

The attacks, aimed at data theft and encryption, have different objectives:

extortion, interrupting operations, causing loss of image, and misusing the

company’s own IT systems for criminal purposes. In a worst-case scenario, the

companies involved may end up having to cease operations.

As expected, companies have mainly focused on protecting their data centers

and business-critical applications. However, this is not enough. There is now a

bewildering number of tablets and smartphones at the periphery of company

networks. These are the least secure elements in an enterprise’s information tech-

nology landscape. This is even more the case when private devices are used for

business purposes (“bring your own device”).

IT security officers face the task of adequately considering old challenges and

new requirements in equal measure (see IDC 2013). This is because cyberattacks

are currently only discovered in companies after an average of 230 days, giving the

attacker a long time to cause damage unhindered. What companies therefore need

are easy-to-use solutions that are able to identify the attacks promptly and initiate

defense mechanisms immediately. Malicious code, cyberattacks, and data theft

need to be blocked as quickly as possible and, at the same time, suspicious files

should be detected through “sandboxing” – by executing them in a protected

environment.

A sandbox is a separate area in which processes can run without affecting the

software environment. For example, a virus can be safely activated there and its

mechanisms can be studied. It is shielded from the rest of the system, just like a

child in a sandbox, where it can “play” safely. At the same time, the system time can

be accelerated so that system processes can run faster than usual and anomalies

such as viruses can be identified within minutes – not after an average of 230 days.

Sandboxes traditionally look like an operating system that builds on a virtual

machine or runs in a container. What may sound trivial is actually very tricky,

although nowadays even browsers like Google Chrome have built-in sandboxes

where they test code on websites to determine whether this is harmful and warn the

user if necessary. Solutions for SMEs are naturally far more sophisticated because

the attack scenarios are also more complex. In addition, a sandbox must not impact

network performance or work.

A sandbox therefore ensures in a simple manner that harmful activities are

executed in a closed environment rather than in the company’s network. In a closed

area, it is possible to study the functioning of a software package that was previ-

ously unknown. This was how the cryptolocker “Locky” was detected in March

2016, for example.

Locky and its multitude of variations are what is known as ransomware, to which

companies are increasingly exposed. Advanced versions encrypt documents and

files on computers and hard drives that are connected on the same network. This

enables cybercriminals to paralyze entire organizations and extort money from the

victims in bitcoins. One of the companies affected at the beginning of 2016 was a
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research institution where, in the space of an afternoon, Locky had encrypted the

files on a central server and made them unusable (see Heise.de 2016). Many public

authorities and companies in smaller communities were also affected during the

same period.

Cybercrime has evolved into a separate branch of industry – the underground

economy. Trojans like Locky can be purchased on disguised websites, known as the

dark web, for a three-figure sum. The suppliers of such harmful code even offer

their criminal clients support. And using such ransomware is lucrative: According

to calculations by US security specialist Tony Robinson, online criminals can

generate over a million dollars per day with it (see T-Online 2016).

In Germany, security experts and the police generally advise companies not to

pay ransoms to online extortionists, telling them to focus their efforts on prevention

instead. However, in practice many companies and local authorities are obviously

unable to cope, because very often the ransomware infects computers through an

infected attachment, be it an Office document, a PDF file from the fax machine or

even JavaScripts on which the recipient unsuspectingly clicks.

In reality, Trojans and worms are currently the biggest hazard on the Internet,

says Bitkom, Germany’s digital association, with a reference to a report by the

European Network and Information Security Agency (see Bitkom 2015a). Ranking

second among the biggest hazards on the Internet are attacks using Web-based

software, also known as “drive-by downloads.” Visiting an infected website is

enough to download harmful code unnoticed. Other hazards are manipulated

smartphone apps, remote-controlled computers (called botnets), infected emails,

often sent in huge quantities as spam, and attacks on sensitive access data – the

dreaded “phishing.” All of these hazards continuously keep appearing in new

guises.

Here, easy-to-use big data analyses can be of great benefit. They analyze the

behavior of data in the system, identify anomalies, and block further exchange

where necessary. “Honeypots” have also proven to be very helpful, enticing

potentially harmful code with seemingly interesting data and incapacitating it.

In addition, security apps for devices are highly effective: An algorithm capable

of independent learning can also identify unknown risks through a real-time

analysis of thousands of parameters in the operating system. These include zero-

day exploits that target previously unknown gaps in security. Compromised devices

can be excluded from the company network as soon as threats arise. They raise the

alarm at the system’s control center and send forensic data there for a detailed

analysis of the attack.

To be able to react in an appropriate manner to all of the attack scenarios

outlined, companies have two options: They can either develop and implement

their very own security concept or get external help. The first case is anything but

trivial – and, as seen, often fails due to the scarcity of experts who can build a

powerful defense. In the second case, solutions exist that excel on the basis of their

simplicity and come as a bundle from the cloud.
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10.2 Digitalization Needs New Security Concepts

All of the problems known to us today relating to the securing of corporate

networks can only be understood if we take recent developments in information

and telecommunication technology (ICT) into account. Digitalization today is

reflected in four major megatrends:

1. “All is Mobile:” Knowledge work in the twenty-first century is not possible

without electronic aids. Almost every professional now carries a smartphone or a

tablet to use for both work and leisure. Although laptops and desktop PCs are

still the terminals preferred by 60 percent of users, smartphone use in Germany

increased to 29.6 percent at the end of 2015 (see Webtrekk 2016). These days,

users are accustomed to being able to access their applications on mobile

devices. Needless to say, these applications must be up to date and synchronized

at all times. For this, they need to be stored in a central location. This takes us to

the second major digitalization trend.

2. “All is Cloud:” For centralized storage of applications and data, the PC or server

has become obsolete. A centralized, highly secure cloud solution in a data center

is what is needed to collect, store, and process the vast quantities of data. Cloud-

Monitor 2015 found that 44 percent of companies in Germany deploy such

solutions, while a further 24 percent are planning or discussing their use. As

many as 74 percent of companies hope that using a private cloud will improve

their access to IT resources, while three-quarters of users confirm that this goal

has already been achieved (see Bitkom and KPMG 2015).

3. “All is IP:” The Internet Protocol (IP) has become the universal language of all

communication processes. Instead of the devices of the relevant participants

being connected directly as before, communication content is routed in data

packages in an IP network. This conserves network resources and makes com-

munication highly efficient. The packages may contain all manner of content –

images, texts, videos; in effect, anything that can be digitalized. However,

communication no longer solely takes place between people. In the Internet of

Things, objects communicate with one another. Here, technology and usage are

only in their infancy: Of the some 1.5 trillion objects on Earth that could in

principle benefit from an IP address, just one percent are connected to the

Internet, according to Roland Berger. It is not only smartphones and computers

that use IPs; consumer electronics, communication devices, household devices,

clothing, wearables, vehicles and many more objects can also speak this univer-

sal language. When the number of devices connected to the Internet reaches the

50 billion mark in 2020, just 17 percent of these devices will be computers or cell

phones (see K€uckelhaus 2015).
4. “All is Secure:” It is a fact that the number of devices connected via an IP is

growing on an unimaginable scale. So, too, is the number of possible gateways

for data thieves. The fourth aspect of digitalization has thus become the most

important: What use is this promising new IP world if it is not secure? This has

made the topic of security even more important for company managers.
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No business owner can escape this trend. Whether digitalization is in fact

worthwhile is no longer the issue – there is simply no way around it now. In this

case, it is not the usual situation of large companies swallowing up the small ones; it

is about the hare outstripping the tortoise – those who take too long to digitalize will

lose out. For user companies the question is therefore not whether they need to

digitalize but rather when, where and how securely they will digitalize. These are

the decisive issues in the progressive process of connecting all the different devices

in companies’ distributed networks.

Given these exponentially growing potential gaps in security, how can a user

company protect itself from unauthorized access? For providers of security

solutions it is vital to understand users’ concerns, anticipate them where possible

and provide companies with solutions that are genuinely easy to use. What form do

the user’s digital processes take – a booking process, for instance? Generally

speaking, many complex digital processes and mechanisms are used that need to

be understood to give attackers no chance.

10.3 Digital Identity Is the New Currency

In the Internet age, the all-important currency is no longer money, but personal data

that people divulge online and with which they then “pay” on the Internet, either

consciously or unconsciously. But things can even be taken one step further: In the

age of the insecure Internet the new currency is one’s personal digital identity.

Digital identities can take many different forms, and nowadays most people actu-

ally have a series of digital identities. People can reveal their identity in the digital

world in the same way as in the real world. When users transfer money online, make

online purchases, log into forums, social networks or email accounts, they authen-

ticate themselves using a variety of methods. This is where mechanisms that assign

individual attributes to a specific person come in. The user name/password combi-

nation is a common example (see Bundesdruckerei 2015).

Nowadays, even objects and companies have digital identities. This allows them

to be clearly assigned in different process steps and to be traceable, for example in

logistics or in Industry 4.0. They must be secured so that they cannot be falsified,

manipulated or stolen – by criminals being able to gain access to them, for instance.

As a consequence, the protection of digital identities is closely intertwined with

the protection of company data, because access to digital identity is what makes it

possible to gain access to the heart of a company. The mechanisms for protection

must be equally sophisticated. But how can non-experts know how best to protect

themselves? This requires proven experts who ensure the protection of company

networks including digital identities and business-critical data.

All-round protection like this is highly complex. However, the experts must not

pass this complexity on to users. Their job is to dispel the users’ fear of the

apparently obscure technological steps in the background. Users should only

become aware of the complexity – if at all – when switching a device on or off

and as a plug-and-play approach – similar to the electricity that is fed to an
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appliance unnoticed. SMEs in particular need “plug-and-play security” that is

available at all times, quickly and easily. Comprehensive protection for data,

networks, applications, and digital identities must ultimately be possible with just

a small number of settings. This is the only way data protection can work.

10.4 Does Absolute Protection Exist?

Anyone who has ever had anything to do with security is guided by two ambivalent

objectives. On the one hand, they want to get a comprehensive view of a system

including all its possible vulnerabilities and weak points, and do everything neces-

sary to achieve this. On the other hand, they have the feeling – in spite of all the

analyses and measures – of being absolutely defenseless against a previously

unknown threat at the decisive moment. This is the conflict that practically all

security experts experience. How can the best possible protection for a company be

provided if the company is expanding at the same time and constantly adding new

IP connections? After all, it is not only the data and applications that must be made

secure, but also the networks on which these run.

There is one thing that all experts can confirm: No security expert in the world

can ensure absolute – in other words 100 percent – protection, even with the most

sophisticated methods and mechanisms. The reason for this is obvious: Hackers and

intruders are constantly competing with the security experts, both sides racing to

find solutions or counter-solutions, ideas or opposing ideas. Progressive security

experts have therefore proceeded to use intelligent mechanisms not only to identify

the patterns that make an attack successful, but also to select the patterns that were

atypical or unknown up to now, and to study their harmfulness.

Conventional security technologies, comprising virus scanners, web proxies, and

similar mechanisms, perform what are known as deep package inspections, sweep-

ing the network traffic for known threats. If they find such a pattern, the relevant

data package, such as an email attachment, is disallowed. These procedures reach

their limits as soon as an unknown pattern appears. Using conventional

technologies would unleash this potentially harmful pattern on the company. It is

important to prevent this in every case, which is why experts have developed

processes such as the sandboxing explained earlier. Preventive defense mechanisms

must move away from pattern-based analytical procedures that look for known

patterns toward mechanisms that hunt for unfamiliar code. In the process, the

analysis is expanded to include all elements that are incorporated into the network.

One conceivable approach in this environment is continuous monitoring of

mobile devices such as cell phones or tablets – somewhat along the lines of a

continuous electrocardiogram for human beings. This would involve compromised

devices raising the alarm at the system’s control center and sending forensic data

there for an analysis of the attack. Other responses to a threat such as notification of

the user or other countermeasures via mobile device management solutions can be

set up on a case-by-case basis.
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Such “continuous ECG monitoring” of a cell phone draws on a great many

different vectors and sounds the alarm when, for example, the battery discharges

surprisingly rapidly, there is a sudden spike in the CPU load or an excessive amount

of storage is used. Whenever something happens that is not in keeping with regular

operations, the cell phone is blocked.

Ultimately, the aim is to develop an analytical method that identifies anomalies

without initially defining these in more detail. While this still does not provide

100 percent protection, the monitoring of a system increases it to the maximum

level possible. And what is possible for smartphones must also be feasible in

corporate networks, even though the access scenarios there are considerably more

sophisticated and distributed.

10.5 This Is What Attack Scenarios Look Like Today

Denial-of-service attacks show just how elementary an intelligent analysis is. The

attack deliberately overloads the computer systems of companies and other

organizations. The hacker world generally launches distributed denial-of-service

attacks whereby the attack is executed by many different servers previously

hijacked by the attacker. These are referred to as zombie hosts. The victim is

besieged by large numbers of inquiries, leading to the use of defective IP packages,

for instance, and then terminates the service due to overload.

Individual PCs that point the way to a larger, higher-level network are often

interesting as a gateway for these attacks. If, for example, the network of a large

online mail order company were to malfunction, losses running into millions of

euros would be incurred within half an hour. The data stolen from customer bank

data could be used to extort a significant amount of money.

Another example is “phishing,” the aim of which is to obtain, among other

things, online banking login data or other types of passwords. Here, attackers

generally use emails that guide the victim to a malicious website or encourage

them to open an infected file. Incidentally, according to the Advanced Threat

Report by security experts FireEye (see FireEye 2016), malicious code is sent in

zip files in over 90 percent of cases. Malicious code like malware has now also

started to appear in seemingly harmless email attachments such as “.doc” or “.pdf”.

This may signal the beginning of an APT attack in which attackers attempt to gain

access to corporate networks, identities, and data in several steps, sometimes over a

period of several years. DLL files are also increasingly being used instead of the

more usual EXE files as they ensure that infections remain undetected for longer.

In the case of malware, attempts are also made to circumvent the sandboxing.

For example, incidents are known in which the malware only became active when

the mouse was moved – it effectively hid behind the pointer. In addition, there is

increased proliferation of malicious code that can identify virtual environments – if

the virus believes itself to be in a sandbox, it simply remains inactive.

Attackers and defenders thus continue the hare and tortoise race described at the

beginning – like in the case of the aforementioned ransomware “Locky” that caused
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a furor: This encryption Trojan even captured data from hospitals – both in Germany

and in the United States – and tried to extort money from them. It could have been

even worse: Not only had results to be communicated by telephone or fax for a

while, but patient data could also have been manipulated or deleted – with really

serious, i.e., life-threatening, consequences for those affected. Here, too, increased

networking of (medical) devices – the Internet of Things – has beneficial goals, but

also provides cybercriminals with a growing number of possibilities to access data.

With advanced persistent threat protection, which also prevents more complex

access scenarios, the type of malicious code that had been unknown until that point

could have been fished out and made harmless. This demonstrates that organizations

which considered themselves secure in the past now need to revisit their security

situation because the protection they established three, four or five years ago is now

obsolete. IT managers and company directors are responsible for keeping the

company’s safeguards updated at all times and focusing on simplicity of use.

10.6 In Need of Improvement: Security at SMEs

Given the complexity of attacks these days and the defense mechanisms employed

to counteract them, only specialists can keep on top of things. And specialists are

now in short supply. SMEs and large companies alike are desperate to find suitable

staff with the right skills to operate security systems under their own direction.

However, these people are very difficult to find.

In many cases, SMEs therefore have little option but to outsource security to a

trusted partner. In this respect, it has been found that the best protection against

attacks from the Internet likewise comes from the Internet. With what are known as

managed services, companies receive the all-round protection package from the

cloud – for all targets in the company including the safeguarding of industrial

networks and applications as well as the early identification and aversion of attacks.

And they acquire all this without specially trained staff having to look after it –

again, as quickly and easily as “plug-and-play security.”

The mechanisms with which companies of any size protect themselves are

nearly always the same. This is because the difference lies not in the attacks

themselves, but in the size of the bandwidth of Internet traffic to be inspected. A

set of tools comprising virus protection, firewalls, intrusion prevention, load bal-

ancer, web proxy, advanced persistent threat protection and some other procedures

is generally used for this.

It is not uncommon for managers of SMEs to be overwhelmed by the complexity

of the task. They are afraid to take the wrong step at a decisive moment. This often

gives rise to security architectures that come in a variety of shapes and forms, are

overly complex and heterogeneous and not always very efficient. It would be

efficient to use security solutions that constitute “plug-and-play security” or

solutions from the cloud. These can be ordered at the push of a button, are delivered

as a package, preconfigured and self-installing.
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10.7 Expensive Does Not Necessarily Mean Secure:
Gaps in Security at Large Companies

Large companies have generally spent significant sums on their protection and

therefore frequently consider themselves to be secure. After all, they opted for state-

of-the-art technology. But for how long does technology remain state of the art?

There is always an even better product out there, and so managers in these

corporations spend their time trying to keep up with the latest international security

trends. This takes effort and uses up resources.

Another challenge for large companies is that applications have often been

written internally and are hosted in their own data center. These applications have

always been called up in the company’s internal network – because up to now the

Internet has only been used for research purposes.

Back at the beginning of this century, security policies focused primarily on

safeguarding the transition points from the corporate network to the Internet.

Today, this situation is completely different. The Internet has gained immense

importance and any number of business applications are available for use in the

public cloud. A few of the many examples are the Telekom Cloud, Open Telekom

Cloud, MS Office 365, Salesforce, and the Cisco InterCloud. Were companies to

host such applications in their own data centers, a variety of measures would be

needed – for secure access alone, a corporate security hub would have to be

installed between the application and the workforce, for example. The security

hub is a security solution that protects mobile devices from attacks and malicious

code from the Internet; for this, all data traffic is analyzed in real time. Since large

numbers of employees tend to access such applications, the hub must ensure

appropriate bandwidth. Encryption of communication also requires a substantial

investment and use of resources. Then there is mobile device management, mobile

application management, and mobile content management.

Alternatively, companies can simply procure business applications that have

been specially developed for their needs as services from the Internet. Users are

given direct access to the applications. However, a smart security element from the

cloud is installed in between, making the functions of a security hub available for

bigger and more diverse user bases and for larger, more complex applications in big

firms. This also lays the foundations for more sophisticated security projects.

10.8 The “Made in Germany” Stamp of Quality

It is clear that in the age of the digital transformation the cloud and security are

inextricably linked. For a long time, the cloud had an image problem – not

necessarily because it would be easy for hackers to break into, but rather because

96 D. Backofen



many offerings, particularly from the United States, are not immune to industrial

espionage. This was found by the study entitled “IT-Sicherheit und Datenschutz

2016” presented by Germany’s National Initiative for Information and Internet

Security (NIFIS) (see NIFIS 2016) in the run-up to CeBIT 2016: “The study

revealed that 87 percent of companies in Germany attach the greatest importance

to their data not being stored on the servers of companies with parents or

subsidiaries in the United States, in order to protect against spying. When

contracting cloud services, 63 percent prefer to use German or at least European

providers only.”

Of the companies surveyed for the report entitled “Mobile Content Management

in Deutschland 2016” (see IDC 2015), 82 percent stated that the location of the data

center of a cloud provider in Germany had become extremely important to them.

Both SMEs and large companies rely on providers that operate highly secure cloud

data centers in Germany – and only store the data in Germany and in accordance

with German legal requirements. It is generally known that Germany is the best

place to protect data against unauthorized access due to the country’s strict data

protection regulations. Encryption of data is also allowed in Germany in contrast to

many other countries.

Under data protection law, there are other essential requirements for highly

secure data centers. For example, data centers should always have a redundant

design so that the data is invariably stored in parallel – even in the event of a failure

uninterrupted access to the data is provided on the twin. In addition, the goal should

be the highest possible availability of 99.999 percent – the maximum achievable by

today’s technical means, which corresponds to around five minutes of downtime

per year. All data in the data center flows through secured IP VPN tunnels, isolated

from the public networks. This creates a closed system, fully guarded against

external access. Ultra-modern encryption techniques ensure that data can be viewed

by authorized parties only.

10.9 Companies Want the Cloud – But Securely

Cloud offerings furnish solutions to pressing problems of companies wishing to run

their applications at minimal cost but also securely. Outsourcing spares them a lot

of effort. In-house developments are expensive and lengthy, and they must also be

scalable. Large international providers relieve companies of this burden. They give

users access to the applications in the cloud and keep these up to date at all times.

They also make investments in software and hardware unnecessary. This is a

marked difference to the situation in the past, when administrators had to install

the latest version of a software package locally on the employees’ PCs, often using

stacks of CDs.

The cloud makes life so much easier and flexible for IT departments, which is

why it can no longer be halted. However, companies must be assured that their data

will not spread there. The big challenge is to keep unauthorized parties from seeing

this data. This is not just about secure transport routes, but also about access

10 Secure and Simple: Plug-and-Play Security 97



permissions, additional encryption of the data inside the cloud and other

mechanisms to make unauthorized access as difficult as possible.

Companies are well advised to investigate a potential cloud provider thoroughly

before signing a contract. Under what legislation does the provider operate? Is the

potential partner company a German one? Healthcare organizations, for example,

are not allowed to store their data outside national borders. Users must therefore

take a close look at the provider and ask themselves what is particularly important

with regard to the handling of the data (generally this is data protection). Last but

not least, customers – especially small and medium-sized enterprises – should make

sure that the security can be procured as quickly and easily as if it were plug-and-

play security – without interrupting business processes and workflows, yet always

unobtrusively in the background. After all, the risks and threats are invariably at the

cutting edge of today’s technology. Company managers would be wise to keep

abreast of the risks at the same speed.
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Cybersecurity - What’s Next? 11
Thomas Tschersich

Companies hoping to successfully use the IT security technologies of the future

need to rethink their strategy and shift their focus from a latent arms race aimed at

protection against the outside world to detection within the enterprise. After all,

every company needs to remember that an attacker will infiltrate its network sooner

or later, as many recent examples have shown. The next step is to identify the attack

as quickly as possible and remove the threat. In the future, smart data and artificial

intelligence will be needed to provide this protection within organizations.

Authorized users must be distinguished from attackers rapidly with easy-to-use or

automated tools such as behavior-based analysis systems. Zero impact must be the

goal. Yet, to understand how to get their company or any company to this point,

executives always need to keep in mind how the current situation evolved.

11.1 The Motives of Attackers Are Becoming More Malicious
with Each Passing Generation

From private users to companies to governmental organizations or NGOs, the range

of potential data thieves is as diverse as the profiles of the participants in global data

traffic. Quite a few of today’s victims will be the attackers of tomorrow – although

unknowingly in many cases. In spite of all the complexity, one thing has always

been certain: Nobody enjoys absolute protection against anybody on the other side

of the fence. This is something that US security firm HBGary Federal experienced

for itself.

Its CEO Aaron Barr had stated very publicly in an interview in the Financial

Times that he had infiltrated Anonymous in a month-long campaign and could now
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identify all leading members of this group of activists for the FBI (see Menn 2011).

Less than 24 hours later, Anonymous retaliated with the theft of 60,000 emails by

HBGary’s management, disclosing a thorough list of the company’s appalling gaps

in security. In addition to technical vulnerabilities, these included simple behavioral

errors – for example, even the top brass at HBGary such as CEO Aaron Barr and his

Chief Operations Officer always used the same, very simple passwords not only for

their private email, Twitter, and LinkedIn accounts, but also for the company’s key

systems (see Schmidt 2011).

Up until about fifteen years ago, when cybercrime or, more precisely, IT security

was still in its infancy, hackers were motivated by fame and glory, along the lines of

“Look what I can do!” or “Look what I found!” Back then, hacking was not yet

about online crime per se, though the foundations for this had been laid. It is only in

the last decade or so that we have seen this adaptation of cybercriminal behavioral

patterns by, in many cases, organized groups or hacker collectives who are in it for

the money on a massive scale. In other words: There has been a commercialization

of cybercrime. Phishing emails, DDoS attacks on online shops or the dissemination

of SPAM suddenly became the tools of choice in “areas of business” such as fraud,

extortion or money laundering.

In the third wave, about five years ago, came the hacktivists, who for politically

motivated reasons turned into cyberattackers. DDoS attacks against banks that had

blocked the accounts of the whistleblowing platform Wikileaks and attacks

paralyzing companies’ data traffic in the form of “digital sit-ins” are some of the

instruments they use to spread their social, economic or broadly political messages.

Recently, attention has been drawn in particular to state actors, not least as a

result of the Snowden leaks. While intelligence agencies have also moved around in

cyberspace from year one, in terms of public awareness one can definitely consider

the youngest “generation” of cybercriminals to be those who scour the Internet in

search of potential targets for acts of sabotage or for the procurement of information

under orders from the state or for the purpose of industrial espionage. “Stuxnet”

(see New York Times 2016) and “Red October” (see Kaspersky Lab 2013) are just

two examples of attacks – allegedly by intelligence agencies or state-controlled

organizations – that made headlines around the world.

Admittedly, none of the types of crime and attacks described above are new. But

in their order of appearance corresponding peaks have formed. In short, the

following assertions can be made:

• The motives and characters of the attackers have changed.

• The attacks are leading to higher and higher financial losses at companies each

year. According to security experts, these may currently be as much as 575 bil-

lion US dollars and are therefore causing more damage than global drug-related

crime (see Bauer 2014).

• The methods and tools used by all groups of perpetrators have remained very

similar.

• Yet the resources and the effort in the background differ substantially.
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The last point was clearly illustrated by thefts of data such as in the case of

Wikileaks or, more recently, the Panama Papers, as compared with attacks like

Stuxnet. While in one case it was employees with administrator rights who

facilitated the data leak, in other cases attacks use special software that has been

developed for this purpose over many years. It is all a question of opportunity,

specifically of funding. Using the example of state agencies, there is the telling fact

that (according to Wikileaks) the budgets of the five US secret services – CIA,

NSA, and Co. – were 45.2 billion US dollars for 2013 alone (see Zeit online 2013).

It is a sum that significantly exceeds the annual revenue of quite a few German blue

chip companies.

Just how much funding is available to all cyberattackers worldwide does not

bear thinking about. The following fact also shows the clear disparities between the

concerns of potential attackers and those of their possible victims: A company like

Deutsche Telekom must protect over 3,000 proprietary systems directly connected

to the Internet in Germany alone, whereas a hacker needs to crack only one of these

systems to be successful.

The attacks will become more radical. In the beginning, most attacks were

intrusive, with the unwelcome perpetrators simply being satisfied with penetrating

the company’s line of defense. However, ever since the start of this decade attacks

have become increasingly disruptive, compromising the availability of the systems

attacked and generally interrupting, blocking or sabotaging their traffic. Digital

extortion combined with a ransom demand is the objective of many of these attacks.

Attack scenarios in the future, however, will increasingly target the integrity of the

data. In other words: While up to now groups of attackers always sought to exploit

data in its present form or to impede its availability or communication, the attacks

of the future – which scarcely feature today – will be aimed at modifying the data.

This will completely transform the risk landscape.

Interference with road traffic is just one example. Remote attacks on cars, their

braking performance, sudden failure of wipers or the lighting system – not to

mention self-driving cars – could have fatal consequences. The same goes for the

manipulation of data in the healthcare system, where, for example, a patient’s blood

group could be changed in the course of the transfer of the patient’s data shortly

before an operation. It is very easy to imagine the potential consequences of

malpractice during attacks on several hospitals in the German federal state of

North Rhine-Westphalia at the beginning of 2016. The worst were only averted

because the perpetrators were solely interested in a ransom. As the State Office of

Criminal Investigations reported, physicians were unable to continue treating their

patients due to data not being available (see Polizei/Landeskriminalamt Nordrhein-

Westfalen 2016).

Security homework – or the worst mistakes made by companies. One of the

first and most important things that companies need to change is their defense

policy, followed by their ecosystem. The next step is to consider everything that

needs to be protected in the future. The vast majority of companies protect PCs and

servers, and most users also have virus protection, at least for their PCs. The first

gaps in security appear when it comes to installing software updates, because this is
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seen as overly complicated and time-consuming. Although operating systems may

actually be updated regularly and promptly, companies often fail to update appli-

cation software, which may have equally critical security issues. What is more, the

update cycles at companies are frequently far too slow. This enables attackers to

exploit new gaps on a massive scale just hours after they become known, as

companies frequently only implement manufacturers’ updates weeks or months

after their release. Not to mention that there is also a whole series of other IT

systems such as cell phones, system controls, etc., most of which are still left out of

the equation entirely. Such carelessness, once discovered by cybercriminals, is

almost an invitation for attackers and makes one thing clear: Security and laissez-

faire are two irreconcilable worlds.

The fact that this understanding has still not become entrenched in people’s

minds is one of the main reasons why – in 84 percent of the cases investigated in a

study last year by the US telecommunications group Verizon – it took attackers

only a few hours to prepare an attack and subsequently reach the actual target

system. By contrast, in 62 percent of the cases the attacks were not identified by the

companies themselves until months later (see Verizon 2016).

Significantly larger gaps in corporate security will be caused in the future due to

the fact that we still regard the smartphone as a telephone rather than a computer. In

this connection, people still completely underestimate how quickly smartphones

can be turned into remote-controlled cyberweapons to be misused as a listening

device, to access photos and videos or to serve as a Bluetooth interface to the user’s

peripheral application systems.

Cell phones are an even more attractive target for hackers who harness these

devices for botnets, for instance, in order to launch automated attacks against third

parties from a network of externally controlled devices or computers. Botnets are

used for distributed denial of service (DDoS) attacks against websites or other

services, for example. Ultimately, hackers can thus paralyze any e-commerce

platform with just ten captured smartphones. One of the methods used for this is

the NTP reflection attack (see Akamai Technologies 2015), in which the Network

Time Protocol standard used to synchronize the time of computer systems is abused

to prompt one server to attack other servers in the Internet with NTP packages (see

NTP 2016).

What do attackers need to carry out such attacks? – High bandwidth and a low

level of protection. Very few smartphones these days have security software, but

they have far superior bandwidth to most PCs. What also plays into the hands of

criminals is open architectures such as in Google’s Android operating system.

Owing to the Americans’ business model of monetarizing user behavior and user

data in advertising, for which a lot of content is generated from any number of

sources, Android, the smartphone operating system with a market share of over

80 percent, is becoming an open invitation to any criminal. It took around 14 years

for 450,000 malware versions to be identified in the Windows operating system, but

not even 10 months for this to happen in Android.

Companies that give their employees iPhones for work purposes should not feel

any safer. Even though Apple’s operating system is more homogeneous and its
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architecture affords better protection because the business model works differently

from Google’s, it is not perfect either. One of the reasons for this is the ever-popular

practice of jail breaking, which involves removing the restrictions imposed by a cell

phone manufacturer – in this case Apple – in order to download software to an iOS

phone from alternative marketplaces instead of using the Apple Store.

Tests we performed showed that a jailbroken iPhone connected to the Internet

suffered around 300,000 automated attacks in one year. About 330 of these attacks

were so successful that the attackers were able to move around freely in the system

of the phone we had designed as a honeypot. But especially in the areas of

jailbreaking and rooting, not everything is black or white: By obtaining elevated

privileges to their device, experienced users can also raise their level of security – if

they know what they are doing. In addition, there is a lively CustomRom scene that

also develops operating systems with the latest security updates for many of the

popular models.

Yet even iPhones that have not been jailbroken are not immune to being hacked.

In an analysis of Operation Pawn Storm, which has been running worldwide for

four years now (see Trend Micro 2014), Security company Trend Micro (see Trend

Micro 2015) discovered a tool that was specially designed for iOS phones (see

iPhone Ticker 2015). This extensive malware campaign is directed at companies as

well as at the political organizations and the military in different countries. The

target persons are never attacked directly. Instead, the hackers attempt to initially

infect the communication devices of other people from their target’s personal or

business environments, obviously based on the idea that a subsequent attack or the

transmission of malicious software via news or emails from trusted sources has

significantly greater chances of success. That is why this approach is called “pawn

storm” after the chess strategy.

Cheap smartphones, put on the market by the manufacturer at a particularly

reasonable price but not receiving any further security updates, constitute a funda-

mental problem, not just for companies. Here, what is needed is a policy that

requires all manufacturers to ensure security updates throughout a phone’s life,

which generally lasts at least two years.

In the future, gaps in our defense will also show that we underestimate the

growing risk of increased networking. Be it air-conditioning systems and elevators

in companies or household appliances such as fridges, televisions etc., many of the

devices that can be networked today were not originally designed for this purpose at

all. In most cases, the software is installed in these devices during production;

interaction with the user – e.g., for update installation – is not envisaged or not

possible. Consequently, protection for these devices must come from the network.

Going forward, security solutions that are incorporated into network infrastructures

will therefore have even greater significance than today.

The traditional perimeter approach adopted by companies of building their castle

walls increasingly higher, wider and thicker led to companies continuously

investing in security. Ultimately, though, they were only ever able to maintain the

status quo and therefore hardly able to achieve their goal of increasing the level of

protection. Instead of being forced to spend money on repairing damage, they
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should free up resources whose investment actually improves their own security.

But how does this square with the growing need for security from the network? As

easy as it may sound, the first step is finally to do our old, but perennial homework

and to continue to do this without fail.

11.2 Cybersecurity – The Sleeping Giant in the Company

A successful defense against cybercrime is based on three pillars: prevention,

detection, reaction. I would go so far as to say that at least 95 percent of the millions

upon millions of cyberattacks that are carried out around the world each day would

come to nothing if companies took the basic rules of prevention to heart. The fact

that end users and unfortunately also companies (because they dread the effort

involved in testing) do not implement software updates as quickly as possible and,

after putting them off several times, eventually end up letting things slide is by far

the greatest vulnerability.

In addition, most of the attacks that exploit the gap created by missing software

updates follow a set pattern: The fundamental principle of the protection concepts

in the company is based on the fact that there is an internal (trusted) infrastructure

and an (untrusted) outside world. Broadly speaking, these worlds are separated

using firewalls. The principle governing these firewalls is simple: Everything

coming from outside is “bad” by definition and is blocked, whereas everything

that comes from within the company is good and is allowed to happen. This is

where attackers begin. Using social engineering, the environment of potential

addressees is spied out using enticing emails which successfully function as

bait – if not on the first or second attempt, then on the third or fourth attempt –

essentially by awakening the recipient’s interest so that they read the email and

open the attachment that is generally enclosed. This may be a PDF that looks

completely normal but immediately executes malicious software in the background,

downloading a Trojan from the network and installing it automatically.

Unfortunately, neither of these steps raises any suspicions for conventional

firewalls. This is because emails per se are treated as a communication channel

that is always kept open to the outside world. Moreover, a Trojan is downloaded by

means of an action that is initiated by the computer from the inside and is therefore

classified as “okay” by the firewall, as would be expected from it. Having

penetrated the castle walls in this way, every attacker has free access to the system.

Getting from the attacked computer to the file server, where data is spied out,

exfiltrated, and the attacker’s tracks are obliterated, is a process that in some cases

takes no more than a few minutes. With one fatal consequence: While the firewall

as the “castle wall” continues to defend the perimeter, the attacker is now in the

house and can move around freely.

APT detection solutions provide help here. APT stands for Advanced Persistent

Threat, effectively a permanent individual vulnerability. Solutions like Fire Eye,

which review the behavior of all incoming emails and any attachments enclosed,

provide protection. If the behavior of the emails being examined is inconspicuous,
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these are effectively waved through after being checked in a virtual machine.

However, if the file being examined suddenly starts to develop unexpected

activities such as wanting to install software updates or change the operating system

or the configuration, Fire Eye assumes that this file has been manipulated by

malicious functionality and blocks it. The entire check is performed in milliseconds

without causing a perceptible delay in email traffic for the owner of the mailbox. In

terms of functionality, the safeguards that will be needed in the networks in the

future are vastly different from the long-established “castle walls.” Future security

models will be based on the behavior of software rather than on the principle of

admission control at the wall.

A second new way of protecting company networks is by using sensor technol-

ogy like in alarm systems. All PCs could also be fitted with sensors, just like every

smartphone today – for example to receive GPS signals or capture data on health or

environmental data. These sensors can continuously review incoming and outgoing

data traffic and attachments, files, etc. for conspicuous behavior, identify anomalies

immediately, and report them to a central instance. In many company networks, for

example, there is no direct client-to-client communication. If a PC starts contacting

another PC directly without going via the email server or group shares, this can only

mean one of two things for a security officer who has been alerted by an alarm

triggered through corresponding sensors: Either an employee introduced a service

and forgot to tell anyone about it, or an attacker is moving sideways in the network

from one PC to the next.

Although such sensory solutions for detection purposes are unable to reverse the

attack, which may have taken place long before, they can minimize its effects. This

is no mere small comfort, because these days no company should assume that it can

permanently protect itself against attacks. Today, every security officer’s goal must

be zero impact, in other words, reducing the repercussions of attacks to zero. To this

end, a logical step, which at the same time entails a radical change in IT security

overall, is to move away in the future from a purely preventive approach and to

equally divide capital expenditure on security between detection and reaction.

Before this happens, however, it can be assumed that the preferred (and simple)

method among attackers of exploiting the fact that software updates have not been

installed will remain successful for quite some time – simply because users lack the

necessary awareness, be it at work or in their own personal environment. This, in

my opinion, may be the main reason why cybercriminals always seem to use

Formula 1 cars, while the security experts – usually unnecessarily – trail after

them in Bobby cars.

In the past, it normally took months to find out which vulnerability was closed by

an update and then to develop an exploit (attack tool) for this. Through reverse

engineering, which makes the original program code and therefore also the measure

implemented for its improvement easier to extract, this now takes the underground

economy not even half a day. On average, only a few hours elapse between the

supply of a patch for the vulnerability and the large-scale, fully automated use of

tools that can exploit an identified vulnerability. For companies and the providers

that protect them, this means that the time frame for an appropriate reaction is
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relatively minute. Speed is of the essence here. Relying on the virus protection

installed on each company PC does not provide adequate assurance, as this only

recognizes threats that are already known to it. However, when criminals use an

exploit for the first time – or possibly once only – the chances of this being detected

are virtually zero. This is because virus protection works along the same lines as a

police fingerprint file. If a method, a line of attack or a perpetrator has already

appeared, the virus protection will be able to identify it. Otherwise, there is not a

chance. This means that malicious software of which the antivirus industry is not

yet aware may “work” for months before being exposed. When the update is

installed at some stage and sounds the alarm – “malicious software on this com-

puter” – it is often far too late.

This makes it very important for companies to be able to keep track of how long

malicious software was actually active. It may require a great deal of time and effort

to eliminate all of the damage because attackers naturally know that their “break-

in” through the front door – via email access – will be discovered sooner or later and

be blocked by the software update. This is why they generally use the time to set up

their own back entrances and exits. Identifying these is extremely time-consuming

and nearly impossible in some cases. In the attack on the German Bundestag, in

which hackers gained access to 14 parliament servers in May 2015 (see Zeit online

2016), the computer system had to be set up again from scratch (see Holland 2015).

In cases of doubt, this is actually the last remaining useful measure to at least bring

the traditional hare-and-tortoise game between attackers and victims back to the

starting line.

Unfortunately, in the reality of business every update is considered a brake, true

to the motto “never touch a running system.” The real message should be that

people who do not install software updates promptly only have themselves to

blame. To put it plainly: it is a worthwhile investment. This is because simple

updates are the key to foiling virtually all attacks with the exception of zero-day

exploits.

11.3 What Will Protect Us?

The first step is to create a much better awareness of threats. In many companies

these days, investment decisions about IT security are made by managers who

throughout their career – apart from using their PC – have had nothing whatsoever

to do with IT, never mind IT security. IT security is normally studied as part of a

computer science degree – but is actually an interdisciplinary topic spanning all

sectors, i.e., all courses of study. A mechanical engineering contractor who installs

remote maintenance modules in his equipment is taking a quantum leap in terms of

servicing. This is called predictive maintenance. The only thing he is generally

unable to guess is how the module will function and what scope for attack his

equipment will provide at any given time.

However, as IT security is an issue that affects everybody, from the janitor up to

the CEO, and as everyone will be a link in the security system of their future
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employer, this subject should already be firmly anchored in school curricula. It not

only hones people’s security awareness, but also trains them to keep in mind at all

times that every hacked PC is a potential cyberweapon against third parties.

Continuously sharpening this awareness, also in employees’ personal spheres,

will need to become an important part of companies’ defense strategy. The effects

will be twofold: Companies will reduce the possible scope for attack against

themselves and will increase the motivation of employees to address this issue –

even more so when those employees see there is something to be gained in their

private IT lives, too.

When it comes to concrete solutions, a whole series of solutions can be

identified. Encryption will be the technology of choice in the future for protecting

the integrity of data. It effectively provides secure transportation for the data. It

would never occur to the central bank to transport pallets with gold bars or the latest

generation of freshly printed 20 euro bills on flatbed trucks on the public highway.

However, this is precisely what we do in the digital world. What applies to virtually

all security applications also applies here. When their use is to be mandatory –

keyword “user acceptance” – defense and protection solutions such as encryption

must fulfill three requirements: easy to procure, easy to implement and easy to use –

ideally even running automatically.

In order to provide optimum protection for the email gateway, as mentioned

before, behavioral analyses in the network or in virtual machines are particularly

suitable for advanced persistent threats (APTs) that use malware, possibly individ-

ually tailored for just one person. Whether in large corporations, SMEs or start-ups

– cutting-edge technologies as potential prey make it worthwhile for criminals to

invest a great deal of time and effort in developing tools, even though these might

only be used once for one specific purpose.

In the future, sensor technology in the network will also be essential for

detecting and remedying conspicuous client-to-client communication, for instance,

as quickly as possible through behavioral analyses. Cybersecurity sensors like

honeypots will take on greater importance, not only at strategic points in the

company network but in all devices (smartphones), computers, and equipment.

This is because nobody is capable of analyzing over 400,000 new variants of

malware every day, as now registered worldwide by the antivirus industry. For

this reason, behavior-based detection will play a key role in the future for initiating

fully-automated defense mechanisms. If sensors are to be extensively employed,

however, the hardware industry has a particular responsibility to make the first

move. “One sensor for each PC” must be the standard in the future.

Rethinking a company’s own security practice must also involve systematically

keeping critical and uncritical applications apart and fitting each component with

sensors and safeguards. The exchange of data between systems should always be

authenticated in every case.

A future trend will be that security is set to become a component of the data itself

rather than of the infrastructure that transports and processes the data. Digital rights

management (DRM) technologies are one example, ensuring that data cannot be

viewed or modified during transfer and could thus also be given a kind of digital
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best-before date. Data or documents themselves will then contain information as to

who is authorized to access and modify them. This will progressively reduce the

importance of the infrastructure in guaranteeing security. At least in terms of

approach, the photo service Snapchat provides an example of an alternative,

deleting a photo once it has been viewed by the recipient. This is a useful feature

– and not only for potentially embarrassing selfies.

In addition to all of the new technical possibilities, it is also important to keep the

castle walls high, at least to ward off intruders, but to no longer exclusively rely on

them for protection.

Otherwise, I believe that two ideas are especially important. Firstly, keeping

silent about having fallen victim to a cyberattack should be a thing of the past for

companies. Let’s rather view it as joining the club. The list of companies already in

the club is effectively a Who’s Who of international industry. And who believes

that any company is unassailable?

This idea leads on to the next one: Why shouldn’t potential victims of

cybercrime not join forces just like the attackers do? After all, I believe that security

is for sharing. Sharing at many different levels, from the Cyber Security Sharing

and Analytics (CSSA) platform, on which the largest German blue chips already

share their experience and information about new methods and types of attack with

one another (see CSSA 2016), to the operations of the cyberdefence centers of

major providers. Once these have initially identified the attack and the underlying

tool at just one of their customers, the security solution implemented for defense

purposes is automatically transferred to all of the other customers. This form of

digital neighborhood watch will allow us to implement better defense strategies

more easily overall.

One aspect that in my experience tends to be neglected by companies in

nearly all security discussions at C-level is the nonetheless obvious consideration

of where administrators stand in the company hierarchy and salary structure.

This is because the objective of all attacks is to gain administrative rights – giving

any attacker “carte blanche.” Companies may be making a strategic mistake

in keeping the employees with the highest authorization level (“they are allowed

to do more than any CEO”) and who know every IT secret – in other words, the

“Access Almighty” – at the lowest level of the hierarchy in some cases. Here, I

would urgently advise checking to what extent it is recommendable for such

employees to be promoted in line with their level of responsibility and the value

they add for the company. This might keep the scope for attack that vital bit lower.

Urgent need for action – Yet even the supposed all-inclusive package still has

gaps when it comes to providing security for the future. Security officers claim to

have rightly complained: “If everything were encrypted, it would be impossible to

identify malware in the network.” Unfortunately, though this is true, who says it

will always be the case? Developing technologies that overcome this obstacle

should be a future research assignment for IT chairs the world over.
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11.4 Conclusion

From my point of view, companies are well advised to stay with what has been

proven to work (and also implement it properly), but to implement many new

measures and solutions at the same time. In companies’ protection concepts,

internal sensor technology – the installation of sensors in practically all hardware

used – is only in its infancy. However, this technology is necessary to ensure that

future security models work and new job norms such as “bring your own device” do

not turn into “bring your own disaster.”

Where appropriate, small and medium-sized enterprises (SMEs) and other

companies should replace their own in-house security operations center with

external cyberdefense centers that work with broader analytical capabilities,

forensics, hunter teams and anomaly recognition on the basis of sensors and

logic; with the objective of deriving preventive solutions and defense mechanisms

from these and initiating them immediately.

Companies should seriously consider the benefit of the swarm intelligence

amassed by a service provider who protects many systems, has the specialists for

this, and averts threats that arise at a given point for everyone in an automated

manner. Companies that are not there yet should at least use the knowledge

available in their own community – that of the potential victims. This is because,

despite all competitive thinking, companies will always remain a community. And,

last but not least – patch, patch, patch.
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Conclusion 12
Ferri Abolhassan

12.1 The Internet Has Become Ubiquitous

Within a few short years, the Internet has fundamentally changed the way we live,

work and perceive our surroundings. According to the German digital association

Bitkom, using the Internet is now more or less a daily routine for most Europeans:

“Three out of four EU citizens between the ages of 16 and 74 (76 percent) go online

at least once a week” (Bitkom 2016). In Germany, the average is actually 84

percent. The Internet has thus become part of our everyday lives. We surf, chat

and play there. We book trips, buy insurance and transfer money. Digitalization has

taken hold wherever apps have made services faster, easier and cheaper than

conventional offerings.

The advantages of digitalization are even more tangible and extensive in the

business world. The Internet of Things alone is revolutionizing entire business

models and processes. “Faster, more efficient and more flexible,” is the motto

when it comes to accessing real-time maintenance data from machines, for exam-

ple, or logistics data from transported goods. Or when big, traditional, global banks

work together with alternative payment providers such as PayPal or new financial

services companies – the dynamic “fintechs” – in order to jointly develop offers for

bank customers. One thing is certain: Digitalization has led to exponential growth

in the volume of data, and thus in the lures of abusing this data – either by hackers

and their ilk, or by intelligence services who disregard the right to informational

self-determination and preservation of the private sphere.
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12.2 Good Internet, Bad Internet

John Doe and even corporate employees and executives might like to close their

eyes to the hazards of the Internet and ignore the risks inherent in handling digital

information every day, but one user group has long been aware of the Internet’s

value potential: cybercriminals. They have a decisive advantage here. As opposed

to crimes in “real life,” online crimes are much less dangerous for them. If a theft is

discovered at all, it is usually only after some time has passed. And there is no need

to fear being apprehended with a loaded gun and thus facing risk to life and limb. As

a consequence, the biggest bank robberies these days are digital. For example, the

Carbanak gang was able to steal up to one billion US dollars worldwide from

around 100 financial institutions in the space of about two years. They committed

the biggest online bank heist of all time. And according to the latest information, the

criminals have not yet been stopped (see Computerwelt 2016).

After seeing attacks such as these covered by the media, every last user and IT

officer must now be aware of one thing: Data is exposed to very high risks online.

For this reason, extensive protective measures must be taken to ensure its safety.

And yet, most users still do little or nothing. Why is that? For the majority,

especially private consumers, security measures seem too expensive and compli-

cated. “Things have been fine so far,” they think. So why bother with the latest

encryption solution, firewall or a new password? What’s even more concerning is

that the situation is not much better in industry. Many companies are not sufficiently

protected against attacks by cybercriminals. And in companies, too, people are

often the weak points. What good is the best firewall if a user reveals personal login

data over the phone to someone claiming to be from IT support? Or when someone

finds a USB stick at a trade fair and tests it on their office computer, just out of

curiosity? In the case of social engineering attacks such as these, the only thing that

usually helps is a short, sharp shock – that is, confronting users with their mistakes

through simulated attacks, combined with subsequent risk training. But very few

companies – not to mention private users – have reached this point yet. Urgent

action is needed here.

12.3 Cyberhare vs. Cybertortoise

The high speed and dynamics of digitalization suit the schemes of cybercriminals.

Digital transformation moves more quickly than people or the society we live in,

and it moves much more quickly than legislation. The law appears very antiquated

indeed in the face of the quantum leaps made by digitalization in recent years. And

legislators have realized that data protection regulations no longer meet current

requirements. Thanks to the IT security law that came into force in July 2015,

Germany is a pioneer in cybersecurity legislation, with extensive reporting

requirements for the operators of critical infrastructures. However, the EU-wide

harmonization of regulations demands even more work from everyone involved.

Another set of rules will come into play with the new EU data protection directive,
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which is due to take effect in 2018. Here, too, IT officers must keep their fingers on

the pulse of development in order to stay abreast of what is required and what is

prohibited.

But private Internet users and companies are not the only ones affected.

Cyberthreats have long had global political dimensions. We need look no further

than the hacker attacks on globally important critical infrastructures, the online

recruitment of jihadi fighters, and autonomous weapons systems. Here, too, the

barriers to entry for cyberwarriors are much lower than they would be in a

traditional battlefield situation. Not just anyone can build an atomic bomb, but

anyone can develop a virus or gain access to an insecure password. These

possibilities have fundamentally changed the nature of modern conflict. The attack

scenarios call for worldwide security alliances, and they are forcing even global

organizations to take action. NATO, for instance, recently declared the Internet to

be an independent theater of operations, and attacks via data networks are treated in

the same way as those by land, sea or air forces. If such virtual attacks were to take

place, they could even trigger NATO’s collective defense article. The threshold for

this has not yet been defined. But there is no doubt that these threats are being taken

very seriously.

The German armed forces are also employing more cyberspecialists to protect

themselves as well as possible from the continuously growing threat. However, it is

not clear where this large number of required cyberexperts will come from because

– as if there were not already enough to do in the field of IT security – such experts

are in short supply. This affects every industry as well as organizations and

companies of every size. But the problems are particularly acute among small

and medium-sized enterprises. Though the first security-specific courses at

universities are already available, it will take a good deal of time to train a sufficient

number of experts in the long run. Additionally, this training is more demanding

than other subjects, where the same syllabus can be used for years. Since the threats

from cybercriminals evolve so rapidly, security experts must be trained in an

equally dynamic way so that they are always up to date.

Security experts and legal regulations are not the only things in short supply. A

valid, resilient strategy for dealing with emergencies is also lacking. Very few

CEOs or CIOs know how to respond properly to a cyberattack. They would do well

to deal with this problem, however, because depending on the legal structure of a

company, its management may be held personally responsible if the company’s risk

management system fails. This in itself gives management the opportunity to hone

its responsiveness and cybersecurity strategy. By applying military methods such as

red teaming or wargaming to the business world, dangerous real-world situations

can be simulated dynamically, so that the interaction of internal teams can be tested

without risk. A comprehensive risk management strategy is also critical for large

international companies whose global activities mean they must take numerous

regulatory and legal IT security requirements into account. The situation is even

more difficult if they serve different B2B and B2C customer groups and work with

diverse partners and suppliers. The resulting complexity of their IT landscape raises
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the potential threat to almost unimaginable levels. Risk management goes a long

way toward helping companies maintain an overview in the face of this.

Cooperation with other large corporations is another opportunity available to

CEOs and CIOs. Associations such as Cyber Security Sharing and Analytics

(CSSA) work closely together so that their members can mutually warn each

other of potential attacks ahead of time. And they are extremely successful at it:

During the “DDoS for Bitcoins” wave of extortion in 2015, for example, potential

damages in the millions were prevented when a company that had been attacked

warned its CSSA partners – a week before any notice was published by the BSI, the

German Federal Office for Information Security. A week is worth a fortune in the

digital age, so the CSSA members were able to protect themselves and ward off

subsequent attacks. These and other approaches are models for companies looking

for appropriate ways of managing IT security in the future.

12.4 Simple and Secure Is the Motto

The expert essays in this book from the fields of business, politics and society make

it clear that there is still much to do, but also that we already have some outstanding

strategic approaches and IT solutions that can help users protect themselves against

cybercriminals. Users can easily get lost in the multitude of technological options

available – from data leakage prevention, through security information and event

management, to mobile security and identity and access management. Managed

security services delivered in all-inclusive packages such as security-as-a-service or

mobile-security-as-a-service can prevent this from happening. This is a central

component of IT security strategy. Another component is teamwork, and not only

because four eyes see more than two. From in-house security operations centers to

expanded, external cyberdefense centers – security will soon come down to exten-

sive analytical expertise combined with forensics, hunter teams and anomaly

recognition with the help of sensors and logic, enabling preventative solutions

and defensive actions to be triggered.

But we also need much more. For example, the exchange of personal data must

be contained so that as little user information as possible is exposed to these risks in

the first place. We already have models for this, such as the P3P (Platform for

Privacy Preferences) approach, an international standardized platform developed

by the WWW Consortium for the exchange of data protection information for

websites. The goal of P3P is to return a substantial amount of data sovereignty to

Internet users by automatically informing them when third parties want to access

their personal data so that they can prevent this. This approach is feasible in other

areas as well, such as the Internet of Things. Service providers do not always need

all of an individual’s personal data; they could often get by with pseudonymized or

anonymized information. When dealing with personal data, even apparently minor

measures such as these can help ensure that essential information does not fall into

the hands of criminals who could abuse it. These tools also show that security does
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not always have to be complex; it can actually adapt itself to work and usage

processes.

After all, in order to stay safe from future threats as well, it is important to bear

one thing in mind: If IT security is going to be broadly used and useful, it has to be

even easier to handle, operate and acquire – following the plug-and-play principle

of security from a socket. The cloud is the most important foundation for this,

because only the cloud offers the necessary resources and flexibility – along with a

secure basis for digital transformation via hosting in German data centers, which

are comprehensively protected in accordance with national IT security law. The

cloud also enables the pioneering of automated solutions in the areas of smart data

and machine learning (ML), which will soon make it possible for the security DNA

of a company to optimize itself, recognize patterns in real time and evolve through

autonomous self-learning.

This long-term strategy for success also depends on factors such as the compre-

hensive and seamless implementation of security solutions in companies and

organizations, proper training of security experts, and measures to make employees

aware of the importance of the issue. Finally, users can also benefit from the best

practices of other economic sectors, such as the sharing economy, and they can

share their own knowledge of how to fight cyberthreats. Together we are stronger.

This is particularly true when it comes to IT security – because the attackers are

working together, too, and they are often several steps ahead of us. We can not

allow this to continue. We have made a start.

References

Bitkom. (2016). Internet. Accessed July 5, 2016, from https://www.bitkom.org/Marktdaten/

Konsum-Nutzungsverhalten/Factszu-Internet.html

Computerwelt. (2016). Carbanak: Der Online-Bankraub geht weiter. Accessed July 4,

2016, from http://www.computerwelt.at/news/technologie-strategie/security/detail/artikel/

115084-carbanak-der-online-bankraubgeht-weiter/

12 Conclusion 117

https://www.bitkom.org/Marktdaten/Konsum-Nutzungsverhalten/Factszu-Internet.html
https://www.bitkom.org/Marktdaten/Konsum-Nutzungsverhalten/Factszu-Internet.html
http://www.computerwelt.at/news/technologie-strategie/security/detail/artikel/115084-carbanak-der-online-bankraubgeht-weiter/
http://www.computerwelt.at/news/technologie-strategie/security/detail/artikel/115084-carbanak-der-online-bankraubgeht-weiter/


Appendix

Eleven Rules for a Secure Internet of Things (IoT)

1. Think about security from the start: Retrofitting is always hard

2. Know what’s connected: If you are aware of the individual connections between things, you

can protect and monitor them better

3. Don’t connect everything just because you can: Follow the minimization principle – only

make connections that are sensible and necessary!

4. Only allow essential communication: Networked things will communicate with each other

only in predefined cases

5. Separate critical and non-critical systems: For example, do not connect industrial

controllers directly with office communication networks

6. Create logical zones: Make sure to break the whole into parts so that damage is contained in

the event of an attack

7. Conduct pen tests: When you know where your vulnerabilities are, you can protect yourself

in advance

8. Keep your software up to date: 95 percent of attacks could be prevented if every system

worldwide was patched promptly

9. Encrypt the connections between things: Encrypted communication ensures that no

information can be picked off along the transmission route

10. Use certificates to securely identify each thing: Only authorized individuals can control the

devices that are supposed to be controlled

11. Rely on strong partners: When in doubt, seek professional help and have a comprehensive

protection concept drawn up, like that offered by companies such as Deutsche Telekom
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Practical Report from the Graduates

Sarah Schuchardt and Alexander Schmitz

In each beginning dwells a magic, protecting us and helping us to live. . .
(Hermann Hesse)

It was with these words that our fascinating top-up qualification as Cybersecurity

Professionals began in September 2014 after a work-study course (Sarah

Schuchardt) and training as an IT specialist for systems integration (Alexander

Schmitz). At an interesting kick-off event attended by Deutsche Telekom board

members and external cybersecurity experts, we gained many insights into the

subject that will occupy us well into the future: cybersecurity.

Practical Projects as the Focus of Instruction

The Cyber Security Professional program focuses on practical work. We were

therefore given interesting projects right from the start. In the Cyber Defense

Center, Sarah worked on the development of a prototype for visualizing firewall

log data for small and medium-sized companies (the Cyber Threat Detector), which

was subsequently presented at CeBIT 2015. The Cyber Threat Detector is an entry-

level solution that works according to the principle of a cyberdefense center –

though on a smaller scale and in a more standardized way. The solution collects,

aggregates and visualizes all log data generated by a connected firewall. The

detector then compares this data with information about current and past

cyberattacks and their control structures. If the solution identifies such communi-

cation patterns, it sounds the alarm so that action can be taken quickly. The detector

also clearly displays traffic streams into and out of the company in real time and

visualizes them according to their destination countries, internal network segments

and the protocols used. This makes it possible to see in real time whether data is

leaving network segments from which no data is usually allowed to flow. The new

tool offers various filtering options right in the user interface to easily display

relevant data for analysis purposes. Companies using the Threat Detector benefit

from the broad networks and analyses of Deutsche Telekom. The solution compares

attack indicators from the German Federal Office for Information Security, known

attack patterns, data from general attack analyses, as well as data from 180 traps set

by the company to provoke and analyze cyberattacks.

From the start, Alexander worked in the Network Services and Data Centers

units on projects for protecting cloud storage devices. We were each immediately

assigned an employee from our new team as a professional coach. In the early days
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in particular, these colleagues supported us with suitable projects and points of

contact that were important to our day-to-day work.

Virtual Detective Work as Final Module Assignment

The last two successful years of continuing education have included a variety of

university modules. Topics such as network and application security, programming

in an IT security environment and forensics were all covered. The latter was an

especially noteworthy highlight. In the module on digital forensic methods, an

Internet crime was presented for our final assignment. The case involved a web

server that was compromised through a local file inclusion vulnerability. This made

it possible for the attacker to read the system’s password file. We were given two

operating system descriptions for the potential criminal. Using our newly acquired

forensic skills, we had to identify the perpetrator – a virtual manhunt, so to speak.

Along with the university modules, we received additional soft-skills training.

Sessions such as “Compact IT Security Knowledge” at the start of the program, and

workshops such as “Rhetoric” and “Intercultural Communication” were special

highlights. We used a “cyberlogbook” to record our progress and the knowledge

that was conveyed in the modules and training sessions. This served as evidence of

what we had learned and as an exam prerequisite for the Chamber of Commerce and

Industry, and it was discussed in personal meetings every two months with our

learning process advisors and professional coaches. Reflection workshops were

held every six months to foster communication among the CSP participants. In

the course of these we discussed the current university modules, contemporary

security issues and general suggestions for the program.

There was a lot of interest in our further education program right from the start.

Because we were the first candidates for this entirely new job profile, there were

internal and external (press) inquiries about our training. We also represented the

new program at the Chamber of Commerce and Industry Education Awards 2016

and were on hand to witness the presentation of the third-place prize.

Cyber Security Professional Training for Jobs of the Future

At the end of the program, we have to complete an exciting final project. The only

requirement in terms of content is that it has to be practically relevant to our

everyday work, so the focus must be on the current issues handled by each security

team. At the end of the two and half years there is an oral exam, during which we’ll

be asked about the final project and what we have learned. After graduating, we will

be certified “Cyber Security Professionals” who are highly motivated to start these

jobs made for the future. But we know: “. . .it won’t always be easy to feel the

magic. . . never put an end to the beginnings!”
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CERT. Schuchardt studied Applied Informatics at Baden-

Wuerttemberg Cooperative State University and worked

for T-Systems International GmbH, with projects including

development of the application lifecycle management and

version control for complex projects. She also used

Metasploit exploits for vulnerability grading work.
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Glossary

Advanced Persistent Threat (APT) A targeted attack and stealthy attempt to spy

on confidential data and IT infrastructure.

Big Data The rapidly growing volume and complexity of corporate data, which

needs to be stored and structured efficiently, and made available for analytical

purposes within a very short timeframe – to perform risk appraisals in financial

or energy-sector applications, for example.

Bring Your Own Device (BYOD) The trend for employees to use their personal

mobile devices such as smartphones and tablets in a corporate environment.

BYOD requires a comprehensive concept for the integration of such hardware.

Cloud Computing IT infrastructure and applications (such as software or storage

capacity) sourced from a network generally operated by a service provider. Data

is no longer hosted on the company’s own storage servers, but in the provider’s

data center. (See also Private Cloud and Public Cloud.)

Cryptolocker An encrypted Trojan that is smuggled into a system where the

cryptolocker encrypts files and then demands payment of a fee to decrypt

them. (See also Ransomware and Trojan.)

Cyberwarfare The conduct of warfare with information technology as the battle-

ground. Involves attacks targeting computers, data, information and systems.

Distributed Denial of Service (DDoS) Amulti-pronged attack against computers,

networks or servers. Typically, the attack target will be overloaded by the sheer

volume of connection requests, leading to it becoming unavailable and its

service therefore “denied.”

Firewall A security system placed between local and public IT infrastructures to

prevent outside intrusion into local systems.

Hacktivism Exploiting IT infrastructure for ideological, grassroots and/or politi-

cally motivated activism.

Honeypot A program or system offering an attractive target to distract intruders

from their original objective and render them harmless.

Internet of Things The networking of everyday objects with the Internet, enabling

them to communicate independently and carry out various tasks. (See also

Wearables.)

Internet Protocol (IP) A network protocol that transports data packets from a

sender to a receiver via multiple intermediate networks.
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Intrusion Prevention Monitoring of data traffic within the network with the aim

of detecting and blocking attacks by analyzing network usage patterns.

Load Balancing Distribution of loads within server environments or data centers

to increase the speed of the overall system.

Machine Learning (ML) Generic term for the artificial generation of knowledge

from experience. An artificial system learns from examples and can generalize

this experience once the learning phase is over. The system therefore not only

memorizes the examples but also identifies laws and patterns in the data.

Major Incident (MI) A severe fault – such as the failure of an entire IT system –

that results in a serious interruption of business activities and must be resolved

with great urgency in order to avoid significant loss or damage (such as damage

to the company’s reputation or financial losses).

Malware Undesirable and damaging pieces of software. (See also Trojan, Virus

and Worm.)

Managed Services Provisioning of information and communications services by a

specialized provider in accordance with a framework contract.

Mobile Application Management (MAM) Software and solutions that provision

internally developed and publicly available mobile applications for use in a

business environment. Alongside apps on work devices, this also covers apps

on personal devices within the framework of a BYOD policy. (See also Bring

Your Own Device.)

Mobile Content Management (MCM) Provisioning, administration and backup

of company-internal documents and content on mobile devices.

Mobile Device Management (MDM) Software-based and centralized adminis-

tration of mobile devices in terms of inventory, software, data distribution and

security.

Network Time Protocol (NTP) Standard for clock synchronization between

computer systems.

Outsourcing Moving of services or units to external providers.

Patch Piece of code correcting software vulnerabilities in software or systems.

Phishing Luring users to enter personal data with fake websites or messages for

the purposes of identity theft. If successful, bank accounts or email accounts

from affected users can be viewed and used without restriction.

Predictive Maintenance (PdM) Monitoring a system to forecast potential defects

or failures with the aid of data collected on a continuous or cyclical basis.

Private Cloud A non-public implementation of cloud computing. The cloud

infrastructure here is operated for a single company or a specific group

of people – either by the company itself or by a provider. (See also Cloud

Computing and Public Cloud.)

Public Cloud A public implementation of cloud computing. The cloud is made

available to a broad group of users and is freely accessible over the Internet.

(See also Cloud Computing and Private Cloud.)
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Ransomware Malware that not only seeks to restrict or prevent data usage or

access but which actively demands payment of a fee to decrypt or release this

data. (See also Cryptolocker.)

Red Teaming Testing method for plans, strategies and hypotheses in a simulation

scenario. While the term originated in a military context, the method is now also

deployed by companies. (See also Wargaming.)

Reverse Engineering Creation of a blueprint or source code from a finished

system for the purposes of reconstructing its design and/or further developing

the system.

Sandbox An isolated software environment that can be used to test program code.

Deployed in a security context to safely activate malware and study its

mechanisms.

Smart Data Generating added value from Big Data by the intelligent use of very

large volumes of data. (See also Big Data.)

Social Engineering Manipulation of interpersonal relationships to cause people to

perform a certain action (e.g., to disclose personal data, purchase specific

products or services, pay sums of money, etc.).

Trojan A piece of computer malware that disguises itself as a useful application

but executes other actions in the background. (See also Malware.)

Underground Economy Economic activities that proceed in parallel to and unde-

tected by the Government taxation system.

Vendor Lock-In Dependency on a specific manufacturer.

Virus A piece of computer malware that self-propagates by infecting other

programs. (See also Malware.)

Wargaming Simulation of dangerous real-world situations to test strategies with-

out risk under realistic conditions. While the method originated in a military

context, it is now also used by companies as a means of testing their security

strategies. (See also Red Teaming.)

Wearables Computer technology that is worn by the user. Generally used to help

the user in the collection, processing and sharing of information and data. (See

also Internet of Things.)

Web Proxy Communications interface within a network which accepts queries

and establishes a connection to the recipient using its own address.

Worm A piece of computer malware that self-propagates without infecting other

files or boot sectors. (See also Malware.)

Zero-Day Exploit Possibility of exploiting a vulnerability in a system or program

before a patch is available as a countermeasure. (See also Patch.)
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