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Preface

He who sees things grow from the beginning will have the
best view of them

Aristotle

There is a variety of books on the topic of the “science of science,” books, that are
devoted to the social and economic aspects of science [1–8]; books devoted to
innovation and technological change [9–11]; books devoted to the study of models
of science dynamics [12–14]; books devoted to studies in the area of scientometrics,
bibliometrics, informetrics, webometrics, scientometric indicators and their appli-
cations [15–36]; and especially books devoted to citations and citation analysis
[37, 38]. The goal of this book is different from those of most of the books
mentioned above, because this book is designed as an introductory textbook with
elements of a handbook. Its goal is to introduce the reader to two selected areas
of the science of science: (i) indicators and indexes for assessment of research
production and (ii) statistical laws and mathematical models connected to science
dynamics and research production. The introduction is from the point of view of
applied mathematics (i.e., no proofs of theorems are presented).

In the course of time, science becomes more and more costly to produce, and
because of this, the dynamics of research organizations and assessment of research
production are receiving increasing attention. As a consequence of the increasing
costs, many national funding authorities are pressed by the governments for better
assessment of the results of their investment in scientific research. And this pressure
tends to increase. Because of this, interest in objectively addressing the quality of
scientific research has increased greatly in recent years. One observes an increase in
the frequency of the formation and action of various groups for quality assessment
of scientific research of individuals, departments, universities, systems of institutes,
and even nations.

Mathematics may provide considerable help in the assessment of complex
research organizations. Numerous indicators and indexes for the measurement of
performance of researchers, research groups, research institutes, etc. have been
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developed. Numerous models and statistical laws inform us about specific modal-
ities of the evolution of scientific fields and research organizations. We shall discuss
below some of these indicators, indexes, statistical laws, and mathematical models.

Let us consider the potential readers of this book from the point of view of their
knowledge about science dynamics and the tools for evaluation of research pro-
duction. We shall see in Chap. 4 that rankings often lead to a power-law distribution
and to an effect called the concentration–dispersion effect: If we have components
of some organization, and these components own units, then often large numbers of
units are concentrated in a small percentage of the components (concentration), and
the remaining units are dispersed among the remaining larger number of compo-
nents (dispersion). Let us assume that this effect is valid for the readers of this book
(the components) with respect to their knowledge about science dynamics (mea-
sured in units of research articles read on this subject). Then there may be a
concentration of much knowledge about dynamics of science and features of
research production in a small group of highly competent readers. The concentra-
tion–dispersion effect helps us to identify target groups of readers as follows.

• Target group 1: Readers who want to understand the dynamics of research
organizations and assessment of research production but don’t have knowledge
about the dynamics of such organizations and/or about the tools for assessment
of research production.
This group is very important, since every researcher and every manager of a
research organization was a member of this group at least at the beginning of
his/her career. In order to make this book more valuable for this group of
readers, we discuss a large number of topics on a small number of pages, and the
level of mathematical difficulty is kept low. The presence of numerous refer-
ences allows us to achieve this degree of compactness.

• Target group 2: Readers who (i) have some knowledge in the area of theory of
science dynamics, (ii) have some practice in the assessment of research, and
(iii) want to increase their knowledge about science dynamics and assessment of
research.
This group of intermediate size is quite important, since large number of
researchers and managers belong to it. I hope that the part of the book devoted to
models will be of interest to the practitioners, and that the discussions of con-
cepts and results from their practical implementation will be of interest to
theoreticians.

• Group 3: Very experienced researchers and practitioners in the areas of sci-
ence dynamics and assessment of research production.
This relatively small group of researchers is very competent and has much
knowledge. I hope, however, that this book will also be of interest to such
readers as a collection of tools and concepts about the evaluation of research
production and the dynamics of research organizations, and as an applied
mathematics point of view on the features of such organizations.
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The positioning of this book as an introduction to the large field of the
mathematical description of science dynamics and to quantitative assessment of
research production determined the choice of the concepts and models discussed
and led to the following features:

• A relatively large number of mathematical models, concepts, and tools are dis-
cussed. The goal of this is to provide the reader with an impression and basic
knowledge about the huge field of models of science dynamics and about the
even larger field of research on indicators and indexes for assessment of research
production. Nevertheless, the number of discussed models is small in compar-
ison to the number of existing models. Thus many classes of models, e.g.,
network models of research structures, are not discussed in detail. This is
compensated by numerous references.

• The focus of the book is on the quantitative description of science dynamics and
on the quantitative tools for assessment of research production. Because of this,
a significant mathematical arsenal, especially from the area of probability theory
and the theory of stochastic systems, was used. Nevertheless, many complicated
mathematical models were omitted, but after studying the material of the book,
the interested reader should have no difficulty in understanding even the most
complicated models.

• About 1,200 references are included in the book. This allowed me to keep the
size of the book compact, using the feature of references as a compressed form
of research information. By means of the numerous references, the reader may
quickly obtain a large quantity of additional information about the corre-
sponding topic of interest directly from sources that represent the original points
of view of experienced researchers.

The book consists of three parts. The first part of the book is devoted to a brief
introduction to the complexity of science and to some of its features. The triple
helix model of a knowledge-based economy is described, and scientific competition
among nations is discussed from the point of view of the academic diamond. The
importance of scientometrics and bibliometrics is emphasized, and different features
of research production and its evaluation are discussed. A mathematical model for
quantification of research performance is described.

The second part of the book contains a discussion of the indicators and indexes
of research production of individual researchers and groups of researchers. It is hard
to find an alternative to peer review if one wants to evaluate the quality of a paper or
the quality of scientific work of a single researcher. But if one has to evaluate the
research work of collectives of researchers from some department or institute, then
one may need additional methodology, such as a methodology for analysis of
citations and publications. The building blocks of such methodology as well as
selected indicators and indexes are described in this book, and many examples for
the calculation of corresponding indexes are presented. In such a way, the reader
may observe the indexes “in action,” and he/she can get a good impression of their
strengths and weaknesses. An important goal of this part is to serve as a handbook
of useful indicators and indexes. Nevertheless, some discussion about features
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of indexes is presented. Special attention is devoted to the Lorenz curve and to the
definition of sizes of different scientific elites on the basis of this curve.

The third part of the book is devoted to the statistical laws and mathematical
models connected to research organizations, and the focus is on the models of
research production connected to the units of information (such as research pub-
lication) and to units of importance of this information (such as citations of research
publications). Numerous non-Gaussian statistical power laws of research produc-
tion and other features of science are discussed. Special attention is devoted to the
application of statistical distributions (such as the Yule distribution, Waring dis-
tribution, Poisson distribution, negative binomial distribution) to modeling features
connected to the dynamics of research publications and their citations. In addition,
deterministic models of science dynamics (such as models based on concepts of
epidemics and other Lotka–Volterra models) and models based on the reproduc-
tion–transport equation and on a master equation, etc., are discussed.

Several concluding remarks are summarized in the last chapter of the book.
In the process of writing of a book, every author uses some resources and

discusses different aspects of the text with colleagues. I would like to thank the
Max-Planck Institute for the Physics of Complex Systems in Dresden, Germany,
where I was able to use the scientific resources of the Max-Planck Society. In fact,
two-thirds of the book was written in Dresden. I would like to thank personally
Prof. Holger Kantz, of MPIPKS, for his extensive support during the writing of the
book, as well as Prof. Peter Fulde for extensive advice about practical aspects of
science dynamics and research management. I would like to thank also two COST
Actions: TD1210 “Analyzing the dynamics of information and knowledge land-
scapes—KNOWeSCAPE” and TD1306 “PEERE” for the possibility of numerous
discussions with leading scientists in the area of scientometrics and evaluation of
scientific performance. I would like thank Dr. Zlatinka Dimitrova and Kaloyan
Vitanov for countless discussions on different questions connected to the book and
for their help in the preparation of the manuscript. Many thanks to the Springer
team and especially to Dr. Claus Ascheron for their excellent work in the process of
preparation of the book. Finally, I would like to thank the (wise) anonymous
reviewer, who advised me on how to arrange the text. That was useful indeed.

Sofia and Dresden Nikolay K. Vitanov
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Part I
Science and Society. Research
Organizations and Assessment

of Research

In this part, we present a minimum amount of basic knowledge needed for under-
standing indexes and mathematical models from the following two parts of the book.
This part contains one chapter, which begins with a discussion of the complexity
of science: science is considered an open system that needs numerous inflows in
order to remain in an organized state. In addition, two important concepts connected
to science are described. The triple helix concept shows the place of science and
academic research in the modern knowledge-based economy. The second concept
(academic diamond) is closely connected to the important question of competition
and especially to scientific competition among nations.

The text continues by presenting basic information about assessment of research
production. The discussion begins on a technical level from process indicators and
continues to latent variables and scales of measurements. The non-Gaussian nature
of many processes in science and research is emphasized, since this has implica-
tions for the methodology of modeling research dynamics and for the methodology
for assessment of research production. Further, a minimum basic knowledge about
scientometrics, bibliometrics, informetrics, and webometrics is presented, and an
impression about the quantities that may be used in the process of research evalu-
ation is given. The role of knowledge landscapes for the study of research systems
is briefly discussed. The importance of the study of research publications and their
citations for the assessment of research is emphasized. A method for quantification
of research performance (based on qualitative and quantitative input information) is
presented.



Chapter 1
Science and Society. Assessment of Research

Dedicated to Derek John de Solla Price and to all Price award winners whose
contributions established scientometrics, bibliometrics and informertics

as important and fast developing branches of the modern science.

Abstract Science is a driving force of positive social evolution. And in the course of
this evolution, research systems change as a consequence of their complex dynam-
ics. Research systems must be managed very carefully, for they are dissipative, and
their evolution takes place on the basis of a series of instabilities that may be con-
structive (i.e., can lead to states with an increasing level of organization) but may
be also destructive (i.e., can lead to states with a decreasing level of organization
and even to the destruction of corresponding systems). For a better understanding
of relations between science and society, two selected topics are briefly discussed:
the Triple Helix model of a knowledge-based economy and scientific competition
among nations from the point of view of the academic diamond. The chapter contin-
ues with a part presenting the minimum of knowledge necessary for understanding
the assessment of research activity and research organizations. This part begins with
several remarks on the assessment of research and the role of research publica-
tions for that assessment. Next, quality and performance as well as measurement
of quality and latent variables by sets of indicators are discussed. Research activity
is a kind of social process, and because of this, some differences between statis-
tical characteristics of processes in nature and in society are mentioned further in
the text. The importance of the non-Gaussianity of many statistical characteristics
of social processes is stressed, because non-Gaussianity is connected to important
requirements for study of these processes such as the need for multifactor analysis
or probabilistic modeling. There exist entire branches of science, scientometrics,
bibliometrics, informetrics, and webometrics, which are devoted to the quantitative
perspective of studies on science. The sets of quantities that are used in scientomet-
rics are mentioned, and in addition, we stress the importance of understanding the
inequality of scientific achievements and the usefulness of knowledge landscapes
for understanding and evaluating research performance. Next, research production

© Springer International Publishing Switzerland 2016
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4 1 Science and Society. Assessment of Research

and its assessment are discussed in greater detail. Several examples for methods and
systems for such assessment are presented. The chapter ends with a description of an
example for a combination of qualitative and quantitative tools in the assessment of
research: the English–Czerwon method for quantification of scientific performance.

1.1 Introductory Remarks

The word science originates from the Latin word scientia, which means knowledge.
Science is a systematic enterprise that builds and organizes knowledge in the form
of testable explanations and predictions about the Universe. Modern science is a
discovery as well as an invention. It is a discovery that Nature generally acts regularly
enough to be described by laws and even by mathematics; and it required invention
to devise the techniques, abstractions, apparatus, and organization for exhibiting the
regularities and securing their law-like descriptions [1, 2]. The institutional goal of
science is to expand certified knowledge [3]. This happens by the important ability of
science to produce and communicate scientific knowledge. We stress especially the
communication of newknowledge, since communication is an essential social feature
of scientific systems [4]. This social function of science has long been recognized
[5–9].

Research is creative work undertaken on a systematic basis in order to increase
the stock of knowledge, including knowledge of humans, culture, and society, and
the use of this stock of knowledge to devise new applications [10]. Scientific research
is one of the forms of research. Usually, modern science is connected to research
organizations. In most cases, the dynamics of these organizations is nonlinear. This
means that small influences may lead to large changes. Because of this, the evolution
of such organizations must be managed very carefully and on the basis of sufficient
knowledge on the laws that govern corresponding structures and processes. This
sufficient knowledge may be obtained by study of research structures and processes.
Two important goals of such studies are (i) adequate modeling of dynamics of corre-
sponding structures and (ii) design of appropriate tools for evaluation of production
of researchers.

This chapter contains the minimum amount of knowledge needed for a better
understanding of indicators, indexes, and mathematical models discussed in the fol-
lowing chapters. We consider science as an open system and stress the dissipative
nature of research systems. Dissipativity of research systems means that they need
continuous support in the form of inflows of money, equipment, personnel, etc. The
evolution of research systems is similar to that of other open and dissipative systems:
it happens through a sequence of instabilities that lead to transitions to more (or less)
organized states of corresponding systems.

Science may play an important role in a national economic system. This is shown
on the basis of the TripleHelixmodel of a knowledge-based economy. Competition is
an important feature of modern economics and society. Competition has many faces,
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and one of them is scientific competition among nations. This kind of competition
is connected to the academic diamond: in order to be successful in globalization,
a nation has to possess an academic diamond and use it effectively.

In order to proceed to the methods for quantitative assessment of research and
research organizations and to mathematical models of science dynamics, one needs
some basic information about assessment of research. A minimum of such basic
information is presented in the second part of the chapter. The discussion begins
with remarks about quality and measurement of processes by process indicators.
Measurement can be qualitative and quantitative, and four kinds of measurement
scales are described. The discussion continues with remarks on the non-Gaussianity
that occurs frequently as a feature of social processes. Research also has characteris-
tics of a social process, and many components and processes connected to research
possess non-Gaussian statistical characteristics.

If one wants to measure research, one needs quantitative tools for measurement.
Scientometrics, bibliometrics, and informetrics provide such tools, and a brief dis-
cussion of quantities that may be measured and analyzed is presented further in the
text. In addition, another useful tool for analysis of research and research structures,
the knowledge landscape, is briefly discussed. Next, research production is discussed
in more detail. Special attention is devoted to publications and citations, since they
contain important information that is useful for assessment of research production.
The discussion continues with remarks on methods and systems for assessment of
research and research organizations. Tools for assessment of basic research as well as
the method of expert evaluation and several systems for assessment of research orga-
nizations applied in countries from continental Europe are briefly mentioned. The
discussion ends with a description of the English–Czerwonmethod for quantification
of performance of research units, which makes it possible to combine qualitative and
quantitative information in order to compare results of research of research groups
or research organizations.

1.2 Science, Technology, and Society

Knowledge is our most powerful engine of production
Alfred Marshall

Science, innovation, and technology have led some countries to a state of developed
societies and economies [11–16]. Thus science is a driving force of positive social
evolution, and the neglect of this driving force may turn a state into a laggard [17].
Basic research is an important part of the driving force of science. This kind of
research may have large economic consequences, since it produces scientific infor-
mation that has certain characteristic features of goods [18] such as use value and
value. The use value of scientific information is large if the obtained scientific infor-
mation can be applied immediately in practice or for generation of new information.
One indicator for the measure of this value is the number of references of the corre-
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sponding scientific publication. The value of scientific information is large when it is
original, general, coherent, valid, etc. The value of scientific information is evaluated
usually in the “marketplace” such as scientific journals or scientific conferences.

The lag between basic research and its economic consequences may be long, but
the economic impact of science is indisputable [19, 20]. This is an important reason
to investigate the structures, laws, processes, and systems connected to research
[21–26]. The goals of such studies are [27]: better management of the scientific
substructure of society [28–30], increase of effectiveness of scientific research [31–
34], efficient use of science for rapid and positive social evolution. The last goal is
connected to the fact that science is the main factor in the increase of productivity. In
addition, science is a sociocultural factor, for it directly influences the social structures
and systems connected to education, culture, professional structure of society, social
structure of society, distribution of free time, etc. The societal impact of science as
well as many aspects of scientific research may be measured [35–43].

Science is an information-producing system [44, 45]. That information is con-
tained in scientific products. The most important of these products are scientific
publications, and the evaluation of results of scientific research is usually based on
scientific publications and on their citations. Scientific information is very impor-
tant for technology [46–48] and leads to the acceleration of technological progress
[49–59]. Science produces knowledge about how the world works. Technology con-
tains knowledge of some production techniques. There are knowledge flows directed
from the area of science to the area of technology [60, 61]. In addition, technological
advance leads to new scientific knowledge [62], and in the process of technologi-
cal development, many new scientific problems may arise. New technologies lead
also to better scientific equipment. This allows research in new scientific fields, e.g.,
the world of biological microstructures. Advances in science may reduce the cost
of technology [63–66]. In addition, advances in science lead to new cutting-edge
technologies, e.g., laser technologies, nanoelectronics, gene therapy, quantum com-
puting, some energy technologies [67–74]. But the cutting-edge technologies do not
remain cutting-edge for long. Usually, there are several countries that are the most
advanced technologically (technology leaders), and the cutting-edge technologies
are concentrated in those countries. And those countries generally possess the most
advanced research systems.

In summary, what we observe today is a scientifically driven technological
advance [75–81]. And in the long run, technological progress is the major source of
economic growth.

The ability of science to speed up achievement of national economic and social
objectives makes the understanding of the dynamics of science and the dynamics
of research organizations an absolute necessity for decision-makers. Such an under-
standing can be based on appropriate systems of science and technology indicators
and on tools for measurement of research performance [82–87]. Because of this, sci-
ence and technology indicators are increasingly used (andmisused) in public debates
on science policy at all levels of government [88–96].
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1.3 Remarks on Dissipativity and the Structure
of Science Systems

The following point of view exists about the evolution of open systems in thermo-
dynamics [97, 98]:

The evolution of an open thermodynamic system is a sequence of transitions
between states with decreasing entropy (increasing level of organization) with
an initial state sufficiently far from equilibrium. If the parameters of such sys-
tems change and the changes are large enough, the system becomes unstable,
and there exists the possibility that some fluctuation of the parameters may
push the system to a new state with smaller entropy. Thus the transition takes
place through an instability.

This type of development may be observed in scientific systems too. This is not a
surprise, since scientific systems are open (they interact with a complex natural and
social environment), and they are able to self-organize [99]. In addition, crises exist
in these systems, and often these crises are solved by the growth of an appropriate
fluctuation that pushes the scientific system to a new state (which can be more or
less organized than the state before the crisis). Hence instabilities are important for
the evolution of science, and it is extremely important to study the instabilities of
scientific (and social) systems [100–102]. The time of instability (crisis) is a critical
time, and the regime of instability is a critical regime. The exit from this time and
this regime may lead to a new, more organized, and more efficient state of the system
or may lead to degradation and even to destruction of the system.

1.3.1 Financial, Material, and Human Resource Flows Keep
Science in an Organized State

Dissipative structures: In order to keep a system far from equilibrium, flows of
energy, matter, and information have to be directed toward the system. These flows
ensure the possibility for self-organization, i.e., the sequence of transitions toward
states of smaller entropy (and larger organization). The corresponding structures
are called dissipative structures, and they can exist only if they interact intensively
with the environment. If this interaction stops and the above-mentioned flows cease
to exist, then the dissipative structures cannot exist, and the system will end at a state
of thermodynamic equilibrium where the entropy is at a maximum and organization
is at a minimum.

Science structures are dissipative. In order to exist, they need inflows of informa-
tion (since scientific information becomes outdated relatively fast), people (since the
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scientists retire or leave and have to be replaced), money (needed for paying scien-
tists, for building and supporting the scientific infrastructure), materials (for running
experiments, machines, etc.), etc. The weak point of the dissipative structures is that
they can be degraded or even destroyed by decreasing their supporting flows [103].
In science, this type of development to retrograde states may be observed when the
flows of financial and material support decrease and flows of information decrease
or cease.

1.3.2 Levels, Characteristic Features, and Evolution
of Scientific Structures

Researchers act in two directions: (i) they produce new knowledge and information
[104, 105] and decrease the disorder as current knowledge become better organized;
(ii) thework of researchers leads to new problems and the possibility for new research
directions and thus opens the way to new states with an even higher level of organiza-
tion. By means of these actions, researchers influence the structure of science. There
exist three levels and four characteristic features of the scientific structure [106]. The
three levels are:

1. Level of material structure: Here are the scientific institutes, material conditions
for scientific work, etc.

2. Level of social structure: This includes the scientists and other personnel as well
as the different kinds of social networks connected to scientific organizations.

3. Level of intellectual structure: This includes the structures connected to scientific
knowledge and the field of scientific research. There are differences in the intel-
lectual structures connected to the social sciences in comparison to the intellectual
structures connected to the natural sciences.

The four characteristic features of the scientific structure are:

1. Dependence on material, financial, and information flows. These flows are
directed mainly to the material levels of the scientific structure. They include
the flows of money and materials that are needed for the scientific work. But
there are also flows to other levels of the scientific structure. An important type of
such flows is motivation flows. For example, there exist (i) psychological motiva-
tion flow: connected to the social level of the scientific structure. This motivation
flow is needed to support each scientist to be an active member of scientific net-
works and to be an expert in the area of his or her scientific work; (ii) intellectual
motivation flow: connected to the intellectual level of the scientific structure. This
flow supports scientists to learn constantly and to absorb the newest scientific
information from their research area.

2. Cyclical behavior of scientific productivity. At the beginning of research in a
new scientific area, there are many problems to be solved, and scientists deal
with them (highly motivated, for example, by the intellectual motivation flow
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and possibly by material flows that the corresponding wise national government
assigns to support the research in this area). In the course of time, the simple
scientific problems are solved, and what remains are more complex unsolved
problems. The corresponding scientific production (the number of publications,
for example) usually decreases. Some scientists change their field of research,
and then a new scientific area or subarea may arise in this new field of research.

3. Homeostatic feature.

Homeostasis is the property of a system to regulate its variables in such a way
that internal conditions remain stable and relatively constant.

This feature of science is supported by the system of education, the set of traditions
and institutional norms, the books and other material and intellectual tools that
ensure the translation of knowledge from one generation of scientists to the next,
etc. All this contributes to the stable functioning of scientific systems and helps
them to overcome unfavorable environmental conditions.

4. Limiting factors. Limiting factors can be (i) material factors that decrease the
intensity of work of the scientific organizations (such as decreased funding,
for example); (ii) factors connected to decreasing the speed of the process of
exchange of scientific information (closing access to an important electronic
scientific journal, for example); (iii) factors that decrease the speed of obtain-
ing new scientific results (for example, the constant pressure to increase the
paperwork of scientists).

Scientific structures evolve. This evolution is connected to the evolution of sci-
entific research [107–109]. Usually, the evolution of scientific structures has four
stages: normal stage, network stage, cluster stage, specialty stage. Institutional forms
of research evolve, for example, as follows. At the normal stage, these forms are
informal; then small symposiums arise at the network stage. At the cluster stage, the
symposiums evolve to formalmeetings and congresses, and at the specialty stage, one
observes institutionalization (research groups and departments at research institutes
and universities). Cognitive content evolves too. At the normal stage, a paradigm is
formulated. At the network stage, this paradigm is applied, and in the cluster stage,
deviations from the paradigm (anomalies) are discovered. Then at the specialty stage,
one observes exhaustion of the paradigm, and the cycle begins again by formulation
of a new paradigm.

Now let us consider amore global point of view on research systems and structures
and let us discuss briefly two additional aspects connected to these systems:

• The place of research in the economic subsystem of society from the point of view
of the Triple Helix model of the knowledge-based economy;

• Relations among different national research systems: we discuss the competition
among these systems from the point of view of the concept of the academic dia-
mond.
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1.4 Triple Helix Model of the Knowledge-Based Economy

Research priorities should be selected by taking into account primarily
the requirements of the national economics and society, traditions and

results previously attained, possible present and future human and
financial potential, international relationships, trends in the world’s

economic and social growth, and trends of science.
Peter Vinkler

The Triple Helix model of the knowledge-based economy defines the main institu-
tions in this economy as university (academia), industry, and government [110–119].
The Triple Helix has the following basic features:

1. A more prominent role for the university (and research institutes) in innovation,
where the other main actors are industry and government.

2. Movement toward collaborative relationships among the three major institutional
spheres, in which innovation policy should be increasingly an outcome of inter-
action rather than a prescription from government.

3. Any of the three spheres may take the role of the other, thus performing new
roles in addition to their traditional function. This taking of nontraditional roles
is viewed as a major source of innovation.

Organized knowledge production adds a new coordination mechanism in social
systems (knowledge production and control) in addition to the two classical coordi-
nation mechanisms (economic exchanges and political control). In the Triple Helix
model, the economic system, the political system, and the academic system are
considered relatively autonomous subsystems of society that operate with different
mechanisms. In addition to their autonomy, however these subsystems are intercon-
nected and interdependent. There are amendments in the model of the Triple Helix,
and even models of the helix exist with more than three branches [120].

The Triple Helix model allows for the evolution of the branches of the helix. At
the beginning of operation of the Triple Helix:

1. Industry operates as a concentration point of production.
2. Government operates as the source of contractual relations and has to be a guar-

antor for stable interactions and exchange.
3. The academy operates as a source of new knowledge and technology, thus gen-

erating the base for establishing a knowledge-based economy.

With increasing time, the place of academia (universities and research institutes)
in the helix changes. Initially, the academy is a source of human resources and
knowledge, and the connection between academia and industry is relatively weak.
Then academia develops organizational capabilities to transfer technologies, and
insteadof servingonly as a source of new ideas for existingfirms, academia becomes a
source of newfirm formation in the area of cutting-edge technologies and in advanced
areas of science. Academia becomes a source of regional economic development,
and this leads to the establishment of new mechanisms of economic activity and
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community formation (such as business incubators, science parks, and different kinds
of networks between academia and industry). Government supports all this by its
traditional regulatory role in setting the rules of the game and also by actions as a
public entrepreneur.

The Triple Helix model is a useful model that helps researchers, managers, et
al. to imagine the place of research structures in the complex structure of modern
economics and society. Let us mention that the Triple Helix can be modeled on
the basis of the evolutionary “lock-in” model of innovations [121] connected to the
efforts of adoption of competing technologies [122, 123]. And various concepts from
time series analysis such as the concept of mutual information [119] can be used to
study the Triple Helix dynamics.

1.5 Scientific Competition Among Nations: The Academic
Diamond

It is not enough to do your best. You must know
what to do and then do your best

W. Edwards Deming

Globalization creates markets of huge size, and every nation wants to be well rep-
resented at these markets with respect to exports of goods, etc. This can happen if
a nation has competitive advantages. One important such advantage is the existence
of effective national research and development (R & D) systems. Let us note that
the scientific production by researchers, research groups, and countries is an object
of absolute competition regardless of possible poor equipment, low salaries, or lack
of grants for some of the participants in this competition. From this point of view,
the evaluation of scientific results may be regarded as unfair if one compares sci-
entists from different nations [4]. Poor working conditions for scientists is clearly a
competitive disadvantage to the corresponding nation. In order to export high-tech
production, the scientific and technological system of a nation has to work smoothly
and be effective enough. A nation that has such a system and uses it effectively for
cooperation [124, 125] and competition has a competitive advantage in the global
markets. And in order to have such a system, a country should invest wisely in
the development of its scientific system and in the processes of strengthening the
connection between the national scientific, technological, and business systems and
structures [126–130]. In particular, the four parts of the so-called academic diamond
[131] should be cultivated.

Each of the four parts of the academic diamond is connected to the other three
parts. The parts are:

1. Factor conditions: human resources (quantity of researchers, skills levels [132],
etc.), knowledge resources (government research institutes, universities, private
research facilities, scientific literature, etc.), physical and basic resources (land,
water and mineral resources, climatic conditions, location of the country, proxim-



12 1 Science and Society. Assessment of Research

ity to other countries with similar research profiles, size of country, etc.), capital
resources (government funding of scientific structures and systems, cost of cap-
ital available to finance academia, private funding for research projects, etc.),
infrastructure (quality of life, attractiveness of country for skilled scientists,
telecommunication systems, etc.).

2. Strategy, structure, and rivalry: goals and strategies of the research organizations
(research profile, positioning and key faculties or research areas, internation-
alization path in terms of staff, campuses, and student body, etc.), local rules
and incentives (salaries, promotion system, incentives for publication, etc.), local
competition (number of research universities, research institutes, research centers,
existing research clusters, territorial dynamics of scientific organizations, etc.).

3. Demand conditions: public and private sectors (demand for training and job posi-
tions for researchers, etc.), student population (trained students), other academics
in country and abroad (active research scientists outside the government research
institutes and universities).

4. Related and supporting industries: publication industry, information technology
industry, other research institutions.

In addition, the academic diamond has two more components: chance and govern-
ment. There are different aspects of chance connected to the research organizations.
If we consider chance as the possibility for something to happen, then some coun-
tries have elites that ensure a good chance with respect to the positive development
of science and technology. Government may contribute to the development of scien-
tific and technological systems of a country. This contribution can be made through
appropriate politics with respect to (higher) education; government research insti-
tutes; basic research [133, 134]; funding of research and development; economic
development; etc.

1.6 Assessment of Research: The Role of Research
Publications

Research is an important process in complex scientific systems. Research production
is a result of this process that can be assessed. Quantitative assessment of research
(at least of publicly funded basic research) has increased greatly in the last decade
[135–138]. Some important reasons for this are economic and societal [134]: con-
straints on public expenditures, including the field of research and development;
growing costs of instrumentation and infrastructure; requirements for greater public
accountability; etc. Another reason is connected to the development of information
technologies, bibliometrics, and scientometrics in the last fifty years. Several goals
of quantitative assessment of research are [4] to obtain information for granting
research projects; to determine the quantity and impact of information production
for monitoring research activities; to analyze national or international standing of
research organizations and countries’ organizations for scientific policy; to obtain
information for personnel decisions; etc.
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In addition to the rise of quantitative assessment of research, one observes a
process of the increasing use of mathematics in different areas of knowledge [139].
This process also concerns the field of knowledge about science. In the process of
human evolution, more and more scientific facts have been accumulated, and these
facts have been ordered by means of different methods that include also methods
of mathematics. In addition, the use of mathematics (which means also the use of
mathematical methods beyond the simplest statistical methods) is important and
much needed for supporting decisions in the area of research politics.

Many mathematical methods in the area of assessment of research focus on the
study of research publications and their citations. This is because publications are an
important form of the final results of research work [140–142]. There is a positive
correlation between the number of research publications and themeaning that society
attaches to the scientific achievements of the corresponding researcher. There exists
also a positive correlation between the number of a researcher’s publications and the
expert evaluation of his/her scientific work [143]. Senter [144] mentions five factors
that may positively influence the research productivity of a researcher:

1. Education level: has important positive impact on productivity;
2. Rank of the scientist: has immediate positive impact on scientific productivity;
3. Years in service: positive impact on productivity but more modest in comparison

to the impact of education and rank;
4. Influence of scientist on its research endeavor: positive impact but modest in

comparison with the above three factors;
5. Psychological factors: usually they have small effect on productivity (if the prob-

lems that influence the psychological condition of the research are not too big).

In recent years, the requirements on the quality of research have increased. Because
of this, we shall discuss briefly below several characteristics of quality, performance,
quality management systems, and performance management systems, since they are
important for the assessment of the quality of the results of basic and applied research
[145–148].

1.7 Quality and Performance: Processes and Process
Indicators

Scientific research and its product, scientific information, is multidimensional, and
because of this, the evaluation of scientific research must also be multidimensional
and based on quantitative indexes and indicators accompanied by qualitative tools of
analysis. One important characteristic of research activity is its quality, because the
performance of any organization is connected to the quality of its products [149–153].
A simple definition of quality is this: Quality is the ability to fulfill a set of require-
ments with concrete and measurable actions. The set of requirements can include
social requirements, economic requirements, productive requirements, and specific
scientific requirements. The set of requirements depends on the stakeholders’ needs
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and on the needs of producers. These needs should be fulfilled effectively, and an
important tool for achieving this is a quality management system. In order to manage
quality, one introduces different quality management systems (QMS), which are sets
of tools for guiding and controlling an organization with respect to quality aspects
of human resources; working procedures, methodologies and practices; technology
and know-how.

Research production is organized as a set of processes. A simple definition of a
process is as follows:Aprocess is an integrated systemof activities that uses resources
to transform inputs into outputs [149]. We can observe and assess processes by
means of appropriate indicators. An indicator is the quantitative and/or qualitative
information on an examined phenomenon (or process or result), which makes it
possible to analyze its evolution and to check whether (quality) targets are met,
driving actions and decisions [154]. Let us note that we do not need simply to use
some indicators. We have to identify the indicators that properly reflect the observed
process. These indicators are called key performance indicators.

The main functions of indicators are as follows.

1. Communication. Indicators communicate performance to the internal leadership
of the organization and to external stakeholders.

2. Control. Indicators help the leadership of an organization to evaluate and control
performance of the corresponding resources.

3. Improvement. Indicators show ways for improvement by identifying gaps
between performance and expectations.

Indicators supply us with information about the state, development, and perfor-
mance of research organizations. Performance measurements are important for tak-
ing decisions about development of research organizations [155]. In general, perfor-
mance measurements supply information about meeting the goals of an organization
and about the state of the processes in the organization (for example, whether the
processes are in control or there are some problems in their functioning). In more
detail, the performance measurement supplies information about the effectiveness of
the processes: the degree to which the process output conforms to the requirements,
and about efficiency of the processes: the degree to which the process produces the
required output at minimal resource cost. Finally, the performance measurements
supply information about the need for process improvement.

1.8 Latent Variables, Measurement Scales, and Kinds
of Measurements

Latent features of the studied objects and subjects often are the features we want to
measure. One such feature is the scientific productivity of a researcher [156, 157].
Latent features are characterized by latent variables. Latent variables may reflect real
characteristics of the studied objects or subjects, but a latent variable is not directly
measurable. The indicators are what we measure in practice, e.g., the number of
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publications or the number of citations. Many latent variables can be operationally
defined by sets of indicators. In the simplest case, a latent variable is represented by
a single indicator. For example, the production of a researcher may be represented by
the number of his/her publications. Ifwewant amore complete characterization of the
latent variables, wemay have to use more than one indicator for their representation,
e.g., one has to avoid (if possible) the reduction of representation of a latent variable
to a single indicator. Instead of this, a set of at least two indicators should be used.

A measurement means that certain items are compared with respect to some of
their features. There are four scales of measurement:

1. Nominal scale: Differentiates between items or subjects based only on their
names or other qualitative classifications they belong to. Examples are language,
gender, nationality, ethnicity, form. A quantity connected to the nominal scale is
mode: this is the most common item, and it is considered a measure of central
tendency.

2. Ordinal scale: Here not only are the items and subject distinguished, but also they
are ordered (ranked) with respect to the measured feature. Two notions connected
to this scale are mode and median: this is the middle-ranked item or subject. The
median is an additional measure of central tendency.

3. Interval scale: For this scale, distinguishing and ranking are available too. In
addition, a degree of difference between items is introduced by assigning a number
to the measured feature. This number has a precision within some interval. An
example for such a scale is theCelsius temperature scale. The quantities connected
with the interval scale are mode, median, arithmetic mean, range: the difference
between the largest and smallest values in the set of measured data. Range is a
measure of dispersion. An additional quantity connected to this kind of scale is
standard deviation: a measure of the dispersion from the (arithmetic) mean.

4. Ratio scale: Here in addition to distinguishing, ordering, and assigning a number
(with some precision) to the measured feature, there is also estimation of the
ratio between the magnitude of a continuous quantity and a unit magnitude of
the same kind. An Example of ratio scale measurement is the measurement of
mass. If a body’s mass is 10kg and the mass of another body is 20kg, one can say
that the second body is twice as heavy. If the temperature of a body is 20 ◦C and
the temperature of another body is 40 ◦C, one cannot say that the second body is
twice as warm (because the measure of the temperature in degrees Celsius is a
measurement by interval scale and not by ratio scale. The measure of temperature
by a ratio scale is the measure in kelvins.
In addition to all quantities connected to the interval scale of measurement, for
the ratio scale of measurement one has the following quantities: geometric mean,
harmonic mean, coefficient of variation, etc.
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Processes

Nature Society

Gaussian
distributions

distributions

Fig. 1.1 Gaussian distributions are much used for description of natural systems and structures.
Many distributions used for describing social systems and structures are non-Gaussian

With respect to the four scales, there are the following two kinds of measurements:

1. Qualitative measurements: measurements on the basis of nominal or ordinal
scales.

2. Quantitative measurements: measurements on the basis of interval or ratio
scales.

Before the start of a measurement, a researcher has to perform:

1. qualitative analysis of the measured class of items or subjects in order to select
features that are appropriate for measurement from the point of view of the solved
problems;

2. choice of the methodology of measurement.

After the measurements are made, it is again time for qualitative analysis of the
adequacy of the results to the goals of the study: some measurement can be adequate
for one problem, and other measurements can be adequate for another problem. The
adequacy depends on the choice of the features that will be measured.
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1.9 Notes on Differences in Statistical Characteristics
of Processes in Nature and Society

Let us assume that measurements have led us to some data about a research organiza-
tion of interest. Research systems are also social systems, and because of this,we have
to know some specific features of these systems and especially the characteristics
connected to the possible non-Gaussianity of the system.

A large number of processes in nature and society are random. These processes
have to be described by random variables. If x is a random variable, it is charac-
terized by a probability distribution that gives the probability of each value associ-
ated with the random variable x arising. Probability distributions are characterized
by a probability distribution function P(x ≤ X) or probability density function
p(x) = dP/dx .

If we want to study the statistical characteristics of some population of items, we
study statistical characteristics of samples of the population.We have to be sure that
if the sample size is large enough, then the results will be close to the results that
would be obtained by studying the entire population.

For the case of a normal (Gaussian) distribution, the central limit theorem
guarantees this convergence. For the case of non-Gaussian distributions,
however, there is no such guarantee.

Let us discuss this in detail. We begin with the central limit theorem. The central
limit theorem of mathematical statistics is the cornerstone of the part of the world
described by Gaussian distributions. It is connected to the moments of a probability
distribution p(x) with respect to some value X :

M (n) =
∫

dx (x − X)n p(x). (1.1)

The following two moments are of interest for us here:

1. The first moment (n = 1) with respect to X = 0: this is the mean value x of the
random variable;

2. The second moment (n = 2) with respect to the mean (X = x): dispersion of the
random variable (denoted also by σ 2).

The central limit theorem answers the following question. We have a population
of items or subjects characterized by the random variable x . We construct samples
from this population and calculate the mean x . If we take a large enough number of
samples, then what will be the distribution of the mean values of those samples?
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The central limit theorem states that if for the probability density function p(x),
the finite mean and dispersion exist, then the distribution of the mean values
converges to the Gaussian distribution as the number of samples increases. The
distributions that have this property are called Gaussian.

But what will be the situation if a distribution does not have the Gaussian property
(for example, the second moment of this distribution is infinite)? Such distributions
exist [158–160]. They are called non-Gaussian distributions, and some of them play
an important role in mathematical models of social systems, and in particular in the
models connected to science dynamics. There exists a theorem (called theGnedenko–
Doeblin theorem) that states the central role of one distribution in the world of
non-Gaussian distributions.This distribution is called the Zipf distribution. Non-
Gaussian distributions (and the Zipf distribution) will be discussed in Part III of this
book.

Most distributions that arise in the natural sciences are Gaussian. Many distribu-
tions that arise in the social sciences are non-Gaussian (Fig. 1.1). Such distributions
arise very often in the models of science dynamics [161, 162].We do not claim that
only Gaussian distributions are observed in the natural sciences and that the distri-
butions that are observed in the social sciences are all non-Gaussian. Non-Gaussian
distributions arise frequently in the natural sciences, and Gaussian distributions
exist also in the social sciences. The point is that the dominant number of continuous
distributions observed in the natural sciences are Gaussian, and many distributions
observed in the social sciences are non-Gaussian [163].

Many distributions in the social sciences are non-Gaussian. Several important
consequences of this are as follows.

1. Heavy tails. The tails of non-Gaussian distributions are larger than the tails of
Gaussian distributions. Thus the probability of extreme events becomes larger,
and the moments of the distribution may depend considerably on the size of the
sample. Then the conventional statistics based on the Gaussian distributions may
be not applicable.

2. The limit distribution of the sample means for large values of the mean is propor-
tional (up to a slowly varying term) to theZipf distribution (and not to theGaussian
distribution). This is the statement of the Gnedenko–Doeblin theorem.

3. In many natural systems, the distribution of the values of some quantity is sharply
concentrated around its mean value. Thus one can perform the transition from a
probabilistic description to a deterministic description. This is not the case for
non-Gaussian distributions. There is no such concentration around the mean, and
because of this, a probabilistic description is appropriate for all problems of the
social sciences in which non-Gaussian distributions appear.
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There exist differences between the objects and processes studied in the natural
and social sciences. Several of these differences are as follows.

1. The number of factors. The objects and processes studied in the social sciences
usually depend on many more factors than the objects and processes studied
in the natural sciences. Let us connect this to the non-Gaussian distributions in
the social sciences [164]. Let y be a variable that characterizes the influences
on the studied object. Let n(y)dy be the number of influences in the interval
(y, y + dy). Then n(y) is the distribution of the influences. In order to define
(a discrete) factor, we separate the area of values of y into subareas each of
width Δy. Then if the area of values of y has length L , the number of factors
will be L/Δy. Thus n(y) has now the meaning of a distribution of factors. This
distribution is Gaussian in most cases in the natural sciences and non-Gaussian in
many cases of the social sciences. Aswe havementioned above, the non-Gaussian
distributions are not very concentrated around the mean value as compared to the
Gaussian distributions. In other words, many more factors have to be taken into
account when one analyzes items or subjects that are described by non-Gaussian
distributions. Thus the analysis of many kinds of social objects or processes must
be a multifactor analysis.

2. Dominance of parameters. In the case of systems from the natural sciences,
usually there are several dominant latent parameters. In the case of social systems,
usually there is no dominant latent parameter. The links among parameters are
weak, and in addition, many latent parameters can be important.

3. Subjectivity of the results of measurements. The measurements in the study of
social problems must be made very carefully. The main reasons for this are as fol-
lows: the measured system often cannot be reproduced; the researchers can easily
influence the measurement process; the measurement can be very complicated.

4. Mathematics should be applied with care. The quantities that obey the laws
of arithmetic are additive. There are two kinds of measurement scales that are
used in the social sciences, and only one of them leads to additive quantities in
most cases (i.e., to quantities that can be successfully studied by mathematical
methods): closed measurement scales and open measurement scales. The closed
measurement scales have a maximum upper value. Such a scale is, for example,
the scale of school-children’s grades. Closed scales may lead to nonadditive
quantities. The open measurement scales do not have a maximum upper value.
Open scales lead in most cases to additive quantities. The measurement scales
in the natural sciences are mostly open scales. Thus mathematical methods are
generally applicable there. Open scales must be used also in the social sciences
if one wants to apply mathematical methods of analysis successfully. The appli-
cation of mathematical methods (developed for analysis of additive quantities)
to nonadditive quantities may be useless. One can also use closed measurement
scales, of course. The results of thesemeasurements, however, have to be analyzed
mostly qualitatively.
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1.10 Several Notes on Scientometrics, Bibliometrics,
Webometrics, and Informetrics

The term scientometrics was introduced in [44]. Scientometrics was defined in [44]
as the application of those quantitative methods which are dealing with the analysis
of science viewed as an information process. Thus fifty years ago, scientometrics was
restricted to the measurement of science communication. Today, the area of research
of scientometrics has increased. This can be seen from a more recent definition of
scientometrics:

Scientometrics is the study of science, technology, and innovation from a quan-
titative perspective [165–170].

In several more words, by means of scientometrics one analyzes the quantitative
aspects of the generation, propagation, and utilization of scientific information in
order to contribute to a better understanding of the mechanism of scientific research
activities [171]. The research fields of scientometrics include, for example, pro-
duction of indicators for support of policy and management of research structures
and systems [172–177]; measurement of impact of sets of articles, journals, and
institutes as well as understanding scientific citations [178–189]; mapping scientific
fields [190–192]. Scientometrics is closely connected to bibliometrics [193–201]
and webometrics [202–210]. The term bibliometrics was introduced in 1969 (in the
same year as the definition of scientometrics in [44]) as application of mathematical
and statistical methods to books and other media of communication [211]. Thus fifty
years ago, bibliometrics was used to study general information processes, whereas
(as noted above) scientometrics was restricted to the measurement of scientific com-
munication. Bibliometrics has received much attention [212–215], e.g., in the area
of evaluation of research programs [216] and in the area of analysis of industrial
research performance [217]. Today, the border between scientometrics and biblio-
metrics has almost vanished, and the the terms scientometrics and bibliometrics are
used almost synonymously [218]. The rapid development of information technolo-
gies and global computer networks has led to the birth of webometrics. Webometrics
is defined as the study of the quantitative aspects of the construction and use of infor-
mation resources, structures, and technologies on the Web, drawing on bibliometric
and informetric approaches [209, 210]. Informetrics is a term for a more general
subfield of information science dealing with mathematical and statistical analysis of
communication processes in science [219, 220]. Informetrics may be considered an
extension of bibliometrics, since informetrics deals also with electronic media and
because of this, includes, e.g., the statistical analysis of text and hypertext systems,
models for production of information, information measures in electronic libraries,
and processes and quantitative aspects of information retrieval [221, 222].

Many researchers have made significant contributions to scientometrics, biblio-
metrics, and informetrics. We shall mention several names in the following chapters.



1.10 Several Notes on Scientometrics, Bibliometrics, Webometrics, and Informetrics 21

Let us mention here the name of Eugene Garfield, who started the Science Cita-
tion Index (SCI) in 1964 at the Institute for Scientific Information in the USA. SCI
was important for the development of bibliometrics and scientometrics and was a
response to the information crisis in the sciences after World War II (when the quan-
tity of research results increased rapidly, and problems occurred for scientists to play
their main social role, i.e., to produce new knowledge). SCI used experience from
earlier databases (such as Shepard’s citations [223, 224]). In 1956, Garfield founded
the company Eugene Garfield Associates and began publication ofCurrent Contents,
a weekly containing bibliographic information from the area of pharmaceutics and
biomedicine (the number of covered areas increased very rapidly). In 1960, Garfield
changed the name of the company to Institute of Scientific Information. Let us note
that the success of the Current Contents was connected to the use of Bradford’s law
for “scattering” of research publications around research journals (Bradford’s law
will be discussed in Chap.4 of the book) [225]. According to the Bradford’s law,
the set of publications from some research area can be roughly separated into three
subsets: a small subset of core journals, a larger subset of journals connected to the
research area, and a large set of journals in which papers from the research area could
occur. Bradford’s law was used in the selection of journals contributing to the mul-
tidisciplinary index SCI. In the following years, the SCI and ISI became the world
leaders in the area of scientific information. This position remained unchallenged for
almost fifty years, even after the rise of the Internet.

Below we consider three topics from the area of scientometrics that are of interest
for our discussion. These topics are:

1. Quantities that may be analyzed in the process of study of research dynamics;
2. Inequality of scientific achievements;
3. Knowledge landscapes.

1.10.1 Examples of Quantities that May Be Analyzed
in the Process of the Study of Research Dynamics

Below we present a short list of some quantities, kinds of time series, and other
units of data that may be used in the process of assessment of research and research
organizations. The list is as follows.

1. Time series for the number of published papers in groups of journals (for example
in national journals).

2. Time series for the total number and for the percentage of coauthored papers
[226]. Coauthorship is an important phenomenon, since the development of
modern science is connected to a steady increase in the number of coauthors,
especially in the experimental branches of science. Coauthorship contributes
to the increase of the length of an author’s publication list, and this length is
important for the quality of research [227], for a scientific career, and for the
process of approval of research projects.

http://dx.doi.org/10.1007/978-3-319-41631-1_4
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The percentage of coauthored publications varies in the different sciences. In
the social sciences, it is very low, and in the natural sciences it can reach 90%
and even more. There are interesting notes of Price and Rousseau with respect
to coauthorship [228, 229]. Price notes that important factors for the growth
of coauthorship of publications are (i) the expansion of the material base of
scientific research, e.g., new equipment stimulates coauthorship; (ii) in times of
expansion, the number of very good scientists increases at a slower rate than the
number of scientists. In such conditions, the most productive authors increase
their productivity further by becoming leaders of scientific collectives. In these
collectives, scientists can be found who want to have publications but are unable
to publish alone (because they are inexperienced PhD students, for example).
Let us note here that in recent years, one observes frequently the phenomenon
of hyperauthorship (a very large number of coauthors of a publication) [230].

3. Network analysis of coauthorship groups [231–240] and especially detection
of dense and very productive coauthorship networks: “invisible colleges” [241–
246]. An invisible college has a core and periphery. The core usually consists
of researchers from the same research structure or from a few research struc-
tures, e.g., from the same research institute or from several universities where
productive groups exist.

4. Cluster analysis of research publications [247, 248].
5. Time series for the number of patents and discoveries. What can be expected in

times of fast growth of the number of scientific discoveries is that their period
of doubling is about ten years [249].

6. Distribution of publications among research organizations [250].
7. Distribution of patents and discoveries among the countries from a group of

countries (for example, EU countries or the entire world).
8. Statics and dynamics of landscapes of scientific discoveries and engineering

patents for different scientific or engineering fields.
9. Time series for the number of scientists (in a country).When a country’s research

structures grow, one may expect doubling of the number of researchers every
fifteen years. When the scientific structure becomes mature, the growth slows
and may come to a halt.

10. Territorial distribution of scientists—national and international [251, 252]. Dis-
tribution of scientists with respect to their qualifications.

11. Dynamics of the age structure of scientists at the national level and comparison
of the dynamics among countries from a group of countries.

Other kinds of quantities are connected to another important characteristic of research
work: the citations of research publications [253–260]. One may analyze:

1. Time series for citations of individual scientists, scientific groups, or scientific
organizations [261–268]. We note that the number of citations depends on the
number of researchers who work in the corresponding scientific area [267], and
there can be also negative citations of the publications of a researcher. Citation
analysis allows us to identify different categories of researchers such as identity-
creators and image-makers [269]. The number of citations depends on the rate
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of aging of research information [270]. This rate of aging may be different for
different scientific disciplines.

2. Distribution of journalswith respect to the citations of the papers in these journals
(the impact factor is one possible indicator that can be constructed on the basis
of such studies [271]).

3. Distribution of scientific organizations with respect to the citations of the publi-
cations of the organization. One has to be very careful here, since in some areas
of science there are many more citations than in other areas of science.

4. Citation networks [272–276]. Usually there are subnetworks of leading scientists
in some scientific areas, and every leading scientist cites predominantly the other
leading scientists. The nonleading scientists cite the leading scientistsmuchmore
than other nonleading scientists.

5. Distribution of scientists with respect to the number of citations of their pub-
lications. Here different possibilities exist, e.g., the study of the distribution of
citations of the most cited papers of scientists from a scientific group or scien-
tific organization or the study of the distribution of the number of citations of
the papers that contribute to the h-factors or g-indexes of the researchers from
the assessed research groups or research organizations.

6. Distribution of publications of a scientific group or scientific organization with
respect to the number of citations they have.

7. Distribution of citations among scientific fields [277, 278].
8. Distribution of the time interval between appearance of a publication and its first

citation.
9. Landscapes of citations [279, 280]with respect to scientific discipline; countries;

kind of publications; research organizations in a country, etc.
10. Distributions of self-citations for scientific disciplines and in research groups

and research organizations.

In addition, one may analyze other characteristics of science dynamics such as
interdisciplinarity of scientific journals on the basis of the betweenness centrality
measure used in social networks analysis [281]; aging of scientific literature [282,
283]; dynamics of scientific communication [284], etc.

1.10.2 Inequality of Scientific Achievements

Different researchers have different scientific achievements. Many factors influence
the achievement of individual researchers or group of researchers. If we consider
individual researchers, four main factors may be considered [218]: the subject mat-
ter; the author’s age; the author’s social status; the observation period. Experienced
researchers usually have larger scientific production and larger scientific achieve-
ments in comparison to the newcomers without research experience. Chemists usu-
ally have larger research production than mathematicians. An established professor
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with high social status usually has a much larger network of collaborations and con-
tributes to more scientific achievements in comparison to a young researcher without
such social status.

One of the tasks of the assessment of research organizations is the measurement
of the inequality of scientific achievements of researchers and research collectives.
One may use the notion of Coulter [285] that the distribution of some characteristics
of research productivity is the division of the units of these characteristics among the
components of the corresponding structure of the research organization. Inequality
then may be defined as variation of the above division. Observation of large research
groups shows that researchers are distributed usuallywithin three classeswith respect
to a part of their production (the part that can be measured by the number of authored
and coauthored papers in the international databases such as ISI Web of Science or
SCOPUS): a small class of very productive scientists; a large class of very unpro-
ductive scientists; a large class of scientists who fall between the above two extreme
classes.

In the study of inequality in research organizations, one may use not only quan-
titative methods but also qualitative methods such as expert evaluations [286–288],
surveys, and content analysis. We shall discuss numerous indexes of inequality of
scientific achievements in the following chapters and especially in Chap. 4. Now we
shall focus our attention on the concept of knowledge landscape.

1.10.3 Knowledge Landscapes

An understanding of the evolution of research organizations requires research com-
plementary to mathematical investigations [289–302]. Very useful tool for such
research are knowledge maps [303–325] and knowledge landscapes [326–333].
They may be used for identification of potential collaborators [334]; for creation
of document-level maps of research fields [335]; for international comparisons of
research systems [336]; for modeling of science [337]; etc.

The concept of knowledge landscape is as follows: Describe the corresponding
field of science or technology through a function of parameters such as height, weight,
size, technical data, etc. Then a virtual knowledge landscape can be constructed from
empirical data in order to visualize and understand innovation and other processes
in science and technology.

One example of a technological knowledge landscape can be given by the function
E = E(S, v), where E are the expenses for developing a new car, S and v being the
size and velocity of the car. The landscape is constructed as the values of S and v are
plotted on the horizontal axes, and the values of E are plotted on the vertical axis.

Knowledge landscapes may be used for evaluation and tracking evolution of
research structures and systems [338]. Two selected examples are:

http://dx.doi.org/10.1007/978-3-319-41631-1_4
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1. Application of knowledge landscapes for evaluating national research strate-
gies. Thenational research structures canbe considered to begroups of researchers
who compete for scientific results following optimal research strategies. The
efforts of each research structure or the efforts of each country become visible,
comparable, and measurable by means of appropriate landscapes connected, for
example, to the number of publications. The aggregate research strategies of a
country can thereby be represented by the distribution of publications in the var-
ious scientific disciplines. In so doing, within a two-dimensional space, i.e., axes
being the scientific disciplines and number of publications, different countries
occupy different locations. Various political discussions can follow, and evolu-
tion strategies invented thereafter. In addition, one can track scientific areas of
strategic importance on the basis of journalmappings [339] or can construct global
maps of science [340] that can be very useful as elements of national research
decision support systems.

2. Landscapes for research evaluation based on scientific citations. Citations are
important in the retrieval and evaluation of information in scientific communi-
cation systems [341–344]. This is based on the objective nature of the citations
as components of a global expert evaluation system, as represented by the Sci-
ence Citation Index. Thus the importance of the citation landscapes increases in
the process of formation of a research policy. One example of this is personnel
management decisions, which influence individual research careers or investment
strategies.

1.11 Notes on Research Production and Research
Productivity

Researchers produce numerous kinds of items as a result of their work: research pub-
lications, technical reports, patents, etc. This research production may be counted,
and the corresponding numbers can be divided by units of time (month, year, etc.).
The obtained numbers are characteristics of the researcher’s research productivity.
The values of the characteristics of the research productivity depend on the consid-
ered time interval. If the time interval for calculation of the characteristics of the
research productivity is the same as the career length of the researcher, then the
characteristics of the research productivity coincide with the characteristics of the
research production of the researcher.

Research structures and their system of functioning are extremely important for
research productivity [345–349]. Research organizations provide the material con-
ditions for research work [350], but they also support research environment that
may stimulate or may influence negatively the research work [351]. A part of this
environment are the interactions among researchers. These interactions influence
the external motivation for research work (external means that the source of moti-
vation is rooted in the actions of other persons). In addition, the above interactions
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influence the internal motivation for research work (internal means that the source
of motivations is rooted in the ideas of the researcher). It is observed that the more
productive researchers search for and establish more connections with colleagues.
Thus the presence of at least one productive researcher in any of the small units of
a research organization (laboratories, sections, or chairs) creates more stimuli for
research work.

Research productivity is age-dependent [352–355]. In most cases, the research
productivity of an individual researcher decreases as he/she ages and comes close
to retirement age. In most cases, research productivity of a research organization
decreases with increasing average age of the researchers in the organization (if the
average age is large enough). There exist other factors that may affect research pro-
ductivity [356]. Eleven of these factors [357] are persistence, resource adequacy
(adequate funds for research, adequate equipment, etc.), access to literature, profes-
sional commitment, intelligence, initiative, creativity, learning capability, concern
for advancement, stimulative leadership, and external orientation (adequate contacts
with superior researchers and participation in seminars and conferences).

Research production is an important quantity [358] with a complex structure.
There exist research collectives, and these research collectives produce publications
(but not only publications). Resources are spent for organizing researchers into struc-
tures and for supporting a system of functioning for those structures. One result of
the actions of researchers is the set of their research publications, which is an impor-
tant quantitative measure of the scientific productivity. If additional analysis of the
content of the publications is made, the set of publications can be used also as a
qualitative measure of research productivity. The connection between the research
structures and the set of publications is relatively complicated for two reasons: there
are scientists who don’t have publications, and some publications are produced by
more than one author. It is very interesting [143] that s large number of researchers
(about 50%) do not have publications. This will be further discussed in Chap. 4. But
the absence of publications does not mean that the corresponding researchers are lazy
or incompetent. It may mean that their contribution to the publications is not large
enough for their names to be included in the list of coauthors of the publication. In
order to evaluate the scientific production of such researchers, one may have to use
units that are smaller than a research publication. Such a smaller unit may be, for
example, the time spent for support of research work, the number of collaborations
with researchers who are authors of publications, etc. The current units used widely
for measurement of scientific performance are (i) unit for information: research pub-
lication (scientific paper); (ii) unit for impact of the unit for information: a citation
of the research publication. It seems that these units are too crude or at least they are
too large to measure the research performance of large classes of researchers. Then
for the low-productive (in terms of research publications) researchers, one may think
about other units for measurement of their performance, and research papers and
their citations may be used to measure performance of the top class of researchers.
The research community is greatly interconnected, and it needs all kind of “work-
ers”: full “workers” who produce scientific publications and partial “workers” who
support the full “workers” in the process of producing the scientific publications.

http://dx.doi.org/10.1007/978-3-319-41631-1_4
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Statistical methods are much used for evaluation of research work [359]. One
has to be careful in applying such methods, because the number of components of
a scientific organization may be large, but it is not very large in comparison with
the number of molecules in a glass of water, for example. In addition, in contrast to
molecules (which areweakly connected), the elements of a research organizationmay
be strongly connected, and these connections are an important part of their structure
and system of working. Thus one has to be careful about the direct application
of methods from thermodynamics (such as temperature or entropy) to scientific
systems and organizations. Such methods may be useful, but they reflect only some
of the properties of the research organizations, since a research organization is not
only a statistical collection of elements each of which is in random motion. For
example, in addition to the random processes in research organizations, there exist
also deterministic processes that may lead to the rise of complex research structures.

This book is focused on research publications and their citations. Because of this,
we shall discuss below in more detail the importance of research publications for
assessment of research production. The importance of citations of research publica-
tions for assessment of research production will be demonstrated in Chap.2, where
we shall discuss numerous indexes for evaluation of research production constructed
on the basis of citations of research publications.

Research production has the form of books, monographs, reports, theses, articles
in journals, etc. For the purposes of scientometric studies, papers published in refer-
eed scientific journals seems to be the most suitable unit (at least today and for some
time in the future). Usually, scientific papers are not subdivided into smaller units
(this may cause some problems, since as the scientific contribution of large groups of
research personnel is not enough to put the names of the corresponding researchers
as coauthors of research articles). Other elements used in the evaluation of research
are, e.g., the number of citations of a paper, the number of references, the number
of coauthors of the paper, etc. The number of publications of a researcher may be
used as an indicator of latent characteristics of researchers and scientific organiza-
tions such as prestige of the researcher; prestige of the research organization of the
researcher; contribution to science of researchers or research organization; produc-
tivity of researcher and research organization; eliteness of the researcher or research
organization. The speed of increase of the number of research publications can be
used as an indicator for the currency of a scientific research area; perspectives of a
scientific research area; phase of development of a research group or organization
(at the initial phase of development, there is a rapid increase in the number of pub-
lications. Then the speed of increase of publications falls, and finally one observes
maturity of the research group or organization with an almost constant number of
research publications per year).

A significant number of publications are published jointly, and the tendency for
joint publications increases with the increasing complexity of scientific research.
But how to count joint publications? There are many ways to do this. The three most
popular of them are [360]:

http://dx.doi.org/10.1007/978-3-319-41631-1_2
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1. Normal count: Every author of a publication has received full credit. For an
example, if a publication has four authors, it counts as one publication for every
author [266].

2. Straight count: Only the first author receives credit for the publication. This
count discriminates against the second and subsequent authors.

3. Adjusted count: Every author of a publication receives an equal fraction of the
total credit of one unit [361]. For example, if a publication has four authors, every
author is given one-fourth credit. By this measure, the relative contribution of
every author to the article is ignored.

Several additional formulas for counting joint publications are as follows (N is
the number of coauthors in all relationships below and Sn is the score assigned to the
nth author)

• HCM-count (Howard–Cole–Maxwell) [362]

Sn = (3/2)N−n

N∑
n=1

(3/2)n−1

. (1.2)

• EKW-count (Ellwein–Khahab–Waldman) [363]

Sn = bn−1

N∑
n=1

bn−1

. (1.3)

In [363], b = 0.8.
• LV-count (Lukovits–Vinkler) [364]

S1 = N + 1

2NF
; Sn = n + T

2nFT
, (1.4)

where

T = 100

A
; F = 1

2

(
1

N
+ N − 1

T
+

N∑
n=1

1

n

)

and A is the authorship threshold (percentage as the lowest share of contribution
to a paper: five or ten percent of total credit).

• TG-count (Trueba–Guerrero ) [365]

Sn = 2(2N − n + 2)

3N (N + 1)
(1 − f ) + Cn f, (1.5)
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where f is the share for crediting favored authors (usually favored authors are the
first, the second, and the last author) 0 < f < 1; Cn is the rate of favoring the nth

author
N∑
i=1

Cn = 1.

There are additional systems for distribution of scores among coauthors [366, 367].
The problem of coauthorship will be discussed again in Chap.2 in connection with
the h-index.

The following additional indicators based on publications may be used for assess-
ment of publication activity of single researchers, research groups, or research orga-
nizations:

1. Distribution of number of publications in research organizations or in research
groups of a research organization.

2. Distribution of publications in research journals.
3. Distribution of researchers with respect of number of publications for the three

kinds of counts mentioned above.
4. Distribution of publications with respect to gender of the authors.
5. Distribution of publication with respect to language.
6. Distribution of publications with respect to their kind (articles, papers in confer-

ence proceedings, book chapters, books, etc.).
7. Distribution of publications with respect of the kind of research work (theoretical

publications, experimental publications, reviews, etc.).

Finally, let us note here an interesting effect occurring when funding is linked to
publication counts [368]. In this case, the publication numbers may jump dramat-
ically, but with the highest percentage increase in the lower-impact journals. And
the jump is larger as a percentage in universities than in government research insti-
tutes, which could mean that there is an unused research potential in universities,
whereas research institutes already produce many publications and can’t increase
their percentage by as much as is the case for universities.

1.12 Notes on the Methods of Research Assessment

1.12.1 Method of Expert Evaluation

Assessment of the production and productivity of researchers can be made by expert
evaluation of the work of any researcher, e.g., for the last three or five years. The
method of expert evaluation judges mainly the quality of the work of a researcher.
One variant of realization of this method is to use a commission of five to seven
experts. These experts evaluate a researcher with respect to two criteria: contribution
of researchers to the corresponding area of science (external criterion) and importance
and usefulness of researchers for his/her scientific organization (internal criterion).
The commission of experts ranks researchers with respect to the above two criteria.

http://dx.doi.org/10.1007/978-3-319-41631-1_2
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After the ranking, the ranks of the researchers can be converted to points according
to some appropriate conversion schema [143]. Evaluated researchers are divided into
groups, since the productivity of a researcher depends on the scientific environment
(conditions ofwork and relationships among the scientists from the scientific group to
which the scientists belong) and on its status in the scientific organization. There are
five groups of researchers:

1. Researchers without doctoral degree who perform assistant work in the research
or applied units of the scientific organization.

2. Researchers without doctoral degree who perform research work in the applied
units of the research organization.

3. Researchers without doctoral degree who perform research work in the research
units of the research organization.

4. Researchers with doctoral degree who perform research work in the applied units
of the research organization.

5. Researchers with doctoral degreewho perform researchwork in the research units
of the research organization.

There can be subgroups of these groups. For example, the researchers with doctoral
degrees who perform research work in the research units of the research organization
can be assistant professors, associate professors, and full professors.

Expert evaluation may be a part of the complex evaluation of a researcher. Such
a complex evaluation may contain, for example [369]:

1. Evaluation of production by number of publications, number of internal and
external scientific reports, number of developed methods, discovered effects or
other significant achievements of the researcher.

2. Further evaluation of production by total number of pages of publications, reports,
manuscripts, etc.

3. Evaluation of importance of produced knowledge by number of citations. An
important problem here is the scaling of citations from different years or different
subject categories [370, 371].

4. Evaluation by prestige of the journals and publishing houses that published the
articles, book chapters, or books of the scientist.

5. Evaluation on the basis of obtained national and international awards.
6. Expert evaluation of the significance of the achievements for solving real prob-

lems.
7. Expert evaluation on the influence of the scientist on the basis of the follow-

ing categories: influence in the area of research, influence in the corresponding
scientific discipline, influence in other scientific disciplines.

8. Evaluation of influence by the number of colleagues from the scientific organi-
zation who think that this researcher is a high-quality scientist.

9. Further evaluation of influence on the basis of number of publications that are
judged as important by the colleagues, and number of times each of the important
publications is pointed to as important by the colleagues of the researcher.
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In addition to the above evaluation, theremay also be an evaluation of the distribution
of the time spent by researcher as follows [143]: time for the main scientific work
(time for the research work of the scientist, time for scientific research of general
interest that leads to the solution of large classes of problems, time for scientific
research of special interest that leads to the solution of specific problems, time for
transfer of scientific research for improving products or processes or for obtain-
ing new kinds of products or processes); time for directing research work of other
researchers; time for collaboration with other researchers; time for consultations and
expert evaluations; time for pedagogical work; time for administrative work (time for
internal administrative work within the scientific unit (laboratory, section or chair),
time for communication with the higher levels of the administrative hierarchy, time
for relations with other scientific groups and clients). The list of evaluations may be
enlarged, e.g., by numerous indexes presented in Chap.2.

1.12.2 Assessment of Basic Research

Assessment of basic research is a problem for research administrators, since there are
no simple measures of the contribution to scientific knowledge made by researchers.
Many partial indicators exist, and each of them accounts for one (or several) fac-
tors that influence the basic research and is influenced by other factors that are not
connected to the basic research. Thus in order to obtain reliable results, one has to
minimize the influence of the factors that are not connected to research [372]. This
can be done on the basis of the concept according to which basic research is con-
sidered as a process with inputs, process body (scientific production), and outputs
[373]. The elements of the process of basic research are

1. Inputs: stock of scientific knowledge and existing techniques; financial resources;
institutional scientific resources (scientific instruments, skilled personal, etc.);
recruited personnel (untrained students, etc.); environmental conditions (such as
diverse natural influences).

2. Scientific production: conceptual, experimental and technical work of scientists;
support work by engineers, technicians, etc.; dissemination of research results;
education work for development and reproduction of scientific skills (training
young scientists, etc.); administrative support work (including organizing ade-
quate inputs).

3. Outputs: scientific contributions to the discipline, new techniques and new scien-
tific knowledge; scientific contributions to other areas of science; educational con-
tribution: trained students, PhD students, and scientists; economic contribution
(such as engineers and workers with increased skills for industry, technological
spin-offs, commercial benefits for equipment suppliers, etc.; cultural contribu-
tions.

http://dx.doi.org/10.1007/978-3-319-41631-1_2
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In order to minimize the influence of factors not connected to basic research, Mar-
tin and Irvin [372] have proposed the method of converging partial indicators for
assessment of basic research. This method is based on the following five principles:

1. Indicators are applied to research groups rather than to the individual scientists;
2. Citation-based indicators are seen as reflecting the impact (and not the quality or

importance) of the research work [374, 375];
3. A range of indicators is used, each of which focuses on different aspects of the

group performance;
4. As far as possible, indicators are applied to a matched group (comparing like with

like principle)
5. As the indicators used have an imperfect or partial nature, only in those cases

where they yield convergent results can it be assumed that the influence of periph-
eral factors has beenkept small. In these cases, it can be assumed that the indicators
provide a reliable estimate of the contribution of the different groups to scientific
progress.

An algorithm for scientometric assessment that may be used also for assessment of
basic research has been proposed by Moravcsic [376]. This algorithm includes

1. specifying the purpose of the assessment;
2. specifying the system to be assessed;
3. deciding on the level of assessment;
4. setting criteria;
5. selecting methods and specifying indicators for each criterion;
6. determining the links among the components within and outside the system (sci-

entific political issues, type of the subject field and activity, etc.);
7. carrying out measurements;
8. interpreting the results obtained;
9. drawing conclusions of the assessment.

The evaluators should combine the scientometric assessment and peer reviews [377,
378] in order to obtain a complete picture of the evaluated research group or research
organization [379–384].

Applications of indicators for assessment of basic research is related to certain
problems. Several of these problems are as follows [372]: (i) the contribution of each
publication to the scientific knowledge is different; (ii) publication rates are different
for different research fields. Four important problems connected to indicators based
on citation analysis are [385, 386]: (i) technical problems with databases such as
authors with identical names, variation of names, incomplete coverage of journals;
(ii) variation of citation rate of a paper during its lifetime; (iii) Presence of criti-
cal citations or halo-effect citations (Halo effect means that a researcher’s overall
impression about other researchers influences the observer’s feelings and thoughts
about the properties of their publications); (iv) self-citations and in-house citations.
Finally, there are problems connected to peer evaluation, e.g.: (i) individuals evaluate
scientific contributions on the basis of their cognitive and social status (which can be
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quite different); (ii) perceived implication of results of one’s own center and com-
petitors may affect evaluation; (iii) conformist assessments (for example, triggered
by halo effect or by lack of knowledge about the contributions of different centers).

1.12.3 Evaluation of Research Organizations and Groups
of Research Organizations

Evaluation of research and technology programs [387], research organizations, and
groups of research organizations becomes increasingly important especially when
limited resources for research should be distributed. Below we mention three exam-
ples of such systems used in continental Europe.

1. The SEP system of The Netherlands
SEP (Standard Evaluation Protocol) has two key objectives: (i) to improve
research quality based on an external peer review, including scientific and societal
relevance of research, research policy and management; (ii) to be accountable to
the board of the research organization, and toward funding agencies, government,
and society. SEP has two levels: evaluation of the research institute as a whole,
and evaluation of specific research groups or programs. The criteria for evaluation
are quality, productivity, (social) relevance, and vitality and feasibility. Each of
these criteria contains several subcriteria.

2. AERES system (France)
The Evaluation Agency for Research and Higher Education (AERES) (www.
aeres-evaluation.com) is an independent administrative authority whose task is
to evaluate French research organizations and institutions, research and higher
education institutions, scientific cooperation foundations and institutions as well
as the French National Research Agency. Usually each year, 25% of all insti-
tutions are evaluated, and thus the national evaluation cycle is four years. The
evaluation criteria of AERES are: scientific quality and output; academic repu-
tation and drawing power; interactions with the social, economic, and cultural
environment; organization and life of the institution; involvement in training by
research; strategy and scientific prospects for the next period.

3. Evaluation of national research policy: OECD indicators
Various systems of indicators for evaluation of national research policy can be
constructed (for example, see [388, 389]). One example is the system of eight
categories of indicators applied by OECD for benchmarking of national research
policies [390]. These categories of indicators are: human resources in research and
technology development; public and private investment in research and technol-
ogy development; scientific and technological production; impact of research and
technology development on economic competitiveness and employment; human
resources, knowledge creation; transmission and application of knowledge; inno-
vation finance, output, and market.

www.aeres-evaluation.com
www.aeres-evaluation.com
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1.13 Mathematics and Quantification of Research
Performance. English–Czerwon Method

Egghe [391] discusses performance in twelve diverse information production sys-
tems. Below, we shall focus our attention on a mathematical method for quantifi-
cation of research performance: the English-Czerwon method that may be used for
assessment of research performance within the scope of the following kinds of infor-
mation production systems discussed in [391]: papers—citations system; authors—
publications system; authors—citations system. TheEnglish–Czerwonmethod [392]
is an interesting example of a combination of evaluation on the basis of quantitative
indicators with evaluation on the basis of peer review. Its description is as follows.

Suppose there are k research units, and let the performance of each unit for the nth
year of evaluation be denoted by pi (n) ≥ 0. The performance has two components,

pi (n) = oi (n) + si (n), (1.6)

where:

• oi (n) is the “objective” part of the performance, calculated on the basis of quan-
titative indicators;

• si (n) is the “subjective” part of performance, calculated on the basis of the judg-
ment of all evaluated units about the research of the i th unit for the nth year of
evaluation.

There are two variants of themethod: (i) weightingwithout accounting for the current
performance; (ii) weighting with accounting for the current performance.

1.13.1 Weighting Without Accounting for the Current
Performance

In this variant of the method, the “subjective” part of the performance is calculated
as follows:

si (n) =
k∑
j=1

qi jw j (n), (1.7)

where the weight w j (n) is defined as w j (1) = o j (1) for the first year of evaluation,
and

w j (n) = o j (n) +

n−1∑
l=1

p j (l)

n − 1
(1.8)
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for the years n > 1. We note that in this variant of the methodology, the performance
for the current year pi (n) is not taken into account. The methods for calculation of
the parameters o j , qi j , and w j (n) will be discussed in a separate paragraph below.

1.13.2 Weighting with Accounting for the Current
Performance

The performance in the current year pi (n) is taken into account by defining the
weight as follows:

w j (n) = 1

n

n∑
l=1

p j (l). (1.9)

Let us substitute (1.9) in (1.6). Taking into account (1.7), we obtain an equation for
pi (n) as follows:

pi (n) = oi (n) +
k∑
j=1

qi jw j (n) =

oi (n) +
k∑
j=1

qi j
p j (1) + · · · + p j (n − 1)

n
+

k∑
j=1

qi j
p j (n)

n
. (1.10)

We have the following relationship from (1.9):

p j (1) + · · · + p j (n − 1) = (n − 1)w j (n − 1). (1.11)

The substitution of (1.11) in (1.10) leads to the following equation for pi (n):

pi (n) = oi (n) +
k∑
j=1

qi j
(n − 1)w j (n − 1) + p j (n)

n
. (1.12)

We note that (1.12) defines a system of equations for pi (n), and this system still has
to be solved.

The solution of (1.12) can be presented in matrix form. Let I be the identity
matrix (which contains 1 in all diagonal positions and 0 elsewhere) and Q the matrix
whose elements are the evaluations qi j . Let the vectors p(n), o(n), andw(n−1) have
components pi (n), oi (n), and wi (n − 1) respectively. Then the solution of (1.12) is

p(n) = (nI − Q)−1[no(n) + (n − 1)Qw(n − 1)]. (1.13)

In order to use this solution, we have to impose an additional requirement on the
matrix Q. This requirement has to ensure positive values of pi (n). The requirement
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is that the eigenvector of Q with positive elements have an eigenvalue less than
n. Then each eigenvalue is less than n (Frobenius–Perron theorem), and the time
series expansion of (nI − Q)−1 (where the exponent −1 means inversion of the
matrix (nI − Q)) converges to a matrix with nonnegative matrix elements. This will
ensure positive values of pi (n). For small values of the elements of Q, we have the
approximation

(nI − Q)−1 ≈ I

n
+ Q

n2
, (1.14)

and the solution (1.13) for p(n) becomes

p(n) ≈ o(n) + Qo(n) + (n − 1)Qw(n − 1)

n
. (1.15)

1.13.3 How to Determine the Values of Parameters

In order to use the twovariants of theEnglish–Czerwonmethod,we have to determine
the values oi (n) of the “objective” part of the performance as well as the values of
the evaluation coefficients qi j from the “subjective” part of the performance. The
simplest way to set the values of oi is just to consider the value of one indicator: the
number of citations of the papers of the research organization for the current year,
for example. Of course, more that one indicator can be incorporated in oi by means
of appropriate weighting.

The values of qi j can be set as follows. We note that these values have to be
small (in order to satisfy the assumption for small Q on which basis we obtained the
relationship (1.15) above). The determination of the values can be made as follows:

1. Evaluation of performance by ranking research organizations.
One takes several (five to ten) leading scientists from each research organization
and asks each of them to rank the research organizations with respect to their
performance. The ranking is between rank 1 and rank k. Then the average rank
r i j is calculated by averaging the assigned ranks to the i th organization from the
scientists of the j th organization:

r i j = 1

L

L∑
j=1

ri j , (1.16)

where L is the number of evaluating scientists.
2. Calculation of qi j .

The qi j are calculated as follows:

qi j = k − r i j
M

, (1.17)
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whereM is a large number (of order of 5k or larger), which ensures that the values
of qi j are small.

3. Obtaining pi (n).
The pi (n) are then obtained on the basis of (1.15). The final step is to perform a
normalization

pi (n) = pi (n)

k∑
j=1

pi (n)

, (1.18)

and one can rank the institutions with respect to the values of pi for the corre-
sponding year.

1.14 Concluding Remarks

At the end of Part I of this book, the reader already may have a impression about
the complexity of science and research organizations; about the importance of sci-
ence for society; about the features of research production and non-Gaussianity of
some statistical characteristics of quantities used for assessment of research; about
quantities, methods, and systems used for assessment of research and research orga-
nizations. Thus the reader is prepared to move to the world of quantities and models
used for the study of science dynamics and for assessment of research, researchers,
and research organizations.
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Part II
Indicators and Indexes for Assessment

of Research Production

Publications are an important outcome of scientific research, since they contain the
knowledge produced by a researcher or group of researchers. Citations of research
publications are an important measure of the impact of these publications. But how
are publications and their citations connected to the quality of research? High-quality
researchmay remain unrecognized for years or even decades, but inmost cases, high-
quality research publications obtain many citations in a short time after publication.
At the same time, review papers and methodological papers from the same scientific
area may be highly cited, too. All the above shows that the quality of a research
product is a complex quantity that may be assessed by multidimensional analysis
based on qualitative tools combined with quantitative indicators and indexes.

Quantitative indicators and indexes of research production are discussed in this
part of the book. The part consists of two chapters. Chapter 2 contains description
of commonly used indexes for assessment of research production. These indexes are
based mainly on the citations of research publications of the evaluated researcher(s).
The chapter begins with several general remarks about indicators and indexes and
about assessment of research production on the basis of a researcher’s publications
and citations of those publications. Then the most popular index of recent years, the
h-index of Hirsch, is discussed in detail together with a description of variants of
the h-index, many- h-like indexes, as well as indexes complementary to the h-index.
After that, another popular index, the g-index of Egghe, is discussed. A description of
numerous other indexes follows, e.g., p-index, I Q p-index, A-index, R-index, P I -
indexes, indexes of personal success of a researcher, etc. Finally, several indexes are
mentioned in connection with the rapidly growing research area devoted to research
networks.

Chapter 3 is devoted mainly to additional indexes for assessment of research
production of groups of researchers. This chapter contain indexes that usually require
the assessed groups to be separated into components that contain some units of
interest, e.g., the components may be the researchers from a research group and
the units may be the research publications or citations of research publications. The
following groups of indexes are described: simple indexes; indexes for deviation
from a simple tendency; indexes for difference; indexes for concentration; indexes
for imbalance and fragmentation; indexes for dissimilarity, coherence, and diversity;
indexes of advantage; indexes based on the concept of entropy; the Lorenz curve and

http://dx.doi.org/10.1007/978-3-319-41631-1_2
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associated indexes; the RELEV method and associated indexes for assessment of
scientific research; indicators and indexes for comparison of research communities in
different countries; indicators for leadership; indicators and indexes for assessment of
national scientific production: impact factor, intermediacy index, SJR, etc. Finally, an
example of the application of the Lorenz curve in a geometric approach for detecting
research elites is discussed.



Chapter 2
Commonly Used Indexes for Assessment
of Research Production

Dedicated to Eugene Garfield: a pioneer in the
world of scientometrics and bibliometrics

16 September 2015

Abstract In this chapter, selected indicators and indexes (constructed on the basis
of research publications and/or on the basis of a set of citations of these publications)
are discussed. These indexes are frequently used for assessment of production of
individual researchers. The chapter begins with several general remarks about indi-
cators and indexes used in scientometrics. Then the famous h-index of Hirsch, its
variants, and indexes complementary to the h-index are discussed. Next the g-index
of Egghe as well as the in-indexes are described. The h-index, g-index, and in-indexes
may provide a minimum of information for the quantitative part of assessment of
the production of a researcher. Numerous indexes are described further in the text
such as them-index, p-index, IQp-index,A-index,R-index. The discussion of indexes
continues with a discussion of indexes for the success of a researcher. In addition, a
short list of indexes for quantitative characterization of research networks and their
dynamics is presented.

2.1 Introductory Remarks

The research area connected to (i) construction of indexes for assessment of research
production and (ii) the study of the properties of these indexes is very large and
continues to grow. One could write entire books devoted to indicators and indexes.
Below, we shall devote about 100 pages to indexes and indicators for assessment
of research production of individual researchers and groups of researchers (a group
may contain researchers from a department, research institute, university, systems
of research institutes, or even a national research community). In order to discuss
indexes as much as possible in this small number of pages, the following strategy
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will be adopted: The corresponding indexes and indicators will be described briefly.
Their characteristics (positive or negative) will not be discussed in much detail.
Instead, examples for calculation of indexes for two (actually existing) researchers
from the same research field are presented. The reader may observe how each new
index enlarges the knowledge of the evaluator about the characteristics of research
production and about differences between the two researchers. In addition, numerous
references are presented where the strengths and weaknesses of the indexes are
discussed by competent researchers. We stress again the introductory character of
this book. Researchers whowant to study the characteristics of scientometric indexes
inmore detail may need anothermore extended approach, including, for example, the
calculation of the indexes for various available databases; the study of relationships
among indexes; methodologies for rescaling indexes calculated for different time
intervals, etc. One such possible approach is presented and followed by Vinkler [1].

In Chaps. 2 and 3, the following practically oriented classification is adopted with
respect to the indicators and indexes:

1. Commonly used indicators and indexes for evaluation of research mainly of indi-
vidual researchers, Chap. 2. The indexes discussed are based mainly on citations
obtained by the publications written by the evaluated researchers [2–4];

2. Additional indicators and indexes for evaluation of research of groups of
researchers, Chap.3. Indicators and indexes considered in this chapter will be
connected both to the research publications of the evaluated group of researchers
and to the citations of these publications.

Any of the above two classes of indexes and indicators may contain as subclasses the
classes of indexes and indicators according to Vinkler [1, 5, 6], who proposed the
following classification of indexes with respect of the number of sets they represent:

1. Gross indexes (indicators): these refer to the measure of a single scientometric
aspect of evaluated systems represented by a single scientometric set with a sin-
gle hierarchical level. The gross indexes (indicators) may be represented by the
following relationship:

G =
N∑

k=1

wkik, (2.1)

where ik is the kth item in the corresponding set, and wk is the respective weight.
An example of a gross indicator is the number of publications of a research group
published for the period of evaluation (bibliometric size of the research group).

Another example of a complex index connected to publications is the RPR-index
(research potential realized index) [7]. Let N be the number of papers published
in a journal (or the number of papers authored by a researcher, research group,
research institute, etc.). Let Nc be the number of cited papers published in the
journal (or the number of cited papers of the researcher, research group, etc.).
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Then

RPR = Nc

N
= 1

N

N∑
i=1

wi, (2.2)

where wi is equal to 1 if the ith paper is cited, and equal to 0 if the ith paper is
not cited.

2. Complex indexes (indicators): these refer to two or more sets or to a single set
with more than a single hierarchical level. For the case of two sets {A} and {B},
these indexes may be represented by the relationship

C = f (A,B), (2.3)

where f is an appropriate function acting on the two sets. An example of a rela-
tionship for a complex index is

C∗ =

NA∑
i=1

waiai

NB∑
i=1

wbibi

, (2.4)

where wai and wbi are respective weighting factors. An example of a complex
index is the impact factor (number of citations obtained by a journal for some
time period divided by the number of published papers in the journal for this time
period) [8–29]:

Gi = Ci

Pi−1 + Pi−2
, (2.5)

where Ci is the number of citations obtained in the year i by the papers published
in a journal in the years i − 1 and i − 2 (the number of these papers is Pi−1 and
Pi−2). The impact factor introduced by Garfield stimulated many researchers to
construct such kinds of indexes [30–40].

3. Composite indexes (indicators): these consist of several gross or complex indexes
(indicators), usually with some weighting factors, and each representing a spe-
cial aspect of the evaluated system. The relationship for this kind of index
(indicators) is

D =
N∑
i=1

wi

⎛
⎜⎜⎜⎝

ai
M∑
i=1

ai

⎞
⎟⎟⎟⎠ , (2.6)

where M is the number of evaluated research groups, N ≤ M, and wi is the
respective weighting factor. An example of such an indicator is given in the
RELEV method, which will be discussed in the next chapter of the book.
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2.2 Peer Review and Assessment by Indicators and Indexes

Non est ponenda pluralitas sine necessitate.
(Do not introduce more arguments than are necessary.)

William of Ockham

In order to increase the effectiveness of scientific research, various officials often
implement concepts such as the “value formoney” concept in science [41]. Such con-
cepts must be used carefully, for they can lead to unexpected side effects (e.g., soon
after monkeys learned the concept of money, the first prostitute monkey appeared
[42]). The above remarks lead to a practical question: How to measure “value” in
science? In order to perform such measurements, policymakers increasingly use
quantitative data [43]. On the basis of statistical analysis of these data, one may con-
struct indexes to measure research activity. Such an approach has been applied for
more than a century. In recent decades, activity around the construction of indexes
and the study of their properties have been concentrated in several branches of sci-
ence, e.g., in scientometrics and several related branches for the case of indexes for
evaluation of research production. Assessment of research organizations is an impor-
tant element of the process of research management and implementation of research
policy [44, 45]. Administrators of science have two main instruments for evaluation
of research organizations:

1. Peer review: evaluation of work by one or more people of similar competence as
the producers of the work (peers) [46–66]. Themain problemwith this instrument
is to find competent evaluators.

2. Sets of indicators and indexes: this instrument may lead to quick, easy, and
inexpensive evaluation of research performance [67–69]. The main problem here
is that if the indicators and indexes are inappropriate, then the result of evaluation
will not be adequate.

Competition at different levels (from individuals to countries) has led to demand
for comparative indicators for scientific and other achievements [70]. In addition,
indicators and indexes may also be used for other purposes, e.g., for measuring
growth of science [71]. Such types of indicators and indexes will be discussed in
Chap.3.

2.3 Several General Remarks About Indicators
and Indexes

The number of indicators applied in evaluations
should be reduced to the possible lowest but still

sufficient number of indicators.
Peter Vinkler

http://dx.doi.org/10.1007/978-3-319-41631-1_3
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There are different points of view on indicators and indexes [5, 72, 73]. Below, the
indicators and indexes will be understood from the point of view of statistics [74],
i.e.,

Indicator: an observed value of a variable, or in other words, a sign of the
presence or absence of the concept being studied.

Several indicators can be aggregated into a single index. Thus from the point of
view of statistics, an index is

Index: a composite statistic—ameasure of changes in a representative group of
individual data points, or in other words, a compound measure that aggregates
multiple indicators. Indexes summarize and rank specific observations.

Below we present four classifications of indicators. The first classification of
indicators of scientific research is

1. Input indicators: they are characteristics of the inputs of scientific organizations
such as equipment; spent money; employed personnel.

2. Output indicators: they are characteristics of the results and outcomes of the
research process. This class of indicators will be of interest for us below.

The second classification is:

1. Absolute indicators: they refer to one particular characteristic of research activity
(number of articles published, money spent, number of citations, etc.).

2. Relative indicators: they refer to the relationship between two or more aspects
such as number of articles per research group or the number of citations per paper.

Relative indicators often are more useful for research evaluation.
The third classification of indicators is from the point of view of the type of

research. From this point of view, there are three classes of indicators:

1. Basic research indicators: These indicators are connected mainly to basic-
research scientific papers and their citations.

2. Experimental development indicators: These indicators are connected mainly
to patents and their citations.

3. Applied research indicators: These indicators are intermediate between the
above two classes of indicators. They can be connected with applied research
papers and their citations as well as with patents and their citations.

The fourth classification of indicators is from the point of view of the size of social
systems and structures theymeasure. From this point of view, there exist the following
classes of indicators [75–77]:

1. Microindicators: indicators connected with individuals; indicators connected
with research groups; indicators connected with status/target groups.
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2. Mesoindicators: indicators connectedwith university departments and university
institutes; indicators connected with universities, research institutes, and funding
agencies; indicators connected with academic fields; indicators connected with
research and grant programs; indicators connected with cross-sectional fields.

3. Macroindicators: indicators connected with scientific policies; indicators con-
nected with national research and development systems; indicators connected
with global developments.

Below,we shall focus on indexes and indicators connected to research publications
and their citations. Usually these indexes are statistical functions defined on sets of
bibliometric elements and units, and because of this relative complexity, there are
requirements on the indexes, e.g., the indexes must be valid, i.e., we have to be
sure that we really measure what we are intending to measure. Any publication
assessment method has to cover the amount of scientific information (e.g., number
of scientific papers) produced by the evaluated researcher or group of researchers [1];
the acknowledgement of the published results (e.g., the number of citations) [78–
84]; eminence of the publication channels. When used carefully, publication and
citation data [85–87] are meaningful for measuring scientific output and its impact
on the course of scientific research. The number of publications that a research group
producesmay represent its scientific production and its contribution to the generation
of newknowledge (but be careful about duplication and the number of coauthors [88].
A scientist with famous collaborators may be highly cited. But this is not a sufficient
condition for assessing a large contribution to the advancement of science).

Publications usually contain new facts, new hypotheses, new theories or theorems,
new explanations, or new syntheses of existing facts. This is a contribution to science,
and the number of citations of the above information is a measure of the contribution
to the advancement of research in the corresponding scientific field. But this indica-
tor also must be used carefully. The number of citations depends on research area
(chemists are usually much more cited than the mathematicians); number of collab-
orators and their position in the various scientific networks and systems, etc. [89].
Publications and citations are connected to the visibility of individual researchers and
research collectives. But not all publications are equally visible. Visibility depends
on the place of publication; on the language of publication; on the scientific field; on
the current “fashion” in scientific research; on the presence of publications in inter-
national scientific databases, etc. Thus visibility as a characteristic for evaluation of
researchers and research groups and organizations must be used with care.

Publications are an important channel for communication of scientific results. And
the number of publications may be a quantitative measure of scientific production.
In general, one can consider two criteria for evaluation of research production on the
basis of publications:

1. External criteria: number of articles, books, patents, etc. published by the scien-
tist.

2. Internal criteria: number of preprints, number of given seminars, number of
written internal reports, etc.
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To some extent, citations are a measure of the value of the scientific production of
the corresponding scientist [30, 90]. In addition, citations are an important measure
of the influence of the scientific production of the researcher. The citation is regarded
as the scientometric unit of impact of scientific information. Higher scientific impact
is revealed by a larger number of citations.

The indexes of research performance usually depend on the size of the analyzed
data set. This is especially interesting for indexes connected to citation data [91], since
it is often assumed that the level of excellence of a scientist is a function of his/her
full citation record. An interesting fact in [91] is that at least fifty papers are needed
in order to obtain a conclusion about the long-term scientific performance of two
scientific authors and to discriminate between themon the basis of an appropriate one-
dimensional (single) index of scientific performance. This means that citation-based
one-dimensional indicators and indexes of research performance have to be used for
discrimination betweenmature scientists (such as candidates for a professorship who
have produced fifty or more papers) and not between young researchers. And if one
wants to discriminate between scientists who have produced fewer than fifty papers
each, one should use a multidimensional indicator (a set of indicators).

It is more difficult to evaluate individual researchers and to compare their achieve-
ments in comparison to evaluation and comparison of achievements of research
groups. The reasons for such difficulty is the smaller sets of publications and cita-
tions and the increasing importance of nonscientific factors such as age, position,
education, personal connections, etc. Thus in addition to the numerous indexes used
in the evaluation, one should also use qualitative evaluation methods. Belowwe shall
discuss many indexes for characterization of the results of the work of individual
researchers. And almost all of them will be connected to the citations of publications
of a researcher, since a citation may be considered a unit of impact of the information
produced by the researcher.

2.4 Additional Discussion on Citations as a Measure
of Reception, Impact, and Quality of Research

Citations are usually used to measure the reception of research results obtained
by the corresponding research community. Discussion about the use of citation-
based indicators intensified when bibliometric indicators were not only begun to be
used for monitoring national or institutional research performance, but when they
also became components of formulas for the funding of scientific research [92].
In the area of research management and science policy, citations are often used to
measure the impact of research publications, or they even become a measure of the
quality of the corresponding publication. The validity of such an approach depends
on the number of citations. If a publication is very highly cited, then its impact is
high, and it may be that its quality is also good. But if an article is not so highly
cited, then is it of low quality, or is its impact low? Such a determination cannot
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be made immediately and without further investigation. Thus the use of the number
of citations as a measure of impact or quality is not unproblematic, since there
are many limitations, biases, or shortcomings connected to citation analysis [30,
93, 94]. Nevertheless, citations remain an important form of scientific information
within the framework of documented science communication [95]. Not all citations
are given, however, because of the quality of the cited paper [96]. Weinstock (in
Current Contents # 12, 23 June 1971, reprint from [96]) gives some (fifteen, in fact)
reasons for using citations:

1. Paying homage to pioneers.
2. Giving credit for related work.
3. Identifying methodology, equipment, etc.
4. Providing background reading.
5. Correcting one’s own work.
6. Correcting the work of others.
7. Criticizing previous work.
8. Substantiating claims.
9. Alerting to forthcoming work.

10. Providing leads to poorly disseminated, poorly indexed, or uncited work.
11. Authenticating data and classes of facts: physical constants, etc.
12. Identifying original publications in which an idea or concept was discussed.
13. Identifying original publications or other work describing an eponymic concept

or term (as, e.g., Hodgkin’s disease, Pareto’s Law, Friedels–Crafts reaction).
14. Disclaiming work or ideas of others.
15. Disputing priority claims of others.

As we can see, for example, item 5 from the above list is certainly not connected to
the quality of the cited work.

In addition to individual citations, there are many cases in which larger sets of
citations have to be assessed. This will be one of the subjects of the next chapter of
this book. Here we shall mention just that such sets of citations may be influenced
by citation cliques (which are able to filter information sources), and numerous self-
citations may be presented in the set of citations of an individual researcher or in the
set of citations of a group of researchers. Thus the individual citations as well as set
of citations and especially the frequency of such citations hardly may be considered
a measure of the quality of the cited work. Citations may give us information about
the impact of the work of the researchers, and the self citations may give us some
information too: a lack of self-citations over a longer period may indicate lack of
originality in research. The presence of many self-citations may indicate a significant
record of publication activity of the corresponding researcher or group of researchers.

There exist quantitative evaluations on the amount of self-citations. The study [97]
led to the result that in the area of basic research, the average number of self-citations
is about 20% of the number of citations. Another estimate [98] obtained percentages
between 10 and 30%. These estimates are for synchronous self-citations (The rate of
synchronous self-citations is calculated as the citations to oneself relative to the total
number of references). Another possible rate for self-citations is the diachronous
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rate (number of self-citations divided by the total number of citations received) [99].
Synchronous and diachronous self-citation rates can be calculated for individual sci-
entists, groups of scientists, journals, etc. Glänzel and coauthors [100] even obtained
a square root law f (k) ≈ (k + 1/4)1/2 between the number of self-citations f and
the number of foreign citations k (foreign citations are the non-self-citations). This
law shows that the self-citations and foreign citations are not independent, i.e., the
self-citations may be an essential part of scientific communication.

Before beginning our discussion on the indexes used for assessment of research,
let us note again that citation patterns are much influenced by subject characteristics.
And the subject characteristics are different in different research fields, e.g., in chem-
istry and mathematics. Because of this, one should not use citations for cross-field
comparison without appropriate normalization.

2.5 The h-Index of Hirsch

The h-index ofHirsch has becomevery popular in recent years [101–118]. Because of
this, it is much discussed and modeled [119–133]. The h-index is defined as follows.
Let us suppose that a certain scientist has N research publications. Let us rank these
publications by decreasing number of the number of citations (The most cited paper
is on the top of the list; second in the list is the second most cited paper, etc. The
least cited paper is at the bottom of the list).

A scientist has h-index equal to H if the top H of his/her N publications from
the ranked list have at least H citations each.

The h-index is the solution of the equation

r = C(r), (2.7)

where C(r) is the number of citations of the rth publication from the ranked list or
articles of the researcher. We note that the other publications of the researcher will
have no more than h citations each.

The h-index [134] was introduced on the basis of the intention tomeasure simulta-
neously the quality and quantity of scientific output. The h-index was introduced also
because of the disadvantages of other bibliometric indicators, such as total number
of papers (it does not account for the quality of scientific publications); total number
of citations (this number may be disproportionately affected by participation in a
single publication; large influence of a certain class of papers (the methodological
papers that propose new techniques, methods, or approximations typically generate
many citations); many publications with few citations each).

The main reason for the popularity of the h-index is its simplicity [135]. The
h-index has been calculated also for journals, topics, etc. [136–141]. Let us note



64 2 Commonly Used Indexes for Assessment of Research Production

the interesting research on correlations between the h-index and thirty-seven other
similar indexes [142]. Several of these indexes will be described below.

Assuming that a researcher publishes a constant number of papers each year
and that each published paper receives a constant number of citations per year (and
this for each subsequent year), Hirsch [134] obtained two relationships when the
publication time (which is approximately equal to the length of the scientific career
of the scientist) is not too small. The relationships are

• Relationship between total number of citations N and the Hirsch index h,

N(t) ≈ Ah2(t). (2.8)

• Relationship between Hirsch index and the time t (in years of research career),

h(t) ≈ bt, (2.9)

where A and b are some appropriate constants that can be different for different
scientists; A has values between 3 and 5, and by bHirsch classifies the scientists as

– successful: b = 1;
– outstanding: b = 2;
– unique: b = 3.

Soon after its definition, the h-index was generalized to the hα-index [143].

A scientist has hα-index equal to Hα if the top Hα of his/her N publications
from the ranked list have at least αHα citations each.

If α = 1, then hα = h. The hα index has the following properties:

lim
α→0

hα ∼ p; lim
α→∞ hα ∼ c, (2.10)

where p is the number of papers published by the scientist that have been cited at
least once and c is the number of citations of the most cited paper published by the
scientist (these numbers can be called p-indicator and c-indicator).

2.5.1 Advantages and Disadvantages of the h-Index

The h-index is simple to calculate, and it encourages the performance of research
work that is highly visible (and may be of high quality). In addition, the h-index is
a measure of a combination of two important characteristics of research production:
the number of publications and the citation impact of those publications. The h-index
compares established scientists from the same scientific field. It does not discriminate
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much among the average scientists in the field. If a researcher has published many
highly visible papers, then his/her h-index may increase with the accumulation of
citations even if he or she no longer publishes.

When using the h-index for evaluation of research production, one should keep
in the mind that the h-index doesn’t account for the typical number of citations in
different scientific fields or for the typical number of citations in different journals.
In addition, the h-index doesn’t account for the number of authors of a paper. The
index favors scientific fields with large numbers of researchers working in the field.
Moreover, the index favors scientific fields with larger sizes of research groups work-
ing in the field. The h-index is bounded by the total number of publications: it favors
scientists with a longer career. Scientists who have written a small number of papers
but have important discoveries are at a disadvantage.

The h-index doesn’t account for the place of the scientist in the author list of the
paper. In addition, the h-index does not account for authorship without authorization
(the name of a researcher is put in the list of the authors without his/her knowledge
or permission). The h-index can be manipulated through self-citations [144–148].
h-index doesn’t account for the context of citations. A citation can be made in a
positive context, but a citation can also be made in a negative context. And some
citations can be more significant for the citing paper. Finally, the h-index doesn’t
account for the citation bias connected to the review papers.

The h-index is an attempt to achieve a balance between scientific productivity
and quality of scientific production [91]. This index, however, assumes an equality
between incommensurable quantities: number of papers and number of citations of
a paper. A more general relationship between these two quantities could be

rα = βC(r). (2.11)

For the case of the h-index, α = β = 1, and perhaps this is one of the simplest
possible choices of the parameters α and β [149].

Let us note an interesting effect related to the h-index: the h-bubble [150]. This
effect is connected to the rapidly increasing number of citations gained by the authors
who first began to study the characteristics of the h-index [151]. It is assumed that
this fast growth forms a bubble like a stock market bubble. The question is whether
after the bubble there will be a crash. The future will answer this question.

In order to give some simple examples for calculation of the h-index and of some
of the indexes described in the chapter below, we shall consider data about citations
of the fifty most-cited publications for two actually existing researchers from the
research area of applied mathematics. The ranked numbers of citations (the number
of citations of the most-cited publication is listed first) data are as follows

1. Researcher A (49 years old, 117 publications, 1375 citations):
93, 73, 67, 65, 59, 44, 43, 42, 38, 36, 36, 35, 34, 33, 33, 32, 29, 29, 29, 28, 27,
27, 26, 23, 23, 21, 21, 21, 20, 20, 20, 19, 18, 17, 16, 15, 15, 13, 11, 10, 10, 8, 8,
7, 7, 6, 6, 6, 6, 5.

2. Researcher B (63 years old, 260 publications, 1562 citations):
113, 65, 58, 51, 49, 42, 41, 37, 36, 34, 31, 27, 27, 25, 24, 24, 23, 23, 22, 20, 18,
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17, 17, 16, 16, 16, 16, 16, 14, 14, 14, 14, 13, 12, 11, 11, 11, 11, 11, 10, 10, 10,
10, 10, 9, 9, 9, 9, 9, 9.

The h-index of researcher A is hA = 23. The h-index of researcherB is hB = 20. Thus
the younger researcher has a larger h-index. The value of a single index, however,
is not enough for comparison of the characteristics of the research production of the
two researchers. Below, the values of additional indexes will be calculated. In such a
way, an evaluator may obtain a table of values of appropriate indexes, and this table
may be used for the quantitative part of the assessment of the research production.
Such a table for our two researchers will be presented below.

2.5.2 Normalized h-Index

One can consider a normalized Hirsch index

h∗ = h

N
, (2.12)

where h is the Hirsch index of the researcher and N is the number of the researcher’s
publications. The value h∗ (for large enough N) is closer to an intensive quantity in
comparison to the extensive quantity h that in most cases increases in the course of
a scientific career.

For our two researchers, the normalized h-index has the following values: h∗
A =

0.1965; h∗
B = 0.0769. Note that h∗

A is more than twice h∗
B. This is a serious difference

that can give us a hint about the effectiveness of the two researchers with respect to
the impact of the research information they produce.

Another normalization of the h-index was proposed in [152]. This normalized
index is equal to the square of the h-index divided by the total number of the author-
ships of the papers (sum of the number of authors for all papers from the set of
papers) that determine the h-index of the researcher. The idea of normalization of
the h-index was developed further in [153] by construction of the MII-index. This
index was constructed for institutions but can also be used for evaluation of a group
of researchers who have written a sufficiently large number of papers. The definition
of the MII-index is

MII = h

10αNβ
, (2.13)

where

• h: the h-index of the scientist;
• N : number of papers published by the scientist;
• α: intercept of the line describing the dependence of the h-index on the number of
publications in the log10-scale;

• β: slope of the line describing the dependence of the h-index on the number of
publications in the log10-scale.
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Construction of the h(N) line is as follows. For the ith member of the group of
scientists (or for each institution from the group of evaluated institutions), one plots
on a log-log plot the point with coordinates (Ni, hi). The resulting points are fitted
by a regression line

log10 hi = α + β log10 Ni + εi, (2.14)

and in such a way, one determines α and β.
The MII-index is constructed for comparison of the quality of research of institu-

tions of different sizes. It can be applied also to a group of researchers with different
productivities. A value of MII that is larger than 1 means that the corresponding
researcher from the research group of interest performs better than the average in
terms of its h-index. TheMII-index can also be used for evaluation of performance of
a research institute in a large enough group of institutes from the same research area.

2.5.3 Tapered h-Index

The tapered h-index [154] is an extension of the h-index introduced in order to
account for the citations of all papers of a researcher (and not only for the h papers
that are cited at least h times). The definition of the index is as follows:

hT =
N∑
j=1

hT (j), (2.15)

where hT (j) is the score for the jth paper in the ranked list (with respect to citations)
of the publications of the researcher. In other words, we assume that the researcher
has N publications ranked by the number of citations n1 ≥ n2 ≥ · · · ≥ nN . The
number hT (j) is determined as follows:

hT (j) = nj
2j − 1

, nj ≤ j,

hT (j) = j

2j − 1
+

nj∑
i=j+1

1

2i − 1
, nj > j. (2.16)

The tapered h-index is larger than the h-index and is an additional characteristic that
can be used to evaluate production (and impact of this production) of researchers.

We leave the calculation of the tapered h-indexes for the top cited fifty publications
of our two researchers to the interested reader. The contributions of the first five
publications that are not included in the h-index to the tapered h-index of the two
researchers are:

• Researcher A: 23/47, 23/49, 21/51, 21/53, 21/55;
• Researcher B: 18/41, 17/43, 17/45, 16/49, 16/51.
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2.5.4 Temporally Bounded h-Index. Age-Dependent h-Index

In the temporally bounded version of the h-index, one counts the citations of the
articles for some time interval (for the last five years, for example), and then one
makes a list in which we rank the papers with respect to the number of these citations.

A scientist has a temporally bounded h-indexH if the topH of his/herN papers
from the list have at leastH citations each for some time interval (for example,
for the last five years).

The temporally bounded h-index allows a comparison between the impacts of the
papers of scientists working in the same scientific area. For our two researchers, the
temporally bounded h-index for their citations for the last five years is:

• Researcher A: htempA = 19 (1041 citations for the last five years);
• Researcher B: htempB = 12 (724 citations for the last five years).

The h-index can be made age-dependent. The classic h-index is the solution of the
equation (2.7). We can think about an appropriate inclusion of the time in the h-index
in order to compensate for the length of the scientific career of younger scientists.
One possibility is as follows. Let

C∗
r = C(r)/ar, (2.17)

where ar are the ages of the rth paper from the ranked list. Let us perform a ranking
C∗(r) of the papers with respect to the values of C∗

r Then we can define the age-
dependent h-index as the point of intersection of the straight line y = r and the curve
y = C∗(r), i.e., as the unique solution of

r = C∗(r) (2.18)

2.5.5 The Problem of Multiple Authorship. h-Index
of Hirsch and gh-Index of Galam

Frequently, a publication has several coauthors [155–158]. Coauthorship can be
used as a measure of scientific collaboration. On the basis of the observation of the
coauthorship pattern, one can conclude that scientific collaboration has increased
greatly during recent decades at different levels of aggregation, e.g., at the level of
individual authors; at the level of collaboration between sectors such as universities,
research institutes, and industry; and at the level of international collaboration.

There are many reasons why researchers collaborate. One list of such reasons is
as follows [159]:
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1. Access to expertise.
2. Access to equipment, resources, or “stuff” one doesn’t have.
3. Improved access to funds.
4. To obtain prestige or visibility; for professional advancement.
5. Efficiency: multiplies hands and minds; easier to learn the tacit knowledge that

goes with a technique.
6. To make progress more rapidly.
7. To tackle “bigger” problems (more important, more comprehensive, more diffi-

cult, global).
8. To enhance productivity.
9. To get to know people, to create a network, like an “invisible college”.
10. To retool, learn newskills or techniques, usually to break into a newfield, subfield,

or problem.
11. To satisfy curiosity, intellectual interest.
12. To share the excitement of an area with other people.
13. To find flaws more efficiently, reduce errors and mistakes.
14. To keep one more focused on research, because others are counting on one to do

so.
15. To reduce isolation, and to recharge one’s energy and excitement.
16. To educate (a student, graduate student, or oneself).
17. To advance knowledge and learning.
18. For fun, amusement, and pleasure.

The classic version of the h-index does not account for multiple authorship [160].
Because of this, Hirsch [161] defined another index, called the h index, as follows:
A scientist has index h if h of his/her papers belong to his/her h core. A paper
belongs to the h core of a scientist if it has ≥ h citations and in addition belongs
to the h-core of each of the coauthors of the paper. The h-index shows one way to
deal with multiple authorship in the process of evaluation of a researcher’s scientific
production. Another way has been proposed by Galam [162], who introduced the
gh-index as follows. Let us consider the function g(r, k) that describes the fraction
of the publication assigned to the rth author in the list of authors for a publication

that has k coauthors. Then
k∑

r=1
g(r, k) = 1. If an author has authored and coauthored

T publications, then the fraction of publications that is assigned to this author will
be

Tg =
T∑
i=1

gi(r, k). (2.19)

If the ith paper of the above set of T papers has ni citations, then the fraction of
citations that will be assigned to the rth author will be nigi(r, k). Then the fraction
of citations that will be assigned to the investigated author will be
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Ng =
T∑
i=1

nigi(r, k). (2.20)

There are different proposals for the form of the function g(r, k). Several of them
are:

• Egalitarian allocation: g(r, k) = 1
k [163];

• Arithmetic allocation: g(r, k) = 2(k+1−r)
k(k+1) [164];

• Geometric allocation: g(r, k) = 21−r

2(1−2−k)
[165], etc.

Galam proposed an allocation with bonuses for the first and for the last author of a
publication as follows. Let a publication have k coauthors.We consider the decreasing
arithmetic series k, k − 1, . . . , 2, 1 and two bonuses: δ for the first author and μ for
the last author. Let us call them the bonus of the hard worker (the first author) and the
bonus of the boss (usually the last author). The sum of the above arithmetic series
and of the two bonuses is Sk = k(k+1)

2 + δ + μ. Then the function g(r, k) becomes

g(1, k) = k + δ

Sk
;

g(k, k) = k − 1 + μ

Sk
;

g(r, k) = k − r

Sk
; (2.21)

and g(1, k) and g(k, k) are definedwhen the publication hasmore than two coauthors,
and g(r, k) is defined only when the publication has at least three coauthors.

The final step is to set the values of the bonuses δ and μ. These values have to be
set by consensus. Possible relationships are δ = 2μ; δ = 3μ + 1; etc. [162]. After
setting the values of the bonuses, one can calculate the effective number of citations
neff(i) of the ith paper by

neff(i) = nigi(r, k), (2.22)

and then one can calculate the gh-index simply by calculating the h-index for the
set of neff(i), i = 1, . . . ,N . The gh-index obtained in such a way has smaller value
compared to h (the two indexes are equal only if the scientist has no coauthors for
any publication).

Finally, let us note onemore index that has to dealwith the problemof coauthorship
[166]. This index is called the P-index of a researcher. Its definition is

P =
K∑

k=1

A∗
kJk, (2.23)

where
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• Jk : journal impact factor of the journal where the kth paper of the researcher was
published;

• A∗
k : A

∗-index of the kth paper of the researcher.

The A∗-index is defined as follows. Let an article of the researcher have n coauthors
that can be separated into m ≤ n groups and in each of these groups, the coauthors
have the same credit (say ci for the ith group of coauthors). The value of A∗ for a
coauthor from the group i is then

A∗(i) = 1

m

m∑
j=1

1
j∑

k=1
ck

. (2.24)

If no coauthors claim an equal contribution, then m = n, ci = 1, and

A∗(i) = 1

n

n∑
j=1

1

j
. (2.25)

2.5.6 The m-Index

The m-index has been proposed in [167]. In order to define it, one needs to know
about the Hirsch core. In the process of calculation of the Hirsch index, the papers
of the scientists of interest are ranked with respect to the number of citations each of
them has obtained. The papers from the ranked list whose rank is less than or equal
to h build the Hirsch core of the ranked list of the paper. Then the m-index is the
median number of citations received by the papers in the Hirsch core.

Them-index focuses on the impact of publications with the highest citation counts
and is a characteristic of the quality of the production of the evaluated scientist taken
from the core of his/her most cited scientific production. The m-index for our two
researchers is approximately:

• Researcher A: mA ≈ 38.8;
• Researcher B: mB ≈ 34.6.

The word approximately above was used because the multiplication of the number
of citations for both researchers leads to very large number that is represented only
approximately by the simplest calculators. So the m-index usually can be calculated
only approximately for researchers whose h-factor is relatively large (e.g., greater
than 15).
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2.5.7 h-Like Indexes and Indexes Complementary
to the Hirsch Index

One can define central area indexes and central interval indexes [168]. These indexes
are connected to the Hirsch index and supply information complementary to the
information obtained on the basis of the h-index. For example, the central area index
of radius j is defined as follows:

Aj = (h − j)ch−j +
h+j∑

i=h−j+1

ci; j = 1, . . . , h − 1, (2.26)

where h is the h-index and ci are the citations received by the ith-ranked publication
of the scientist (c1 ≥ c2 ≥ · · · ≥ cn for a scientist who has n publications). The
idea of this index is to reduce one of the negative effects of the Hirsch index, which
penalizes authors with heavy tails in their citation distribution. The central area index
for such authors increases faster in comparison to the central area index for authors
whose least-cited papers have a small number of citations.

Generalizations of the h- and g-indexes are presented in [169], and the robust-
ness of the corresponding set of indexes is investigated. The result is that the most
robust of them is the h-index, which is most insensitive to the extreme values of the
corresponding citation distribution. At the expense of this, the h-index has quite low
discriminating power (many scientists with different citation distributions can have
the same h-index of their citations).

In [170], Egghe develops further an idea of Glänzel and Schubert [171] about
characteristic scores and scales (CSS). The original idea is to determine, on the
rank-order citation distribution, a sequence of points εk , k = 1, 2, . . . , and σk , k =
1, 2, . . . , where the k are some ranks of papers and σk = γ (εk) are the corresponding
characteristic scores, i.e., the number of citations to the paper of rank r = k. The
function γ (r) gives the number of citations of the paper of rank k, and it is called the
rank-order frequency function. In other words, let σ1 = μ be the average number of
citations of the paper authored by a scientist. Let us discard all papers with fewer
citations than σ1. The average number of citations of the remaining papers is σ2 > σ1.
Let us remove the paperswith fewer citations thanσ2. The average number of citations
of the remaining papers is σ3 > σ2. This process can be continued (as long as set of
remaining papers is not empty).

CSS is a set of indexes that characterize the distribution of citations of a scientist.
As a multicomponent characteristic, it has the advantages of supplying evaluators
with more information in comparison to the use of a single indicator (which is the
average number of citations of the papers of the scientist. It can be shown that
σk = μk for the case in which γ (r) satisfies Lotka’s law γ (t) ∝ rα [172] (we shall
discuss the Lotka’s law in greater detail in Part III of this book). The idea of Egghe
in [170] is to base the characteristic scores and scales on the h-index instead of on
the average number of citations. For the case of validity of the Lotka’s law, this leads
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to a sequence of values

hk =
−

k−1∑
j=0

hj +
⎡
⎣

(
k−1∑
j=1

hj

)2
⎤
⎦

1/2

2
, (2.27)

where h0 = h and h1 = h
√
5−1
2 (h is the value of the h-index). Of course, the CSS

can also be based on other indexes (on the g-index, for example).
Finally, let us discuss three recently introduced indexes that are complementary to

the h-index [173, 174]. These indexes are called the perfectionism index (PIX), the
extreme perfectionism index (EPIX), and the academic trace.Our notation is different
from that in [173] in order not to confuse these indexes with the productivity indexes
(PI) that will be discussed below.

Let us assume a researcher who has published p papers, and these publications
have been cited C times. We recall that the h-index of the researcher separates his or
her publications into two groups: the core (the h publications that are cited at least h
times) and the tail (the other p − h publications). Let the number of citations of the
publications from the core be CH and the number of citations of publications from
the tail be CT (C = Ch + CT ). We define the following two quantities:

• CE = CH − h2: this quantity accounts for the eventual large number of citations
in the core area;

• CTC = h(p− h)−CT : this quantity penalizes researchers who wrote many papers
that are not much cited (the mass producers).

Then the perfectionism index is

PIX = κh2 + λCE − νCTC, (2.28)

where κ , λ, and ν are real numbers.
In order to define the extreme perfectionism index, we need also

• CIC =
∗∑
p − Ci,

where
∗∑

means summation over all publications whose number of citations Ci is
less than (the number of publications) p. Then the extreme perfectionism index is

EPIX = κh2 + λCE + μCT − νCIC, (2.29)

where κ , λ, μ, and ν are real numbers. The value of these numbers must be fixed,
and the proposal to do this from [173] is just to set all of them to 1 (or to set some
of them to 1 and the others to 0). Let us set the values of the parameters to 1. Then
from (2.28), we obtain

PIX = C + h(h − p). (2.30)
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If a researcher has 65 publications with 900 citations and h-index equal to 20, then
PIX = 0. If the researcher has 1000 citations, then PIX = 100. If the researcher has
500 citations, then PIX = −400. The classification of the influential scientists and
mass producers is:

1. If a researcher has PIX > 0, then he/she is an influential scientist;
2. If a researcher has PIX < 0, then he/she is a mass producer.

The academic trace index is defined as follows [174]:

T = h2

p
+ C2

T

C
+ C2

E

C
− p20

p
, (2.31)

where

• p0: number of publications that are not cited.

Another interesting index complementary to the h-index is defined in [152]. This
index is

hI = h2

N (T)
a

, (2.32)

where h is the h-index and N (T)
a is the total number of authors of the h-core of the

corresponding author (multiple author occurrences in different papers is counted,
e.g., if an author is coauthor in k papers, then he/she is counted k times).

It is claimed in [152] that the hI index rank plots collapse into a single curve.
This is an important property, since in such a case, on the basis of the hI -index,
one can compare scientists from different scientific fields.

Dorogovtsev andMendes [175] note that the use of only theh-index for assessment
of research may lead to a reshaping of research behavior: misleading citation-based
targets may substitute for the real aims of scientific research: strong results. If h is the
value of the h-index and C is the number of citations of the articles of a researcher,
then the region of small values of the relationship h/

√
C (i.e., the region where the

researcher has a small number of very good articles that are highly cited) is occupied
by outstanding researchers [105]. An interesting conclusion in [175] is that for given
C, the h-index usually decreases with increasing 〈c〉 = C/N (i.e., with increasing
mean number of citations per paper, the h index decreases). Thus it seems that the h-
index favors modestly performing scientists and punishes stronger researchers with
a large mean number of citations per paper. In order to make a better ranking of
evaluated scientists on the basis of a singlemetric, the o-indexwas proposed in [175]:

o = √
m̃h, (2.33)

where h is the value of the h-index of the researcher and m̃ is the number of citations
of the most cited paper of the same researcher. The motivation for such an index
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is that m̃ accounts for the best result of the researcher, and h accounts for his/her
persistence and diligence. In order to relate the o-index to the number of citations C
of the researcher and to the mean number of citations per paper 〈c〉, one may use the
following estimates: h ∼ √

C, and themean number of citations per paper is between
n1 = C and n2 = C/N . Thus one may assume that m̃ ∼ C/

√
N (m̃2 ∼ n1n2). Then

o ∼ C3/4N−1/4 = C1/2〈c〉1/4. (2.34)

Thus the o-index should grow with the average number of citations per paper.
The o-index considered above growsmuch faster with the number of citations than

with the average number of citations per paper. If we want to put more weight on the
average number of citations per paper, we can generalize the o-index as follows:

oα,β = hαm̃β. (2.35)

Then
oα,β ∼ Cα/2+βN−β/2 = C(α+β)/2〈c〉β/2. (2.36)

The o-index from [175] is
o = o1/2,1/2. (2.37)

Let β > 0. Then if −β < α < 0, we have α + β < β, which ensures a large weight
of 〈c〉. For example, let α = −β + δ, where δ > 0. Then

oα,β ∼ Cδ/2〈c〉β/2. (2.38)

If δ is 0 or very close to 0, then the contribution ofC to the index could be very small.
Many other variants of h-indexes and h-like indexes exist. Let us note several of

them:

1. The two-sided h-index [176], which accounts for the papers and citations out of
the Hirsch core and allows comparison of researchers with the same values of the
h-index.

2. The self-citations correction to the h-index [177] and to the g-index [178] (for
discussion of the g-index, see Sect. 3.5).

3. Multidimensional extension of the h-index [179].
4. Successive h-indexes [180].
5. h-type index of coauthor partnership ability [181].
6. q2-index uses the number and impact of papers in the Hirsch core [182],

q2 = √
hm, (2.39)

where h is theHirsch index andm denotes themedian number of citations received
by papers in the h-core of the corresponding set of articles (this is the m-index
discussed above). The q2-index is designed to supply a more global view of the

http://dx.doi.org/10.1007/978-3-319-41631-1_3
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scientific production of researchers, since it is based on two indices that describe
different dimensions of the research output: the h-index describes the number
of papers (quantitative dimension) in a researcher’s productive core, while the
m-index is connected to the impact of research output.

7. The hg-index, which is the geometric mean of the product of the h-index and
g-index [183, 184]:

hg = √
h × g. (2.40)

The value of the hg-index is between the value of the h-index of Hirsch and
g-index of Egghe: h ≤ hg ≤ g.

2.6 The g-Index of Egghe

Another very popular index based on the number of citations of the publications of
a researcher is the g-index [185–188]. Let us make an ordered list of the papers of
a researcher, and the order criterion is the number of citations: the most-cited paper
is at the top of the list, the second-most-cited paper is at place 2 of the list, and the
least-cited paper is at the bottom of the list. Then:

The g-index is the largest natural number g such that the top g articles received
(together) at least g2 citations.

The g-index accounts for the number of citations of the highly cited papers of
a scientist. The citations from higher-cited papers are used to bolster lower-cited
papers. Because of this, the value of the g-index is at least equal to the value of the
h-index, and in most cases, the g-index has a larger value than the h-index of the
corresponding scientist.

The g-index can be generalized as follows [143]. The g-index above is restricted
to integer values. One can define a g∗-index that is not restricted to integer values. Let
xi, i = 1, . . . ,N , be the number of citations of the ith article of a researcher ordered
in such a way that x1 ≥ x2 ≥ · · · ≥ xN . Let x(u) be a function that approximates the
values of the sequence xi. Then one can define a continuous version of the g-index:

g∗ = max{u |
u∫

0

dv x(v) ≥ u2}. (2.41)

The g∗-index is connected to the g-index as follows: g ≤ g∗ < g + 1. g∗-index can
be generalized further. One can define the g∗

α-index as follows:

g∗
α = max{u |

u∫

0

dv x(v) ≥ αu2.} (2.42)
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It is clear that when α = 1, g∗
α reduces to g∗. In addition,

lim
α→0

g∗
α ∼ s; lim

α→∞ g∗
α ∼ c, (2.43)

where s =
N∑
i=1

xi is the total number of citations of all papers published by the scientist

and c is the c-indicator defined above i devoted to the hα-index.
The g-index for our two researchers is as follows:

• Researcher A: gA = 33;
• Researcher B: gB = 30.

Let us note that the larger values of the g-index aremore difficult to reach. Researcher
B has 946 citations of his 31 most-cited publications; 960 citations of his 32 most-
cited publications and 973 citations of his 33 most-cited publications. In order to
reach a g-index of 31, he will need an additional 15 (29 − 14) citations of his top-
cited 31 publications. In order to reach a g-index of 32 after reaching g = 31, he will
need an additional 49 (63− 14) citations of his top-cited 32 publications. Finally, in
order to reach g = 33 from g = 32, he will need an additional 52 (65− 13) citations
of his top-cited 33 publications.

The g-index can be temporally bounded. The temporally bounded g-index is the
largest natural number g such that the top g articles received (together) at least g2

citations for some time interval (for example, for the last five years). The temporally
bounded g-index allows for a comparison between the impacts of the papers of
scientists working in the same scientific area. The g-index can be modified in order
to account for multiauthorship of publications [189, 190].

Similar to thegh-indexdiscussed above, one canobtain also agg-indexon the basis
of the effective citations of the papers of the scientists as calculated by (2.22). There is
a discussion as towhether theh-indexorg-index is better [191].Our experience shows
that each of the two indexes gives a piece of information about the performance of
researchers, and these pieces of information are not the same. Thus we recommend
the use of both indexes together. For example, if one has to evaluate established
researchers from the same research area of the natural sciences (on the occasion of
competition for some award or some high academic position), then the set of the
h-index and g-index is a good choice for a minimum set of indexes that can give an
initial impression about the quantitative aspects of the results of the scientific work
of the candidates.

2.7 The in-Index

This index simply counts the number of papers of the scientist that are cited more
than n times. For example, the i10 index (used in Goggle Scholar) counts the number
of papers that are cited more than ten times. There are two versions of this index:
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Nonbounded in-index: This index counts the number of papers of the scientist
that are cited n times for the time of the scientist’s entire scientific career.

and

Temporally bounded in-index: This index counts the number of papers of the
scientist that are cited n times for some time interval (for example, for the last
five years).

The temporally bounded in-index allows a comparison between the impacts of
the papers of scientists working in the same scientific area. The combination of the
h-index, g-index, and several in indexes is another candidate for a set of indexes that
may give a good initial impression about the quantitative aspects of the production
of the evaluated researchers.

The in indexes for our two researchers are as follows:

• Researcher A: i100 = 0; i50 = 5; i30 = 16; i10 = 41;
• Researcher B: i100 = 1; i50 = 4; i30 = 11; i10 = 44.

Interesting is the temporally bounded i10 index for the two researchers for the last
five years. It is:

• Researcher A: itemp10 = 36;
• Researcher B: itemp10 = 16,

which shows that many more units of scientific information of researcher A (36
publications) are recognized as relatively important in comparison with the units of
research information (16 publications) of researcher B. But the longer research career
of researcher B has led to a larger value of his non-temporally bounded i10-index.
With respect to the i30 and i50 indexes, researcher A has already an advantage (despite
the shorter research career). Researcher B still has a lead with respect to i100.

2.8 p-Index. IQp-Index

The p-indexwas introduced by Prathap [192, 193] on the basis of the exergy indicator

X = k2P, (2.44)

where P is the number of papers published by a scientist and k = C/P is the ratio of
the number of citations C of the P papers published by the scientist. The p-index is
defined on the basis of the indicator X as follows:

p = X1/3 = (
k2P

)1/3
. (2.45)
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The p-index is designed as a joint measure of publication–citation activity of a
researcher. The values of this index for our two researchers are

• Researcher A: pA = 25.28;
• Researcher B: pB = 21.09.

The larger value of the p-index for researcher A is due to his better ratio between
obtained citations and research publications. This ratio participates at power 2 in the
index and compensates for the twice larger number of publications of researcher B.

The IQp-index was introduced in [194] to measure the impact of a researcher
along two dimensions: production (output, which is measured by the number of
publications) and quality (measured by the number of citations). In order to define
this index, one has to introduce a quantity called estimated citationsE. It is defined as

E = ca(p + 1)

2
, (2.46)

where

• a: age of the researcher;
• p: number of papers written by the researcher;
• c: correction factor reflecting the citations an average article receives in a particular
research area. The value of c is based on the weighted aggregate journal impact
factor of the top three subject categories in which the person has been cited.

Then IQp = QP, where Q and P are the quality and production components of the
index, defined as follows:

Q = C

E
; P = p

E/p

p + E/p
, (2.47)

where C is the number of citations of the papers written by the scientist and the
production P is measured by the number of adjusted papers [194]. The result is

IQp = C

p + ac(p+1)
2p

(2.48)

Note that the value of this index depends on the manner of counting citations and
publications.

Let us calculate the IQp index for our two researchers.We shall avoid the unknown
quantity c in the followingmanner. For researcher B,we shall assume c = 1. Thiswill
correspond to 1562 citations/260 publications. Then the value of c for researcher A
will be (1375 citations/117 publications)/(1562 citations/260 publications) = 1.956.
Then for the two researchers, the values of the index are as follows:

• Researcher A: IQA
p = 8.316;

• Researcher B: IQB
p = 5.356.

The IQp index assigns about a 60% greater impact of researcher A in comparison to
researcher B.
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2.9 A-Index and R-Index

The equation for the A-index is [195]

A = 1

h

h∑
i=1

Ci, (2.49)

where

• h: the value of the h-index for the evaluated scientist.
• Ci: number of citations for the ith paper from the list of ranked papers connected
with the h-index.

The A-index may be sensitive to the number of citations of highly cited papers. It
can happen as follows. Let us suppose two scientists: Alain and Paul. The h-index of
Paul is larger than the h-index of Alain. But the most-cited papers of Alain are much
more frquently cited than the papers of Paul. Then it can happen that the A-index of
Alain has a larger value than the A-index of Paul.

Because of the above, one often uses an additional index called the R-index (R is
used because the index contains a square root). Its equation is

R =
√√√√ h∑

i=1

Ci = √
A · h, (2.50)

where

• h: the value of the h-index for the evaluated scientist.
• Ci: number of citations for the ith paper from the list of ranked papers connected
with the h-index.

The square root of the sum used in R leads to the consequence that the values of the
index are not very large. In addition, there is no division by h, as in the case of A,
and nevertheless, the values of the two indexes do not differ much.

The R-index never decreases. This happens even if the corresponding scientist
has ended his or her publication activity. One way to deal with this is to define an
age-dependent R-index. The equation for this index is [195]

R∗ =
√√√√ h∑

i=1

Ci

ai
, (2.51)

where

• h: the value of the h-index for the evaluated scientist.
• Ci: number of citations for the ith paper from the list of ranked papers connected
with the h-index.
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• ai: age of the ith article.

On the basis of the R-index, a dynamic h-type index can be defined [196]. This index
is

dh(T) = R(T)νh(T), (2.52)

whereR(T) is theR-index, equal to the square root of the sum of all citations received
by articles belonging to the h-core at time T , and νh(T) is the h-velocity at time T ,

νh(T) = dh

dt
|t=T= lim

t→0

h(T + t) − h(T)

t
. (2.53)

The definition of dh contains three time-dependent elements: the size and contents of
the h-core; the number of citations received; and the h-velocity. According to [196],
the time T = 0 should be chosen not at the beginning of the researcher’s career but
five to ten years from the current moment of time (if the corresponding career is long
enough). Then the function h(T) should be fitted for determination of νh(T). There
are several estimates of h(T) [123, 197]. The estimate of Egghe [123] is

h(t) = [P∞C(t)α−1]1/α, (2.54)

where C(t) is the continuous citation distribution function; P∞ is the number of
publications at t = ∞; α > 1 is the (Lotka) exponent for the citation function. Then

dh(T) = R(T)

[
P∞(α − 1)C(t)α−2 dC

dt

] [P∞C(t)α−1](1−α)/α

α
. (2.55)

The values of the A-index and of the R-index for our two researchers are

• Researcher A: AA = 40.6; RA = 30.561;
• Researcher B: AB = 38.6; RB = 27.784.

The values of the A-index reflect the fact that the number of citations per publication
from the h-core of researcher A is larger than the corresponding number of citations
per publication of researcher B. The values of the R-index reflect the fact that the
number of citations for the publications from the h-core of researcher A is larger
than the number of citations for the publications from the h-core of researcher B.

Let us end here the calculation of various indexes connected to the research pro-
duction of the researchersA andB.We can summarize the obtained results as follows.
We have calculated values only for a small number of the indexes discussed in this
chapter. As an exercise, the interested reader may enlarge the table with the values
of additional indexes. As one may see from Table2.1, the values of the indexes give
us compact quantitative information about the research production of researchers,
and on the basis of the values of the indexes, we can compare the researchers. Such
an evaluation should be made on the basis of a sufficiently large number of values
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Table 2.1 Values of various indexes calculated for researchers A and B

Index Researcher A Researcher B Advantage
researcher A

Advantage
researcher B

Research
publications

117 260 +

citations 1375 1562 +

h-index 23 20 +

Temporary
bounded

h-index (last 5
years)

19 12 +

Normalized
h-index

0.1965 0.0769 +

g-index 33 30 +

i100-index 0 1 +

i50-index 5 4 +

i30-index 16 11 +

i10-index 41 44 +

Temporally
bounded

i10-index (last 5
years)

36 16 +

m-index 38.8 34.6 +

p-index 25.28 21.09 +

IQp-index 8.316 5.356 +

A-index 40.6 38.6 +

R-index 30.561 27.784 +

of indexes. And in addition to quantitative evaluation, qualitative evaluation (peer
review, etc.) of research production of researchers should be made.

Now let us continue the discussion of the indexes.

2.10 More Indexes for Quantification of Research
Production

2.10.1 Indexes Based on Normalization Mechanisms

1. Index B1

For a set of n papers, this index is defined as [198–201]
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B1 =

n∑
i=1

ci

n∑
i=1

ei

, (2.56)

where

• ci: number of citations of the ith publication (i = 1, 2, . . . );
• ei: expected number of citations of the ith publication.

The expected number of citations ei given the field and the year of publication is
the average number of citations of all papers published in the same field and in
the same year.

2. Index B2

This index is defined as [198]

B2 = 1

n

n∑
i=1

ci
ei

. (2.57)

We note that the above two indexes should be used carefully for evaluation of sets
of papers that are published too soon, since then, the expected number of citations
ei can have a relatively large difference in the values for different years.

2.10.2 PI-Indexes

The popularity of the Hirsch index is due in great part to the fact that it is a com-
posite index, because its value depends not only on the number and distribution of
citations over journal papers but also on the number of papers. One of the problems
of the h-index is that it is not appropriate for analysis of publication performance
of scientists with a relatively small number of publications. Such a situation can
arise in mathematics, for example. There are highly cited scientists with a relatively
small number of publications. As additional indexes for quantification of results of
scientific production in such cases, one can use the PI indexes [202]

PI(log) = ln(pC3), (2.58)

where

• P: number of journal papers of the scientists;
• C: total number of citations obtained by the journal papers;

PI(C) = 0.01(P + 2C);
PI(2C) = 0.01(P + 1.5C + 2C3P);
PI(3C) = 0.01(P + 1.3C + 3C3P); (2.59)
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where P and C are as above and C3P are the citations of the three most cited papers
of the scientists.

One can imagine other kinds of PI indexes. For example,

PIk = ln(CkP)/(k), (2.60)

where CkP are the citations of the most-cited k papers, etc.
Another interesting kind of productivity index was introduced by Phelan [203,

204]. It is well suited for research fields in which the most important contributor is
generally listed as the first author. In such fields, productionmight be better measured
by an index that weights both first-author publications and citations. Such an index
is

PIi =
⎛
⎝ pici∑

k
pkck

⎞
⎠

1/2

, (2.61)

where pi equals the total number of first-authored publications and ci equals the
total number of citations from first-authored publications. The sum is over all k first
authors of papers in the research field or subfield of interest. The value of PIi can be
multiplied by 100 for ease of reference.

Vinkler [205] proposed also the index

π = 0.01CS (2.62)

where CS is the number of citations obtained from S of the most-cited papers of the
researcher. The number S is obtained as follows. One takes all publications (whose
number is P, for example) and ranks them with respect to the number of citations
they have obtained. Then S = √

P.

2.10.3 Indexes for Personal Success of a Researcher

The h-index is not a proper quantity by which to compare scientists from different
scientific fields, because of different citing behavior, different numbers of scientists
working in different scientific fields, etc. Wu [206] proposed a field-independent
index of the personal success of a researcher as follows:

F = 1

K

K∑
k=1

∑
i∈k;i∈N

Ci(t)

Dk(t)
(2.63)

where

• k = {1, . . . ,K}: index for numbering of subject categories in which the author has
published;
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• i = {1, . . . ,N}: index for numbering of published papers;
• Ci(t): number of citations received up to some year of interest by the ith paper,
published in the year t.

• Dk(t): the average number of citations received up to the year of interest by all
papers in the same publication year t as paper i and belonging to the same category
k as the paper i.

Another kind of success index (s-index) was proposed in [207–210]. It is connected
to the indicator called the NSP (number of successful papers) [211]. From the point
of view of NSP, a paper is successful if it has received more citations than the number
of references in the list of references of the the paper. The concept of a successful
paper is refined further in the case of the success index. The paper i of a researcher is
successful if its citations ci are more numerous than the corresponding comparison
term CTi specific for the ith paper. In this case, the ith paper receives the score
sci = 1. If the paper is not successful with respect to CTi, the ith paper receives the
score sci = 0. The s-index is the sum of the scores sci,

s =
p∑

i=1

sci. (2.64)

The question is how to constrict CTi. Two possible constructions are [209] these:

• The average (or median) number of references made by the articles published in
the same journal and year of the publication concerned.

• The average (or median) number of references made/received by a sample of
publications representing the “neighborhood” of the publication concerned.

The success index s can be connected, for example, to the h-index and to the g-index.
Let all CTi equal χ . Then the success index can be written as

s(χ) =
∞∫

χ

dj f (j), (2.65)

where f (j) can be connected to an information-production process as follows. An
information-production process has sources (for example, publications) that produce
items (which are citations when publications are the sources). Then f (j) is the density
of the sources in item-density j. Let the size frequency function of the sources be a
decreasing power law

f (j) = C

jα
; C > 0; α ≥ 1; j ≥ 1 (2.66)

(this power law is called Lotka’s law and will be discussed in detail in Chap.4). Then
the success index is

s(χ) = C∗

χα−1
; C∗ = C

α − 1
. (2.67)

http://dx.doi.org/10.1007/978-3-319-41631-1_4
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From the definition of success index s(χ), one can easily see that:

• If χ = h, then the success index s(χ) is equal to the h-index of Hirsch;
• If

χ = h

(
α − 2

α − 1

)1/α

, (2.68)

then the success index s(χ) is equal to the g-index of Egghe.

Often, the personal success of a researcher is connected to his/her publication
strategy. The publication strategy of a researcher can be characterized by two indexes:
the PS-index (publication strategy index) [67, 201, 212] and the RPS-index (relative
publication strategy index). These indexes use the impact factor of Garfield (see
Sect. 3.16 from the next chapter). The indexes are defined as follows.

Publication strategy index

PS =
(

N∑
i=1

niGi

)
/

(
N∑
i=1

ni

)
, (2.69)

where

• N : number of journals where the papers of the evaluated researcher (or evaluated
research group) are published;

• ni: number of papers published in the ith journal;
• Gi: impact factor of the ith journal.

The PS-index gives interesting additional information about the publication practices
of the evaluated researchers. The index can be applied for monitoring the publication
channels used by the evaluated researcher or group of researchers. Since researchers
from different research fields use different channels, the value of the PS-index may
depend greatly on the bibliometric characteristics of the research field. Because of
this, the PS-index should be applied for comparison of sets of papers of authors
working in similar research fields.

Relative publication strategy index
The RPS-index is calculated on the basis of the PS-index as follows:

RPS = PS

Gm
, (2.70)

where PS is the value of the PS-index and Gm = 1
K

K∑
i=1

Gi is the mean of the impact

factors of some reference set of K journals.

http://dx.doi.org/10.1007/978-3-319-41631-1_3
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2.10.4 Indexes for Characterization of Research Networks

The theory of networks [213, 214] (and especially its branch devoted to social net-
works) has already many applications in different areas of research. Here are several
examples:

• biology [215, 216];
• epidemic spreading [217–219];
• crowd analysis [220];
• human dynamics and community detection [221–224];
• collaboration networks [225–232];
• consensus formation and agreement dynamics [233–235];
• study of spatial structures [236–238];
• structure and evolution of the Internet [239–241];
• rumor spreading [242, 243].

Network theory has also been applied to the area of study of dynamics of research
structures and evaluation of research production [244–246]. We expect that in the
course of the time, the number of these applications will grow steadily. Below, we
give several examples of the use of concepts of network theory in the area of science
dynamics and evaluation of research production.

• Schubert, Korn, and Telcs [247] have constructed two indexes of Hirsch type to
characterize properties of networks of scientists. The basic concept of these indexes
is the degree h-index of a network. This index is defined as follows:

A network has a degree h-index of h if not more than h of its nodes have degree
not less than h.

On the basis of the degree h-index of a network, two indexes have been constructed
in [247]:

• Degree h-index of paper hp: here the nodes of the network are the papers published
in a journal, and the links are between papers that share at least one common author.
Such a network of papers has degree h-index hp if hp is the largest number of papers
in the network that have degree at least hp.

• Degree h-index of authors hA: in this case, the nodes of the network are the authors
who publish in a journal. Links of the network are between authors that coauthored
at least one paper in the studied journal. In such a case, the network of authors
has degree h-index hA, which is the largest number of authors in the network who
have a degree at least hA.
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Networks are important for dynamics of science and scientific production [248,
249] (for example, an important element of scientific structure and processes is
the collaboration networks or the networks connected to the citation of the results
of scientific research). This importance is a factor for the increase in research on
scientific networks and for the introduction of new indexes and indicators connected
to these networks [250–254]. Let us mention several indexes and indicators for the
reader’s information.

• Network centrality in social networks has been much discussed since the famous
paper of Freeman [255]. Network centrality refers to indicators and indexes that
identify the most important vertices within a graph, connected to a certain (in
our case scientific) network. An example of such an index is the C-index and its
derivates [256]. This index presents a network centrality measure for collaborative
competence. Another network centrality measure is given by the l-index (lobby
index) [257, 258].

• Ausloos [259] measures the impact of the research of a scientist by means of
his/her scientific network performance and defines the coauthor core in this net-
work analogously to the core of papers defined by the h-index.

2.11 Concluding Remarks

A significant part of the discussion is this chapter was devoted to the h-index of
Hirsch: to its strengths and weaknesses and to numerous h-like indexes and indexes
complementary to the h-index. The reason for this is the popularity and widespread
use of this index. Numerous other indexes are also discussed, and they may help
evaluators to perform the quantitative part of the assessment of research production
of individual researchers. It was demonstrated on the basis of data about citations of
two researchers from the area of applied mathematics that these indexes may also
provide useful information for the comparison of research production of researchers.

The indexes discussed above, e.g., the h-index,may also be calculated for research
groups and departments as well as for research institutes, universities, and even for
research communities of countries. Thus the indexes discussed inChap. 2may also be
used for assessment of research production of groups containing many researchers.

We have applied numerous indexes above in the text in order to assess the research
production of two researchers. The bibliometric analyses might go far beyond such
computation and direct comparison of values of indexes. Analysis of links and rela-
tions in research networks and especially in copublication networks, analysis of
citation impact, etc., may require a multidimensional approach and advanced data-
analytical techniques such as cluster analysis or other data-analysis approaches that
allow a simultaneous analysis of quantitative relationships among several variables.
One example of an index that characterizes relations between two sets is the Jaccard

http://dx.doi.org/10.1007/978-3-319-41631-1_2
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index [260, 261]. Let us suppose we have two sample sets A and B. If A and B are
both empty, one sets the Jaccard index J(A,B) = 0. Otherwise,

J(A,B) = | A ∩ B |
| A ∪ B | = | A ∩ B |

| A | + | B | − | A ∩ B | . (2.71)

The values of the Jaccard index are between 0 (inclusive) and 1 (inclusive). One can
define the Jaccard distance

dJ(A,B) = 1 − J(A,B). (2.72)

An example of a bibliometric application of the Jaccard index is as follows. Let us
suppose we have a list of references, and let A and B be two sample sets of references
from this list containing nA and nB references. Let nAB be the number of references
that are present in both lists A and B. Then the Jaccard index for the two sample
sets is

J = nAB
nA + nB − nAB

. (2.73)

If the two lists of references are identical, then J = 1, and the corresponding Jaccard
distance isdJ = 0. If the two lists of references are completely different (no references
appear in both lists), then J = 0 and dJ = 1.

The results ofmultidimensional bibliometric analyses can be presented very effec-
tively by various kinds ofmaps and landscapes, and because of this, the importance of
these kinds of visualization techniques is increasing continuously.Additional indexes
characterizing relations among sets of units will be described in the next chapter.
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Chapter 3
Additional Indexes and Indicators
for Assessment of Research Production

Dedicated to the Max-Planck Society (a treasure for scientific
information ensuring high-quality research) and to the MPIPKS
(one of the places where the quality of research work of young

researchers has increased enormously in a short time)

Abstract About forty-five indexes for assessment of research production of single
researchers have been discussed in Chap. 2. These indexes are based mainly on cita-
tions of publications of the evaluated researcher. The indexes form Chap.2 can be
calculated also for groups of researchers. In addition to indexes from Chap.2, other
indexes useful for assessment of production of groups of researchers may be used.
About ninety such indexes are discussed in this chapter. The indexes are grouped
in the following classes: simple indexes; indexes for deviation from simple ten-
dency; indexes for difference; indexes for concentration, dissimilarity, coherence, and
diversity; indexes for advantage and inequality; indexes for stratified data; indexes
for imbalance and fragmentation; indexes based on the concept of entropy; Lorenz
curve and associated indexes. In addition, the set of indexes connected to the RELEV
method for assessment of scientific research performance within public institutes as
well as indicators and indexes for scientific research performance of nations and
about comparing national scientific productions are discussed. Finally, we discuss
briefly several journal citation measures as well as an example of an application of
a geometric tool for detection of scientific elites in a group of institutes on the basis
of Lorenz curves.

3.1 Introductory Remarks

Two modes of knowledge production may be considered [1, 2]: Mode 1 and Mode
2. Mode 1 of knowledge production is motivated by scientific knowledge alone, e.g.,
by fundamental research. In other words, Mode 1 of knowledge production is not
connected to the search for applications of the obtained results.Mode 1 of knowledge
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production is founded on the separation of science into discrete disciplines (e.g., a
researcher from one disciplinemay not bother about another discipline). InMode 2 of
knowledge production,multidisciplinary teams are brought together for short periods
of time to work on specific problems in the real world for knowledge production.
Mode 2 is closely connected to the project system of research, e.g., to how research
funds are distributed among scientists and how scientists focus on obtaining these
funds. In the case of Mode 1, the scientific knowledge production is carried out
by actors who are distributed, yet proximate. In the case of Mode 2, knowledge
production is distributed, and the actors are far apart. The notion of distribution
may be considered in five proximity dimensions (cognitive, organizational, social,
institutional, geographical) [3].

Mode 2 of knowledge production has been increasingly applied in the research
systems of many countries. This shift of science toward Mode 2 of knowledge pro-
duction has occurred becauseMode 2 is considered to bemore interdisciplinary,more
heterogeneous, closer to social actors and contexts, and more susceptible to social
critique [4]. Mode 2 is an important factor in the increasing importance of indicators
and indexes for assessment of research production of groups of researchers, since
Mode 2 is connected to actions of teams consisting of several research groups.

In this chapter, additional indicators and indexes for assessment of research pro-
duction of groups of researchers are discussed. From the viewpoint of bibliometric
methodology, one may make a distinction among three levels of aggregations [5]:
micro level—publication output of individuals and research groups; meso level—
publication output of institutions or studies of scientific journals; macro level—
publication output of regions and countries and groups of countries.Wediscuss below
indexes belongingmainly to themeso level and themacro level of aggregation. These
indexes may be applied to any organization that has components, and these compo-
nents possess some units. Components may be researchers from a research group;
research groups from a research institute or faculty; research institutes belonging
to groups of institutes, etc. Units may be publications, citations, patents, etc. The
following groups of indexes will be discussed:

1. Simple indexes: index of quality of scientific output; annual impact index;
MAPR-index; T-index; RPG-index; TPP-index; TIA-index.

2. Indexes for deviation from simple tendency: Schutz coefficient of inequality;
Wilcox deviation from the mode; Nagel’s index of equality; coefficient of vari-
ation.

3. Indexes for differences between components: Gini’s mean relative difference;
Gini’s coefficient of inequality.

4. Indexes for concentration, dissimilarity, coherence, and diversity: Herfindahl–
Hirschmann index of concentration;Horwat’s index of concentration;RTS-index
of concentration; diversity index of Lieberson; generalized Stirling diversity
index; index of dissimilarity; generalized coherence index.

5. Indexes of imbalance and fragmentation: Index of imbalance of Taagepera; RT-
index of fragmentation.
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6. Indexes based on the concept of entropy: Theil’s index of entropy; redundancy
index of Theil; negative entropy index; expected information content of Theil.

7. Lorenz curve and associated indexes; Lorenz curve, index of Kuznets; Pareto
diagram.

8. Indexes for the case of stratified data: Index of Gini for stratified data; index of
Kuznets for stratified data; coefficient of variation for stratified data; index of
Theil for stratified data.

9. Indexes of advantage and inequality: Index of net difference of Lieberson; index
of average relative advantage; index of inequity of Coulter; proportionality index
of Nagel.

10. RELEV method for assessment of scientific research: Indexes and indicators
connected to the RELEV method.

11. Indexes and indicators for comparison among scientific communities in different
countries.

12. Indexes and indicators for efficiency of research production from the point of
view of publications and patents.

13. Indexes for characteristics of scientific production of a nation.
14. Indicators for leadership.
15. Selected journal citation measures: Impact factor, intermediacy index; SNIP

indicator; SJR.

Many examples for calculation of these indexes are provided. Special attention is
devoted to calculation of the values of indexes for the two extreme cases (when one
component possesses all the units andwhen all components possess the same number
of units). Finally, we shall discuss the important question for research elites on the
basis of a geometric detection of kinds of scientific elites from the Lorenz curve of
the publications written by groups of researchers.

3.2 Simple Indexes

We shall discuss two indexes connected to citations of production of a group of
researchers: the index for the quality of scientific output and the annual impact index.
The remaining indexes discussed are connected with characteristics of the research
publications of the group. They include the mean annual percentage rate (MAPR)
index, the doubling-time index, the relative publication growth (RPG), and indexes
of total publication productivity and total institutional authorship.

3.2.1 A Simple Index of Quality of Scientific Output Based
on the Publications in Major Journals

Let us consider a hypothetical group of researchers (research group, department,
institute, etc.). The group of researchers produces some output that is cited. Let us
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count the citations for some time period (say one year or several years). One may
consider the index

Q1 = Nm

N
, (3.1)

where

• N : total number of citations of the research output of the group of scientists;
• Nm : number of citations of the research group in major journals.

In order to use this index, we need a list of major journals. If we have such a list for
the corresponding scientific area, then the evaluators of scientific performance can
use Q1 as an orientation for the quality of the research output of the scientific group.
In addition, some further analysis of Nm can be made. It may happen that:

1. Almost all of the Nm citations are citations of the output of a single person or of
a small number of persons from the group of scientists. In this case, we have a
group with one or several scientific leaders.

2. The citations Nm are more or less spread evenly among the scientific productions
of all members of the group. In this case, we have a scientific group with some
(smaller or larger) degree of homogeneity with respect to the quality of scientific
output.

Let us discuss two examples of calculation of index of quality. We consider two
research groups. Each group consists of five researchers. The first group consists
of only young researchers. The number of citations (Nm, N ) for the members of
this group are (10, 15); (20, 31); (14, 22); (35, 48); (55, 62). Thus for the entire
group, Nm = 134 and N = 178. Then QI

1 ≈ 0.75. The second group contains
two established researchers. The number of citations for the members of this group
are (753, 1042); (554, 782); (80, 119); (41, 56); (12,16). Thus for the entire group,
Nm = 1440 and N = 2011. Then QI I

1 ≈ 0.72, i.e., the quality index of the scientific
output of the two groups is almost the same. This example was especially designed
in order to show again that evaluation and comparison of research groups based on a
single index is insufficient: in the one-dimensional space of the values of the simple
index of quality, the two groups of researchers are very close one to each other. In
order to evaluate them properly, we need a higher-dimensional space, i.e., we need
sets of values of various indexes. These sets may represent the coordinates of the
research groups in the multidimensional space of values of the indexes (quantitative
evaluation space). A larger dimension of this space means more indexes to be used,
and an increase in the dimension of the quantitative evaluation space usually increases
the corresponding distance between points corresponding to the research groups in
the space. The larger distance between research groups in the quantitative evaluation
space allows better comparison of their research results.
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3.2.2 Actual Use of Information Published Earlier:
Annual Impact Index

The annual impact index for the i th year of the papers published in the nth year
(n < i) AIi,n [6] is defined as follows:

AIi,n = Ci,n

Pn
, (3.2)

where

• Ci,n: number of citations received in year i by the papers published in year n;
• Pn: number of papers, published in year n.

Let us fixn.When i is close ton, the annual impact indexmay increasewith increasing
i . Usually, at some value of i , the index has its maximum value, and when i increases
further, the value of the index begins to decrease (one factor for this decrease is the
aging of the information contained in the papers published in the year n).

The index of the actual use of information helps us to see easily whether the
research information produced by a group of researchers is useful for the research
society. Let us demonstrate this. We consider two research groups. Research group
A has six publications for 2010, and research group B has twelve publications for
2010. The quantity of information produced by research group B is larger than that
produced by A. The sets of citations of the above publications for the period 2011–
2015 of the two groups are as follows:

• Research group A: 3, 8, 17, 38, 60;
• Research group B: 2, 8, 21, 49, 94.

The corresponding values of the AIi,n-index are (approximately)

• Research group A: 0.5, 1.33, 2.83, 6.33, 12;
• Research group B: 0.16, 0.66, 1.75, 4.08, 7.83.

Thus according to the AIi,n-index, the impact of the information producedby research
group A is larger (at least for the five-year period of evaluation 2011–2015).

3.2.3 MAPR-Index, T-Index, and RPG-Index

These indexes are characteristics of the set of publications produced by the evaluated
group of researchers [7, 8]. The MAPR-index (mean annual percentage rate) is
defined as

MAPRt = 100

[
1

t

t∑
i=1

Pi − Pi−1

Pi−1

]
, (3.3)
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where

• t : length of the studied period (in years);
• Pi : number of papers written by the group of researchers in year i

For example, if the period of evaluation is five years, then

MAPR5 = 20

[
P1 − P0

P0
+ P2 − P1

P1
+ P3 − P2

P2
+ P4 − P3

P3
+ P5 − P4

P4

]
. (3.4)

Note that all the Pi should be different from 0. The MAPR-index can also be used
for characterization of the evolution of the number of publications in a research field
or in a journal or group of journals.

The MAPR-index easily detects the phases of increasing or decreasing research
activity. Let us consider two research groups that are evaluated for a period of five
years (t = 5). GroupA is a newly established research group, and groupB is amature
group in a research field that is slowly beginning to be exhausted. The number of
publications of the two groups are

• Research group A: 3, 5, 5, 7, 8, 11;
• Research group B: 63, 64, 62, 60, 58, 60.

The values of the MAPR5-index for the two research groups are

• Research group A: MAPRA
5 ≈ 1.583;

• Research group B: MAPRB
5 ≈ −0.346.

The values of the MAPR-index that are very close to 0 or negative are evidence of
maturity or of problems in the corresponding research group. The nature of such
problems may be further studied by other quantitative or qualitative tools.

The T -index (the doubling time) is defined as

T = 1

2

0.301(t − 1)

ln(Pt ) − ln(P1)
, (3.5)

where

• P1: number of papers in the starting year;
• Pt : number of papers in the t th year.

The T -index gives a good impression about the mean size of the expansion of the
scientific information produced by the research group or the mean size of expansion
of information in a given research field. Let us consider two research fields with
T -indexes of seven years and fifteen years. The first field expands faster. Faster
expansion (and small value of the T -index) is characteristic for new fields or for
established fields after a large discovery is made. The T -index of a mature field has
a large value.

For the two research groups discussed above, we obtain the following values of
the doubling-time index:
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• Research group A: TA ≈ 1.84;
• Research group B: TB ≈ −12.28.

The results show that the tempo of advancing of the research activity of the newly
established group is good, whereas the negative value of the index shows a shrinking
of research production in the mature group B. Let us note that it is good practice
to include only publications in journals of some level (i.e., journals with an impact
factor or journals with an SJR factor) in order to achieve greater objectivity regarding
the information supplied by the MAPR-index and by the T -index.

The RPG-index (relative publication growth index) [9] is defined as

RPG j (T ) = Pj

Q j
; Q j =

T= j−1∑
i=1

Pi , (3.6)

where

• T = j − 1: period in which the published papers are counted (T ≥ 3);
• j : year for which the index is calculated;
• Pi : number of published papers in the i th year of the period of interest.

The value of T can be five years, ten years, twenty years, etc. The value of the RPG-
index for several databases of papers (Chemical Abstracts, Biological Abstracts, Sci-
ence Citations Index, etc.) can be found in Table4.2 of [8]. The RPG index calculated
with appropriately selected time periods may give us information about the dynamic
equilibrium between recent information and previously published information.

As defined above, we can calculate, for example, RPG11(10) but not RPG11(8).
In order to be able to calculate the value of the last index, we have to redefine the
index slightly as follows:

RPG j (T = j − k) = Pj

Q j
; Q j =

j−1∑
i=k

Pi , (3.7)

where 1 ≤ k ≤ j − 1.
The RPG5(4)-index for the two research groups discussed in the subsection for

the MAPR-index has the values

• Research group A: RPGA
5 (4) ≈ 0.44;

• Research group B: RPGB
5 (4) ≈ 0.246.

The result shows that the rate of total publications growth for research group A is
about twice that of the rate for research group B.
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3.2.4 Total Publication Productivity, Total Institutional
Authorship

The TPP-index (total publication productivity index) [8] compares the total informa-
tion productivity of groups of researchers working in fields with similar bibliometric
features. The definition of the index is

TPPT = pT
κT

, (3.8)

where

• T : period of evaluation;
• κ: mean number of researchers working in the research group in the period T ;
• pT : total number of scientific publications published by the members of the
research group in the period T .

As publications, onemaycount journal papers (also in electronic form), or in principle
one may count any kind of scientific publications except conference abstracts.

The value of the TPP-index can be greatly influenced by multiple authorship.
Because of this, it is useful if the TPP-index is accompanied by the TIA-index (total
institutional authorship index) [10]

TIAT = Aa(T )

At (T )
, (3.9)

where

• T ; period of evaluation;
• Aa(T ): Number of authors attributed to the evaluated research group for the
period T ;

• At (T ): total number of authors of the publications published by the research group
for the period T .

3.3 Indexes for Deviation from a Single Tendency

The concept of indexes for deviation from a single tendency is as follows. One has
a numerical series. By a mathematical operation one defines a value that is called
the standard value (standard) for the series (different definitions can lead to different
standards). Each value of the series deviates from the standard value. The indexes
are constructed on the basis of these deviations.

In general, the tendency of deviation from a standard value can change over time.
Below, we shall discuss mostly deviations from time-independent quantities. We just
note that one can also construct deviations from time-dependent quantities. One such
index is the Przeworski index of instability [11].
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An important type of deviation from the time-independent quantities is deviations
(absolute or squared) from a central tendency. Among the absolute deviations from
a central tendency we shall discuss the indicators called the Schutz coefficient of
inequality and the Wilcox deviation from the mode.

3.3.1 Schutz Coefficient of Inequality

The equation for this index is [12]

I1 =

K∑
i=1

(
Pi
P

− 1
)

K − 1
, (3.10)

where the quantities are as follows:

• K : number of components.
• Pi : percentage of the total number of units possessed by the i th component.

• P: average percentage (P = (1/K )
K∑
i=1

Pi ).

Let us illustrate the extreme values of I1 in terms of scientists and papers. If all
scientists possess the same number of papers (absolute equality), then Pi = P and
I1 = 0. The other extreme case is that one of the scientists possesses all the papers
and the other K − 1 scientists have none. Then the denominator of I1 has the value
K − 1, and I1 = 1.

Inequality is an important concept in the social sciences and economics [13, 14].
Many measures developed for measuring economic and social inequality [15] can
be used for measurement of different aspects of inequality of research production of
researchers. Some of these indexes will be discussed below.

3.3.2 Wilcox Deviation from the Mode (from the Maximum
Percentage)

The equation for this index is [16]

I2 = 1 −

K∑
i=1

(Pm − Pi )

K − 1
, (3.11)
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where the quantities are as follows:

• K : number of the components.
• Pi : percentage of the total number of units possessed by the i th component.
• Pm : the maximum value among P1, . . . , Pk .

I2 measures the extent to which the nonmodal components resemble the modal
component. In our example about scientists and papers, Pm is the share of the most
productive scientist (measured by the number of published papers). If all the scientists
are as productive as the most productive one, then I2 = 1. If the most productive
scientist wrote all the papers and the other scientists wrote none, then I2 = 0, which
indicates a problem.

The index of Wilcox was developed for measurement in political science. There
exist several more indexes proposed by Wilcox [17] for measurement of different
aspect of public opinion. These indexes (as has been shown above) can be easily
adapted for assessment of research production.

Let us now turn to the squared deviations from a central tendency. Here we shall
discuss Nagel’s index of equality.

3.3.3 Nagel’s Index of Equality

The equation for this index is [18]

I3 = 1 −

K∑
i=1

(
Ni − N

K

)2
(
Z − N

K

)2 . (3.12)

The quantities above are as follows:

• Ni : Number of units possessed by the i th component of the organization;
• N : Total number of units distributed among the components;
• K : Number of components of the organization;
• Z : The worst possible allocation of components in terms of equality. This worst
possible allocation occurs when one of the components owns all of the units and
the other components own nothing.

Let the worst possible allocation be realized (a single researcher wrote all the pub-
lications in the research group, and the other researchers have none). Then I3 = 0.
And if all researchers from the research group wrote the same (N/K ) number of
publications, then I3 = 1. Thus very small values of Nagel’s index of inequality are
evidence for the presence of a small number of highly productive researchers in the
research group.

We note that the value of Nagel’s index is sensitive to the number of components
of the system.
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3.3.4 Coefficient of Variation

The equation for the coefficient of variation is [19]

I4 = 1

U

√√√√ 1

K

K∑
i=1

(Ui −U )2, (3.13)

where

• K : number of components of the organization;
• Ui : number of units owned by the i th component;
• U : average number of units owned by the system components.

The variation coefficient is obtained by division of the standard deviation of the data
by the mean value of the units owned by a component of the organization. Let the
organization be a research group. One extreme case occurs when one component of
the organization (one member of the research group) has written all the publications.
Then U1 = U2 = · · · = UK−1 = 0 and UK = KU . Then I4 = √

K − 1. The
other extreme case occurs when all researchers have written the same number of
publications (namely U publications). Then I4 = 0. Thus the presence of large
differences in the research production of the researchers from the group will lead
to a significant deviation of I4 from 0. Another index of this kind is the logarithmic
variance

I5 = 1

K

K∑
i=1

(lnUi − lnU )2. (3.14)

If all researchers from the research group wrote the same number of publications,
then I5 = 0. In the extreme case that one of the researchers from the group wrote
all the publications, then I5 = (ln(K ))2/K . We note that the indexes I4 and I5 can
be easily normalized in order to have values between 0 and 1. We now proceed to
the group of indexes for differences between components. Such indexes include, for
example, the two quantities used by Gini: Gini’s mean relative difference and Gini’s
coefficient of inequality.

3.4 Indexes for Differences Between Components

3.4.1 Gini’s Mean Relative Difference

Gini’s mean relative difference [20, 21] is calculated as follows:

I6 = 1 −

K−1∑
i=1

K∑
j=i+1

| Pi − Pj |
K − 1

, (3.15)
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where the quantities are

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

The values of I6 are between 0 and 1.When one of the components possesses all units,
the value of I6 is 0, regardless of the number of components. When all components
possess the same number of units, the value of I6 is 1. Let the units be the publications
written by the researchers from a research group. If one of the researchers wrote all
the publications, then Gini’s mean relative difference is 0. If all researchers wrote
the same number of publications, then the value of the index is 1.

Gini’s mean relative difference also has a continuous version [22], which was
used for quantification of the speed of technological adoption in India. An extensive
discussion on the measures of Gini and similar measures such as the Lorenz curve
can be found in [23, 24].

We note that the values of I6 do not correspond to expectations that might arise
from the name of the index. One might expect that the value 0 will be assigned to
the case in which no difference between researchers exists (all of them wrote the
same number of publications). And for the extreme case (one researcher wrote all
publications), the expectation for the value of the index is that it should be equal to
1. The real situation is exactly the opposite, and this is one factor that contributes to
the popularity of the following index: I7.

3.4.2 Gini’s Coefficient of Inequality

Gini [20] preferred to use I6, but in the course of time, Gini’s coefficient of inequality

I7 = 1

2

K∑
i=1

K∑
j=1

∣∣ Pi − Pj

K

∣∣ (3.16)

become more popular. The quantities in I7 are as follows:

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

Gini’s coefficient is sensitive to the number of components K , and because of this,
it is better when I7 is used in organizations that have a large number of components
K . If the number of components is small, then it is better to use I6.

Let us calculate Gini’s coefficient of inequality for several cases of groups of
researchers and their research publications. If all researchers wrote the same number
of publications, then I7 = 0. If one of researchers wrote all publications, and other
researchers wrote none, then I7 = K − 1. (Thus the index can be normalized when
one divides it by K − 1: I+

7 = I7/(K − 1).) Let us now suppose we have a research
group of five researchers and the percentage of publications they wrote is P1 = 0.15;
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P2 = 0.18, P3 = 0.22, P4 = 0.30, P5 = 0.15. Then the value of Gini’s coefficient
of inequality is I7 = 0.101. Thus the value of I7 is closer to 0 than to the maximum
value of 4, which reflects the fact that the inequality with respect to the number of
publications in the group of researchers is not very large.

Gini’s coefficient is much used in economics, the social sciences, ecology, etc.
[25–30]. An example of its use in the area of scientific research is for quantification
of the concentration of scientific research and innovation [31].

3.5 Indexes of Concentration, Dissimilarity, Coherence,
and Diversity

The next group of indexes are indexes for concentration and diversity. These indexes
inform us how the quantities associated with research production (number of publi-
cations, number of citations, etc.) are concentrated among groups of researchers. An
exploration of the concentration of research production reveals also fragmentation,
diversity, coherence, and imbalance with respect to scientific production in research
organizations. Diversity may be defined as the property of apportioning units into
categories in any system [32]. Coherence may be defined as the property of relating
categories via units. Coherence captures the extent to which the various parts in a
system are directly connected via some relation. Diversity has the following three
distinct attributes: (i) variety—number of categories into which the units are appor-
tioned; (ii) balance—evenness of the distribution of units across categories; (iii)
disparity—degree to which the categories of the units are different [4]. The diver-
sity of a system increases not only with more categories (higher variety) and with
a more balanced distribution (higher balance), but also if the units are allocated to
more different categories (higher disparity). Coherence has the following attributes:
(i) density—number of relations between categories; intensity—overall intensity of
the relations in the system; (iii) disparity—degree to which the categories of the
relations are different.

In the process of analysis of diversity, one may use units such as university, insti-
tute, faculty, department, article, researcher, and research topic such as an emergent
technology. Some of these units may be connected to a small number of the corre-
sponding items. Thus one may not have enough items for a robust statistical analysis,
which may worsen the quality of the resulting measures.

3.5.1 Herfindahl–Hirschmann Index of Concentration

The equation for this index [33, 34] is

I8 =
K∑
i=1

P2
i , (3.17)
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where

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

This form of the index is insensitive to small values of Pi , since the square of a value
that is close to 0 is quite a small number. The index I8 has its maximum value of
1 when one of the components of the organization possesses all units (in the case
of our example, when one of the scientists possesses all the papers). The minimum
value of the index is 1/K when all the components possess an equal number of units
(there is no concentration of papers). Thus the lower bound of the index depends on
the number of components K . In order to avoid this and to bound I8 between 0 and
1, one can use the following form of the index:

I ∗
8 = 1 − 1 − I8

(1 − 1/K )
. (3.18)

When the number of components (the number of researchers) is large, then 1/K is
small, and one can use I8. If, however, the number of components is small, then it is
better to use I ∗

8 .
Let us calculate I8 for the case of the group discussed above for the case of index

I7. The result is I8 = 0.2158,which reflects the relatively small level of concentration
of ownership of research publications in the evaluated research group.

The Herfindahl–Hirschmann index has been used for measurement of dominant
power [35], for measuring concentration in portfolio management [36], etc. [37, 38].

3.5.2 Horvath’s Index of Concentration

The equation for this index is [39]

I9 = Pm +
K∑
i=2

P2
i [1 + (1 − Pi )], (3.19)

where

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component;
• Pm : percentage of the total number of units possessed by the modal component
(the component that possesses the largest number of units).

Horvath’s concentration index measures the influence of the largest component. In
our example, themodal component consists of the researcher with the largest number
of publications. The index is useful in cases in which one of the scientists dominates
the group of scientists with respect to some quantity (for example the number of pub-
lished papers). The index I9 measures the change in the primacy of this researcher
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within the group in the course of time. Let us illustrate this. We shall consider a
research group of five researchers. At the beginning, one of the researchers pos-
sesses all the publications of the group, and the other (young) researchers have not
written any publications. In this case, I9 = 1. In two years, the situation changes.
The experienced researcher still dominates with 90% of the papers, but the other
four researchers have also written some papers. Let the percentage distribution be
0.9, 0.04; 0.02; 0.02; 0.02. Then the value of the index is I9 = 0.95512, which
reflects the changes but still shows the dominance of the most experienced researcher
from the evaluated research group.

3.5.3 RTS-Index of Concentration

This index was designed by Ray et al. [40, 41]. The equation for this index is

I10 =
[∑K

i=1 P
α
i − K (1−α)

1 − K (1−α)

](1/α)

, (3.20)

where

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component;
• α: parameter.

A characteristic feature of this index is that it depends on the parameter α. For α = 0,
I10 = 0. For α = 1, I10 = 1. As α → ∞, I10 → Pm , where Pm is the modal share
of units (the number of units of the largest possessor of units).

Indexes of concentration are quite useful in the evaluation of research groups.
They can exhibit hidden problems, such as concentration of research publications
in researchers who are at the end of their scientific career, which hints at a future
decrease in research productivity of this research group.

3.5.4 Diversity Index of Lieberson

The equation for this index is [42]

I11 =
1 −

K∑
i=1

P2
i

(1 − 1/K )
, (3.21)
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where

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

The index I11 is bounded between 0 and 1. Let us discuss a group of researchers
and their research publications. If one of the researchers owns all publications, then
I11 = 0, and if all researchers have written the same number of publications, then
I11 = 1. As an example for application of the index of diversity, let us consider
two research groups. Research group A consists of five researchers, and the per-
centages of research publications are as follows 0.3, 0.25, 0.2, 0.15, 0.1. Research
group B consists of six researchers, and the percentages of research publications are
0.25, 0.2, 0.15, 0.15, 0.15, 0.1. The values of the index are as follows:

• Research group A: I A11 = 0.96875;
• Research group B: I B11 = 0.984.

Thus the diversity of the two research groups is almost the same, and the value of
the index is close to 1, which hints at sufficient activity of all researchers from the
evaluated research groups.

3.5.5 Second Index of Diversity of Lieberson

Let us consider twopopulations Q and R. Nowwewant to study the diversity between
the populations with respect to some category. The equation for the index is [42]

I12 = 1 −
C∑
i=1

Qi Ri , (3.22)

where

• Qi : proportion of the category in population Q;
• Ri : proportion of the category in population R;
• C : the number of categories.

The populations Q and R can be of any type. For example, they may be the pop-
ulations of researchers in two research institutes. The category can be any nominal
category of some attribute. For example, the attribute can be the age of researchers and
the categories can be young researchers (up to age 40); intermediate-age researchers
(40–60 years old), and mature researchers (over 60 years old).

The index I12 reaches its maximum value of 1 when the diversity between the two
populations is maximal. This happens when, for example, all Qi equal 0 and all R0

are positive.
Let us consider one example. We have two research institutes from the same

area (say physics). For institute A, the percentage of young researchers is 0.05, the
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percentage of intermediate age researchers is 0.15, and the percentage of mature
researchers is 0.8. In = institute B, the percentage of young researchers is 0.08, the
percentage of intermediate-age researchers is 0.25, and the percentage of mature
researchers is 0.67. The index of diversity of Lieberson for these two institutes is
I12 = 0.4325.

The diversity index of Lieberson can be used for analysis of different kinds of
networks [43], electoral competition [44], etc.

3.5.6 Generalized Stirling Diversity Index

Let us consider units of something (e.g., publications) distributed among N categories
(e.g., categories connected to the ISI Web of Science). Let pi be the proportion of
the units in category i , and di j the distance between categories i and j . Then the
generalized Stirling diversity index is [32]

S =
∑

i, j (i 	= j)

(pi p j )
αdβ

i j , (3.23)

whereα andβ are parameters. In order to use this index, one has to choose appropriate
categories and to assign units to each category. Then one has to construct adequate
metrics for the distance di j and to set appropriate values of the parameters α and β.
Often one chooses the density in the interval 0 < di j < 1, and the choice of small
values of β emphasizes the importance of distance for the studied problem.

Particular cases of the generalized Stirling diversity index are the Rao–Stirling
diversity index (α = β = 1) [45, 46]

SRS =
∑

i, j (i 	= j)

(pi p j )di j ; (3.24)

and the Simpson diversity index (α = 1; β = 0)

SS =
∑

i, j (i 	= j)

(pi p j ) = 1 −
∑
i

p2i . (3.25)

The Rao–Stirling indexmay be interpreted as the average cognitive distance between
elements, as seen from the categorization, since it weights the cognitive distance di j
over the distribution of elements across categories [4]. The Rao–Stirling diversity
index can be added over scales (under some plausible assumptions) [47]. Then, for
example, the diversity of a research institute is the sum of the diversities within
each article it has published, plus the diversity between the articles. This interesting
property leads to the possibility of measuring the diversity of large organizations in
a modular manner.
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3.5.7 Index of Dissimilarity

Let us have two groups of researchers that are classified with respect to some charac-
teristic that has two possible values (for example, one group consists of researchers
who have published papers, and the second group consists of researchers who have
not published even a single paper). The equation for the index is

I13 = 1

2

K∑
i=1

| G1i − G2i |, (3.26)

where

• K : number of investigated research organizations;
• G1i : proportion of components of the i th organization that can be characterized
by the first value of the characteristics;

• G2i : proportion of components of the i th organization that can be characterized
by the second value of the characteristics.

Let us now consider two research groups. Research group A has ten members, and
eight of them have publications. Research group B has fourteenmembers, and eleven
of them have publications. In this case, I13 = 0.015. Let now two new PhD students
join research group B. Thus it has sixteen members, and eleven of them have publi-
cations. The value of the index changes to I13 = 0.1175, which reflects the fact of
increasing dissimilarity and diversity between the two groups of researchers.

In its original definition [48], I13 was defined as an index of segregation (for
example, segregation of citizens of different skin color in some urban area).

3.5.8 Generalized Coherence Index

Let us consider units of something (e.g., publications) distributed among N categories
(e.g., categories connected to the ISI Web of Science). Let pi be the proportion of
units in category i ; Ii j the intensity of relations between categories i and j ; and di j
the distance between categories i and j . Let us suppose that we have constructed
adequate metrics for distance and intensity. The generalized coherence index [4] is
given by the equation

G =
∑

i j (i 	= j)

I γ

i j d
β

i j . (3.27)

When γ = δ = 0, the value of G is equal to M . For γ = 1 and δ = 0, we obtain a
measure of intensity

GI =
∑

i j (i 	= j)

Ii j = 1 −
∑
i

Iii , (3.28)
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and for γ = δ = 1, we obtain a measure of coherence

G =
∑

i j (i 	= j)

Ii j di j . (3.29)

If the intensity of relations is defined as the distribution of relations (i.e., when Iik
is equal to pik), then the coherence from (3.29) may be interpreted as the average
distance over the distribution of relations pik .

3.6 Indexes of Imbalance and Fragmentation

The next group of indexes consists of indexes of imbalance and fragmentation. From
among these indexes, we shall discuss the index of imbalance of Taagepera and the
RT-index of fragmentation.

3.6.1 Index of Imbalance of Taagepera

This index treats imbalance as a comparison of the size of the largest component
with respect to the size of the next-largest one. The equation for the index is [49]

I14 =

K−1∑
i=1

(Pi−Pi+1)

i − (
K∑
i=1

P2
i )2

√
K∑
i=1

P2
i − (

K∑
i=1

P2
i )2

, (3.30)

where the components of the organization are ranked in decreasing order with respect
to the possessed units and

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

The index I14 is most sensitive to the size difference (called imbalance) between
the two largest components of the organization. A larger difference leads to a larger
value of I14.

3.6.2 RT-Index of Fragmentation

The relationship for this index is [50]
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I15 = 1 −

K∑
i=1

Ni (Ni − 1)

N (N − 1)
, (3.31)

where

• K : number of components of the organization;
• Ni : total number of units possessed by the i th component;
• N : total number of units possessed by all components of the organization.

The index is designed as 1 minus a measure of concentration of units among the
components of the organization. In our example, the concentration of all papers
to the account of one scientist leads to I15 = 0. When the papers are uniformly
distributed among the scientists, then I15 is roughly equal to 1 − 1/K 2, and for a
large number of components of the organization, this value is almost equal to 1. From
the last sentences, it follows that one has to use I15 for evaluation of fragmentation
in organizations that have a large enough number of components.

We stress the following characteristic of I15. If two groups of researchers (each
with some fragmentation with respect to the possession of their published papers) are
combined into a single group, then I15 for the new group will have a larger value than
the values for the two groups considered separately. In other words, when groups are
combined, then I15 shows a greater fragmentation in the new group in comparison
to the two groups that are combined.

3.7 Indexes Based on the Concept of Entropy

Most of the indexes discussed below have the useful properties of aggregation and
decomposition. The decomposition property means that the corresponding measure
(of inequality in research productivity, for example) for the entire population of
researchers (of a research group, research institute, etc.) can be decomposed as a
sum of measures within the subpopulations (within the sections of the institute).
Aggregation means the opposite: the sum of the corresponding measures for the
subpopulation gives the value of the measure for the entire population.

The concept of entropy is used in analyses of science dynamics [51]. In order
to understand the indexes based on the concept of entropy, we need the following
concepts:

• Bit: Let us have m alternatives and we have to choose one of them. The number
of bits of information h needed to select one of these alternatives is defined as
m = 2h . Then h = log2 m. In other words, one bit of information is gained when
the value of a specific random variable (a variable that can take the value 0 or 1
with equal probability) becomes known.

• Entropy of a set of random variables: Let us have a set of L random variables
each of which has its own probability of occurrence pi and its own information
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of hi bits. The entropy of the set equals the sum of the information values of
all the individual variables, each weighted by the corresponding probability of
occurrence:

H =
L∑

i=1

pihi =
L∑

i=1

pi log2(1/pi ) = −
L∑

i=1

pi log2(pi ).

The maximum value of the entropy is obtained when all probabilities of occurrence
are the same.When one of the probabilities of occurrence is close to 1 (and the others
are close to 0), then H is close to 0.

3.7.1 Theil’s Index of Entropy

The probabilities pi discussed above can be interpreted as percentages of the total
number of units possessed by the i th component. In such a way, the entropy can be
used directly as a measurement of (scientific) inequality. The result is Theil’s index
of entropy. The equation for the index is [52–54]

I16 = −
K∑
i=1

Pi log2 Pi , (3.32)

where

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

A larger value of I16 corresponds to greater equality in the group of components
(which means that the differences among the numbers of published papers among
the scientists from the studied group is not very large).

Let us calculate I16 for several cases for a group of researchers and their research
publications. Let one of researchers own all of publications, and the other members
of groups have written no publications. There will be a difficulty in calculating
I16 if some of the researchers have no publications, but we can assume that the
contribution of the corresponding term to the index is 0. Then I16 = 0. For the case
that all researchers have written the same number of publications, the value of the
index is I16 = log2 K . The last result shows that I16 can be rescaled as follows:

I ∗
16 = −

K∑
i=1

Pi log2 Pi

log2 K
. (3.33)

Let us suppose a group of four researchers and that the percentages of publica-
tions that they have written are 0.5, 0.3, 0.1, 0.1. Let us have another group of eight
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researcherswith percentages of publications 0.3, 0.15.0.15.0.15, 0.1, 0.1, 0.03, 0.02.
The values of Theil’s index of entropy are

• Research group A: I ∗
16

A ≈ 0.84;
• Research group B: I ∗

16
B ≈ 0.89,

whichmeans that the level of equality in groupBwith respect to research publications
is slightly greater than the equality in research group A.

Theil’s index is much used in sociology [55] and in economics [56].

3.7.2 Redundancy Index of Theil

The equation for this index is [57, 58]

I17 = log2 K +
K∑
i=1

Pi log2 Pi , (3.34)

where

• K : number of components of the organization
• Pi : percentage of the total number of units possessed by the i th component.

The index I17 is an index of concentration, since we subtract the absolute entropy
from a certain constant value. This index can be normalized as follows:

I ∗
17 =

log2 K +
K∑
i=1

Pi log2 Pi

log2 K
. (3.35)

For the two research groups studied bymeans of I ∗
17, one obtains the following values

of the normalized redundancy index of Theil:

• Research group A: I ∗
17

A ≈ 0.16;
• Research group B: I ∗

17
B ≈ 0.11,

which shows that the concentration of publications in research group A is greater
than that of research group B.

3.7.3 Negative Entropy Index

The equation for this index is



3.7 Indexes Based on the Concept of Entropy 123

I18 = antilog2

(
−

K∑
i=1

Pi log2 Pi

)
, (3.36)

where

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

The antilog function is the inverse of the log function. In (3.36), we use 2 as the base
of the log and antilog functions. In the original definition of the index [59], the base
was 10.

In our examples about researchers and their publications, I18 measures the close-
ness in the values of the numbers of publications written by every researcher. The
index can be normalized as follows:

I ∗
18 =

antilog2

(
−

K∑
i=1

Pi log2 Pi

)

K
. (3.37)

3.7.4 Expected Information Content of Theil

Let us suppose that we have a message that an a priori distribution
∑

pi has turned
into an a posteriori distribution

∑
qi . The expected information content of this

message is [60]

I =
∑
i

q2
i log

qi
pi

. (3.38)

If the logarithm has base of 2, then I is expressed as bits of information. Leydesdorff
[51] has used this index in order to study statistics of journals from the SCI Journal
Citation Reports.

3.8 The Lorenz Curve and Associated Indexes

3.8.1 Lorenz Curve

In general, the Lorenz curve can be defined as follows [61, 62]. Let us assume a
probability distribution P = F(x) of some quantity (number of papers, number of
citations, amount of money, etc.) owned by members of some class of people (such
as scientists) and let x be normalized in such a way that its value is between 0 and 1.
The inverse distribution of F is x = F−1(P), and the Lorenz curve is defined by
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L(F) =
1∫

0

F−1(P)dP. (3.39)

Let us assume a group of K researchers, and supposewe are interested in constructing
the Lorenz curve for the number of papers written by every scientist. Let us rank the
scientists with respect to the number of papers written by them. Let ni be the number
of papers of the i th scientist from the ranked list (the ranking is made in such a way
that n1 ≤ n2 ≤ . . . nK ). Then the coordinates of the corresponding Lorenz curve are

Fi = i

K
; Li =

i∑
j=1

ni

K∑
i=1

ni

. (3.40)

The Lorenz curve is much used in research on income distributions [63, 64], land use
[65], economic concentration [66], etc. [67]. The Lorenz curve is used in sciento-
metrics for characterization of conjugate partitions [68], for measurement of relative
concentration [69, 70], group preferences [71], distribution of publications [72], dis-
tribution of research grants [73], regional research evaluation [74], and university
ranking [75].

3.8.2 The Index of Gini from the Point of View
of the Lorenz Curve

The points (0, 0); (0, 1); (1, 0); (1, 1) determine a square in the (L , F)-plane. The
diagonal of this square that connects (0, 0) and (1, 1) is called the line of absolute
equality: all components of the organization possess the same number of units. In
practice, there is no absolute equality, and in this case, the Lorenz curve is below the
line of absolute equality. Then a region exists between the line of absolute equality
and the Lorenz curve. The area of this region is connected to the index of Gini:

I †19 = 1 − 2

1∫

0

L(F)dF. (3.41)

The discrete version of the index of Gini is closely connected to the Gini coefficient
of inequality (I7) discussed above. The difference is that the index of Gini is divided
also by the mean number of units U owned by a system component:

I19 = 1

2K 2U

K∑
i=1

k∑
j=1

| Ui −Uj |, (3.42)
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where

• K : number of components of the organization;
• Ui : number of units owned by the i th component;
• U : average number of units owned by the system components.

If the components are ranked with respect to the units they own (U1 ≥ U2 ≥ · · · ≥
UK ), then the equation for the index of Gini is

I19 = 1 + 1

K
− 2

K 2U

K∑
i=1

iUi . (3.43)

3.8.3 Index of Kuznets

The equation for this index is [19]

I20 = 1

2KU

K∑
i=1

| Ui −U | . (3.44)

where

• K : number of components of the organization;
• Ui : number of units owned by the i th component;
• U : average number of units owned by the system components.

The index of Kuznets has a form that is similar to that of the index of Gini, discussed
above. There is, however, a difference. In the case of the index of Gini, one compares
each component to each other component with respect to the number of possessed
units (papers, citations, ormoney). In the case of the index ofKuznets, the comparison
is different: the number of units possessed by each component is compared to the
mean number of possessed units.

3.8.4 Pareto Diagram (Pareto Chart)

The Pareto diagram, also called a Pareto chart, is famous in the area of econometrics
[76, 77]. In general, it is constructed as follows. On the abscissa of the coordinate
system one puts the logarithm of the number of units (number of citations, for exam-
ple). On the ordinate, one puts the logarithm of the relative cumulative frequencies
(of the number of scientists that have the corresponding number of citations).

It can happen (as happens often in econometrics) that some of the points are
approximately on a straight line (Pareto line). Then the angle between the Pareto
line and the abscissa (the coefficient α of Pareto) is a characteristic measure of the
corresponding distribution.
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3.9 Indexes for the Case of Stratified Data

In some cases, the empirical data are stratified into layers. For example, we know the
number of researchers who have published between zero and five papers; then the
number of researchers who have published between six and ten papers, etc. We do
not know the distribution within the layers (e.g., we do not know howmany scientists
have written seven papers). In addition, it may happen that the sizes of the different
layers are not the same.

There are equations for many of the indexes for the case of stratified data. For the
indexes discussed above, some of the equations are as follows [19]:

• Index of Gini for stratified data. The equation is

I ∗
19 =

⎡
⎣ M∑

i=1

⎛
⎝2

i∑
j=1

Pi − Pj

⎞
⎠ Pi

Ui

U
,

⎤
⎦ − 1 (3.45)

where

– M : number of layers for the stratified data;
– Pi : percentage of the total number of units possessed by the i th component;
– Ui : number of units owned by the i th component;
– U : average number of units owned by the system components,

where Ui are ordered as follows: U1 ≤ U2 ≤ · · · ≤ UM .
• Index of Kuznets for stratified data. The equation is

I ∗
20 = 1

2

M∑
i=1

Pi | Ui

U
− 1 |, (3.46)

where

– M : number of layers for the stratified data;
– Pi : percentage of the total number of units possessed by the i th component;
– Ui : number of units owned by the i th component;
– U : average number of units owned by the system components.

• Coefficient of variation for stratified data. The equation is

I ∗
4 = 1

U

√√√√ M∑
i=1

(Ui −U )2Pi , (3.47)

where

– M : number of layers for the stratified data;
– Pi : percentage of the total number of units possessed by the i th component;
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– Ui : number of units owned by the i th component;
– U : average number of units owned by the system components.

The equation for the coefficient of logarithmic variance is

I ∗
5 =

M∑
i=1

(
ln

Ui

U

)2

Pi . (3.48)

• Index of Theil. The equation is

I21 =
M∑
i=1

Pi
Ui

U
log2

(
Ui

U
,

)
(3.49)

where

– M : number of layers for the stratified data;
– Pi : percentage of the total number of units possessed by the i th component;
– Ui : number of units owned by the i th component;
– U : average number of units owned by the system components.

Up to now, we have discussed a group of researchers. When one has to compare
several groups of researchers (for example, several institutes of physics belonging to
a national research institution), one may use additional indexes. Some of them will
be discussed below.

3.10 Indexes of Inequality and Advantage

3.10.1 Index of Net Difference of Lieberson

The equation for this index is [79]

I22 =
I∑

i=1

Ai

⎛
⎝ i−1∑

j=1

Bj

⎞
⎠ −

I∑
i=1

Bi

⎛
⎝ i−1∑

j=1

A j

⎞
⎠ , (3.50)

where

• I : number of classes;
• i : a class of the ranked distribution of the classes;
• Ai : proportion of units of group A in the class i ;
• Bi : proportion of units of group B in the class i ;

•
(

i−1∑
j=1

A j

)
: cumulative percentage of units of group A ranked below class i ;
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•
(

i−1∑
j=1

Bj

)
: cumulative percentage of units of group B ranked below class i .

Within the scope of our example about the researchers and their publications, the
application of the index can be as follows, for example. Let us define I = 6 classes:
between 0 and 10 papers; between 11 and 20 papers; between 21 and 30 papers;
between 31 and 40 papers; between 41 and 50 papers; and over 50 papers. Let us
define the two groups of researchers as follows:

• group A: young researchers up to 40 years old;
• group B: researchers over 40 years old.

Then I22 will measure the net difference between the young and mature researchers
with respect to the six classes defined above (and connected to the number of papers
written by a scientist).

The index of net difference of Lieberson can be used to investigate segregation
[80]. In the area of scientific systems and structures, the index has been used, for
example, for studying the distribution of scientific positions for women in Israel [81].

3.10.2 Index of Average Relative Advantage

The equation for this index is [82]

I23 =
I∑

i=1

J∑
j=1

ki j Ai B j , (3.51)

where

• Ai : proportion of units of group A in the class i ;
• Bj : proportion of units of group B in the class j ;

and ki j is a coefficient that has values as follows:

• ki j = Ai−Bi
Ai

if Ai > Bi ;

• ki j = 0 if Ai = Bi , ki j = Ai−Bi
Bi

if Ai < Bi .

This index accounts for all possible pairwise combinations, and it weights them by
a coefficient that is proportional to the relative magnitude of the advantage involved
(where the advantage is understood as a larger share of the units of class A in com-
parison to the units of class B).

The index of average relative advantage has been used to study the advantages
and disadvantages of social groups with respect to jobs, income, education, etc.
But this index can also be used to study groups of researchers with respect to the
characteristics of their scientific production (such as number of papers or number of
citations).

Let us now consider two indexes of inequity. These indexes measure the deviation
from uniformity in some distribution.
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3.10.3 Index of Inequity of Coulter

The equation for this index is [83]

I24,α =
[
K∑
i=1

| Pi − Qi |α](1/α)

[(1 − min(Q))α − (minQ)α +
K∑

k=1
Qα

i ](1/α)

, (3.52)

where

• Pi : the proportional share of a component;
• Qi : the proportional share that should be received by the component with respect
to the equity standard distribution;

• min(Q): the smallest value of Q;
• α: a value that is set by the investigator. The value of α determines the sensitivity
of the index to concentration. Thus an appropriate choice of α makes the index
sensitive not only to inequality but also to concentration to the degree that is desired
by the investigator.

The inequality index of Coulter may be used in the analysis of possible locations
of different facilities (including scientific facilities) [84].

3.10.4 Proportionality Index of Nagel

The equation for this index is [18]

I25 = 1 −

K∑
i=1

(Pi − Ai )
2

K∑
i=1

(Qi − Ai )2

, (3.53)

where

• Pi : actual frequency distribution of the units to the components (proportion of
units assigned to the i th component);

• Ai : distribution of units to the components in proportion to merit (standard
distribution—shares that would occur if the units were distributed in proportion
to an equity standard such as merit);

• Qi : zero allocation (the most inequitable distribution of units to the components
possible). Often the distribution treats the case in which one of the components
owns all the units and the other components do not possess anything.
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In our example, Pi is proportional to the number of publications of the i th researcher;
Ai reflects the situation inwhich all researchers have the samenumber of publications.
And the values of Qi correspond to the situation that one of the researchers haswritten
all the publications and the other researchers have written none.

The frequency of quantitative evaluations of national research systems has been
increasing [85–93]. Because of this, we shall discuss below the following methods
and sets of indicators and indexes for performing such evaluation: theRELEVmethod
for assessment of scientific research performance within public institutes; indexes
and indicators for comparison among scientific communities in different countries;
efficiency of research production from the point of view of publications and patents,
etc.

3.11 The RELEV Method for Assessment of Scientific
Research Performance in Public Institutes

The RELEVmethod [94–97] assigns a single numerical value to the research perfor-
mance of a research institute. With respect to this value, different institutes working
on closely related researchfields can be compared. The index provided by theRELEV
method can be a useful addition to the basket of indexes that form the quantitative
part of research evaluation in a system of research institutions. The definition of the
index for the i th institution from the set of compared institutions is as follows:

ΩRELEV(i) = 3 − X1i + X2i + X3i + X4i + X5i + 2X6i + X7i , (3.54)

where seven indexes connected to the evaluated n institutions are taken into account:

1. A: Index of public funds attributed to the research institutions, (α1, . . . , αn);
2. B: index of self-financing (funds attracted by the research institution in addition

to the public funds), (β1, . . . , βn);
3. X : index of personnel in training (number of trained individuals), ξ1, . . . , ξn;
4. Δ: index of teaching activities of researchers (hours of teaching by the scientists),

δ1, . . . , δn;
5. E : index of national publications (numbers of national publications), ε1, . . . , εn;
6. Φ: index of international publications (number of international publications),

φ1, . . . , phin;
7. Γ : patent index (number of patents), γ1, . . . , γn .

The indexes above can be calculated in two ways: per researcher; as the total number
for the corresponding institution. Our experience shows that in most cases, it is more
reasonable to calculate the above indexes per researcher.

Let maxA, maxB , maxX , maxΔ, maxE , maxΦ , maxΓ be the maximum values of
corresponding indexes in the set of evaluated institutions. Then
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X1i = αi/maxA; X2i = βi/maxB; X3i = ξi/maxX ; X4i = δi/maxΔ;
X5i = εi/maxE ; X6i = φi/maxΦ; X7i = γi/maxΓ . (3.55)

Some of the indexes can have largerweights, as, for example, the index X6i connected
to publications of international journals.Weight coefficients can be introduced for all
indexes, and this is a main direction of work on adjustment of the RELEVmethod in
evaluating institutions [95, 97]. In addition, the number of indexes can be increased
or some of the indexes can be changed. This depends on the specifics of the evaluated
institutions.

3.12 Comparison Among Scientific Communities in
Different Countries

Countries can be compared with respect to different characteristics of their scientific
communities. For this, one needs an appropriate system of indicators and indexes.
Below, we shall present the methodology of an important comparison of the correla-
tion between the structure of scientific research, scientometric indicators, and GDP
of several countries from the EU and outside the EU [98].

The methodology is based on the following indicators and indexes of research
production of the scientific community of a country:

1. Journal paper citedness

JPC = C

P
, (3.56)

where

• P: number of journal papers produced by the research community in a country
for the time interval of interest;

• C : number of citations obtained by the researchers from the scientific com-
munity of a country for the time interval of interest.

2. Relative subfield citedness

RW = C

P[C/P]st , (3.57)

where

• P: number of journal papers produced by the research community in a country
for the time interval of interest and for the research field of interest;

• C : number of citations obtained by the scientists from the scientific community
of a country for the time interval of interest and for the scientific field of
interest.
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• [C/P]st : Journal paper citedness for the corresponding field in the world
(obtained by the data from a large database such asWeb of Science or Scopus).

3. Journal paper productivity

JPP = P

Pop
, (3.58)

where

• P: number of journal papers of a country;
• Pop: population of the country in millions of people.

4. Highly cited papers productivity

HCPP = HCP

Pop
, (3.59)

where

• HCP: number of highly cited papers (ranking among the top 1% most cited
for their subject field and year of publication);

• Pop: population of the country in millions of people.

5. Relative prominence index

RPI =
(

Pc∑
Pc

)
/

(
P∑
P

)
, (3.60)

where

• Pc∑
Pc
: share of cited papers of a country within the total number of papers cited

in the world;
• P∑

P : share of journal papers of a country within the total number of papers in
the world.

6. Specific impact contribution

SIC = C%

P%
, (3.61)

where

• C%: percentage share of citations of a country within the total number of
citations in the world;

• P%: percentage share of a country in journal papers within the total number
of papers in the world.

7. Rate of highly cited researchers

RHCR = HCR

Pop
, (3.62)
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where

• HCR: number of researchers of a country in the top 1% of the researchers
most cited;

• Pop: population of the country in millions of people.

8. Composite publication index

CPI = w1(J PP) + w2(SIC) + w3(HCPP), (3.63)

where

• n: number of countries in the world;
• w1 = 1/

∑n
i=1 J PPi ;

• w2 = 2/
∑n

i=1 SICi ;
• w3 = 3/

∑n
i=1 HCPPi

9. Field structure difference index for country k in field i

FSDk,i = (Pk,i − Ps,i )2

Ps,i
, (3.64)

where

• Pk,i : is the percentage share of publications of country k in the i th scientific
field.

• Ps,i : is the mean percentage share of the standard. As the standard one con-
siders fourteen European Community member states (member states that are
not from Eastern Europe) plus the USA and Japan.

10. Mean structural difference index

MSDk = 1

F

F∑
i=1

(Pk,i − Ps,i )2

Ps,i
, (3.65)

where i is the number of considered scientific subfields.

Vinkler [98] applied the above procedure to the EU countries and to several other
countries. We note here that the differences among the countries are well exhibited
by the values of the mean structural difference index. For example, the value of
this index for Germany for 1995–2005 was 0.18; for the USA, 0.68; for the Czech
Republic, 1.17; and for Bulgaria, 2.25. And while the Czech Republic has moved
close to the fourteen West European countries, the structure of science in Bulgaria
differs greatly from the standard (provided by the fourteen EU countries plus the
USA and Japan).
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3.13 Efficiency of Research Production from the Point
of View of Publications and Patents

As countries become more developed, the ratio between paper production and patent
production changes [99]. And the ratio between produced papers and produced
patents normalized by population of the country can be considered an index of effi-
ciency of the corresponding national research system. This methodology is devel-
oped further in [100]. An analysis of a country’s efficiency (within some group of
countries) can be made the basis of the following indexes:

1. Patents–papers index

E1 = Pat

Pap
, (3.66)

where

• Pat : number of patents per one million inhabitants of the country;
• Pap: number of papers per one million inhabitants of the country.

2. Expenditure efficiency index

E2 = GERD

Pap
, (3.67)

where

• Pap: number of papers written by the country’s researchers;
• GERD: gross expenditure on research and development.

3. Manpower efficiency index

E3 = Pap

MP
, (3.68)

where

• Pap: number of papers written by the country’s researchers;
• MP: manpower (number of people participating in research activities).

4. Patent expenditure efficiency index

E4 = GERD

Pat
, (3.69)

where

• Pat : number of patents obtained by the country’s researchers;
• GERD: gross expenditure on research and development.
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5. Patent manpower efficiency index

E5 = Pat

MP
, (3.70)

where

• Pat : number of patents obtained by the country’s researchers;
• MP: manpower (number of people participating in research activities).

An analysis of several countries performed in [100] shows low efficiency in pub-
lishing but high efficiency in patenting in the USA. This pattern is observed also for
Germany, Japan, France, and Korea, and China is moving to join this club.

3.14 Indicators for Leadership

Indicators for leadership can be used to assess institutional and national publication
activities. Klavans andBoyack [101] consider three kinds of indicators for leadership.

1 Indicators for current leadership: Current leadership indicators are connected to
the count of the current research publications. These indicators refer to research
groups, research institutions, or countries that lead in terms of numbers of papers
published, particularly if attention is paid to the most current literature [102].

2. Indicators for discovery leadership: These indicators refer to research groups,
research institutions, or countries that lead in terms of any of a number of impact
measures, which are typically based on citation counts to older literature. For
example, a nation with a larger fraction of highly cited papers in a particular field
may be considered a discovery leader in the corresponding research field [103].
Other indicators for discovery leadership may be the total citations and fraction of
the top one percent of highly cited papers for the earlier time period. One has to be
careful, since citation levels can be artificially inflated due to self citations. Special
attention should be given to negative citations, which may indicate problems in
the corresponding research.

3. Indicators for thought leadership: These indicators are a bridge between current
leadership and discovery leadership. Thought leadership is an activity measure
that examines whether current papers are building on more recent discoveries or
on older discoveries in a field. An indicator for thought leadership is the mean
reference date in the list of references of the published articles. Thought leadership
shows the research groups, institutions, or countries that are quick to follow recent
discoveries, e.g., a research group with mean reference date 2012 is quicker
to follow research discoveries in comparison to a research group whose mean
reference date is 1999.A research group, research organization, or country is
considered a thought leader if it is building on the more recent discoveries in
its field. At the national policy level, the measure of thought leadership should
be age of the scientific environments that the nation wants to pursue [101]. At
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this level, the nations that are thought leaders fund mostly young research areas.
But even in young research areas, there are discoveries that are of different ages.
This is connected to thought leadership at the group (laboratory) level. At this
level, where the choice of topic is given, the measure shifts to relative age. Thus
when an area of science is targeted, the scientists from groups that are thought
leaders focus on the most recent discoveries within this area. Then a country may
be a thought leader in some research (i.e., the most recent research areas for this
kind of research are funded), but the research groups in this country may not be
thought leaders in the corresponding research (if they focus on discoveries that
are not the latest in the corresponding research areas).

3.15 Additional Characteristics of Scientific
Production of a Nation

Schubert and Braun [104] considered the following relative indexes of scientific
production of researchers from different nations and scientific fields (the indexes can
be applied also to scientific organizations within a country):

1. Activity index
This index was proposed in [105] and further studied in [106]. It is defined as
follows:

AI = N1

N2
, (3.71)

where

• N1: the given field’s share in the country’s publication output;
• N2: the given field’s share in the world’s publication output.

AI = 1 means that the country’s research effort in a given scientific field corre-
sponds to the world average; AI > 1 means that the country’s effort is greater
than the world’s average effort.
Instead of the world average, one can use the average with respect to a set of
countries of interest. In this case, the activity index becomes

AI ∗ = N1

N ∗
2

, (3.72)

where

• N1: the given field’s share in the country’s publication output;
• N ∗

2 : the given field’s share in the publication output of the selected set of
countries.

On the basis of the activity index, one can introduce the relative specialization
index
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RSI = AI − 1

AI + 1
. (3.73)

The relative specialization index has values from −1 to 1 inclusive. RSI = −1
means that there is no activity in the corresponding research field. RSI = 1 arises
when no field other than the given one is active. Negative values of RSI indicate
activity that is lower than the average activity. Positive values of RSI indicate
activity that is higher than average activity. RSI = 0 means that the country’s
research effort in a given scientific field corresponds to the world average.
The relative specialization index gives evidence of the existence of four patterns
in the national publication profiles of the countries of the world [5]:

• The Western model: the characteristic pattern of the developed Western coun-
tries with clinical medicine and biomedical research as dominating fields;

• The Japanese model: engineering and chemistry are dominant. This model is
typical also for other developed Asian economies;

• The former socialist countries model: physics and chemistry are dominant.
Such a model may be observed in the East-European countries, Russia, and
China;

• The bio-environmental model: biology and earth and space sciences are dom-
inant. Such a model is observed in Australia, South Africa, and some devel-
oping countries with relatively large territory and natural resources.

2. Attractivity index

AAI = N3

N4
, (3.74)

where

• N3: the given field’s share in the citations attracted by the country’s publica-
tions;

• N4: the given field’s share in the citations attracted by all publications in the
world.

This index can be reformulated to compare a country to a set of other countries:

AAI ∗ = N3

N ∗
4

, (3.75)

where

• N3: the given field’s share in the citations attracted by the country’s publica-
tions;

• N ∗
4 : the given field’s share in the citations attracted by all publications in the

selected set of countries.
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3. Relative citation rate
This index is defined as

RCR = N5

N6
, (3.76)

where

• N5: observed citation rate over all papers published by the given country in
the given field;

• N6: observed citation rate over all papers published by the selected set of
countries in the given field.

Observed citation rate of a paper is the actual citation rate and expected citation
rate of a paper is the average citation rate of the journal in which the paper has
been published.

RCR > 1 means that the papers produced by the scientists of a country in the
scientific field of interest are more frequently cited than the standard citation rate,
and RCR < 1 means that the papers are less frequently cited than expected (one
reason for this (among many reasons) may be related to their quality).

On the basis of the activity and attractivity indexes, one can produce a relational
chart of countries (or of scientific organizations in a country). The relational chart is
produced as follows: The value of the activity index appears on the x-axis; and the
value of the attractivity index appears on the y-axis. The diagonal is the line where
the observed and expected citation rates match exactly. If a point corresponding to a
country is below the diagonal (and far from the diagonal), this is a sign of problems.
A significant distance of a point from the diagonal means that AI or AAI differ
significantly for 0. There is a test to check whether the difference is significant [104]:

1. One calculates

tAI = AI − 1

ΔAI
; tAAI = AAI − 1

ΔAAI
, (3.77)

where
ΔAI = AI

√
1/N − 1/S; ΔAAI = AAI

√
1/M − 1/T ,

and

• N : number of country’s publications in the given field;
• M : number of country’s citations in the given field;
• S: number of country’s publications in all scientific fields;
• T : number of country’s citations in all scientific fields;

2. if t < 2, the corresponding indicator does not differ significantly from 1 at a
significance level of 0.95.
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An analogous test can also be performed for the relative citation rate. First one
calculates

tRCR = RCR − 1

ΔRCR
, (3.78)

where

ΔRCR =
√
RCR

Q

N

and

• N : country’s publications in the given field;
• Q: solution of the equation ln Q

Q−1 = − ln f
X , where X is the mean observed citation

rate per publication and f is the fraction of uncited publications.

Then if tRCR < 2, RCR does not differ significantly from 1 at a significance level
of 0.95.

On the basis of the RCR index, one can introduce another index that rewards
papers with RCR value larger than 1 and “punishes” papers with RCR smaller than
1 [107]. This index is just

RCR2 = (RCR)2. (3.79)

We shall finish our discussion of production of researchers from a nation with a
description of a set of indexes for measurement of scientific production [108] called
FSS-indexes (“Fractional Scientific Strength” indexes). These indexes are based on
a measurement of average yearly labor production of researchers at various levels
of units (individual, field, discipline, entire organization, region, country). The FSS-
indexes connect the salary of researchers with results of their research measured by
publications and citations.

The FSS-indexes at different levels are

1. Individual level

FSSR = 1

SR

1

t

N∑
i=1

fi
ci
c

, (3.80)

where

• SR : average yearly salary of researcher;
• t : number of years of work of researcher in the period of observation;
• N : number of publications of researcher in the period of observation;
• fi : fractional contribution of researcher to publication i ;
• ci : citations received by the i th publication;
• c: average number of publications received for all cited publications of the
same year and subject category.
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2. Research field level

FSSF = 1

SF

N∑
i=1

fi
ci
c

, (3.81)

where

• SF : total salary of the research staff (working in the corresponding research
field) in the observed period;

• N : Number of publications of the above research staff in the period of obser-
vation;

• fi : fractional contribution of researchers form evaluated group to publication
i ;

• ci : citations received by the publication i ;
• c: average number of publications received for all cited publications of the
same year and subject category.

3. Department level

FSSD = 1

NRS

NRS∑
i=1

FSSRi

FSSR
, (3.82)

where

• NRS: number of researches in the department for the observed period;
• FSSRi : productivity of the i th researcher from the department for the observed
period;

• FSSR : average national productivity of all productive researchers from the
same scientific discipline.

4. Level of multifield units: Such units, for example, are universities or a system of
research institutes or even the entire national research system. In this case,

FSSU =
NU∑
i=1

SSDk

SU

FSSSDk

FSSSDk

, (3.83)

where

• SU : total salary of the research staff of the multifield unit for the observed
period;

• SSDk : total salary of the research staff from the observed unit that works in the
scientific discipline k in the observed period of time.

• NU : number of scientific disciplines in the observed unit;
• FSSSDk : labor productivity in the scientific discipline SDk of the evaluated
unit;

• FSSSDk : weighted average of the research productivities in all other units of
the kind of unit that is evaluated (of all other universities if the evaluated unit
is a university)
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The FSS-indexes could lead to quite interesting results for research units and
countries where the salaries of researchers are low and their scientific production is
not very low. Then it can happen that the effectiveness of the research units in such
countries is very good.

3.16 Brief Remarks on Journal Citation Measures

Journal citation measures are much used in library science, research evaluation, etc.
In research evaluation, the journal citation measures are applied at all levels: from
evaluation of research of individual researchers to evaluation of national research
performance. Because of this, we shall mention below several of these measures.

The first very successful journal citation measure was the impact factor [109].
The relationship for this index for a journal is

I Fn = cn
pn−2 + pn−1

, (3.84)

where

• cn: number of citations obtained in the year n by the papers published in the journal
in the years n − 1 and n − 2;

• pn−1: number of papers published in the journal in the year n − 1;
• pn−2: number of papers published in the journal in the year n − 2.

The impact factor is much used today, and it has various strengths such as stability,
reproducibility, comprehensibility (the impact factor measures the frequency with
which an average article published in a given journal has been cited in a particular
year) and independence of the size of the journal (on the number of articles published
in the journal per year). In order to be useful, the impact factor must be used carefully,
e.g., the impact factors of journals must be used with great care for the purposes of
comparison of production of researchers from different scientific areas. One should
keep in mind, e.g., that a single measure might not be sufficient to describe citation
patterns of scientific journals [5].

In analogy to the impact factor, one may also define the intermediacy index

I In = cn
pn

, (3.85)

where

• cn: number of citations obtained in year n by the papers published in the journal
in year n;

• pn: number of papers published in the journal in year n.

Another index is the SNIP indicator (source normalized impact per paper) [110].
The classic version of SNIP is defined as follows:
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SNIP = RIP

RDCP
, (3.86)

where

• RIP (raw impact per paper): the RIP value of a journal is equal to the average
number of times the journal’s publications in the three preceding years were cited
in the year of analysis. For example, if 200 publications appeared in a journal in
the period 2012–2014 and if these publications were cited 600 times in 2015, then
the RIP value of the journal for 2015 equals 600/200 = 3. What is specific is
that in the calculation of RIP values, citing and cited publications are included
only if they have the Scopus document type article, conference paper, or review.
The RIP indicator is similar to the journal impact factor, but the RIP indicator
uses three instead of two years of cited publications and includes only citations to
publications of selected document types.

• RDCP (relative database citation potential): RDCP is calculated as follows:

RDCP = DCP

m(DCP)
, (3.87)

where

– DCP (database citation potential): DCP is calculated as follows:

DCP =

n∑
i=1

ri

n
, (3.88)

where n is the number of publications in the subject field of the journal and
ri denotes the number of references in the i th publication to publications that
appeared in the three preceding years in journals covered by the database.

– m(DCP): the median DCP value of all journals in the database.

Finally, let us mention the SJR: Scimago journal rank, which is based on the
transfer of prestige from a journal to another journal [111]. Prestige is transferred
through the references that a journal makes to the rest of the journals and to itself.
The SJR is calculated as follows:

SJR j = 1 − d − e

N
+ e Arti

N∑
j=1

Arti

+ d
N∑
j=1

C jiSJR j

C j

1 −
[ ∑
k∈{Dangling nodes}

]

N∑
h=1

N∑
k=1

CkhSJRk
Ck

+

d

⎡
⎣ ∑

k∈{Dangling nodes}

⎤
⎦ Arti

N∑
j=1

Art j

,

(3.89)



3.16 Brief Remarks on Journal Citation Measures 143

where

• Ci j : citations from journal j to journal i .
• C j : number of references of journal j .
• N : number of journals.
• d: constant (usually equal to 0.85).
• e: constant (usually equal to 0.1).
• Arti : number of articles in journal i .
• Dangling nodes: these are journals of the universe that do not have references to
any other journal of the universe, although they can be cited or not. They constitute
impasses in a graph, since from them it is impossible to jump to other nodes. In
order to ensure that the iterative process is convergent, dangling nodes are virtually
connected to all those of the universe, and its prestige is distributed between all
the nodes proportionally to the number of articles of each.

On the basis of the SDJR, one can calculate another index specific to the i th journal:

SJRQi = SJRi

Arti
. (3.90)

The iterative procedure of calculation of the SJR involves the following three steps:

1. Initial assignment of the SJR: a default prestige is assigned to each journal. The
calculation of the SJR is a converging process, so the initial values don’t determine
the final result (but the initial values influence the number of iterations needed).

2. Iteration process of calculation: departing from step 1, the computation is iterated
to calculate the prestige of each journal based on the prestige transferred by the
rest. The process ends when the variation of the SJR between two iterations is
less than a limit fixed before the calculation process. The final result is the SJR
of each journal.

3. Computation of SJRQ: After the computation of SJR of all journals, one divides
the SJR by the number of articles published in the citation window. The result is
the average prestige per article.

Another version of the SJR (the SJR2) is also available [112]. Let us note that a major
drawback of the journal impact factor is its lack of field (subject) normalization, i.e.,
differences in citation volumes between different fields are not taken into account.
SNIP belongs to indexes that are based on the idea that citations to publications
should be normalized with respect to the length of the reference lists of the citing
publications (sources). The source normalized indexes are based on the observation
that the reference lists’ lengths vary across fields. Source-normalized indexes do not
require a field classification scheme. There are also indexes based on other ideas.
An example is MNCS (mean normalized citation score) [113, 114], based on the
approach to field normalization, in which a classification scheme is used (i.e., each
publication is assigned to one or more of the fields of the scheme). In the case of
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MNCS, citation scores of the target publications (e.g., the publications under evalua-
tion) are compared to expected citation scores for publications in the fields to which
the publications belong (these fields are the Thomson Reuters subject categories of
journals).

3.17 Scientific Elites. Geometric Tool for Detection of Elites

Elites are very important parts of social structures [115–117]. There exist character-
istic features of research organizations that lead to the formation of research elites.
Usually a small number of researchers publish many papers and a small number of
researchers are highly cited. These categories of researchers form some of the scien-
tific elites. Elites are of great importance for the dynamics and evolution of scientific
structures and systems. Because of this, scientific elites are the subject of intensive
research [118–129].

There is a square root law of Price [130]: half of the literature on a subject will
be contributed by the square root of the total number of authors publishing in that
area.

Let g(x) represent the probability of an author making x published contributions
to a subject field. Then the mathematical formulation of the square root law of Price
is [131]

lim
xmax→∞

[∑xmax
x=h x g(x)∑xmax
x=1 x g(x)

]
= 1

2
, (3.91)

where h is such that [
xmax∑
x=1

g(x)

]1/2

=
xmax∑
x=h

g(x). (3.92)

Let the total number of authors in a scientific discipline be A. The law of Price can
be generalized as follows [78]: Aα authors will generate a fraction α of the total
number of papers. Then if α = 1/2, one obtains the square root law of Price.

One can select groups of elite researchers on the basis of the law of Price. Another
kind of possible rule for selecting an elite is the arithmetic a%/b%-rule: a% of the
papers are produced by b% of the scientists. The most famous of these rules is the
80/20-rule: 80% of the papers are produced by 20% of the scientists. (Note that it
is not necessary that a + b = 100.)

In the next chapter we shall discuss more of the theory of Price for scientific elites.
This theory will lead us to the following conclusion: assuming the validity of the law
of Lotka for scientific publications, one can obtain that the scientific elite consists of
scientistswhose number of publications is between 0.749

√
imax and imax publications

(where imax is the maximum number of publications written by a scientist from the
corresponding group of scientists). And the size of this elite is about 0.812√

imax
of the size

of the group of scientists. In this chapter we shall discuss another methodology for
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determination of classes of scientific elites. This methodology is based on geometry
and doesn’t require validity of some law for scientific production. The corresponding
measures will be obtained on the basis of the Lorenz curve for the ownership of sci-
entific publications. As we have mentioned above, the Lorenz curve is an instrument
for visualization of inequality in a population. It is very popular in the study of wealth
distribution in a population [132–134]. Below, we shall be interested in the number
of publications owned by researchers from some population (in our case, the popu-
lation will consist of the members of a research institute).We note that the measures
of the sizes of the elites discussed below can be applied not only to populations of
researchers but also to all populations that can be characterized by a Lorenz curve.
Thus the methodology discussed below may be used to determine elites with respect
to other characteristics of scientific production, such as the number of citations.

3.17.1 Size of Elite, Superelite, Hyperelite, …

Let us consider the Lorenz curve shown in Fig. 3.1. Let us trace the diagonal from the
point (0, 1) to the point (1, 0) in the (P, L)-plane. This diagonal crosses the Lorenz
curve at a point with coordinates (Pe, 1− Pe). We shall consider the number 1− Pe

0 0.2 0.4 0.6 0.8 1
P

0

0.2

0.4

0.6

0.8

1

L

1

2

Fig. 3.1 Elite size measure by the Lorenz curve. The measure is the coordinate 1− Pe of the cross
point of the diagonal (P, 1− P) and the corresponding Lorenz curve. For the Lorenz curve marked
by 1 (all scientists own the same number of papers), the cross point (filled circle) has coordinates
(0.5, 0.5). In percentages, this is the 50/50-curve (nonelite distribution). For the Lorenz curve
marked by 2 (corresponding to the situation at the Institute of Mechanics of the Bulgarian Academy
of Sciences), the cross point (filled square) is (0.69, 0.31). In percentages, this is the 69/31 curve
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Fig. 3.2 The geometric measure for the scientific superelite by the Lorenz curve. The Lorenz curve
marked by 2 is the same as in Fig. 3.1. One introduces a new Cartesian coordinate system with axes
P∗ and L∗ and initial point that coincides with the point (Pe, 1− Pe) connected with the definition
of the size of the scientific elite from Fig. 3.1. In this new coordinate system, the diagonal marked
with d is plotted. The point (Ps , Ls) marked by a diamond gives the size and the production of
the corresponding superelite. For the case of the Lorenz curve 2 (corresponding to the Institute
of Mechanics of the Bulgarian Academy of Sciences), the coordinates of the point marked by a
diamond are approximately (Ps , Ls) = (0.88, 0.58), whichmeans that the corresponding superelite
consists of 1− Ps = 0.12, i.e., 12% of the population of scientists owns 1− Ls = 0.42, i.e., 42%
of all papers. We recall here that the measure of the size of the elite from the previous figure tells
us that the size of the elite of the institute was 31% of the scientists, and this elite owns 69% of the
papers produced by the institute scientists

to be a measure of the size of the elite of the population corresponding to the Lorenz
curve. Let us discuss this measure a bit further.

For the Lorenz curve corresponding to the case that all scientists own the same
number of publications (in this case, the Lorenz curve is the diagonal that connects
the points (0, 0) and (1, 1)), we have Pe = 0.5. We shall call such a curve a curve
of class 50/50 (the elite has its maximum size). We can continue the construction
of geometric measures one step further, and this will lead us to the concept of the
scientific superelite. The procedure is illustrated in Fig. 3.2. The next step (definition
of the superelite and its size) is geometrically analogous to the step that led us to the
geometric measure of the size and production of the scientific elite. For this step, the
initial point of the Cartesian coordinate system is not (P, L) = (0, 0) but (P, L) =
(Pe, 1 − Pe), where Pe is the coordinate connected to the point corresponding to
the geometric elite measure above (i.e., the point that is the intersection point of
the Lorenz curve and the diagonal marked with a solid line in Fig. 3.2). Next we
construct the axes P∗ and L∗ shown in Fig. 3.2. Finally, we plot the diagonal d shown
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in Fig. 3.2, and the intersection point of this diagonal with the Lorenz curve gives
us the geometric measure of the size and the production of the superelite. This point
is marked with a diamond in Fig. 3.2, and its coordinates can be easily calculated.
The coordinates of the point marked by a square (let us call it point E), which gives
the size and production of the elite, are E = (Pe, 1 − Pe). Then the coordinates of
the point marked by a diamond (let us call it point S) are S = (Ps, Pe

Ps−Pe
1−Pe

). For
the case of the 61/39 curve marked by 2 in Fig. 3.2 and Ps = 0.88 measured by the
intersection of the Lorenz curve and diagonal d, we obtain the coordinates of the
point S to be approximately S = (0.88, 0.58). In summary:

1. Elite: the coordinate Pe gives us information about the size and production of the
scientific elite of the group of scientists described by the corresponding Lorenz
curve.

2. Superelite: The coordinates Pe and Ps give us information about the size and
production of the corresponding superelite.

3. Hyperelite: We can continue the process of construction of geometric measures
starting now from the point S. What we shall obtain is the next point (let us call it
H ), which shall give us information about a smaller group of scientists called the
hyperelite. The coordinates of this point will be (Ph,

Ph−Ps
1−Ps

). Then the coordinates
Pe, Ps, Ph will give us information about the size and production of the hyperelite.

The above geometric procedure may be continued further, and additional higher-
order elites may be determined.

3.17.2 Strength of Elite

Nextwe can introduce a quantity thatwe shall call strength of the elite. Let us consider
a geometric measure connected to the size and production of the elite. This measure
is connected to the point E that has coordinates (Pe, Le = 1 − Pe). We define the
strength of the elite as

se = 1 − Le

1 − Pe
= Pe

1 − Pe
. (3.93)

We can define also the strength of the superelite. The coordinates of the point S
connected to the size and production of the superelite are S = (Ps, Ls). Then the
strength of the superelite is defined as

ss = 1 − Ls

1 − Ps
= 1 − Pe

Ps−Pe
1−Pe

1 − Ps
= 1 − Pe(1 + Ps − Pe)

(1 − Pe)(1 − Ps)
. (3.94)

Finally, we can define the relative size of the superelite with respect to the size of the
corresponding elite:

Sse = 1 − Ps
1 − Pe

. (3.95)



148 3 Additional Indexes and Indicators for Assessment of Research Production

Table 3.1 Parameters of the scientific elites and superelites of the studied institutes of the Bulgarian
Academy of Sciences. 1 − Pe: size of the scientific elite; 1 − Le: percentage of total number of
papers owned by the members of the scientific elite; se: strength of the scientific elite; 1− Ps : size of
the scientific superelite; 1− Ls : percentage of total number of papers owned by the members of the
scientific superelite; se: strength of the scientific superelite. The studied institutes are fromBulgarian
Academy of Sciences: Institute of Mathematics and Informatics (IMI); Institute of Mechanics
(IMECH); Institute of Information and Communication Technologies (IIKT); Institute of Solid
State Physics (ISSP); Institute of Electronics (IE); Institute of Optical Materials and Technologies
(IOMT); Institute of Nuclear Research and Nuclear Energy (INRNE); Central Laboratory for Solar
Energy and New Energy Sources (CLSENES)

Institute 1 − Pe (%) 1 − Le (%) se 1 − Ps (%) 1 − Ls (%) ss

IMI 34 64 1.88 14 38 2.71

IICT 30 70 2.33 12 40 3.33

IMECH 31 69 2.23 12 42 3.50

CLSENES 32 68 2.13 14 39 2.79

IOMT 35 65 1.86 16 35 2.19

IE 32 68 2.13 13 41 3.15

ISSP 34 66 1.88 14 39 2.79

INRNE 32 68 2.13 13 40 3.08

We note that the measures discussed above are different from the classic measures
connected to the scientific elites.

Table3.1 shows results about the size and production of the elites and superelites
at the studied institutes of the Bulgarian Academy of Sciences. The sizes and pro-
ductivities are very close, which means that in the size–production plane, the elites
and the superelites form two clusters of researchers.

The elites at the mathematics and the physics institutes consist of about one-third
of the scientists, and these elites own about two-thirds of the scientific publications
of the corresponding institute. The superelites consists of about one-seventh of the
scientists, and they own about two-fifths of the scientific production. In addition,
about two-thirds of the scientists do not belong to the scientific elites, and all these
scientists own about one-third of the scientific production of the corresponding insti-
tute. Six-sevenths of the scientists do not belong to the superelite, and these scientists
own about three-fifths of the scientific production of the corresponding institute.

After selection of researchers that belong to elite, superelite, etc., one can study
different characteristics of the selected groups of researchers. Here we shall mention
only one of these characteristics: the age structure of the studied Bulgarian elites and
superelites. Almost 80% of the members of the superelites are of age 60 and older.
In ten years, these scientists will no longer be staff scientists of the corresponding
institute. Such people are also in themajority of the corresponding elites. The younger
generation of scientists (ages between 40 and 60) is insufficiently represented in the
scientific elites and scientific surepelites. Hence entire fields of national scientific
research can be under the influence of aging researchers. This may have negative
consequences, since many cases, the growth rate of research production is positive
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and increases up to the ages about 30. After that age, the growth rate of research
productivity usually begins to decrease [135]. This effect may not concern scientists
belonging to superelites and hyperelites. And when such a researcher is no longer
active, this is a great loss to the national research program in the corresponding
research field.
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Part III
Statistical Laws and Selected Models

This part of the book consists of three chapters. In Chap. 4, several famous statis-
tical laws connected to research are discussed. The discussion begins with remarks
about frequency and rank approaches to research production. Then the special status
of the Zipf distribution in the world of non-Gaussian distributions (which are fre-
quently observed in the process of statistical description of properties of research
organizations, publications, and citations) is emphasized. The discussion continues
with a description of power laws connected to research production. The following
statistical laws are considered: the law of Lotka for scientific publications and the
corresponding Pareto and Pareto II distributions; the law of Zipf and its extension
(the law of Zipf–Mandelbrot); the law of Bradford for scientific journals. In addi-
tion, several important effects and statements from the area of research dynamics
are described: the concentration-dispersion effect in science, the Matthew effect in
science, the invitation paradox, and the Ortega hypothesis. Finally, several remarks
about relationships between the discussed statistical laws are mentioned, and a more
general point of view on power laws as informetric distributions is presented.

In Chap. 5, the discussion is focused on selected deterministic and probability
models of dynamics of research organizations and dynamics of research publications
and their citations. The models discussed are from the three main topics of interest:
research publications, citations of research publications, and dynamics of research
organizations, connected to the dynamics of publications and citations. In addition,
the models are selected in such a way that the reader is supplied with information on
important tools used in the area of modeling of research systems: epidemic models,
birth and death stochastic processes, Yule distribution, Waring distribution, nega-
tive binomial distribution, Poisson distribution, mixed Poisson distribution, Gumbel
distribution, Weibull distribution, GIGP distribution, generalized Zipf distribution,
etc.

This part ends with a chapter containing several concluding remarks on research
dynamics, research productivity, and the importance of mathematics in their under-
standing and description.
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Chapter 4
Frequency and Rank Approaches
to Research Production. Classical
Statistical Laws

Dedicated to Lotka, Zipf, Pareto, Mandelbrot, Bradford, Price,
and all others who contributed to the study of non-Gaussian

effects in the research area of scientometrics

Abstract We discuss several classical statistical laws that are important for
understanding characteristics of research production and for its assessment. The sta-
tistical laws are grouped in such a way that the two much-used statistical approaches
for the study of research systems and especially for the study of research publications
(frequency approach and rank approach) are appropriately addressed. We begin with
some remarks on the frequency and rank approaches to distributions and discuss why
the frequency approach is much used in the natural sciences and the rank approach
is widely used in the social sciences. Then the stable non-Gaussian distributions are
described, and their importance for statistical methodology of research dynamics is
emphasized. The laws of Lotka, Pareto, Zipf, Zipf–Mandelbrot, and Bradford are
discussed from the point of view of their application to describing different aspects
of scientific production. In addition to the discussion of statistical laws, we discuss
two important effects: the concentration–dispersion effect (which reflects the sepa-
ration of the researchers into a small group of highly productive ones and a large
group of researchers with limited productivity) and the Matthew effect in science
(which reflects the larger attention to the research production of the highly ranked
researchers). In addition, we mention the invitation paradox (many papers accepted
in highly ranked journals are not cited as much as expected) and the Ortega hypoth-
esis (the big discoveries in science are supported by the everyday hard work of
ordinary researchers). At the end of the chapter we discuss more general questions;
relationships between the statistical laws and power laws as informetric distributions.
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4.1 Introductory Remarks

The action of various “soft” laws may be observed in the area of research dynamics.
An example of such a law is the principle of cumulative advantage formulated by
Price [1]: Success seems to breed success. A paper which has been cited many times
is more likely to be cited again than one which has been little cited. An author of many
papers is more likely to publish again than one who has been less prolific. A journal
which has been frequently consulted for some purpose is more likely to be turned to
again than one of previously infrequent use.Our attention is concentrated in this book
on research publications as units of scientific information and on citations of research
publications as units for impact of the corresponding scientific information. Below,
we discuss several statistical power laws connected to research publications and their
citations. We emphasize the fact that the discussed power laws should be considered
statistical laws (“soft” laws), i.e., more as trends and not as laws that are similar to
the “hard” laws of physics. Because of this, one could expect that deviations from
the discussed power laws will occur in some real situations. There is a large amount
of literature devoted to application of different power laws for modeling features
of research dynamics [2–11], and this literature is a part of the literature devoted
to the applications of power laws in different areas of science [12–16]. From the
point of view of mathematics, the statistical laws connected to research publications
and citations are very interesting, since these laws are described mathematically by
the same kinds of relationships (hyperbolic relationships),1 which is evidence of a
general structural mechanism of research organizations and scientific systems [17].

The regularities discussed below describe a wide range of phenomena both within
and outside of the information sciences. These regularities (called laws and named
after the prominent researchers associatedwith them)were observed inmany research
fields in the last century. Below, we shall discuss mainly regularities connected to
research publications. Let us note that the discussed statistical laws occur in many
other areas, such as linguistics, business, etc (Figs. 4.1 and 4.2).

4.2 Publications and Assessment of Research

The pure and simple truth is rarely pure and never simple
Mark Twain

Research production is evaluated often by indicators and indexes connected to
research publications [18–21]. There are interesting relationships connected to pub-
lications and their authors. These relationships are based on the existence of regular-
ities in the publication activity of the authors of publications. The first relationship

1Hyperbolic relationships are relationships of type miiα = const. Such relationships are frequently
observed in different areas of science such as biology and physics. They exist also in the area of
mathematical modeling of structures, processes, and systems in the area of social sciences.
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Natural
sciences

Social
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Fig. 4.1 The frequency approach is dominant in the natural sciences. The rank approach is much
used in the social sciences
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Fig. 4.2 The Zipf distribution has a special status in the world of non-Gaussian distributions (and
this status is close to the status of the normal distribution in the world of Gaussian distributions).
Non-Gaussian distributions have interesting features that have even more interesting consequences.
Stable non-Gaussian distributions arise frequently in different areas of science
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was discovered in 1926, when Alfred Lotka (the same Lotka known for the famous
Lotka–Volterra equations in population dynamics) published an article [22] on the
frequency distribution of scientific productivity determined from an index of Chemi-
cal Abstracts. The conclusion was that the number of authors making n contributions
is about 1/n2 of thosemaking one contribution; and the proportion of all contributors
who make a single contribution is about 60%.

Further discoveries of such kinds of relationships followed. In 1934, Bradford
[23] published a study of the frequency distribution of papers over journals. Brad-
ford’s conclusion was that if scientific journals are arranged in order of decreasing
productivity on a given subject, they may be divided into a nucleus of journals more
particularly devoted to the subject and several groups or zones containing the same
number of articles as the nucleus when the numbers of periodicals in the nucleus
and the succeeding zones will be as 1 : b : b2 : . . .. In 1949, Zipf [24] discovered
a law in quantitative linguistics (with applications in bibliometrics). This law states
that rf = C, where r is the rank of a word, f is the frequency of occurrence of the
word, and C is a constant that depends on the analyzed text. As we shall see below,
this relationship is connected to the relationships obtained by Lotka and Bradford.
Zipf also formulated as interesting principle (of least effort) that serves to explain the
above relationship: a person …will strive to solve his problems in such a way as to
minimize the total work that he must expend in solving both his immediate problems
and his probable future problems… [24]. In 1963, Price [25] formulated the famous
square root law: Half of the scientific papers are contributed by the top square root
of the total number of scientific authors.

Characteristics of research publications such as their number, type, and distrib-
ution are the most commonly applied indicators of scientific output, e.g., the pro-
duction of a research group is measured often by its number of publications, and
productivity is expressed often as the number of publications per person–year [26].
Researchers from different fields of science put different weights on different kinds
of publications. Researchers from the natural sciences prefer to publish papers in ref-
ereed international journals with (possibly larger) impact factors. Researchers from
the humanities prefer to publish results in book form rather than as articles. And
researchers from the applied sciences publish their results very often as engineering
research reports and patents.

Even within each of the above large fields of science, the weights of the different
sorts of the dominant kinds of publications vary. Let us concentrate on the natural
sciences and on publications in the form of articles. For a long time, articles have
been classified as follows:

1. articles published in journals with impact factor (assigned by SCI (Science Cita-
tion Index)) [27–35]. The SCI journals are much cited, highly visible journals for
which citation data are available;

2. articles published in journals without impact factor (non-SCI journals). Since the
visibility of these journals is smaller compared to the visibility of the SCI journals,
publication in non-SCI journals is unlikely to produce the same level of citation.
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Because of the above facts, most researchers from the natural sciences have preferred
to publish in SCI journals, since publication in such a journal is perceived as a mark
of quality of the scientific research. Of interest is that this perception doesn’t account
for the citation levels, and an uncited article may also be considered a consequence
of research of good quality.

Two statistical approaches are much used in the study of sets of research publi-
cations and citations: the frequency approach and the rank approach. Let us discuss
some of their characteristic features.

4.3 Frequency Approach and Rank Approach:
General Remarks

The frequency approach is based on analysis of the frequency of observation of
values of a random variable. In the case of research publications, the frequency of
observation of a value is the probability that a researcher has written x papers, and
the random variable is the production of a researcher from the observed large group
of researchers. Such an approach will lead us to the laws of Lotka and Pareto.

The rank approach is based on a preliminary ordering (ranking) of the subgroups
(having the same value of the studied quantity) with respect to decreasing values
of some quantity of interest. Then one can study the subgroups with respect to their
rank. In our case, one can rank the researchers from a large group after building
subgroups of researchers having the same number of publications. Such an approach
will lead us to the laws of Zipf and Zipf–Mandelbrot. And when we rank the sources
of information such as scientific journals, the rank approach will lead us to the law of
Bradford. Let us stress here that a general feature of the laws of Lotka, Pareto, Zipf,
and Zipf–Mandelbrot is that these laws are expressed mathematically by hyperbolic
relationships.

The frequency approach and rank approach are appropriate for describing differ-
ent regions of the distribution of research productivity. The rank approach (the law
of Zipf, for example) is appropriate for describing the productivity of highly produc-
tive researchers, for which two researchers with the same number of papers rarely
exist and the ranking can be constructed effectively. The frequency approach (the
law of Lotka, for example) is appropriate for describing the productivity of not so
highly productive researchers. This group may contain many researchers, and many
of them may have the same number of publications. Because of this, they cannot be
effectively ranked, but they can be investigated by statistical methods based on fre-
quency of occurrence of different events (such as number of publications or number
of citations).
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If the maximum production (the number of publications, number of cita-
tions, etc.) of a member of a group of researchers is larger than the number
of the members of the group, we may usually use the rank approach for
characterization of the research production of these researchers. If the
maximum production is much smaller than the number of the members
of the group, we have to use the frequency approach.

The frequency and rank statistical distributions have differential and integral
forms. Let us consider a large enough sample of items of interest for our study.
Let the sample size be N . Let the values of the measured characteristics in the sam-
ple vary from xmin to xmax, and we separate this interval of M subintervals of size
Δ = (xmax −xmin)/(M). Then the differential form of the frequency distribution of x,
denoted by n(x) (where n is the frequency of values of x in the interval that contains
x), satisfies the relationship

xmax∑
xmin

n(x) = N . (4.1)

The integral form of the frequency distribution is

f (x) = 1

N

x∑
xmin

n(x∗). (4.2)

The differential form of the rank distribution is

r =
xmax∑
x

n(x∗), 1 ≤ r ≤ N, (4.3)

and the integral form of the rank distribution is

R(r) =
r∑
1

x. (4.4)

Above, the rankmeans the number of the position of the value x of the studied random
variable when all values of the random variable are listed ordered by decreasing
frequency n(x).

Let us stress again that in the natural sciences, most of the probability distributions
used are frequency distributions. In the social sciences, many of the probability dis-
tributions used are rank distributions. But why are frequency distributions dominant
in the natural sciences and rank distributions frequently used in the social sciences?

The choice of type of distribution convenient for the statistical description of
some sample depends on two factors [36]: the sample size and the value of xmax. The
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frequency form of the probability distribution is convenient when the normalized
frequency n(x)/N is a good approximation of the probability density function. This
happens when the frequencies n(x) are large enough and

xmax − xmin
Δ

= M � N . (4.5)

The corresponding condition for the application of the rank distribution is [36]

xmin + xmax
Δ

� 2, (4.6)

which means that the rank distributions are more applicable when xmax
Δ

is large.

For the case of data from the natural sciences, we usually have large values of
N such that the condition (4.5) is satisfied much better that the condition (4.6).
In addition, the value of xmax is usually not very large. Thus the frequency
distributions are dominant. In the social sciences, N is usually not very small,
and since the non-Gaussian distributions occur frequently the value of xmax
is usually large. Thus the condition (4.6) is better satisfied than the condi-
tion (4.5), and the rank distributions are used much more than the frequency
distributions.

4.4 The Status of the Zipf Distribution in the World
of Non-Gaussian Distributions

There is a quotation that if a question is formulated appropriately, that is already half
the answer. So let us formulate the question:Why is the status of the Zipf distribution
in the world of non-Gaussian distributions almost the same as the status of The
Normal distribution is just one distribution from the class of Gaussian distributions?

As we already know, because of the central limit theorem, the normal dis-
tribution plays a central role in the world of Gaussian distributions, which
are the dominant distributions in the natural sciences. And we know that the
non-Gaussian distributions occur frequently in the social sciences. Is there
a non-Gaussian distribution that plays almost the same central role for non-
Gaussian distributions? There is indeed such a distribution, and its name is
the Zipf distribution.
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The special status of the Zipf distribution is regulated by the Gnedenko–Doeblin
theorem. This theorem [37–40] states that necessary and sufficient conditions (as
x → ∞) for convergence of normalized sums of identically distributed independent
random variables to stable distributions different from the Gaussian distribution are

f (−x) ∝ C1
h1(x)

| x |α∗ ; 1 − f (x) ∝ C2
h2(x)

xα∗ ;
C1 ≥ 0; C2 ≥ 0; C1 + C2 > 0; 0 < α∗ < 2, (4.7)

where f (x) is the integral frequency form of the corresponding distribution, C1, C2,
and α∗ are parameters, and h1 and h2 are slowly varying functions i.e., for all times
t > 0,

lim
x→∞

hk(tx)

hk(x)
= 1, k = 1, 2. (4.8)

In other words, the Gnedenko–Doeblin theorem states that the asymptotic
forms of the non-Gaussian distributions converge to the Zipf distribution
(up to a slowly varying function of x).

Let us stress the following.

1. Note the words “up to a slowly varying function.” This means that some statistical
distributions connected to research publications and citations may deviate from
a power law relationship.

2. Note that in the Gnedenko–Doeblin theorem, α∗ < 2, and for α∗ < 2, the Zipf
distribution is a non-Gaussian distribution. For α∗ > 2, the Zipf distribution is a
Gaussian distribution.

3. When the sample sizes are infinite, theGaussian distributions havefinitemoments,
and many of the moments of the non-Gaussian distributions are infinite.

4. In practice, one works with finite samples. Then the moments of the Gaussian
distributions and the moments of the non-Gaussian distributions may depend on
the sample size.

In addition, we note that the statement of the Gnedenko–Doeblin theorem is about
the asymptotic form of a non-Gaussian distribution. This has some consequences for
the laws (of Lotka, Bradford, etc.) that we shall discuss below. These laws may be
considered statistical relationships that are valid for larger sets. In other words, and
in most cases (when the studied sets are not large enough), the laws discussed below
should be considered trends and not strict rules. These laws are not like the exact
‘hard’ laws of the natural sciences. However, these laws are stricter than the ‘soft’
laws that can be found in many of the social sciences.
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4.5 Stable Non-Gaussian Distributions
and the Organization of Science

Let us recall some characteristic features of non-Gaussian distributions:

(1) Their “heavy tail” [41, 42]: This means, for example, that in a research orga-
nization there may exist a larger number of highly productive researchers than
the normal distribution would lead one to expect.

(2) Their asymmetry: There exist many low-productive researchers and not so
many high-productive researchers. We shall discuss below that another man-
ifestation of this asymmetry is the concentration–dispersion effect: there is a
concentration of productivity and publications at the right-hand side of the Zipf–
Pareto distribution, and dispersion of scientific publications among many low-
productive researchers at the left-hand side of the distribution.

(3) They have only a finite number of finite moments. For example, for the Zipf–
Pareto law (with characteristic exponent α), there exist moments of order n < α.
And if α = 1 (as in the case of many practical applications such as the law of
Lotka), then there is no finite dispersion.

The nonexistence of the finite second moment violates an important require-
ment of the central limit theorem (namely the existence of a finite second
moment), and thus some distributions do not converge to the normal distribu-
tion. Then there is a class of non-Gaussian distributions that describe another
“nonnormal” world. And many social and economic systems belong to this
world.

The infinite second (and often the infinite first) moment of non-Gaussian distri-
butions means that the probability of large deviations increases, and if the first
moment is infinite, then there is no concentration around some mean value.

An important class of non-Gaussian distributions is the class of stable non-
Gaussian distributions. The definition of a stable distribution is [43, 44] this: Suppose
that Sk = X1 +· · ·Xk denotes the sum of k independent random variables, each with
the same nondegenerative distribution P. The distribution P is said to be stable if the
distribution of Sk is of the same type for every positive integer k. A random variable
is called stable if its distribution has this property.

The normal distribution is a stable distribution. Another class of stable distrib-
utions is the class of non-Gaussian distributions with infinite dispersion. And the
asymptotic behavior (at x → ∞) of all of these stable non-Gaussian distributions is
∝ 1

x1+α , i.e., convergence to the Zipf–Pareto law.
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The origin of the Zipf–Pareto law as the limit distribution for the class of
stable non-Gaussian distributions shows that the Zipf–Pareto law reflects
fundamental aspects of the structure and operation of many complex orga-
nizations om biology, economics, society, etc.

Three stable distributions are known explicitly:

1. The distribution of Gauss (not of interest for us here).
2. The distribution

p(x) = 1

(2π)1/2
x−3/2 exp(− x

2
), (4.9)

which is connected to a large number of branching processes. At large x, the
asymptotic behavior of this distribution is p(x) ∝ a

x3/2 , where a = (2π)−1/2.
3. The Cauchy distribution [45, 46] (known also as the Lorenz distribution or

Breit–Wigner distribution):

p(x, x0, γ ) = 1

γπ

[
1 +

(
x−x0

γ
,
)2

] (4.10)

where

• x0: location parameter that specifies the position of the peak of the distribution;
• γ : scale parameter that specifies the half-width at the half-maximum.

Here we shall consider the standard Cauchy distribution p(x, 0, 1), i.e.,

p(x) = 1

π

1

1 + x2
, (4.11)

whose asymptotic form for large x is p(x) ∝ a
x2 , where a = 1/π . We note that

for this asymptotic form, we have α∗ = α + 1 = 2, i.e., α = 1. Thus the value
of the exponent is the same as the value of the exponent for the law of Lotka for
authors and their publications (see the next section). In other words, the law of
Lotka emerges as the asymptotic form of the standard Cauchy distribution.

4.6 How to Recognize the Gaussian or Non-Gaussian
Nature of Distributions and Populations

Usually for non-Gaussian distributions, the moments increase as the the sample
size goes up [47]. According to the central limit theorem, the first two moments of
Gaussian distributions are finite (which is not the case for the non-Gaussian distri-
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butions). Thus the first criterion that a distribution may be Gaussian is that we are
able to express analytically the mean and the variance of the distribution in finite
form via distribution parameters. This is the case of the distributions of Gauss and
Poisson, the lognormal distribution, logarithmic distribution, geometric distribution,
negative binomial distribution, etc.

The second criterion is connected to the Gnedenko–Doeblin theorem discussed
above. The criterion reads thus: If we are able to determine the asymptotic type of a
distribution f (x) and these asymptotics (x → ∞) are

f (x) ∼ 1

x1+α
, (4.12)

then for α < 2, the distribution is non-Gaussian, and for α > 2, the distribution is
Gaussian.

The distributions that at large values of x have the form of a Zipf distribution may
be called Zipfian distributions. If in (4.12) we have α = ∞, then the corresponding
distribution is non-Zipfian. The above-mentioned Gaussian distributions are all non-
Zipfian distributions. From (4.12), one obtains

lim
x→∞

d

d(ln x)
f (x) = −(1 + α). (4.13)

For the Gaussian non-Zipfian distributions, α = −∞.
Two distributions that will be much discussed in the next chapter are the (gen-

eralized) Waring distribution and the GIGP (generalized inverse Gauss–Poisson)
distribution. It will be useful to know the values of the corresponding parameters for
which these distributions are non-Gaussian and/or Zipfian. The GIGP distribution
(called also Sichel distribution) is

f (x) = (1 − θ)ν/2

Kν[β(1 − θ)1/2]
(βθ/2)x

x! Kx+ν[β], (4.14)

where Kn[z] is the modified Bessel function of the second kind of order n and with
argument z. The asymptotics of f (x) when x → ∞ are given by [47]

f (x) ∼ θ x

x1−ν
. (4.15)

Then

lim
x→∞

d

d(ln x)
f (x) = −(1 − ν) + x ln(θ). (4.16)

If θ = 1, then as x → ∞,

f (x) ∼ 1

x1−ν
, (4.17)
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and ν has to be negative (since f (x) has to yield a normalization). With negative
ν and α = −ν, the GIGP distribution is from the class of Zipfian distributions. If
θ = 1 and ν < 2, the GIGP distribution is Gaussian. If θ = 1 and ν > 2, the
GIGP distribution is non-Gaussian. If θ < 1, the GIGP distribution is a Gaussian
non-Zipfian distribution.When β = 0 and ν = 0, the GIGP distribution is reduced to
the logarithmic distribution. Finally, when β = 0 and ν = 0, the GIGP distribution
is reduced to the negative binomial distribution.

The generalized Waring distribution and its particular cases will be much dis-
cussed in the next chapter. The generalized Waring distribution can be written in
different mathematical forms. The form that expresses the distribution through the
gamma and beta functions is

f (x) = Γ (a + c)

B(a, b)Γ (c)

Γ (x + c)Γ (x + b)

Γ (x + a + b + c)

1

x! . (4.18)

The asymptotic behavior of this distribution as x → ∞ is

f (x) ∼ 1

x1+a
. (4.19)

Thus the generalized Waring distribution is a Zipfian distribution, and α = a. if
a < 2, the distribution is non-Gaussian. If α > 2, the distribution is Gaussian.

In practice, one has to work with samples and calculate the moments of the
corresponding distributions on the basis of the available samples. Thus the researcher
has to observe the growth of the corresponding moments with increasing sample size
N . In other words, one has to check the dependence of the mean and variance on
N . If the dependence is negligible, then the corresponding population with large
probability is a Gaussian one. If a dependence exists, then with large probability, the
corresponding population is non-Gaussian.

4.7 Frequency Approach. Law of Lotka for Scientific
Publications

The databases of scientific publications are an important final result of the activities
of research organizations. And the production of research publications can be highly
skewed. Thismeans that inmany research fields, a small number of highly productive
researchers may be responsible for a significant percentage of all publications in the
field.

Alfred Lotka (the same Lotka who is famous for the Lotka–Volterra model in
populations dynamics [48–50]) investigated the database of the journal Chemical
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Abstracts [22] and counted the number of scientists who wrote 1, 2, . . ., imax papers.
Lotka obtained the following relationship:

Ni = N1

i2
, (4.20)

where

• N1: number of scientists who wrote one paper;
• Ni: number of scientists who wrote i papers.

Let us note that the law of Lotka doesn’t consider the case N0 = 0. This case may
be considered on the basis of the Price distribution [51], which will be discussed
in the next chapter within the scope of the discussion of the more general Waring
distribution.

One may consider two variants of the law of Lotka [52–59] based on (4.20): a
variant for the case of infinite productivity of the most productive scientist and a
variant for the case of finite scientific productivity of the most productive scientist.
Below we shall consider these two variants.

4.7.1 Presence of Extremely Productive Scientists: imax → ∞

Let N∗ be the number of all scientists. Then we can introduce the proportions of the
scientists who wrote i papers as pi = Ni

N∗ . From (4.20), we have

N∗ =
imax∑
i=1

Ni ≈
∞∑
i=1

Ni = N1

∞∑
i=1

1

i2
= N1

π2

6
. (4.21)

Then

pi = Ni

N∗ = N1/i2

N1/
π2

6

= 6

π2

1

i2
≈ 0.608

i2
≈ 0.6

i2
, (4.22)

where
∞∑
i=1

pi = 1. Equation (4.22) presents the law of Lotka:

The proportion of scientists who wrote i publications is inversely propor-
tional to i2 (the square of the number of publications).

Let us stress that in order to investigate whether the law of Lotka is present in
some database of scientific publications, we have to be sure that this database is large
enough. Two additional remarks are in order here.
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Remark 1 Ifwe set i = 1 in the lawofLotka,we obtain that theminimally productive
researchers (who wrote just one paper) constitute (at least) 60% of the population of
researchers. Then in a research organization, we can expect to find many researchers
who have written a small number of papers (for a variety of reasons) and a small
number of highly productive researchers.

Remark 2 In the general case, the exponent of the law of Lotka can be different
from 2.

Another form of the law is

pi = p1
i1+α

; p1 = 1

ζ(1 + α)
, (4.23)

where α is the characteristic exponent of the law, and ζ(1 + α) is the Riemann zeta

function:

(
ζ(μ) =

∞∑
i=1

1
iμ

)
. If α = 1, then the exponent in the law of Lotka is 2. The

form of the law of Lotka (4.23) is similar to the differential frequency form of the
Zipf distribution:

p(x) = C

x1+α
, 0 ≤ α < ∞, (4.24)

where C and α are parameters of the distribution. The Zipf distribution will be
much discussed below. Let us note here that the integral frequency form of the Zipf
distribution is

P(x) = C

αN

(
1

xα
0

− 1

xα

)
, (4.25)

where N , x0, α, and C are parameters of the distribution.
The law of Lotka has been much discussed in connection with data sets for the

publication activities of different categories of researchers [60, 61].

4.7.2 imax Finite: The Most Productive Scientist Has Finite
Productivity. Scientific Elite According to Price

The productivity of scientists is finite: imax �= ∞. In order to account for this, we
have to set corrections to the above formulas. As we shall see, these corrections are
small, and because of this, one often uses the formulas derived on the basis of the
assumption of infinite productivity of the most productive researcher.

The finite productivity corrections will be based on the relationship [62]

imax∑
k=1

1

k2
≈ π2

6
− 1

imax
. (4.26)
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On the basis of this relation, the correction for the relationship (4.21) between the
number of all researchers N∗ and the number of researchers who have published one
paper N1 becomes

N∗ = N1

(
π2

6
− 1

imax

)
, (4.27)

and the finite-size productivity correction of the proportion of researchers who have
i publications becomes

pi = Ni

N∗ = 6imax
i2(π2imax − 6)

. (4.28)

Price defined the scientific elite as those researchers who have more than m pub-
lications, where m is such a number that the researchers who wrote more than m
publications (the elite) possess the half the total number of publications of the group
of researchers.

The result for the elite will be obtained on the basis of the following approximate
relationship:

imax∑
i=1

1

i
≈ ln(n) + CE, (4.29)

where CE = 0.577 . . . is Euler’s constant.
The number of publications of the subgroup of researchers in which every

researcher has i publications is P(i) = iNi. The entire group of researchers obeys
Lotka’s law for scientific production. Then

P(i) = iNi = i
Ni

i2
= N1

i
. (4.30)

Then half the total number of publications of the group of researchers is

1

2

imax∑
i=1

P(i) = 1

2

imax∑
i=1

N1

i
≈ 1

2
N1[ln(imax) + CE]. (4.31)

The number of researchers who have more than m publications is

imax∑
i=m

N1

i
=

imax∑
i=1

N1

i
−

m∑
i=1

N1

i
≈ N1[ln(imax) − ln(i)]. (4.32)

From (4.31) and (4.32), one obtains

m = exp

(
−CE

2

) √
imax ≈ 0.749

√
imax. (4.33)
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Hence if the group of researchers have publications that obey the law
of Lotka, then according to Price, the scientific elite consists of the
researchers who have between 0.749

√
imax and imax publications.

What is the size of this elite?
The number of elite scientists is

Ne =
imax∑
i=m

N1

i2
≈ N1(

1

m
− 1

imax
). (4.34)

The total number of scientists is given by (4.27). Thus the size of the elite of Price is

Se = Ne

N∗ = π(imax − m)

m(6imax − π)
. (4.35)

For the case of large maximum productivity imax,

Se ≈ π

6m
= π

6 × 0.749
√
imax

≈ 0.812√
imax

. (4.36)

Let imax = 250. Then the size of the corresponding elite will be approximately 5%
of the size of the group of scientists. The research topic connected to scientific elites
enjoys significant current interest, and that interest is very high especially for the
study of highly cited researchers and publications [63–67].

4.7.3 The Exponent α as a Measure of Inequality.
Concentration–Dispersion Effect. Ortega Hypothesis

According to the law of Lotka, the distribution of scientific production (the number
of written publications) in a large enough group of researchers is determined by three
parameters:

1. p1: the percentage of minimally productive researchers;
2. imax: the maximum productivity of a researcher from the group;
3. α: the exponent in the power law of Lotka.

If we fix one of the parameters, we can study the significance of one of the other
parameters as a function of the third parameter. We are interested in the parameter
α. Thus we fix imax and discuss the relationship between α and p1. From (4.23), one
obtains

∂p1
∂α

> 0, (4.37)



4.7 Frequency Approach. Law of Lotka for Scientific Publications 173

which means that when α increases, the number of not very productive researchers
increases too. At the same time, imax = const, i.e., there is at least one highly
productive researcher, but the number of highly productive researchers decreases
with increasing α.

In other words, α is a measure of the stratification in a group of researchers
with respect to the production characteristic called “number of published papers.”
And as α becomes larger, this stratification increases: there are more and more not
very productive researchers and a smaller and smaller number of highly productive
researchers.

The above stratification is one example of the concentration–dispersion effect.

Concentration–dispersion effect:
Two processes are simultaneously observed in organizations governed by
hyperbolic laws: the concentration of units in a small number of compo-
nents (formation of an elite) and dispersion of the rest of the units to many
components of an organization.

The concentration–dispersion effect applied to our groupof researchersmeans that
there exists a small group of researchers that produce large number of publications,
and there exists a large group of researchers who have only few publications each.
In other words, we have to expect that most of the researchers will be not highly
productive and that there will be small number of highly productive researchers.
This doesn’t mean that the research in the corresponding institution or country is not
well organized. The periphery of low-productive researchers is a necessary part of
the core–periphery structure, whereby the core contains a small number of highly
productive researchers. One cannot try to eliminate the periphery without affecting
the core. The periphery contributes to the high productivity of the core.

Social stratification [68–70] may arise in a research field as a consequence of
the concentration–dispersion effect. A phenomenon similar to the concentration–
dispersion effect may be observed also on the level of scientific fields (the few of
them that are current attract many citations, and the other fields attract amuch smaller
number of citations).

A hypothesis called the Ortega hypothesis [71–80] is closely connected to the
concentration–dispersion effect. Ortega suggests the following:

The work of the average scientists on unambiguous projects is very important
for the advance of the science. The work of these scientists leads to minor
contributions but without these minor discoveries by the mass of scientists the
breakthroughs of the truly inspired scientists will be not possible [81].
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4.7.4 The Continuous Limit: From the Law of Lotka to the
Distribution of Pareto. Pareto II Distribution

If the number of researchers in the group is very large and the number of papers
they have published is very large, too, then one can use a continuous approximation,
whereby the number of publications x(t) is a function of t (x is no longer necessarily
a natural number).

The continuous version of the law of Lotka is the distribution of (the law of)
Pareto.

The distribution of Pareto [82, 83] is

p(x) = α

x0

(x0
x

)1+α

, (4.38)

where

• p(x): density of distribution of researchers;
• x0: the minimum number of papers of researchers from the studied large group of
researchers (x0 ≤ x ≤ ∞).

• α > 0

The law of Pareto can be obtained on the basis of two assumptions:

1. The time the researchers work on problems in some research area differs among
the researchers from the group and is given by the distribution p(t) = ν exp(−νt);
(ν: parameter).

2. The number of publications of the researchers grows proportionally to the number
of already written publications (more experience means a shorter time for writing
a new publication): dx/dt = λx → x(t) = x0 exp(λt) (λ is a parameter; x0 is the
number of publications at the initial time t0).

From the second assumption, t = 1
λ
ln

(
x
x0

)
. The substitution of this in the relation-

ship for p(t) from the first assumption leads to (4.38) withμ = λ
1−λx0

and α = μ

λ
−1.

The Pareto distribution has a shortcoming that can be eliminated by the use of the
Pareto II distribution. Let us discuss this in detail.

In the general Pareto distribution (4.38) above, x0 is a scaling parameter. Let us
define the standard Pareto distribution as

ps = α

xα+1
. (4.39)

Then if the random variable Y has standard Pareto distribution (4.39), the random
variable x0Y (x0 > 0) has the general Pareto distribution (4.38).
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The tail distribution function of the standard Pareto distribution and of the general
Pareto distribution is (we assume x > 1)

P(Y > x) =
∞∫

x

dz
α

zα+1
= 1

xα
. (4.40)

Equation (4.40) shows very clearly a drawback of the standard Pareto distribution:
the smallest allowed value of x is 1. In many distributions connected to science
dynamics, however, values smaller than 1 are possible (one example is the value 0).
In order to solve this problem, onemayuse thePareto II distribution,which is obtained
as follows [84, 85]: if Y is a random variable that has a standard Pareto distribution
(4.39), then the random variable X = β(Y − 1) has the Pareto II distribution

fX(x) = αβα

(x + β)α+1
, x ≥ 0. (4.41)

The tail distribution of the Pareto II distribution is

ΨX(x) =
(

β

x + β

)α

, x ≥ 0. (4.42)

As one can see, the Pareto II distribution and its tail distribution are heavy-tailed: for
large x, we have fX ∝ 1/xα+1; ΨX ∝ 1/xα .

The Pareto II distribution can be adapted for variables in the interval (1,∞) by
a simple shift W = X + 1. If the random variable X has Pareto II distribution, then
the random variable W has the shifted Pareto II distribution

fW (x) = αβα

(x + β − 1)1+α
(4.43)

and tail function

P(W > x) = P(X > x − 1) =
(

β

x + β − 1

)α

. (4.44)

Finally, the moments of the Pareto II distribution exist up to order n < α, and the
expected value of Xn is

E[Xn] = βnn!Γ (α − n)

Γ (α)
, (4.45)

where Γ (x) is the gamma function.
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4.8 Rank Approach

4.8.1 Law of Zipf

The law of Zipf can be obtained from the law of Lotka as follows. The number of
researchers who have at least i publications is

ri =
imax∑
k=i

Nk . (4.46)

From the law of Lotka (4.23), we have Nk = N1
1

k1+α . The substitution of the last
relationship in (4.46) and letting imax → ∞ leads to

ri = Ni

∞∑
k=i

1

k1+α
≈ N1

α

1

iα
. (4.47)

Characteristics of ri:
The number ri is called the rank. According to (4.46), ri is the characteristic
of the number (in an ordered list) of researchers that have i publications.

Let us assume for simplicity that in the studied groupwe have researcherswith dif-
ferent numbers of publications. Then the rank of the sole most productive researcher
will be 1. If we take the number of publications of the second most productive
researcher, then the number of researchers that have publications greater than or
equal to the number of publications of the second most productive researcher will
be 2 (and these are the most productive researcher and the second most productive
researcher). Thus the rank of the second most productive researcher will be 2. The
third most productive researcher will have rank 3, etc.

From (4.47), one obtains

ir = B

rβ
, (4.48)

where

B =
(
N1

α

)1/α

; β = 1

α
.

Equation (4.48) with α = 1 is called the law of Zipf [24, 86, 87].
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4.8.2 Zipf–Mandelbrot Law

The Zipf–Mandelbrot law is obtained when we drop the assumption of infinite pro-
ductivity of the most productive researcher, imax = ∞, and instead of this assume
finite productivity imax. Then the result analogous to (4.47) is

rk ≈ N1

α

(
1

iα
− 1

iαmax

)
. (4.49)

From (4.49), one obtains the following rank distribution:

ir = A

(r + B)γ
, (4.50)

where
A = (N1/α)1/α; B = [N1/(i

α
maxα)]; γ = 1/α,

which is called the Zipf–Mandelbrot law [88, 89].
If we set in (4.50) the value of α from the law of Lotka (α = 1) and if we let

imax → ∞, we shall obtain the law of Zipf (4.48).2

Equation (4.50) gives the differential rank form of the Zipf–Mandelbrot distribu-
tion. The integral rank form of the Zipf–Mandelbrot distribution is

R(r) = A ln

(
r + B

1 + B

)
, γ = 1 (4.51)

and

R(r) = A

γ − 1

[
1

(1 + B)γ−1
− 1

(r + B)γ−1

]
, γ �= 1. (4.52)

The Zipf–Mandelbrot law ismuch used not only in scientometrics but also in physics,
applied mathematics, etc. [90–94]. Because of this, the practical aspects of fitting
and testing this law are of great interest to researchers. A discussion of these aspects
is provided in [95].

2Note that the Zipf law and the Zipf–Mandelbrot law give the rank of the researchers (or in general
of some source of information) only approximately. The reason for this is that for example, there
can be several researchers with the same production. If there are no researchers with the same
production, then the laws are again approximate, because we silently changed the sums to integrals
in order to obtain the approximate relationships for the final form of the laws.
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4.8.3 Law of Bradford for Scientific Journals

The following simple classification of the scientific journals (with respect to the
articles devoted to some scientific area) can be made:

1. Core journals: these are specialized in the corresponding area and contain many
articles discussing different research questions from the area.

2. Intermediate group of journals: usually, these are journals devoted to closely
related scientific areas and containing a certain number of articles on the scientific
area being studied.

3. Periphery journals: Journals containing articles from other scientific areas and
some articles from the studied scientific area.

One possible explanation for the appearance of such groups of journals is as
follows. Every researcher tries to publish his/her manuscripts in the best journals.
The number of pages of these journals is limited, however. Thus researchers have to
publish in other journals as well. These other journals can be close to the research
area, but some of them can be quite far from the area of research in the scientific
field of interest.

Bradford applied the following approach to the ranked sources of information
(journals) [96]. He separated them into groups containing sources of the same pro-
duction: the journals were separated into a group of journals containing one paper
on the studied research topic, then a group of journals containing two papers, etc. In
doing so, Bradford obtained empirically the following law.

Law of Bradford:
The journals ranked with respect to the number of articles on a scientific topic
can be separated within groups of journals, each group containing the same
total number of articles. Then the relationship between the numbers of journals
in each group is

N1 : N2 : N3 : . . . = 1 : q : q2 : . . . , (4.53)

where q > 1 is some parameter (can be different for different research topics).

The law of Bradford can be written as follows:

R(n) = k ln

(
n

n0
+ 1

)
→ k ln n for large

n

n0
, (4.54)

where

• R(n): the total number of papers in the first n journals from the highest ranked
groups of journals.

• k: parameter depending on the number of papers in each group of journals and on
the number q (for more information, see below).
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• n0: parameter depending on the number of journals in the group of highest ranking
and on the number q (for more information, see below).

Equation (4.54) is obtained as follows. The number of journals in the L highest

ranked groups of journals is n =
L∑
i=1

ni = n1
qL−1
q−1 (this comes from the geometric

progression in (4.53)). Let n∗ be the number of journals in each of the L groups. Then
the total number of journals is R = Ln∗, and L = R/n∗. Substituting this relationship
for L into the above relationship for n, we obtain the law of Bradford, where

• k = n∗
ln q ,

• n0 = n0
q−1 .

In other words, the number of articles on a topic from a particular research area in
the highest ranked n journals (if n is large) increases as the logarithm of the number
of such journals.

With some algebra, one can obtain the following form of the law of Bradford:

R(n) ≈ N1 ln n, (4.55)

whereN1 is the number of researcherswho havewritten one ormore articles on topics
from the studied research area. This interesting relationship connects the number of
researchers working on the research area of interest, the number of highest ranked
journals in this area, and the number of published papers in these journals.

Let us note the following: the law of Bradford is correct if the value of the exponent
α in the law of Lotka is close to 1. Such values are often present in practical situations,
but there can be cases in which α can be significantly different from 1. Thus the
Bradford law (as well as the other laws discussed above) has to be applied very
carefully [97–99].

Let us stress the following.

The strongly positive feature of the laws discussed in this chapter is that they
give us an orientation in the complex world of scientific structures, systems,
and processes. For example, the frequent occurrence of α ≈ 1 is evidence of
some kind of structure of the organization of science.

Bradford’s lawmay be used for obtaining information about the degree of inequal-
ity in scientific and technology between developed and developing nations andmakes
it possible to group them into three classes (core, middle, and periphery class) with
respect to their science and technology self-reliance [100]. Bradford’s law is observed
also in the area of expending on research and development of firms and in processes
of concentration of research and development [101].

Bradford’s law describes the distribution of articles in a single discipline over
the various journals. As some of the journals have become more and more interdis-
ciplinary, this has complicated the conditions for the validity of the Bradford law
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[102]. Bradford’s law can depend on the stage of development of the corresponding
scientific field. Thus the Bradford law can change over time [103].

The Bradford distribution can be connected to the Leimkuhler curve and to the
index of Gini [104, 105]. In order to show the relationship between the Lorenz curve
(much discussed in the previous chapter) and the Leimkuhler curve, we shall consider
a population of N journals. For each journal, we consider a number of references
(these references can be papers from a research area of interest). We assume that the
numbers of references form a random variable X. Let us define:

• F(j) = P(X ≤ j);
• F(j) = r(j)

N , where r(j) is the rank of the journal carrying j references (i.e., the
number of journals carrying at least j references).

• μ = M
N , whereM is the total number of references carried by the set of N journals

being studied.

Now let

Ψ (j) =
∑
i≥j

iP(x = i)

μ
, i = 1, 2, . . . , (4.56)

and

Φ(j) =
∑
i≤j

iP(x = i)

μ
, i = 1, 2, . . . . (4.57)

On the basis of the above definitions, we can define the Lorenz curve and the
Leimkuhler curve as follows:

• Lorenz curve: the set of points (F(j),Φ(j));
• Leimkuhler curve: the set of points (F(j), Ψ (j)).

The connection between the two curves becomes clear when one realizes that

F(j) = 1 − F(j); Ψ (j) = 1 − Φ(j). (4.58)

Hence if one can construct the Lorenz curve, then the construction of the Leimkuhler
curve is an easy task.

4.9 Matthew Effect in Science

For unto every one that hath shall be given, and
he shall have abundance: but from him that

hath not shall be taken even that which he hath.
The Gospel of Matthew, Matthew 25:29
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Matthew effect: a term for the phenomenon “the rich get richer and the poor
get poorer” or “success breeds success.”

The term “Matthew effect” was introduced by Merton [106, 107] in order to give a
name to a mechanism that increases the visibility of contributions to science by emi-
nent researchers and reduces the visibility of comparable contributions by less well
known authors. Merton assumed that a contribution would probably enjoy greater
visibility when it was made by a scientist of higher eminence.

The Matthew effect helps the rapid diffusion of publications of eminent scientists
[108] and especially of their publications that are not of top quality. Such papers
written by high-ranking scientists are more likely to be widely diffused early than
are papers of the same quality written by low-ranking authors.

TheMatthew effect is observed at different scales of science dynamics. For exam-
ple, there is a Matthew effect for countries: papers with authors who are from some
countries get more citations than expected at the cost of others [109–113]. There
exists a Matthew effect for journals (papers from more prominent journals are more
frequently cited at the expense of papers from other journals) and even a Matthew
effect for papers in one journal (the papers of authors from some nations are more
cited than the papers by authors from other nations) [114–117]. The Matthew effect
exists even with respect to the scientific centers that produce winners of scientific
degrees and awards [118] as well as in the peer review process [119].

A measure of the characteristics of scientific systems connected to the Matthew
effect is the Matthew index. It is defined as follows:

M = O − E

E
, (4.59)

where

• O: observed number of items (say citations);
• E: expected number of items;

TheMatthew index can bemademore complicated in order to account for geographic
areas [118] (e.g., in order to study the Matthew effect for academicians elected by
the Chinese Academy of Sciences):

Mij = Oij − Ej

Ej
, (4.60)

where

• Oij: number of items from region i for year j;
• Ej: expected average number of items per region for year j.

Other characteristics of theMatthew effect can be studied by indexes of concentration
discussed in Chap. 4 as well as by means of power law tests [120].

http://dx.doi.org/10.1007/978-3-319-41631-1_4
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Another effect can be connected to Saint Matthew (second Matthew effect or
invitation paradox [121]). This effect is connected to the fact that publishing in
journals with a high impact factor does not imply a high number of citations, but
offers a chance only: “For many are called, but few are chosen” (Matthew 22:14).
Many papers published in journals of relatively high impact factor will be cited
less frequently than the average, and relatively few papers obtain a high number of
citations. This is not unexpected: if some papers are cited more than the expectation
on the basis of the impact factor (which is an averaged quantity), then many papers
will be cited less frequently than the expectation on the basis of the impact factor.

4.10 Additional Remarks on the Relationships Among
Statistical Laws

In this chapter we have discussed the most famous statistical laws connected to
bibliometrics and scientometrics. Bookstein [122] discusses the possibility that in
spite of marked differences in their appearance, almost all statistical laws discussed
in this chapter are variants of a single distribution. In several more words, Bookstein
considers these statistical laws as differing manifestations of a single regularity,
which he calls the informetric law. The basis for such a point of view is that the
regularities (statistical laws) describe a population of discrete entities: researchers,
journals, words, businessmen, etc., and each of these entities is producing something
over a timelike variable (have some yield): researchers publish articles, articles occur
in journals covering some scientific discipline, businessmen earn money, etc. Thus
many of the statistical laws describe, in different ways, the same type of data: yields
as distributed over a population of items.

Let us consider the above from the point of view of mathematics. Let us first write
the classical statistical laws discussed above by means of a unified notation. Thus
the law of Bradford may be written as

Nn = knN0, (4.61)

where k is a constant (equal to the constant q above in the text); N0 and Nn are
connected to the construction of Bradford: he formed a core of journals of central
interest to the discipline, and then he formed rings of successively less productive
journals, so that each ring contained the same number of relevant articles as the core.
The number of journals in a ring divided by the number of journals in the preceding
ring was approximately a constant k. Then N0 is the number of journals in the core,
and Nn is the number of journals from the nth ring. The Leimkuhler version of the
Bradford law can be written as

Y = A ln(1 + BN), (4.62)



4.10 Additional Remarks on the Relationships Among Statistical Laws 183

where the journals are ranked in decreasing order with respect to the productivity for
the studied research discipline, and N is the number of journals required to yield Y
articles. Here A and B are appropriate constants. Equation (4.62) (known also as a
Leimkuhler distribution) can be written also as

N = A∗[exp(B∗Y) − 1], (4.63)

where A∗ and B∗ are constants.
Lotka’s law was for the number f of researchers (chemists in the original version

of the law) producing y articles,

f = A

yα
, (4.64)

where A is an appropriate constant and α is a constant approximately equal to 2.
Zipf’s law for the frequency y of word occurrence in natural text when the words are
ranked according to the number of occurrences in the text is

ry = A, (4.65)

where r is the rank of the word, y is the frequency (yield) of the word, and A is an
appropriate constant. The Zipf–Mandelbrot law is written as

y = A

(1 + Br)α
, (4.66)

where A and B are appropriate constants.
Let us nowbriefly discuss the relations between the statistical laws. In the previous

section, we have shown the equivalence between the Bradford law (4.61) and the
logarithmic (Leimkuhler) form of this law (4.62) (formoremathematical detail about
this equivalence, see [122]). Above we have shown that the laws of Zipf and Zipf–
Mandelbrot can be obtained from the law of Lotka. Let us now show that there is
a relationship between the law of Lotka (4.64) and the Leimkuhler form of the law
of Bradford (4.62). Let us denote the expected maximum yield of an item by y0 (we
use the general terminology described at the beginning of this section). Let us rank
the items with respect to their yield. Then the cumulative yield Y up to the items of
rank r (the items of rank r are assumed to have yield y) is

Y =
y0∑
n=y

nfn, (4.67)

where fn is the number of items having a yield of n (e.g., the number of researchers
who are authors of n articles). Assuming that the relationship for fn is given by the
law of Lotka (4.64), fn = (y0/n)α , we obtain

Y = yα
0

∑
n1−α. (4.68)
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The integral approximation of (4.68), Y ≈ yα
0

y0+1/2∫
y−1/2

dx x1−α , is as follows:

1. Case α = 2:

Y ∝ y20 ln

(
y0 + 1/2

y − 1/2

)
. (4.69)

2. Case α �= 2:

Y ∝ yα
0

2 − α

[
1

(y0 − 1/2)α−2
− 1

(y − 1/2)α−2

]
. (4.70)

The rank r of the items of yield y in the presence of the law of Lotka is
y0∑
x=y

(y0/x)α ,

which can be approximated as
∫ y0+1/2
y−1/2 dx (y0/x)α . Then (note that α �= 1)

r = y0
α − 1

[(
y0

y − 1/2

)α−1

−
(

y0
y0 + 1/2

)α−1
]

. (4.71)

From (4.71), one obtains

1

y − 1/2
=

[
(α − 1)r

yα
0

+
(

1

y0 + 1/2

)α−1
]1/(α−1)

, (4.72)

and the substitution of this in (4.71) leads to

1. α = 2:
Y ≈ A[(B + Cr)α + 1], (4.73)

2. α �= 2:
Y ≈ A ln(1 + Br), (4.74)

whereA andB are appropriate constants that can be easily calculated by the interested
reader. In a similar way, one can obtain the Zipf law from the Leimkuhler version of
the law of Bradford as well as the law of Pareto from the law of Lotka [122].

4.11 On Power Laws as Informetric Distributions

As we have noted at the beginning of the chapter, the laws connected to the processes
studied by scientometrics, bibliometrics, and informetrics should be understood not
literally, but as statements about probability distributions, or as statements about the
corresponding expected values. Let us consider a population of objects and let each
object of this population have integer yield y that can be measured. We can associate
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another yield to each of the objects: the expected yield x. This expected yield may
be not be an integer, and it may not be measurable. Let the number of objects (e.g.,
researchers) f (x) having an expected yield x (e.g., publications) be proportional to a
function h(x) of x [123]:

f (x) = Ah(x), (4.75)

whereA is a constant (whichmay be set if we assume h(1) = 1). The relation between
the expected yield x and the actually measured value is as follows. Let p(n | x) be
the probability that an object (researcher) with expected yield of x units (articles)
actually has n units. Then the number of objects with n units will be proportional to

g(n) =
∫

dx p(n | x)h(x). (4.76)

If p(n | x) is sharply peaked at n near x, then g(n) ≈ h(n). Under the condition
of sharp-peaked conditional probability, we have f (n) ≈ Ah(n) if the density of
expectations is proportional to h(x) (even x is a noninteger). Thus instead of discrete
values n for the units, one may work with continuous values x of the yield variable
consistent with the expected value interpretation. Bookstein [124] gives an example
of the usefulness of this approach: if h(x) = 1/x2 and p(n | x) is a Poisson distribu-
tion, then the expected number of objects yielding n events (units) is A/[n(n − 1)],
which for large values of n is approximately A/n2.

After validation of the possibility of working with a continuous variable x instead
ofwith the discrete variablen (and to obtain correct results), let us discuss the question
of the form of the distribution h(x) from (4.75) if we change the time interval from an
interval in which every object produces the expected value of x units to an interval in
which every object produces an expected value of sx units. We impose the following
conditions:

1. Our law h(x) has to be stable over such kinds of changes, i.e., the form of our
distribution for the case of sx units will again be of the form h: h(sx).

2. The members of the population of objects produce units at a constant rate.
3. The population of objects is stable (there are no entries and no exits of objects).

The above conditions lead to statistical laws in the form of power-law distributions.
Let us show this.

The population of considered objects (scientists) produced x units (articles) in
the first period and x′ = sx units in the second period. The number of objects
having expected value x′ +Δ in the second period will have expected values between
x′/s + Δ/s = x + Δ/s in the first period. We know the number of these objects for
the first period: on the basis of (4.75), this number is f (x)(Δ/s) = Ah(x)(Δ/x) = Q.
And then the number of objects that have produced Δ units in the second period is
Ah(x)/s (i.e., Q/Δ).
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The form of the distribution should be stable, i.e., it should remain a constant
multiplied by the function h of the expected number of produced units. Then

A′h(sx) = A
h(x)

s
. (4.77)

From the condition h(1) = 1 and setting x = 1, we obtain

A′h(s) = A

s
. (4.78)

From (4.77) and (4.78), we obtain

h(sx) = h(s)h(x). (4.79)

Equation (4.79) determines the form of the function h(x). Taking into account that
x + Δ = x(1 + Δ/x), we obtain from (4.79)

h(x + Δ) = h(x)h(1 + Δ/x), (4.80)

and this leads us to the relationship

h(x + Δ) − h(x)

Δ
= h(x)

x

h(1 + Δ/x) − h(1)

Δ/x
. (4.81)

Assuming that (d/dx)[h(1)] exists, we obtain by letting Δ → 0,

dh(x)

dx
= h(x)

x

dh(1)

dx
, (4.82)

where dh/dx evaluated at h = 1 is a constant that we denote by A. Then

dh(x)

dx
= A

h(x)

x
, (4.83)

which has a power-law function as general solution, i.e.,

h(x) = Ax−α, (4.84)

where α may be an arbitrary constant (but in practice, α > 0, since h(x) is connected
to a statistical distribution).

It is remarkable that the relationship (4.84) is present even if one relaxes the
requirement for stability of the population of objects, i.e., when objects (researchers)
may enter and leave the population [125]. In more detail, the form of h(x), namely
h(x) = Ax−α , is maintained if the objects enter and leave the population at arbitrary
rates, provided that the distribution in yield production of the items entering and
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leaving the population is the same as that of those initially in the population. In
addition, the above form for h(x) is the only form for which this is true. The same
form occurs if the rates of production are varying, i.e., if the objects don’t generate
items at a fixed rate [123]. In more detail, the rate of change may be arbitrary, and
the condition is that a change in the rate affects all objects in the same way.

Thus the occurrence of a power-law relationshipmaybe considered a sign of the
inertia of productivity patterns. The stability of the power laws in bibliometrics
(e.g., of the law of Lotka) is consistent with the recognition that the studied
research discipline will experience slow periods and periods of acceleration.
If these variations over time tend to influence all the members of the discipline
in the same way, then the corresponding power law will be preserved.

Let us nowdiscuss the relation between the power laws and themultiple authorship
(several objects are coauthors of a unit). Lotka derived his law by giving full credit
to the senior author and to him alone (i.e., nothing for the other coauthors). It can
be shown [123] that if the power law h(x) ∝ 1/xα is valid for one accounting
system for authorship, it will be valid for any other if certain regularities exist. In
addition, this lawwill be unique in being invariant under changes in counting method
for x the expected yield in published articles. Then if one finds a 1/xα relation to
describe productivity for the case in which a full publication credit is assigned to
every author whose name appears on a paper, this will also be the case if we had
assigned fractional authorship instead.

Let us now add somemathematics to the statements above. The number of objects
(researchers) that are expected to produce between x and x + dx units (articles) in
some time interval are (as above) Ah(x)dx, where A is a constant defined by the
constraint h(1) = 1 and h(x) describes the studied population of objects for some
basis of accounting. The question is whether the form of h(x) changes if we change
the accounting system, e.g., to the accounting system we are currently using. We
consider an object (researcher) that has producedN units (articles): n1 as lone author,
n2 with 1 coauthor, n3 with two coauthors, etc. Let us in general use an accounting
system that assigns credit νi for the ith unit(paper) of the object (author). Then the
total number of units that will be assigned to the object of interest is

x =
N∑
i=1

= rN, (4.85)

where r is defined by (4.85). On the basis of this system of accounting, we have
Ah(x)dx objects who are expected to yield between x and x + dx units.
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Now let us consider a different accounting system. From the point of view of this
system, the object yields x′ units. This can be written as

x′ = r′

r
x = θx; θ = r′/r, (4.86)

where θ depends on the object and on the accounting system. Now we shall obtain
an equation for θ starting from the question, How many objects (authors) will yield
x′ units (articles) in the new accounting system? The number of objects that yield x′
units with respect to the new accounting system is equal to the number of objects
that yield x′/θ units from the point of view of the old system of accounting. Taking
into account that the number of objects that have values of θ between θ0 and θ0 + dθ

is F(θ)dθ (where F(θ) is the probability density function of θ ), we obtain that the
function A′h′(x′) connected to the objects yielding x′ units is

A′h′(x′) = A
∫

dθ F(θ)

[
1

θ
h

(
x′

θ

)]
, (4.87)

where the factor 1/θ compensates for the change of size of dx before and after the
transformation.

Now suppose that a change in the accounting system does not change the form of
h, i.e.,

h′(x) = h(x). (4.88)

The substitution of (4.88) in (4.87) leads to

A′h(x) = A
∫

dθ F(θ)

[
1

θ
h

( x
θ

)]
. (4.89)

Taking into an account that h(1) = 1, we obtain

A′ = A
∫

dθ F(θ)

[
1

θ
h

(
1

θ

)]
. (4.90)

The substitution of (4.90) in (4.89) leads to

h(x)
∫

dθ F(θ)

[
1

θ
h

(
1

θ

)]
=

∫
dθ F(θ)

[
1

θ
h

( x
θ

)]
. (4.91)

Given F(θ), (4.91) is an equation for h(x). It is straightforward to check that h(x) =
1/xα is a solution of this equation. Moreover, the power law is the only solution that
satisfies all constraints imposed to the problem. Then, we can conclude that if the
above power law holds for one accounting method, it will hold for every other one
in which the change in the typical amount of credit given to authors per paper may
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vary from author to author but does not depend strongly on how much the author
published. Then if the objects are authors and units are articles [123]:

the investigator is free to adopt any reasonable system of assigning credit, and
can be confident that if power law isn’t observed, it is not because he chose
the wrong means of attributing articles to authors.

Finally let us note that if we have several classes of objects that yield units and the
distribution of those units follows some power law, then if we for some reason do not
distinguish between the classes of objects (e.g., between chemists and biologists),
then the distribution of units connected to the class of all objectswill be approximately
a power law [123].

There are many models that lead to relationships connected to different aspects
of research production. A large number of such models will be discussed in the next
chapter.
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Chapter 5
Selected Models for Dynamics of Research
Organizations and Research Production

Dedicated to the memory of Anatoly Yablonsky. His studies on mathematical
models of science contributed much to my interest in mathematical

modeling of social and economic systems.

Abstract The understanding of dynamics of research organizations and research
production is very important for their successful management. In the text below,
selected deterministic and probability models of research dynamics are discussed.
The idea of the selection is to cover mainly the areas of publications dynamics,
citations dynamics, and aging of scientific information. From the class of deter-
ministic models we discuss models connected to research publications (SI-model,
Goffmann–Newill model, model of Price for growth of knowledge), deterministic
model connected to dynamics of citations (nucleation model of growth dynamics of
citations), deterministic models connected to research dynamics (logistic curvemod-
els, model of competition between systems of ideas, reproduction–transport equation
model of evolution of scientific subfields), and a model of science as a component of
the economic growth of a country. From the class of probability models we discuss
a probability model connected to research publications (based on the Yule process),
probability models connected to dynamics of citations (Poisson and mixed Poisson
models, models of aging of scientific information (death stochastic process model
and birth stochastic process model connected toWaring distribution)). The truncated
Waring distribution and the multivariate Waring distribution are described, and a
variational approach to scientific production is discussed. Several probability mod-
els of production/citation process (Paretian and Poisson distribution models of the
h-index) aswell as GIGPmodel distribution of bibliometric data are presented. A sto-
chastic model of scientific productivity based on a master equation is described, and
a probability model for the importance of the human factor in science is discussed.
The chapter ends by providing information about some models and distributions
connected to informetrics: limited dependent variable models for data analysis and
the generalized Zipf distribution and its connection to the Waring distribution and
Yule distribution.
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5.1 Introductory Remarks

The interest in models of research dynamics and research production has increased
greatly since the publication of the book Little Science, Big Science [1] by Derek
de Solla Price in 1963, in which the first systematic approach to the structure
of modern science was presented. One began to construct models for the growth
of the scientific literature, and this growth was assumed to be exponential (for
all of science) but could be also logistic or even linear for some scientific dis-
ciplines. In addition, models of aging and obsolescence of scientific information
appeared [2–4]. At approximately the same time as Price, Goffman and Newill [5]
developed an intellectual epidemics model of scientific communication. From the
point of view of this model, the diffusion of ideas in a population of scientists could
be compared to the spreading of a virus in some population, causing an epidemic. The
model of Goffman and Newill was followed by other models that connected science
dynamics to dynamics of populations. Several such models will be discussed below.

The number ofmodels in the area of research dynamics grows continuously. There
are many mathematical models connected to the dynamics of research organizations
that may supply useful information for support of assessment of research production.
The focus of this book is mainly on science dynamics and on results obtained by
research on publications and citations. This focus limits the set of models for discus-
sion and determines the selection of the models presented below. In principle, two
kinds ofmodelsmay be developed: deterministicmodels and probabilitymodels. The
discussion below begins with models for dynamics of research publications. First of
all, several forms of growth function are described. Then two deterministic models
of a kind epidemic (SI model and the Goffman–Newill model) are presented. As an
example of a deterministic nonepidemiological model, the Price model of knowl-
edge growth is discussed. The nucleation model of Sangwal for citations dynamics
follows, and this is the only deterministic model connected to citation dynamics. The
reason for this limited coverage is as follows. A citation may be considered a unit of
importance of scientific information. But this unit is small, and in addition, citations
may arise more frequently than the larger units of scientific information (research
publications). Finally, citations may arise quite irregularly. Thus more attention to
citation dynamics is given from the point of view of probability models. The presen-
tation of deterministic models continues with a model of competition of ideas, which
is important for the evolution of research structures and systems. Further, the repro-
duction transport equation model of dynamics of scientific fields is discussed. The
part devoted to deterministic models ends with a model of science as a component
of the economic growth of a country.

The greater part of the chapter is devoted to probability models. This part begins
with several general remarks on Poisson processes and their connection to the distri-
butions of Yule and Waring and to the GIGP distribution. Then a probability model
of research publications based on the Yule stochastic process is described. After that,
attention is focused on models connected to citations of research publications. These
models are for citation dynamics of a set of simultaneously appearing research pub-
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lications and citation behavior of sets containing subsets of publications published
at the same time. The discussion is based on the Poisson distribution and on the
mixed Poisson distribution, which will be related to the Yule distribution. Models
for aging of scientific information follow (the aging of information is an important
topic connected to the dynamics of citations of research publications). Two proba-
bility models of the aging of scientific information are considered: a model based
on a death stochastic process and a model based on a nonstationary birth process.
The last model leads to the Waring distribution and to the negative binomial distri-
bution. The Waring distribution is discussed in greater detail: the truncated Waring
distribution and multivariate Waring distribution are described. On the basis of the
truncatedWaring distribution, a model of brain drain in the case ofmassivemigration
through migration channels is mentioned. A description of a variational approach to
research production and two models of a production–citation process follows. The
GIGPmodel distribution for bibliometric data is discussed. Amaster equation model
of scientific productivity follows. The chapter ends with a probability model for the
importance of the human factor in science.

5.2 Deterministic Models Connected to Research
Publications

5.2.1 Simple Models. Logistic Curve and Other Models
of Growth

One may consider simple exponential or logistic models of the growth of a number
of items. For the case of the exponential model, the assumption is that the growth is
proportional to the number of existing items,

dN

dt
= kN, (5.1)

where k is a parameter. The solution of (5.1) is N(t) = N0 exp(kt), where N0 is the
number of available items at t = 0. It is of interest to know in many cases when the
initial number of items N0 will double. This time is t∗ = ln(2)/k for the case of the
exponentialmodel. The exponentialmodel, e.g.,maybe considered an approximation
of the initial increase in the number of research publications in a newly established
research field (more details follow below).

If we consider a longer time interval, then the initial exponential increase of the
number of itemsmay cease. In this case, onemay consider anothermodel, the logistic
model of growth:

dN

dt
= kN(a − N), (5.2)
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where k and a are (positive) parameters. The solution of the logistic equation (5.2) is

N = a

1 +
(

a
N0

− 1
)
exp(−kat)

. (5.3)

This solutions has regions of almost exponential growth (when N � a, a region of
almost linear growth around N = a/2, and a region of saturation (almost negative
exponential growth) around N ≈ a.

Logistic curves are frequently applied formodeling a variety of processes, e.g., the
growth of scientific publications [6–10]. In order to describe trajectories of growth or
decline in socio-technical systems, one generally uses the following three-parameter
logistic curve [11]:

x(t) = K

1 + exp[−αt − β] , (5.4)

where the quantities are as follows:

• x(t): number of units in the species or growing variable to study,
• K : the asymptotic limit of growth,
• α: growth rate, which specifies the “width” of the curve for x(t),
• β: specifies the time tmwhen the curve reaches themidpoint of the growth trajectory
such that x(tm) = 0.5 K .

The parameters K , α, and β are usually obtained after fitting the available data. It
is well known that many cases of epidemic growth can be described by parts of an
appropriate logistic curve. But not every interaction scheme leads to logistic growth
[12]. The evolution of systems in such regimes may be described by more com-
plex curves such as a combination of two or more simple three-parameter functions
[11, 13].

Let us consider in more detail the logistic growth of knowledge and aging of sci-
entific information. The appearance of the logistic curve in this case is a consequence
of two processes: an increase in the amount of scientific information and the aging
of scientific information. If only increasing of scientific information exists, then the
increase may be proportional to the amount of the available information,

dx

dt
= αx → x = x0 exp(αt), (5.5)

where α is a coefficient (the assumption is that each element produces a new element
with a constant intensity α). This leads to exponential growth of scientific infor-
mation. Such a situation can be observed for new areas of research in which the
information is relatively new (and not aged). For more mature research areas, the
coefficient α depends on the amount of information x : α = f (x) and decreases with
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the aging of the scientific information. A simple assumption is that the decrease in
α is proportional to x. Then

dx

dt
= (a − bx)x. (5.6)

Equation (5.6) is the logistic equation. Its solution is

x(t) = a

b[1 + σ exp(−at)] , (5.7)

where σ is a coefficient that can be determined from the initial conditions. From
(5.7), it follows that the speed of the increase of scientific information is

Eff = dx

dt
= σa2

b

exp(−at)

{1 + exp[σ exp(−at)]} . (5.8)

The quantity Eff can be considered a measure of the effectiveness of the scientific
field. This effectiveness (i) increases when the scientific field is new; (ii) passes
through a maximum at t = ln(σ/a) (the maximum “expectation” of the scientific
field; (iii) tends to 0 as t → ∞ (the scientific field is exhausted).

In general, the growth can be described by the relationship

dx

dt
= α(x)x. (5.9)

If we are interested in the growth around some value x = x0, then we can represent
α(x) by a Taylor series,

α(x) = α(x0) + 1

1!
dα

dx
|x=x0 (x − x0) + 1

2!
d2α

dx2
|x=x0 (x − x0)

2 +
1

3!
d3α

dx3
|x=x0 (x − x0)

3 . . . . (5.10)

If we use only the first term from (5.10), then the local growth around x = x0 is
exponential. If we have to use the first two terms in (5.10), then the local growth can
be logistic. If we have to use the first three or more terms from (5.10), then the local
growth is more complicated.

Logistic growth is not the only possible growth connected to the evolution of
scientific information. The study of Menard [14] revealed three types of research
fields with respect to the type of growth of the total number of publications in a given
research field: stable fields (linear or exponential growth at small rates); exponentially
growing fields (rapidly growing fields); cyclic fields: cyclic change of periods of
stable and fast growth [15, 16]. Let us note the mathematical relationships for several
kinds of growth functions that may be of interest to readers who encounter growth
phenomena in their research:
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1. Gompertz growth function [10]

x(t) = DABt
, (5.11)

where D > 0 and log(A) log(B) > 0.
2. Ware growth function [17]

x(t) = δ(1 − ϕ−t), (5.12)

where δ > 0 and the constant ϕ is greater than 1.
3. Power law growth function [16]

x(t) = a + btγ , (5.13)

where a > 0 and b > 0. For 0 < γ < 1, the growth is concave and without an
upper limit; for γ = 1, the growth is linear: for γ > 1, the growth is convex.

5.2.2 Epidemic Models

Below, we discuss two epidemic models of diffusion of knowledge by research
publications. Epidemic models were used originally in population dynamics [18–
24]. And for many years, most models of population dynamics were of interest only
to biologists [25–30]. Today, these models are applied in many more areas of science
[26–40]. For the area of research on scientific systems, the epidemic models are of
great interest, too. This is so because some stages of processes by which ideas spread
within a population, e.g., of scientists, has features that are like those of the spread
of epidemics [41–43].

Epidemic models are a subclass of the more general class of Lotka–Volterra mod-
els [44–49] that are used in research on systems in the fields of biological population
dynamics, social dynamics, economics, as well as for modeling processes connected
to the spread of knowledge, ideas, and innovations [50–53].

The central concept of the epidemic models is the concept that scientific results
spread to scientific communities by an epidemic diffusion process whereby
more and more members of the scientific community are “infected” by the
new scientific ideas and results. An important channel for spreading of this
“infection” is research publications.
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5.2.3 Change in the Number of Publications in a Research
Field. SI (Susceptibles–Infectives) Model of Change
in The Number of Researchers Working in a Field

Three basic classes of populations are important in epidemic research: [54]:

• The susceptibles S, who can become infectives on coming in contact with infec-
tious material (the infectious material in our case is the scientific ideas).

• The infectives I who host the infectious material.
• The recovered R who are removed from the epidemic.

Because of this, the name of a class of epidemic models is the SIR-model
(susceptibles–infectives–recovered (removed)). Nowakowska [55] discussed several
discrete epidemic models for predicting changes in the number of publications in
a given scientific field. The main assumption of the models is that the number of
publications in the next period of time (say one year) will depend on the number of
publications that have recently appeared and on the degree to which the subject has
been exhausted. The behavior of the number of publications is considered to be as
follows. The numbers of publications appearing in successive periods of time should
first increase, then reach a maximum, and as the problem becomes more and more
exhausted, the number of publications should decrease. A mathematical relationship
that reflects such behavior was proposed by Daley [56]:

pt+1 = ctpt

(
N −

t∑
i=1

pi

)
, (5.14)

where

• pt : number of publications written in the period t;
• N : number of publications that have to appear in order to exhaust the problems in
the research field.

• ct : coefficient that can be connected to the number of researchers xt working in
the field: ct = 1 − (1 − d)xt , where d is a parameter.

The epidemic part of the model is connected to the researchers who produce
publications in the corresponding research field. There are researchers who produce
publications in the field, and the number of these researchers may change. Some
factors contribute to a decrease in the number of researchers (they retire or are no
longer interested in the corresponding research problems). And there is a factor that
contributes to an increase in the number of authors in the research field: new authors
may begin to write publications (young researchers that begin their research career or
researchers who became interested in the problems from the corresponding research
field). We shall treat the last increase in the number of authors as infection and the
entire process as an epidemic.
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Let us assume that at a certain moment t, the epidemic’s state is (xt, yt), where

• xt is the number of infectives: authors who write publications in the corresponding
scientific field;

• yt is the number of susceptibles.

Then:

1. for a sufficiently short time interval Δt, one may expect that the number of infec-
tives xt+Δt will be equal to xt − axtΔt + bxtytΔt,

2. while the number of susceptibles yt+Δt will be equal to yt − bxtytΔt (a and b are
suitable constants).

Let the expected number of individualswho either “die” or “recover” during the inter-
val (t, t + Δt), be axtΔt, and let bxtytΔt be the expected number of new infections.
The equations of this model are

xt+Δt = xt − axtΔt + bxtytΔt,

yt+Δt = yt − bxtytΔt. (5.15)

The coefficients a and b may depend on the attractiveness of research field, on its
being exhausted, etc. After setting appropriate relationships for a and b, one may
investigate numerically the dynamics of the infectives x and susceptibles y, i.e., the
dynamics of researchers producing publications in the corresponding research field.

5.2.4 Goffman–Newill Continuous Model for the Dynamics
of Populations of Scientists and Publications

The model discussed above is an example of a discrete model. Now let us con-
sider a continuous epidemic model connected with the dynamics of researchers and
publications. Such a model is the Goffman–Newill model.

The Goffman–Newill model of intellectual epidemics is based on the Reed–Frost
epidemic model [57–59], which was developed during the 1930s by Lowell Reed
and Wade Frost, of the Johns Hopkins University. In the Reed–Frost model, one
assumes a fixed population of sizeN . At each time, there is a certain number of cases
of disease, C, and a certain number of susceptibles, S. One assumes that each case is
infectious for a fixed length of time, and ignores the latent period: when individuals
recover, one assumes that they are immune to further infection. During the infectious
period of each case, one assumes that susceptibles may be infected and the disease
may propagate further. The Goffman–Newill model [5, 60, 61] exploits the idea that
the spreading of scientific ideas within a population of scientists can be studied on
the basis of the publications of the members of that population. The main process in
the model is the transfer of infectious materials (ideas) between humans by means
of an intermediate host (a written article).
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Let a scientific field be F and SF a subfield of F. We shall use the following
notation: N0, the number of scientists writing papers in the field F at t0; I0, the
number of scientists writing papers in SF at t0 (the number of infectives). Thus
S0 = N0 − I0 is the number of susceptibles; there is no removal (i.e., no scientists
move out of the corresponding population) at t0, but there is removal R(t) at later
times t. In addition, N ′

0 is the number of papers produced on F at t0, and I ′0 is the
number of papers produced in SF at this time.

The process of intellectual infection takes place as follows:

1. A member of F is infected by a paper from I ′;
2. After some latency period, this infected member produces “infected” papers in

N ′, i.e., the infected member produces a paper in the subfield SF citing a paper
from I ′;

3. These’“infected” papers may infect other scientists from F and its subfields, such
that the intellectual infection spreads from SF to the other subfields of F.

Let β be the rate at which the susceptibles from class S become “intellectually
infected” from class I and let β ′ be the rate at which the papers in SF are cited by
members of F who are producing papers in SF. As the infection process develops,
some susceptibles and infectives are removed, i.e., some scientists are no longer
active, and some papers are no longer cited. In addition, let γ and γ ′ be the rates of
removal of infectives from the populations I and I ′ respectively, and let δ and δ′ be the
rates of removal from the populations of susceptibles S and S′. Moreover, there can
be a supply of infectives and susceptibles in F and SF. Let the rates of introduction
of new susceptibles be μ and μ′ (these are the rates at which new authors and new
papers are introduced in F) and let the rates of introduction of new infectives be υ

and υ ′ (these are the rates at which new authors and new papers are introduced in
SF). In addition, within a short interval of time, a susceptible can remain susceptible
or can become an infective or be removed; the infective can remain an infective or
can be removed; the removed remains removed; the immunes remain immune and
do not return to the population of susceptibles.

Let us impose also the condition that the populations are homogeneously mixed.
Then the system of model equations is

dS

dt
= −βSI ′ − δS + μ; dI

dt
= βSI ′ − γ I + υ (5.16)

dR

dt
= γ I + δS; dS′

dt
= −β ′S′I − δS′ + μ′ (5.17)

dI ′

dt
= β ′S′I − γ ′I ′ + υ ′; dR′

dt
= γ ′I ′ + δ′S′. (5.18)

The conditions for development of an epidemic are as follows:

1. If as an initial condition at t0, a single infective is introduced into the populations
N0 andN ′

0, then for an epidemic to develop, the change in the number of infectives
must be positive in both populations.
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2. Thus for ρ = γ−υ

β
and ρ ′ = γ ′−υ ′

β ′ , the threshold for the epidemic arises from the
conditions βSI ′ > γ I − υ and β ′S′I ′ > γ ′I ′ − υ ′, so that the threshold is

S0S
′
0 > ρρ ′. (5.19)

3. The development of an epidemic is given by the equation for dI
dt .

4. The peaks of the epidemics occur at time points where d2I
dt2 = 0, while the epi-

demic’s size is given by I(t → ∞).

The Goffman–Newill model stimulated much research in the area of modeling of
processes in science by models from population dynamics and epidemiology. Let
us mention here just the models of the growth of mathematics specialties [62] and
of the growth of papers in a specialty [63–67]. One can add additional categories
of researchers to the SIR type of models. One example of this is the adding of the
class of researchers exposed to the corresponding scientific ideas. In such a way, one
obtains a class of epidemic SEIR models of research production [68, 69].

5.2.5 Price Model of Knowledge Growth. Cycles of Growth
of Knowledge

An example of nonepidemic model of knowledge growth is the model of Price [70,
71]. The model is based on the following assumptions:

1. The growth is measured by the number of important publications appearing at a
given time.

2. The growth has a continuous character, and a finite time period T = const is
needed to build up a result of fundamental character.

3. The interactions between various scientific fields are neglected.

Let in addition the number of scientists publishing results in this field be constant.
Then the rate of scientific growth (of the publications x) is proportional to the number
of important publications at time t minus the time period T required to build up a
fundamental result. The model equation is

dx

dt
= αx(t − T), (5.20)

where α is a constant, and the initial condition x(t) = φ(t) is defined on the interval
[−T , 0].

Often, the population of researchers is varying. Then for consideration of the
evolution of the average number of papers per researcher instead of the linear right-
hand side (5.20), the following nonlinear model is used:

dx

dt
= f (x(t − T), x(t)), (5.21)
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where f is a homogeneous function of degree one. The simplest form of such a
function is a linear function. Let us assume that the population of researchers L
grows at the constant rate n = 1

L
dL
dt and let z = x/L be the mean number of papers

written by a researcher. Then the evolution of the number of papers written by a
researcher has the form

dz

dt
= αz(t − T) − nz(t). (5.22)

We note the following:

1. If n = 0 and T = 0, the Price model of exponential growth is recovered.
2. Equation (5.22) is linear, but cyclic behavior may appear because of the feedback

between the delayed and nondelayed terms.

The Price model was criticized along the following points: the quality of research
is omitted, and many scientific products that seem to be new are not really new;
creativity and innovation are confused, and creative papers with new ideas and results
have the same importance as trivial duplications. Price answered by formulating the
hypothesis that one may study only the growth of important discoveries, inventions,
and scientific laws, rather than all important and trivial things. Then every growth
will follow the same pattern as that mentioned above, but the growth will be much
slower.

5.3 A Deterministic Model Connected to Dynamics
of Citations

Sangwal [72–75] proposed a model of the growth of citations of a scientist based on
the progressive nucleation mechanism known from chemistry [76]. In chemistry, this
mechanism describes simultaneous nucleation and growth of a nucleus to crystallites
of visible size. If the initial volume of the crystallizing phase is V and the crystallized
volume is V (t), then one has the following relationship for the ratio Vc/V :

α(T) = Vc(t)

V
=

{
1 − exp

[
−

(
t

Θ

)q]}
, (5.23)

where the relationships for the time constant Θ and for the exponent q are

q = 1 + νd; Θ =
(

q

kGq−1Js

)1/q

,

and the parameters are as follows:

• ν > 0: a constant;
• d: dimension of the growing nucleus (can be 1, 2, 3);
• k: shape factor of the nucleus (k = 4π/3 for a spherical nucleus);
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• G = r1/ν

t ;
• r: radius of the growing nucleus;
• Js: rate of stationary nucleation.

When kJs = G, then Θ = q1/q

kJs
, which will be the case of interest for us. In this case,

the nuclear radius grows in time as r(t) ∝ tν .
The process of nucleation can also be used to describe the growth of citations of

a paper written by scientist. In this case,

α(t) = α(t) = C(t)

Cmax
=

{
1 − exp

[
−

(
t

Θ

)q]}
, (5.24)

whereC is the maximum number of citations that a paper can receive, andC(t) is the
cumulative number of citations of the paper in the time t. The other parameters are
defined as above (we recall that (Θ = q1/q

kJs
). The nucleation model can be transferred

to a description of the accumulation of citations of a paper if several conditions are
met:

• Citations received by a paper and the paper earning these citations compose a
closed system in which the process of occurrence of citations is stationary.

• Occurrence of citations of a paper continues in time and finally approaches a
constant value Cmax, which is the maximum number of citations received by the
paper at time T .

• The dependence of the cumulative number of citations C(t) of the paper at time t
is determined by the maximum number of citations Cmax, a time constant Θ , and
an exponent q. The citation pattern of different papers of an author is characterized
by different values of C(t), Θ , and q for each paper.

If a researcher has authored n papers, then the cumulative fraction αs(t) of the
citations of these papers is

αs(t) =
n∑

i=0

αi(t). (5.25)

If we assume that the researcher publishes papers at equal time intervals ΔT , then

αs(t) =
n∑

i=0

αi[t − (i − 1)ΔT ] =
n∑

i=1

{
1 − exp

[
−

(
t − (i − 1)ΔT

Θi

)]}
. (5.26)

One can fit the model parameters for the data of the researcher whose production is
evaluated. In most cases, the fit describes very well the process of accumulation of
citations [75].
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5.4 Deterministic Models Connected to Research Dynamics

5.4.1 Continuous Model of Competition Between Systems
of Ideas

Ideas can diffuse not only among scientists in one organization but also in space (e.g.,
from scientists from one country to scientists from other countries). Thus one may
include spatial variables in the models describing the diffusion of ideas. Such models
can be of great interest during periods of globalization of economies, knowledge, and
technology [77–82]. Below,we describe amodel closely connected to the space–time
models of migration of populations [83, 84].

The diffusion of ideas is often accompanied by competition between systems of
ideas. Let a population ofN individuals occupy a two-dimensional plane.We assume
that:

• there exists a set of ideas P = {P0,P1, . . . ,Pn};
• Ni members of the population are followers of the set Pi of ideas;
• members N0 of the class P0 are not supporters of any set of ideas.

In such a way, the population is divided into n + 1 subpopulations of followers of
different sets of ideas, andN = N0 + N1 + · · · + Nn. Let a small regionΔS = ΔxΔy
be selected in the plane. In this region, there are ΔNi individuals holding the ith set
of ideas, i = 0, 1, . . . , n. If ΔS is sufficiently small, the density of the ith population
can be defined as ρi(x, y, t) = ΔNi

ΔS . Further, we assume that members of the ith
population are capable of moving through the borders of the area ΔS. Let ji(x, y, t)
be the current of this movement. The total change in the number of members of the
ith population is

∂ρi

∂t
+ divji = Ci, (5.27)

where the changes are summarized by the function Ci(x, y, t).
The first term in (5.27) describes the net rate of increase of the density of the ith

population. The second term describes the net rate of immigration into the area. The
right-hand side of (5.27) describes the net rate of increase exclusive of immigration.
The quantities ji andCi are as follows: ji is assumed to have two parts, a nondiffusion
part j(1)i and a diffusion part j(2)i that is assumed to have the general form of a linear
multicomponent diffusion [77] (Dik is the coefficient of diffusion):

ji = j(1)i + j(2)2 = j(1)i −
n∑

k=0

Dik(ρi, ρk, x, y, t)∇ρk . (5.28)

A further assumption is that some of the followers of the set of ideas Pi are capable of
changing to another set of ideas, e.g., they can changePi forPj. It can be assumed that
the following processes can occur with respect to themembers of the subpopulations:
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• Deaths: described by a term riρi. We assume that the number of deaths in the
ith population is proportional to its population density. In general, ri = ri(ρν, x, y,
t; pμ), where ρν stands for (ρ0, ρ1, . . . , ρN ) and pμ stands for (p1, . . . , pM), con-
taining parameters of the environment.

• Noncontact conversion: in this class are included kinds of changes between Pi

and Pj exclusive of changes after interpersonal contact between the members of
populations. A reason for noncontact conversion can be the existence of different
kinds of mass communication media (scientific books, influence of mass media,
etc.). For the ith population, the change in the number of members by this kind of
conversion is

∑n
j=0 fijρj, fii = 0. In general, fij = fij(ρν, x, y, t; pμ).

• Contact conversion: this happens by interpersonal contacts among themembers of
the population. Such contacts can happen betweenmembers in groups consisting of
two members (binary contacts), three members (ternary contacts), four members,
etc. As a result of the contacts, members of each population can change their sets
of ideas. For binary contacts, let it be assumed that the probability of change for a
member of the jth population is proportional to the probability of, for instance, the
number of contacts, i.e., proportional to the density of the ith population. Then the
total number of “conversions” from Pj to Pi is aijρiρj, where aij is a parameter.
Next, a change in the set of ideas can take place by ternary contact. For this,
one must have a group of three members. We assume that such a group exists
with a probability proportional to the corresponding densities of the concerned
populations. In a ternary contact between members of the ith, jth, and kth pop-
ulations, members of the jth and kth populations can change their sets of ideas
to Pi = bijkρiρjρk , where bijk is a parameter. In general, aij = aij(ρν, x, y, t; pμ);
bijk = bijk(ρν, x, y, t; pμ); etc.

On the basis of all of the above the Ci term can be written as

Ci = riρi +
n∑

j=0

fijρj +
n∑

j=0

aijρiρj +
n∑

j,k=0

bijkρiρjρk + . . . . (5.29)

Hence the model system of equations is

∂ρi

∂t
+ divj(1)i −

n∑
j=0

div(Dij∇ρj) = riρi +
n∑

j=0

fijρj +
n∑

j=0

aijρiρj +
n∑

j,k=0

bijkρiρjρk + . . . . (5.30)

The density of the entire population is ρ = ∑n
i=0 ρi. This density can change over

time. One possible assumption is that ρ changes over time according to the Verhulst
law

∂ρ

∂t
= rρ

(
1 − ρ

C

)
, (5.31)
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where C(ρν, x, y, t; pμ) is the carrying capacity of the environment and
r(ρν, x, y, t; pμ) is a positive or negative growth rate.

Now let us consider the case in which the current j(1)i is negligible, i.e., j(1)i ≈ 0.
In addition, we consider only the case in which all parameters are constants. The
model system of equations becomes

∂ρi

∂t
− Dij

n∑
j=0

Δρj = riρi +
n∑

j=0

fijρj +
n∑

j=0

aijρiρj +
n∑

j,k=0

bijkρiρjρk + . . . , (5.32)

where

Δ = ∂2

∂x2
+ ∂2

∂y2
, i = 0, 1, 2, . . . , n. (5.33)

Next we shall separate the dynamics of averaged quantities from the dynamics of
fluctuations. If q(x, y, t) is a quantity defined in an area S, then the corresponding
plane averaged quantity is

q = 1

S

∫ ∫
S
dxdy q(x, y, t). (5.34)

The fluctuations are denoted by Q(x, y, t):

q(x, y, t) = q(t) + Q(x, y, t). (5.35)

We assume that territory S is large enough; every plane averaged combination of
fluctuations vanishes;

∫ ∫
S dxdyΔQk is finite. Then ΔQk = 1

S

∫ ∫
S dxdyΔQk → 0.

On the basis of these assumptions, the dynamics of the averaged quantities are sep-
arated from the dynamics of fluctuations by means of a plane averaging of (5.32).
The result is

ρ0 = ρ −
n∑

i=1

ρ i; dρ

dt
= rρ

(
1 − ρ

C

)
(5.36)

dρ i

dt
= riρ i +

n∑
j=0

fijρ j +
n∑

j=0

aijρ iρ j +
n∑

j,k=0

bijkρ iρ jρk + . . . . (5.37)

Instead of (5.36), we can write an equation for ρ0 of the type of (5.37). Then the total
population density ρ will not follow the Verhulst law.
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Equations (5.36) and (5.37) represent the model of competition among sets of
ideas proposed in [85]. There also exists a discrete version of this model [86], and
it can be applied to competition between different sets of ideas (scientific, political,
religious, technological, etc.).

5.4.2 Reproduction–Transport Equation Model
of the Evolution of Scientific Subfields

By means of migration, people can move from one territory to another. The change
of the field of research by a scientist may also be considered a migration process [82,
87]. In order to study this, let us map research problems by sequences of signal words
or macro-terms Pi = (m1

i ,m
2
i , . . . ,m

k
i , . . . ,m

n
i ), which are registered according to

the frequency of their occurrence in the texts. Then:

• Each point of the problem space, described by a vector q, corresponds to a research
problem, with the problem space containing all scientific problems (no matter
whether they are under investigation or not).

• The scientists distribute themselves over the space of scientific problems with
density x(q, t). Thus there is a number x(q, t)dq of scientists working at time t in
the element dq.

• The field mobility processes correspond to a density change of scientists in the
problem space, i.e., instead of working on problem q, a scientist may begin to
work on problem q′.

• As a result, x(q, t) decreases and x(q′, t) increases.

This movement of scientists can be described by means of a reproduction–transport
equation:

∂x(q, t)

∂t
= x(q, t) w(q | t) + ∂

∂q

(
f (q, x) + D(q)

∂q
∂x

)
. (5.38)

In (5.38), self-reproduction and decline are represented by the term w(q | x) x(q, t);
for the reproduction rate function w(q | x), one can write the relationship

w(q | x) = a(q) +
∫

dq′b(q,q′x(q, t). (5.39)

The local value of a(q) is an expression of the rate at which the number of scientists
in field q is growing through self-reproduction and decline. The function b(q,q′)
describes the influence exerted on the field q by the neighboring field q′. The field
mobility is modeled by means of the term ∂

∂q

(
f (q, x) + D(q) ∂

∂qx(q, t)
)
.

In order to use this equation, we need initial conditions and determination of the
coefficients on the basis of statistical data for the distribution of the scientists with
respect to the research problems.
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5.4.3 Deterministic Model of Science as a Component
of the Economic Growth of a Country

Belowwe discuss a component of themodel of evolution of the GDP (gross domestic
product) of a country. This component is connected to the role of technology for
increasing GDP [88–90].

The GDP of a country may grow extensively by inflow of workforce or capital to
the national economic structures and systems [91]. But the GDP of a country may
grow also intensively by advancement in science and technology. Let us discuss a
simple model in which the GDP Y has the form

Y(t) = Y(L(t),C(t),T(t)). (5.40)

The quantities in (5.40) are as follows:

• L(t): labor (human resources);
• C(t): production resources;
• T(t): technology level.

Note that the above quantities are not chosen arbitrarily. They represents important
factors that may influence the GDP of a country.

The change in the GDP over time is given by

dY

dt
= ∂Y

∂L

dL

dt
+ ∂Y

∂C

dC

dt
+ ∂Y

∂T
.
dT

dt
. (5.41)

The term (∂Y/∂T)(dT/dt) describes the change in the GDP because of the evolution
of technology. This component of the change of the GDP will be of interest for us
below. Let us note that if technology advances, ((dT/dt) > 0), this is a contribution
to the growth of the GDP. If technology for some reason deteriorates, ((dT/dt) < 0),
then it can contribute to a decrease in the GDP.

The change in the GDP due to technology may be assumed to be [92]

∂Y

∂T
= Y

T
. (5.42)

Equation (5.42)means that the increase in the technology level leads to a proportional
increase of the GDP. Then the studied term from (5.41) becomes

∂Y

∂T

dT

dt
= Y

(
1

T

dT

dt

)
. (5.43)

Next we shall discuss how the term (1/T)(dT/dt) depends on ST : the growth in
knowledge about technology. Then the growth in knowledge about technology will
be connected to the growth in scientific knowledge, which will be denoted by S.
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We adopt the following notation:

• IT : the investment directed to applications of the results of new technologies
(machines, processes, etc.);

• I0: the investments in older technologies;
• γ : coefficient of proportionality between the growth of knowledge about technol-
ogy ST and growth of scientific knowledge S.

Then the relationship between T and S is

1

T

dT

dt
= γ

IT
IO

1

S

dS

dt
. (5.44)

Equation (5.44) leads to the following conclusions:

1. Importance of the fundamental research: Research and especially fundamental
research lead to an increase in scientific knowledge. If there is no growth in
scientific knowledge, ((dS/dt) = 0), then there is no technological evolution,
((1/T)(dT/dt) = 0), and an important factor for the growth of the national GDP
is lost.

2. Importance of the transfer of scientific knowledge to knowledge about tech-
nology: If γ = 0, i.e., there is no transfer, then ((1/T)(dT/dt) = 0) (no tech-
nology evolution) even if scientific knowledge grows. Thus what is important
for a country is to increase γ (by strengthening engineering sciences by creating
new engineering institutes, for example). The value of γ for developed countries
is about 0.5 (1% growth in scientific knowledge results in 0.5% growth in the
number of patents).

3. Importance of investment in new technologies: If there is no such investment
(IT = 0), then there is no evolution of technology, ((1/T)(dT/dt) = 0), even if
there is growth of scientific knowledge and an intensive transfer of knowledge
about technology.

The rate of growth of scientific knowledge (1/S)(dS/dt) is assumed to depend on
two main factors: the funding of (investment in) science I and the labor L (“human
resources” or the number of qualified scientists). Let us set

1

S

dS

dT
= φ(I,L). (5.45)

Let us assume that φ(I,L) is a homogeneous function of degree α with respect to
the funding I and a homogeneous function of the factor β with respect to the human
resources L. Then we can obtain the relationship

φ = aIαLβ = 1

S

dS

dt
, (5.46)

where a is a coefficient of integration. Hence a power-law relationship may exist
between the rate of growth of scientific knowledge and investment and the number
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of qualified scientists.We stress thewords power law, since such laws arise frequently
in studies of research systems (for examples, see Chap.5).

Equation (5.46) leads to interesting conclusions.

1. Exponential growth of knowledge in an established research area. Let us
consider an established research area with constant investment in science: I =
const and a constant number of qualified scientists L = const. From (5.46), we
obtain the relationship

S = S0 exp[aIαLβ t] (5.47)

(S0 is a constant of integration), which means that the scientific knowledge in this
area is growing exponentially.

2. Double-exponential growth of scientific knowledge in a new research area.
Let us now consider a new research area in which the number of scientists grows
exponentially over time, L = exp(μt), and the funding is constant: I = const and
large enough. Then the growth of scientific knowledge in this area is double-
exponential,

S = S0 exp

[
aIα

μβ
exp(μβt)

]
. (5.48)

The substitution of (5.44)–(5.46) in (5.43) leads to the following relationship for the
influence of science on the change of GDP of a country:

∂Y

∂T

dT

dt
= γ a

IT
IO

IαLβY . (5.49)

Equation (5.49) shows that countries that have a large GDP possess advantages
(since ∂Y

∂T
dT
dt ∝ Y ), and in addition, the human factor and investment in science are

very important. Thus every nation should try to build a community of qualified
researchers and should invest sufficiently in the national research system. If this is
not the case, then the process of global competition among the nations will lead
inevitably to a brain drain.

The model above represents a global point of view of the importance of science
as a component of economic growth of a country. There exists also a local point of
view regarding this importance. A local point of view means that one considers the
growth of the output of a worker with advancing technology. A mathematical model
of this relationship may be based on the Cobb–Douglass production function and on
the Solow model. The form of the Cobb–Douglass production function is [93, 94]

Y = AKαL1−α, (5.50)

where

• Y : output per worker;
• K : physical capital per worker;
• L: human capital per worker (labor);
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• A: productivity;
• α: output elasticity of the physical capital;
• β = 1 − α: output elasticity of the human capital.

Looking at (5.50), we can conclude that technological advance allows (by increas-
ing productivity) given quantities of physical and human capital to be combined to
produce more output than was possible when older technology was used. Hence
changes in technology directly affect economic growth. In addition, human capital
L per worker cannot grow infinitely. Then in order to increase the output Y , one has
to increase the physical capital K per worker (there are also limits to this increase),
or one can increase productivity A by advancing technology. Thus even when K and
L have reached their maximum values, as long as A (productivity) continues to grow
as a consequence of technological advance, income per capita will continue to grow
too.

The result of the mathematical theory is that the rate of growth of the total output
Y∗ = (1/Y)(dY/dt) per worker (in the steady state of the production system) is con-
nected to the growth of productivity A (which means that there is a strong connection
between the growth of the total output and technological progress). Namely, if the
rate of advance of technology is A∗ = (1/A)(dA/dt), then

Y∗ = A∗
(

1

1 − α

)
. (5.51)

Equation (5.51) tells us that technological advance (by research and development)
is extremely important for economic growth.

5.5 Several General Remarks About Probability Models
and Corresponding Processes

In many cases, in the mathematical models of mechanisms of production of scien-
tific information, one uses the concept of population of “sources” producing “items”
observed over time [95]. The observation of the items produced by a source is equiv-
alent to the observation of a stochastic point process: a sequence of events occurring
randomly in time. The modeling of the corresponding process requires specification
of the probabilistic mechanism producing the observed events.

The simplest available point process is the Poisson process, which corresponds
to the situation that events occur completely at random over time with the
overall average rate of occurrence remaining constant, so that the expected
number of events occurring increases linearly with time.
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In order to model more realistic situations, the rate of the Poisson process may:

1. vary in time deterministically [96]. In this case, the number of occurring events
may have nonlinear variation in time, and the process is called an inhomogeneous
Poisson process;

2. vary in time stochastically [97, 98]. Such a process is called a doubly stochastic
Poisson process or Cox process.

Each of the three Poisson processes described above has independent increments.
The Poisson process and the doubly stochastic Poisson process have stationary incre-
ments. Thus they are able to model situations in which the probability distribution
of the number of events in a period of time depends only on the length of the period
and not on the time at which it begins.

When the entire population of sources is studied, it may happen that some variabil-
ity in the rate of production between different items exists. The observed process is
then a mixture of the individual processes, and it can be modeled mathematically by
mixing the parameters determining the rates of production of the individual sources.
The resulting mixed process may still have stationary increments, but because of the
mixing, the increments are no longer independent.

We are going to describe briefly three kinds of Poisson processes that will
arise in the models discussed below: the Greenwood–Yule process (gamma–Poisson
process), GIGP (generalized inverse Gaussian–Poisson process), andWaring process
(a negative binomial process) [95]. Let us consider a source that produces Xt (t ≥ 0)
items in the interval [0, t]. The process of production of items (the point process)
is specified by a parameter θ , and we know the form of the process {Xt | θ} for a
given value of θ . For given θ , the increments of the process are stationary but not
independent, and

p(Xt = r) = EθP(Xt = r | θ) =
∫

dxfθ (x)p(Xt = r | θ = x). (5.52)

The above-mentioned three processes will be obtained by specifying the probabil-
ity distribution function fθ (x) and the form of the conditional process {Xt | θ}. For
example, in order to obtain theGreenwood–Yule process (called alsogamma–Poisson
process), we have to assume that each source produces items as a Poisson process
and the probability distribution function is for the gamma distribution. In detail,

p(Xt = r | λ) = exp(−λt)
(λt)r

r! ; r = 0, 1, . . . , (5.53)

where λ is the rate of the Poisson process; λ has a gamma distribution with scale
parameter β and index ν:

fλ(x) = β−νxν−1

Γ (ν)
exp(− x

β
); x > 0. (5.54)
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As a result of substituting (5.53) and (5.54) in (5.52), one obtains the negative bino-
mial distribution of index ν and parameter pt = 1/(1 + βt):

p(Xt = r) =
(
r + ν − 1

r

)(
1

1 + βt

)ν(
βt

1 + βt

)r

; r = 0, 1, . . . . (5.55)

The GIGP (generalized inverse Gaussian–Poisson process) is obtained when the
probability distribution function for the rate λ of the Poisson process (5.53) is

fλ(x) = c(α, γ, θ)xγ−1 exp

[
−x

(
1

θ
− 1

)
− α2θ

4x

]
, (5.56)

where x > 0; −∞ < γ < ∞; α ≥ 0, and the constant ensuring the normalization is

c(α, γ, θ) = (1 − θ)γ/2

2(αθ/2)γ
Kγ {α(1 − θ)1/2}, (5.57)

where Kγ {α(1 − θ)1/2} is the modified Bessel function of the second kind of order
γ . The substitution of the density (5.56) in (5.52) leads to the distribution

p(Xt = r) = (1 − θt)
γ/2

Kγ {α(1 − θ)1/2}
(αtθt/2)r

r! Kr+γ (αt); r = 0, 1, . . . , (5.58)

where θt = (tθ)/[1 + θ(t − 1)] and αt = α[1 + (t − 1)θ ]1/2. This distribution is
reduced to the GIGP distribution when t = 1 (then θt = θ and αt = α). Because
of this, the process Xt described by (5.58) will be called a GIGP process and
may be denoted by GIGP(αt, θt, γ ). Sichel [99, 100] used γ = −1/2, i.e., the
GIGP(αt, θt,−1/2) distribution

p(Xt = r) =
(
2αt

π

)1/2

exp[α(1 − θ)1/2] (αtθt/2)r

r! Kr−1/2(αt); r = 0, 1, . . . ,

(5.59)
in many practical applications.

Finally, we consider the Waring process (which will be much discussed below in
the text). For this process, each source produces items as a negative binomial process
of parameter q and index ψ :

p(Xt = r | q) =
(
r + ψ t − 1

r

)
qψ t(1 − q)r; r = 0, 1, . . . , (5.60)

and the parameter q has a beta distribution with parameters a and b:

fp(x) = 1

B(a, b)

ψaxb−1

(x + ψ)a+b
. (5.61)
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The substitution of (5.60) and (5.61) in (5.52) leads to

p(Xt = r) = Γ (ψ t + a)

B(a, b)Γ (ψ t)

Γ (r + ψ t)Γ (r + b)

r!Γ (r + ψ t + a + b)
. (5.62)

Equation (5.62) describes the generalized Waring distribution [101–103]; Γ is the
gamma function, and B is the beta function.

Some remarks about the moments of the obtained distributions follow. Moments
of all orders exist for the gamma–Poisson distribution and for the GIGP distribution.
For the existence of moments of the generalized Waring distribution, one has to
impose some requirements on the parameters of the distribution. For the gamma–
Poisson distribution, the mean E[Xt] and the variance V [Xt] are

E[Xt] = νβt, (5.63)

V [Xt] = νβt(1 + βt). (5.64)

For the GIGP distribution with γ = −1/2,

E[Xt] = αθ t

2(1 − θ)1/2
, (5.65)

V (Xt) = αθ t

4(1 − θ)3/2
[2(1 − θ) + tθ ]. (5.66)

For the generalized Waring distribution,

E[Xt] = ψbt

a − 1
; a > 1, (5.67)

V (Xt) = ψb(a + b − 1)

(a − 1)2(a − 2)
(a − 1 + ψ t); a > 2. (5.68)

5.6 Probability Model for Research Publications.
Yule Process

Probabilitymodels are very interesting and powerful tools for the study of the dynam-
ics of research systems and characteristics of research production. Let us demonstrate
this with a discussion of a probability model of dynamics of research publications
[104] that will lead us to the famous statistical distribution of Yule.

Let us now consider scientific publications from the following point of view. A
researcher has x publications. Then he/she writes one more publication, and we shall
consider this as a transition to another state characterized by x + 1 publications. The
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occurrence of a new publication is a rare event, and because of this, we shall consider
the process of the occurrence of a new publication to be a Poisson pure multiplicative
random process where the probability of transition to a new state in the time interval
(t, t + Δt) depends on the state of the system at time t.

5.6.1 Definition, Initial Conditions, and Differential
Equations for the Process

Webegin our study at the point in timewhere a studied researcher has one publication.
Let px(t) be the probability that a researcher has x publications at time t. Then the
initial condition is px(0) = 1 if x = 1 and px(0) = 0 if x �= 1. The process evolves
according to the following two rules:

1. The probability of a transition from state x to state x + 1 in the interval (t, t + Δt)
is proportional to the interval Δt. We denote this probability by λ(x)Δt.

2. The probability of two or more transitions for the interval Δt is negligibly small.

Because of the above rules, the probability of a lack of transition between the states
x and x + 1 in the time interval (t, t + Δt) is 1 − λ(x)Δt.

The probability that our system (the researcher) is in the state x (has x publications)
for the interval (t, t + Δt) is the sum of the probability that the system jumped there
from the state x − 1 within the time interval and the probability that the system has
not jumped to the next state x + 1 within the time interval. In symbols, this reads

px(t + Δt) = [1 − λ(x)Δt]px(t) + λ(x − 1)px−1(t)Δt. (5.69)

This can be written as the following system of differential equations for the proba-
bility:

dp0(t)

dt
= −λ0p0(t),

dpx(t)

dt
= −λ(x)px(t) + λ(x − 1)px−1(t). (5.70)

5.6.2 How a Yule Process Occurs

In order to continue analysis of (5.70), we have to determine λ(x). We shall use the
linear hypothesis for the parameter λ(x):



5.6 Probability Model for Research Publications. Yule Process 219

The probability of a transition increases proportionally to the number of pub-
lications:

λ(x) = λx, (5.71)

where λ is a constant.

In other words, there is a linear hypothesis of the following kind: If an author
has many publications, he/she doesn’t need much time to produce another one. In
this way, our stochastic process becomes a linear pure multiplicative process (Yule
process) [105–109].

Using (5.71), one obtains the following solution of the system of equations (5.70):
px(t) = 0 when x = 0 and

px(t) = [1 − exp(−λt)]x−1 exp(−λt). (5.72)

Let us recall that in the case under discussion, the distribution (5.72) gives the prob-
ability that a researcher will have x publications at time t if at time t = 0, he had one
publication.

5.6.3 Properties of Research Production According
to the Model

1. Expected value.
The expected value is the mean number of publications that are expected to be
written for time t. Then

E[x(t)] = exp(λt), (5.73)

which is often observed in practice and is called the law of exponential growth
of science.

2. λ: a measure of the publication activity of the researchers.
After a “differentiation” of (5.73), one obtains

λ = dxt/dt

xt
, (5.74)

which means that λ is the rate of growth of the number of publications, i.e., a
measure of the intensity of publication (and partially of the scientific) activity of
a researcher.

3. Research work in a research area for some finite time.
Usually, a researcherworks for some (finite) time on problems from some research
area and then changes the research area of work (or retires). This time depends



220 5 Selected Models for Dynamics of Research Organizations and Research Production

on the potential of the research area, on the talent of the researcher, on the age of
the researcher, on the work conditions, etc. The finite time of work is different for
different researchers and is a random variable whose distribution can be obtained
from queuing theory. The distribution is

p(t) = ν exp(−νt), (5.75)

where ν = 1/t∗ and t∗ is the average value of t. This random distribution of
the time of activity in a research area can be incorporated in the Yule distribu-
tion as px(t) = p(x/t). Then in order to obtain the probability distribution of the
publications that are observed in a database, we have to calculate the following
integral:

p(x) =
∞∫

0

dt p(x/t)p(t) =

∞∫

0

dt [1 − exp(−λt)]x−1 exp(−λt)ν exp(−νt). (5.76)

The integration of (5.76) leads to the Yule distribution

p(x) = αB(x, α + 1), (5.77)

where:

• B(x, α + 1) = Γ (x)Γ (α+1)
Γ (x+α+1) is the beta function;

• Γ (x) = (x − 1)! is the gamma function;
• α = ν/λ.

TheYule distribution obtained above leads to several interesting conclusions about
research production.

1. Asymptotic behavior: For large x, one obtains Γ (x)
Γ (x+α+1) ≈ 1

xα+1 (the Stirling
approximation was used). Let us in addition assume that α has small values.
Then Γ (α + 1) ≈ 1, and the Yule distribution is reduced to

p(x) ≈ αΓ (α + 1)
1

xα+1
≈ α

xα+1
, (5.78)

which is the law of Pareto for x0 = 1 and small values of α. Thus on the basis
of the hypothesis that the scientific activity is a random branching multiplicative
process with linear increase of effectiveness of the researchers (Yule process), we
have obtained one of the basic laws of research production.
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2. Evaluation of the parameter α: This can be done on the basis of the Yule
distribution for researchers who have just one publication. For these researchers,

p(1) = αΓ (1)Γ (α + 1)

Γ (α + 2)
= α

α + 1
(5.79)

(we have used Γ (1) = 1 and Γ (α + 1) = αΓ (α)). Then taking into account
that p(1) = N1/N is the proportion of the number N1 of researchers with one
publication in a group of N researchers, we obtain

α = p1
1 − p1

= N1

N − N1
. (5.80)

Thus we can evaluate α by taking N and N1 from a large enough database.

5.7 Probability Models Connected to Dynamics of Citations

5.7.1 Poisson Model of Citations Dynamics of a Set
of Articles Published at the Same Time

Citation analysis is one of the frequently used methods of assessment of research
impact [110–114]. An important topic in the research on citations is the investigation
of citation distributions. This research may follow two paths [115]:

1. Path 1: Take a particular source—book, article, journal issue, journal volume,
etc.—and study the age distribution of the cited articles in the studied source
[116].

2. Path 2: Take a collection of sources (articles published in a journal, or articles
from some scientific field) at a given time and then follow up and note the times
at which each source from the collection is cited [117, 118].

Below, we present a probability model obtained by following Path 2 and assuming
continuous time aswell as the presence of agingof publishedmaterial (in the course of
time, the material becomes obsolescent (and less frequently cited)) and the existence
of publications that are never cited. The model is as follows [115]. Let us consider
a population of sources that produces items over time. The population (for the case
of citation analysis) consists of a collection of articles published at the same time
t = 0. The items produced by the papers are their citations. The assumption is that
citations are received randomly over time. Since different articles are in different
scientific areas (with different popularity) and have different relevance, etc., their
citation rates are also different. We assume that these rates of a randomly chosen
source are characterized by a random variable Λ that has probability distribution FΛ

over the population of sources. LetXt be the number of citations to a randomly chosen
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source (article) in the interval [0, t]. The probability that this number of citations will
be equal to r is

p(Xt = r) =
∞∫

0

dFΛ(λ∗) P(Xt = r | Λ = λ∗). (5.81)

We can recognize the process {Xt, t ≥ 0} as a counting process, and the model (5.81)
is a mixture of counting processes with mixing distributionFΛ andmixing parameter
λ. Next, one has to assume the nature of the process connected to the conditional
term P(Xt = r | Λ = λ∗). The initial assumption can be that this process is a Poisson
process [119–122] with stationary and independent increments. This will lead us to
the distribution

P(Xt = r | Λ = λ∗) = exp(−λ∗t)
(λ∗t)r

r! ; r = 0, 1, 2, . . . . (5.82)

In (5.82), λ∗ = const, and the mean of the Poisson distribution is λ∗t. We note here
that numerous models of citation distribution have been proposed based on different
probability distribution functions f (λ∗), (dFΛ(λ∗) = f (λ∗)dλ∗) [123].

Let us now consider the case in which λ∗ depends on time. Since λ∗ can be
associated with the citation rate of a given paper, it can vary with the time t. If
λ∗ = λ∗(t), then (5.82) has to be substituted by the more complicated equation [124]

P(Xt = r | Λ = λ∗) = exp[−M(λ∗, t)]M(λ∗, t)r

r! ; r = 0, 1, 2, . . . , (5.83)

where

M(λ∗, t) =
t∫

0

dsλ∗(s).

In the case of citations of articles, an almost universal citation pattern in time c(t)
can be observed. Then we can assume that the citation rate λ∗(t) of a paper has the
particular form

λ∗(t) = λc(t), (5.84)

where λ = const. Then

M(λ∗, t) =
t∫

0

ds λc(s) = λC(t); C(t) =
t∫

0

ds c(s) (5.85)
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and

P(Xt = r | Λ = λ∗) = exp[−λC(t)] [(λC(t)]r
r! ; r = 0, 1, 2, . . . . (5.86)

The mean of the Poisson process is λC(t); c(t) is called the obsolescence density
function; andC(t) is called the obsolescence distribution function (t > 0).We assume
that lim

t→∞C(t) < ∞.

The substitution of (5.86) in (5.81) leads to the final relationship for the citation
production distribution:

p(Xt = r) =
∞∫

0

dFΛ(λ)[λC(t)]r
[
exp[−λC(t)]

r!
]

, r = 0, 1, 2, . . . . (5.87)

This can also be written as the expected value

p(Xt = r) = EΛ[P(Xt = r | Λ)]. (5.88)

From (5.87), one can obtain the first citation distribution. Let T be the time after
publication of the first citation of a randomly chosen source (article).We can consider
T a random variable. For times t < T , the number of citations of a paper is 0.
Then let FT (t) be the cumulative distribution function of the first citation time:
FT (t) = p(T ≤ t). Since p(T ≤ t) = 1 − p(T > t) and p(T > t) is the same as the
probability p(Xt = 0), we have

FT (t) = 1 − p(Xt = 0) = 1 −
∞∫

0

dFΛ exp[−λC(t)]. (5.89)

An interesting consequence obtained on the basis of the first citation distribution
(5.89) is as follows.

There will be publications that will be never cited.
This feature follows from the relationship lim

t→∞FT (t) < 1. Indeed, we can see

that ∞∫

0

dFΛ exp[−λC(t)] = LΛ[C(t)]

is the Laplace transformation of Λ, which has the property LΛ(1) > 0. Then

lim
t→∞FT (t) = 1 − lim

t→∞ p(Xt = 0) = 1 − lim
t→∞ LΛ(C(t)) = 1 − LΛ(1) < 1.
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The model developed above can be used for obtaining the nth citation distribution
[125]. The result for the nth citation distribution is

Fn(t) = p(Tn < t) =
C(t)∫

0

ds
sn−1

(n − 1)!EΛ[Λn exp(−Λs)]; t < ∞, (5.90)

p(Tn = ∞) =
∞∫

1

ds
sn−1

(n − 1)!EΛ[Λn exp(−Λs)]. (5.91)

5.7.2 Mixed Poisson Model of Papers Published in a Journal
Volume

The accumulation of citations has varying dynamic behavior over the lifetime of
a paper, and among other things, this behavior is also influenced by the reputation
of the journal in which the paper was published. In most cases, immediately after
publication, the number of citations grows slowly, usually because it may take some
time for citing papers to appear in print and to be entered in the citations databases.
After this initial period, citations increase faster as citations lead to new readers who
may also cite the publication. Finally, the material of the paper becomes outdated
and/or obsolete. Then the number of citations per year decreases. This is the typi-
cal behavior, but there exist other patterns of behavior such as “sleeping beauties,”
“shooting stars,” etc. [126, 127].

The investigation of citation behavior in journal volumes can be based on the
mixed Poisson distribution [128–131] model of Burrell [115, 125]. A journal vol-
ume can be treated as a collections of paper, usually from the same years and with
common characteristics. The main assumption is that each paper generates citations
at a constant (latent) rate (λ) following the Poisson distribution but that these rates
vary across the collection as a random variable Λ. Then the probability that a paper
will generate r citations at time t is

p(Zt = r | Λ = λ) = exp(−λt)
(λt)r

r! . (5.92)

The population distribution of randomly chosen papers of unknown λ will be a
mixture of the Poisson distributions of the kind (5.92),

p(Xt = r | Λ) =
∞∫

0

dF(λ) exp(−λt)
(λt)r

r! , (5.93)
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where FΛ(λ) is the cumulative distribution of λ (of the latent rate), also called the
mixing distribution.

There are different possibilities for the form of mixing distribution [132–134],
but the most widely used distribution is the gamma distribution of shape parameter
ν and size α:

d

dλ
FΛ(λ) = exp(−αλ).

ανλν−1

Γ (ν)
(5.94)

The appearance of the gamma distribution above is not a coincidence. The gamma
mixture of Poisson distributions follows a negative binomial distribution [135–137]
(a fact proved by Greenwood and Yule [138]). Yule is the same scientist who first
described the preferential attachment process (Yule process). This negative binomial
distribution is

P(Xt = r) =
(
r + ν − 1

ν − 1

)(
α

α + t

)ν (
1 − α

α + t

)r

, r = 0, 1, 2, . . . . (5.95)

In most cases, citations of a paper do not occur at constant intervals (evenly) in
time. Thus in most cases, λ is not a constant. The rate λ(t) will be different for
different papers. It can be assumed [115] that λ(t) may be written in the form

λ(t) = λc(t), (5.96)

where c(t) describes some pattern of citation behavior that is the same for all articles
from the discussed collection of articles (i.e., c(t) describes a sort of obsolescence).
The function c(t) is the probability density function of obsolescence, and C(t) is the
cumulative distribution function of obsolescence.

With the obsolescence distribution, the model discussed above leads to the fol-
lowing negative binomial distribution for the probability that a paper in a collection
of papers will have r citations [139]:

p(Xr = r) =
(
r + ν − 1

ν − 1

) (
α

α + C(t)

)ν (
1 − α

α + C(t)

)r

, r = 0, 1, 2, . . . .

(5.97)
Many assumptions can be made about the form of C(t). Two possibilities are as
follows:

• Logistic function: C(t) = 1/(1 + a exp(−bt));
• Weibull distribution: C(t) = 1 − exp[−(t/b)2].
The values of C(t) can be determined by fitting citation data. Additional information
about the investigation of citations in several research disciplines can be found in
[140], where a Poisson distribution and an exponential distribution are used for
describing such data.
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5.8 Aging of Scientific Information

As a consequence of the continuous research efforts of scientists, a continuous flow
of new scientific information exists, and existing scientific information ages. As
a consequence of these two processes, there is a continuous reorganization of the
structure of scientific information. For example, suppose a scientist publishes an
article. At first, interest in the article may be significant (a large number of citations,
for example). Then interest decreases as the information in the article ages and the
scientific potential of the obtained results decreases. If one studies closely the number
of citations of a publication, three periods can usually be distinguished:

1. First two years after publication: with rare exceptions, articles are not cited
much in this period (they are not very well known to the corresponding scientific
community). The exceptions are extremely important, however: if an article is
very much cited within this initial period, it is highly probable that it will become
a very influential publication that may contribute much to the development of the
corresponding scientific field.

2. Next five years: here the publication achieves most of its citations as it becomes
well known. If there are no citations, the publication has been judged by the
corresponding scientific community to be of little use. This judgment is valid
in the general case, but there can be rare exceptions: “sleeping beauties” that
suddenly become current many years after publication [141].

3. More than seven years after publication: the number of citations usually begins
to decrease, and the publication slowly moves toward the scientific archives.

The above considerations show that by their continuous work in obtaining new
knowledge, researchers continuously renew the structure of scientific informa-
tion by opening a place for the new information and compressing the aged
information (this information, compressed to citations, arises in some of the
new publications). In this process, researchers mainly use the achievements of
the previous generation of researchers.

5.8.1 Death Stochastic Process Model of Aging of Scientific
Information

The main assumptions of the model are as follows [142]:

1. At the initial moment of the study, there is some portion of the scientific publica-
tions that are cited. The number of citations of these publications x(t) decreases
with advancing time. The number of citations at t = 0 is x0.
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2. The probability that in the interval (t, t + Δt) there will be x − 1 citations if in
the previous interval the number of citations was x is μxΔt. Thus the probability
that the number of citations will not decrease is 1 − μxΔt.

Then the probability that at themoment t + Δt therewill be x citations of the scientific
publications is

px(t + Δt) = (1 − μxΔt)px(t) + μx+1px+1(t)Δt. (5.98)

On the basis of the assumption that the intensity with which citations are decreasing
is proportional to the number of citations, μx = μx, and imposing the initial condi-
tion px(0) = 1 for x = x0 ≥ 1 and px(0) = 0 for x �= x0, one obtains the following
solution of (5.98):

px(t) = x0!
x!(x0 − x)! exp(−μx0t)[exp(μt) − 1]x−x0 (5.99)

for 0 ≤ x ≤ x0. From (5.99), the average number of citations with advancing time is

xt = x0 exp(−μt), (5.100)

which means that

there occurs an aging of scientific information according to an exponen-
tial law. This is a rapid pace of aging, and significant scientific efforts are
needed in order to compensate it by production of new scientific informa-
tion.

5.8.2 Inhomogeneous Birth Process Model of Aging
of Scientific Information. Waring Distribution

Another approach to the aging of scientific information was proposed by Schubert
and Glänzel [143] and discussed by Schubert, Glänzel, and Schoepflin [4, 144]. As
we shall see below, the model of Schubert and Glänzel is quite interesting, because it
is a deterministic one, yet it is connected to the (not much known but very interesting)
Waring distribution. We shall see in addition that this model (that can be connected
to an inhomogeneous birth process) leads to the same results as the model discussed
above that is based on a death process. And the Waring distribution will be of great
interest to us, since it is a generalization of several important statistical distributions
appearing in the area of research on science dynamics and research production.
Below, we describe a simple model that leads to the Waring distribution. Then we
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consider a particular case of a stochastic process connected to repetitive events,
and finally, we shall consider a particular class of the process with repetitive events
(such as publishing papers and obtaining citations), andwe shall consider the aging of
scientific information (scientific articles) from the point of view of obtained citations.

5.8.2.1 Waring Distribution

The Waring distribution is a distribution with a very long tail. Because of this prop-
erty, the Waring distribution is quite suitable for describing characteristics of many
systems from the areas connected to research on biology and society. We shall see
below that the Waring distribution is connected to other interesting distributions that
are presented in this book: the Yule and Zipf distributions.

TheWaring distribution may be connected to publication activity, and publication
activity may be considered a measure of research productivity. Within the context of
the epidemic model of Goffman and Newill (discussed above), the susceptible and
infected persons have to be continuously replaced by persons entering the system,
i.e., the population of researchers should be considered an open population. As we
shall see below, the model by Schubert and Glänzel [143] describes similar processes
connected to publication activity. The model assumes three groups in the population:
a group that is entering the system, a group that is in the system, and a group that
is leaving the system. In more detail, we consider an infinite array of cells (boxes)
indexed in succession by nonnegative integers. The amount x of some substance can
move between the cells. Let xi be the amount of the substance in the ith cell. Then

x =
∞∑
i=0

xi. (5.101)

The fractions yi = xi/x can be considered probability values of a distribution of a
discrete random variable ζ :

yi = p(ζ = i), i = 0, 1, . . . . (5.102)

We assume that the expected value of the random variable ζ is finite and that the
content xi of any cell can change under any of the following three processes:

1. Some amount s of the substance x may enter the system of cells from the external
environment through the 0th cell.

2. The rate fi of the substance x can be transferred from the ith cell into the (i + 1)th
cell;

3. The rate gi from the substance x may leak out of the ith cell into the external
environment.

The stochastic process connected to the movement of the substance between the
cells is formed by a change in the content of the cells, e.g., by a change of papers
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published by authors who have entered the system. In this case, x(t) is the (random)
number of published papers, and p(x(t) = i) = yi the probability that an author in
the system has published i papers in the period t. The stochastic model is obtained
if x(t) is considered the publication activity process of an arbitrary author, and
p(x(t) = i) = yi is the probability that this author has published i papers in the time
interval between 0 and t.

The three processes mentioned above can bemodeledmathematically by a system
of ordinary differential equations:

dx0
dt

= s − f0 − g0;
dxi
dt

= fi−1 − fi − gi. (5.103)

The following forms of the relationships for the amount of the moving substances
are assumed in [143] (α, β, γ, σ are constants):

s = σx; σ > 0 → self-reproducing property,

fi = (α + βi)xi; α > 0, β ≥ 0 → cumulative advantage of higher cells,

gi = γ xi; γ ≥ 0 → uniform leakage over the cells. (5.104)

Substitution of (5.104) in (5.103) leads to the relationships

dx0
dt

= σx − αx0 − γ x0;
dxi
dt

= [α + β(i − 1)]xi−1 − (α + βi + γ )xi. (5.105)

Let us sum the equations from (5.105). The result of the summation is

dx

dt
= (σ − γ )x, (5.106)

and the solution for x is
x = x(0) exp[(σ − γ )t], (5.107)

where x(0) is the amount of x at t = 0. Three regimes of change of x(t) follow from
(5.107):

1. Regime of exponential growth (σ > γ ).
2. Stationary regime (σ = γ ).
3. Regime of exponential decay (σ < γ ).

The distribution of yi will lead us to the Waring distribution. From (5.105) and
with the help of (5.107) and the relationship dyi

dt = 1
x2

[
x dxi

dt − xi
dx
dt

]
, one obtains
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dy0
dt

= σ − (α + σ)y0;
dyi
dt

= [α + β(i − 1)]yi−1 − (α + βi + σ)yi. (5.108)

The solution of (5.108) is

yi = y∗
i +

i∑
j=0

bij exp[−(α + βj + σ)t], (5.109)

where y∗
i is the stationary solution of (5.109) given by the relationships

y∗
0 = σ

σ + a
,

y∗
i = α + β(i − 1)

α + βi + σ
y∗
i−1, i = 1, 2, . . . . (5.110)

The coefficients bij are determined by the initial conditions. In the exponential func-
tion there are no negative coefficients, and because of this, when t → ∞, the sum in
(5.109) vanishes and the system comes to the stationary distribution from (5.110).
Thus the distribution of yi tends to be stationary despite the fact that the system is in
a stationary state only when σ = γ .

Thus starting from any initial distribution, after some time, the system reaches
the steady state, where the content of each cell decays exponentially with (the same)
characteristic time 1

σ−γ
and the distribution of the substance among the cells is given

by (5.110).

This distribution is called the Waring distribution.
The form of the Waring distribution is

P(ζ = i) = ak[i]

(a + k)[i+1] ; k[i] = (k + i)!
k! , (5.111)

with parameters k = α/β and a = σ/β.

We note that the words “after some time” above mean that theWaring distribution
can be considered a good approximation of the considered process for large enough
finite times when the stationary state of distribution of substance among the cells has
almost been reached.
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5.8.2.2 Parameters and Particular Cases of the Waring Distribution

The Waring distribution is quite interesting, since it contains as particular cases the
distributions of Yule and Zipf.

Let a > 2. The expected value of the Waring distribution is

E[ζ ] = k

a − 1
; a > 1. (5.112)

We note that a > 1 is a condition for a finite expected value (such a finite value was
assumed above). Then from the definition of a, it follows that σ > β.

The variance of the Waring distribution is

D2[ζ ] = ka(k + a − 1)

(a − 1)2(a − 2)
; a > 2. (5.113)

Several special cases of the Waring distribution are

1. β = 0 (geometric distribution).
In this case (called also the model of Frank and Coleman [145, 146] or case with
absence of cumulative advantage because of fi = αxi),

P(ζ = i) = q(1 − q)i; q = σ

σ + a
. (5.114)

2. k = 0, α = 0, β �= 0 (Yule distribution).
Let then k → 0. The Waring distribution reduces to the Yule distribution [147],

P(ζ = i | ζ > 0) = aB(a + 1, i), (5.115)

whereB is the beta function. Let us note that in this case, fi = βixi, which is known
also as Gibrath law, much used in economics for describing size distributions of
business systems [148] or size distributions of cities [149].

3. i → ∞ (Zipf distribution).
As i → ∞, the Waring distribution becomes

P(ζ = i) → c

i(1+a)
, (5.116)

which is the frequency form of the Zipf distribution (c is an appropriate constant
depending on the parameters of the distribution).
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5.8.2.3 Truncated Waring Distribution

For some applications, one may need a model with a finite number of cells. In
this case, we consider an array of N + 1 cells (boxes) indexed in succession by
nonnegative integers, i.e., the first cell has index 0, and the last cell has index N . We
assume that there exists an amount x of some substance that is distributed among the
cells. Let xi be the amount of the substance in the ith cell. Then

x =
N∑
i=0

xi. (5.117)

The fractions yi = xi/x can be considered probability values of the distribution of a
discrete random variable ζ ,

yi = p(ζ = i), i = 0, 1, . . . ,N . (5.118)

The process of transfer of substance between the cells can bemodeledmathematically
by a system of ordinary differential equations:

dx0
dt

= s − f0 − g0;
dxi
dt

= fi−1 − fi − gi, i = 1, 2, . . . ,N − 1;
dxN
dt

= fN−1 − gN . (5.119)

The forms of the amounts of the moving substances are the same as in (5.104). The
substitution of (5.104) in (5.119) leads to the relationships

dx0
dt

= σx − αx0 − γ x0;
dxi
dt

= [α + β(i − 1)]xi−1 − (α + βi + γ )xi, i = 1, 2, . . . ,N − 1,

dxN
dt

= [α + β(N − 1)]xN−1 − γ xN . (5.120)

Let us now derive the distribution of yi. From (5.120), we obtain

dy0
dt

= σ − (α + σ)y0;
dyi
dt

= [α + β(i − 1)]yi−1 − (α + βi + σ)yi, i = 1, 2, . . . ,N − 1;
dyN
dt

= [α + β(N − 1)]yN−1 − σyN . (5.121)
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We search for a solution of (5.121) in the form

yi = y∗
i + Fi(t), (5.122)

where y∗
i is the stationary solution of (5.122) given by the relationships

y∗
0 = σ

σ + α
;

y∗
i = α + β(i − 1)

α + βi + σ
y∗
i−1, i = 1, 2, . . . ,N − 1;

y∗
N = α + β(N − 1)

σ
y∗
N−1. (5.123)

For the functions Fi, we obtain the system of equations

dF0

dt
= −(α + σ)F0;

dFi

dt
= [α + β(i − 1)]Fi−1 − (α + βi + σ)Fi, i = 1, 2, . . . ,N − 1,

dFN

dt
= [α + β(N − 1)]FN−1 − σFN . (5.124)

The solutions of these equations are

F0(t) = b00 exp[−(α + σ)t], (5.125)

F1(t) = b10 exp[−(α + σ)t] + b11 exp[−(α + β + σ)t], (5.126)

. . .

Fi(t) =
i∑

j=0

bij exp[−(α + βj + σ)t]; i = 1, 2, . . . ,N − 1, (5.127)

FN (t) =
N∑
j=0

bNj exp[−(α + βj + σ)t], (5.128)

where

bij = α + β(i − 1)

β(i − j)
bi−1,j; i = 1, . . . ,N − 1; j = 0, . . . , i − 1;

bNj = −α + β(N − 1)

α + jβ
bN−1,j, j = 0, . . . ,N − 1;

bNN = 0. (5.129)



234 5 Selected Models for Dynamics of Research Organizations and Research Production

The bij that are not determined by (5.129) may be determined by the initial con-
ditions. In the exponential function in Fi(t) there are no negative coefficients, and
because of this, as t → ∞, we haveFi(t) → 0, and the system comes to the stationary
distribution from (5.123). The form of this stationary distribution is

P(ζ = i) = a

a + k

(k − 1)[i]

(a + k)[i]
; k[i] = (k + i)!

k! ; i = 0, . . . ,N − 1,

P(ζ = N) = 1

a + k

(k − 1)[N]

(a + k)[N−1] , (5.130)

with parameters k = α/β and a = σ/β.
The obtained distribution is called the truncatedWaring distribution. The distribu-

tion (5.130) has a concentration of substance in the last cell (i.e., in the N th cell). For
the case of the nontruncated Waring distribution, the same substance is distributed
in the cells N , N + 1, . . . .

5.8.2.4 A Nonstationary Birth Process. Negative Binomial Distribution,
Papers, and Citations

Let us consider the nontruncated version of the Waring distribution. In addition,
let us assume that the system is completely isolated from external influences. This
means that no substance enters or leaves the system. Thus the amounts of the moving
substances are

σ = 0; gi = 0; fi = (α + βi)xi; α(t)

β(t)
= N > 0. (5.131)

The last of the above relationships shows that the process is nonstationary (since the
substance flow can depend on time). The governing equations become

dy0
dt

= −β(t)Ny0;
dyi
dt

= β(t)[(N + i − 1)yi−1 − (N + 1)yi]; (5.132)

with initial conditions yi(0) = 1 if i = 0 and yi(0) = 0 otherwise. What one needs
is to obtain the distribution yi = p(x(t) = i) connected to the process. We recall that
p(x(t) = i) is the probability that an author in a system has published i papers in the
period t. This distribution can be obtained from (5.132), and its form is very similar
to the form of the distribution obtained on the basis of the model of death process
above [4]:

p(x(t) = k) =
(
N + k − 1

k

)
exp[−Nρ(t)]{1 − exp[−ρ(t)]}k, (5.133)
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where ρ(t) =
t∫
0
dτ β(τ). Equation (5.133) is the relationship for the negative bino-

mial distribution. In addition to the probability p(x(t)), one can define also transition
probabilities pi,k(s, t) for the probability that at time t, the substance is in the kth unit
if at time s < t it was in the ith unit. From the point of view of the case with scientists
and articles, pik(s, t) is the probability that an author will own k articles at time t
if at time s he/she owns i ≤ k articles. In this case, the evolution of the transition
probability [144] is given by

∂pi,k(s, t)

∂t
= β(t)[(N + k − 1)pi,k−1(s, t) − (N + k)pi,k(s, t)], (5.134)

with initial conditions pi,k(s, s) = 1 if k = i and pi,k(s, s) = 1 otherwise.
Citations are repetitive events exactly like papers. Thus all discussions about the

nonstationary birth process connected to papers are the same for the nonstationary
birth process connected to citations. In the first case,we have a scientistwhopublishes
papers. In the second case, we have a paper that receives citations. Then (5.133) gives
the probability that a paper will have received k citations at time t, and (5.134) gives
the transitional probability that a paper will have received k citation at time t if it
has i citations at the time s. The distribution connected to the transitional probability
pi,k is also a negative binomial distribution. In more detail, the number of received
citations for the time t − s when the number of received citations at until time s was
i, pi,j(s, t) = p[x(t) − x(s) = j | x(s) = i], is

pi,j(s, t) =
(
N + i + j − 1

j

)
exp{−[ρ(t) − ρ(s)](N + i)}(1 − exp{−[ρ(t) − ρ(s)]})j,

(5.135)

i.e., the substance flow during the time period t − s has a negative binomial distrib-
ution with parameters exp[−r(t) + r(s)] and N + j, where j is the index of the unit
that was reached by the substance at time s [143, 144, 150].

With respect to the aging of scientific information, it is important to study the
mean value function Mi(s, t). It will show us that a paper that has received some
number of citations during the time s after its publication is expected to receive
(during an arbitrary time period t − s after the moment s) a linear expression in what
it had received previously:

Mi(s, t) = E[x(t) − x(s) | x(s) = i] = (N + i){exp[ρ(t) − ρ(s)] − 1} = cs(t)i + ds(t).
(5.136)

We note that ds(t)
cs(t)

= N = const is independent of time, and cs(t) is a charac-
teristic of the aging process. Large cs(t) characterizes slowly aging literature.
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Let us define

M(s, t) = E[x(t) − x(s)] = N exp[ρ(t) − ρ(s)] (5.137)

and

q(s, t) = E[x(s) + N]
E[x(t) + N] . (5.138)

Then (5.135) can be written as

pi,j(s, t) =
(
N + i + j − 1

j

)
q(s, t)N+i[1 − q(s, t)]j, (5.139)

and the expected citation rate during the time period t − s under the condition that
the corresponding paper has received i citations during the time span s is

Mi(s, t) = (N + i)
E[x(t) − x(s)]
E[x(s)] + N

. (5.140)

Finally, from (5.139), one obtains that the probability that an article that has received
i ≥ 0 citations will no longer be cited is

pi,0(s, t) = p[x(t) − x(s) = 0 | x(s) = i] = q(s, t)N+i. (5.141)

The lifetime distribution of a process {X(t)} is defined by

F(t) = M(0, t)

M(0,∞)
, t ≥ 0. (5.142)

Let us choose the following particular form of fi [151]:

fi = (N + i)α∗β∗ exp(−α∗t)xi = β∗N(1 + i/N)α∗ exp(−α∗t), N > 0, α∗ > 0, β∗ > 0.
(5.143)

The time-invariant part of fi is proportional to 1 = i/N , and because of this, increases
by transfer from the ith cell to the (i + 1)th cell (which can be considered a local form
reflection of the cumulative advantage principle). The time-dependent component of
fi reflects the local exponential aging of the process (aging of the content relative to
an individual unit). Then

M(s, t) = N{exp[β∗(1 − exp(−α∗t)) − exp[β∗(1 − exp(α∗s))]]} (5.144)

and

F(t) = exp[β∗(1 − exp[−α∗t])] − 1

exp(β∗) − 1
. (5.145)
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Finally, let us discuss the particular cases in which the model describes articles
that obtain citations. One can define the obsolescence function H(s): the probability
that a paper will not be cited beyond a given time s. The definition is

H(s) = p(x(∞) − x(s) = 0). (5.146)

The obsolescence function for our particular case is

H(s) = {1 + exp(β∗) − exp[β∗(1 − exp(−α∗s))]}−N . (5.147)

We note that H(∞) = 1, i.e., at infinity, every publication is obsolete. We have
H(0) = exp(−β∗N), i.e., the probability that a paper is already obsolete at the
moment it is published equals the probability that it will never be cited.

5.8.2.5 A Case of Brain Drain: Migration Channel for Research
Personnel

Let us now discuss one application of the truncatedWaring distribution. We consider
a sequence of N + 1 countries that form a channel. As a result of a large migration
movement, a flow of researchers moves through this channel from the country of
entrance to the final destination country that is attractive to them in terms of good
conditions for life and work. We may assume a situation of war in some region and
motion of a large group of researchers from that region to another (more attractive
region). The motion starts from an entry country, and the researchers have to move
through a sequence of countries in order to reach a (very attractive from the point of
view of the researchers) final destination country. We may think about the sequence
of countries as a sequence of boxes (cells). The entry country will be the box with
label 0, and the final destination country will be the box with labelN . Let us consider
a number x of researchers that have entered the channel and are distributed among
the countries. Let xi be the number of researchers in the ith country. This number can
change on the basis of the following three processes: (a) A number s of researchers
enter the channel from the external environment through the country of entrance
(0th cell); (b) A number fi of researchers move from the ith country to the (i + 1)th
country; (c) A number gi of the researchers change their status (e.g., they do not move
farther in the direction of the final destination country and they are no longer active
in the field of research). Fot the case of a large number of migrating researchers, the
values of xi can be determined by (5.103). The relationships (5.104) mean that (a)
the number of researchers s that enter the channel is proportional to the number of
researchers in all countries that form the channel; (b) there may be a preference for
some countries, e.g., migrants may prefer the countries that are around the end of the
migration channel (and the final destination country may be the most preferred one);
(c) it is assumed that the conditions along the channel are the same with respect to
“leakage” of researchers, e.g., the same proportion γ of researchers move out of the
area of research work in every country of the channel.
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As can be seen from (5.107), the change in the number of researchers depends on
the values of σ and γ . If σ > γ , the number of researchers in the channel increases
exponentially. If σ < γ , the number of researchers in the channel decreases exponen-
tially. The dynamics of the distribution of the researchers in the channel is modeled
by (5.108).When the time since the beginning of the operation of the channel become
large enough, the distribution of the researchers in the countries that form the migra-
tion channel becomes close to the stationary distribution described by (5.110). Let
us stress that the stationary distribution described by (5.110) is very similar to the
Waring distribution, but there is a significant difference between the two distributions
due to the finite length of themigration channel: theremay be a large concentration of
researchers in the final destination country especially, if this country is very attractive
for researchers.

The parameters that govern the distribution of researchers in the countries that
form the channels are σ , α, β, and γ . The parameter σ is the “gate” parameter, since
it regulates the number of researchers that enter the channel. If σ is large, then the
number of researchers in the channel may increase very rapidly, and this can lead to
problems in the corresponding countries. We note that σ participates in each term
of the truncated Waring distribution. This means that the situation at the entrance of
the migration channel influences significantly the distribution of researchers in the
countries of the channel.

The parameter γ regulates the “absorption” of the channel, since it regulates
the change of the status of some researchers. They may settle in the corresponding
country and may accept a job that is out of the area connected to their research. A
large value of γ may compensate for the value of σ and may even lead to a decrease
in the number of researchers in the channel. The parameter α regulates the motion of
the researchers from one country to the next country of the channel. A small value of
α means that the researchers tend to concentrate in the entry country (and eventually
in the second country of the channel). An increase in α leads to an increase in the
proportion of researchers that reach the second half of the migration channel and
especially the final destination country.

The parameter β regulates the attractiveness of the countries along the chan-
nel. Large values of β mean that the final destination country is very attractive
to researchers (e.g., has excellent conditions for work and the salaries are large).
This increases the attractiveness of the countries in the second half of the channel
(researchers are more desirous of reaching these countries because the distance to
the final destination country is thereby decreased). If for some reason β is kept at a
high value, then almost all the researchers may settle in the final destination country.

5.8.2.6 Multivariate Waring Distribution

One can define the multivariate Waring distribution as follows [152]. Let a and b

be positive real numbers. Let a(k) = Γ (a+b)
Γ (a) , where Γ (x) =

∞∫
0
dt exp(−t)tx−1 is the
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gamma function [153]. Let p(x1 = k1, . . . , xn = kn; a, b1, . . . , bn) be the probability
that x1 = k1, . . . , xn = kn with parameters a, b1, . . . , bn. The multivariate Waring
distribution is given by the relationship

p(x1 = k1, . . . , xn = kn; a, b1, . . . , bn) =

a

Γ

(
n∑

i=1
ki − n + 1

)
Γ

(
n∑

i=1
bi + a

)

Γ

(
n∑

i=1
ki +

n∑
i=1

bi − n + a + 1

)
n∏

i=1

Γ (ki + bi − 1)

Γ (ki)Γ (bi)
, (5.148)

where ki = 1, 2, . . . and i = 1, . . . , n, a and bi are positive real numbers. For n = 1,
the multivariate Waring distribution is reduced to the univariate Waring distribution

p(x = k; a, b) = a
Γ (b + k + 1)Γ (a + b)

Γ (b)Γ (a + b + k)
. (5.149)

Let a(b) = Γ (a+b)
Γ (a) . Then the univariate form of theWaring distribution can be written

as

p(x = k; a, b) = a
b(k−1)

(a + b)(k)
. (5.150)

Two interesting properties of the multivariate Waring distribution are as follows:

1. Let the multivariate random variable (x1, . . . , xn) follow the multivariate Waring
distribution (5.148). Then the corresponding expected value is

E(x1, . . . , xn) = a

1∫

0

dx (1 − x)a−n−1
n∏

i=1

(1 − x + bix). (5.151)

2. Every marginal distribution of the multivariate Waring distribution is also a War-
ing distribution

∞∑
ks=1

· · ·
∞∑

kn=1

p(x1 = k1, . . . , xs = ks, xs+1 = ks+1, . . . , xn = kn; a, b1, . . . , bn) =

p(x1 = k1, . . . , xs = ks; a, b1, . . . , bn).
(5.152)

The simplest case of the multivariate Waring distribution is the bivariate Waring
distribution

p(x = k, y = j; a, b, c) = a
(k + j − 2)!b(k−1)c(j−1)

(a + b + c)(k+j−1)(k−1)!(j−1)! , (5.153)
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with expected value

E(x, y) = 1 + b + c

a − 1
+ 2bc

(a − 1)(a − 2)
(5.154)

and covariance

Cov(x, y) = 1 + b + c

a − 1
+ 2bc

(a − 1)(a − 2)
−

(
1 + b

a − 1

) (
1 + c

a − 1

)
.

(5.155)

If (x, y) follows the bivariate Waring distribution, then the conditional probability
p(x = k | y = m) is

p(x = k | y = m) = 1

(k + 1)!
(a + c)(b)

(a + c + m)(b)

b(k−1)m(k−1)

(a + b + c + m)(k−1)
, (5.156)

and the conditional expectation E(x | y = m) is

E(x | y = m) = 1 + b

a + c − 1
m. (5.157)

The multivariate Waring distribution was applied to the study of scientific produc-
tivity among authors in six main Chinese journals of information science during the
three-year periods 1987–1989 and 1990–1992 [152].

5.8.3 Quantities Connected to the Age of Citations

After publication of an article, some tame elapses before the article is cited. Let T be
the time between publication of the article and the publication of the citing source.
In general, T is a random variable, and one can study distributions of the time to the
first citation [115], or to the nth citation [125]. Here we mention several quantities
connected to the time of first citation (these quantities can be applied also to the time
of second citation, etc.) [154]. Let us assume that T is a continuous quantity, and let
f (t) be the probability density function of the distribution of T . Then one can define
the age-specific citation rate

r(t) = − d

dt
[lnR(t)], (5.158)

where

f (t) = dR

dt
,
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and R(t) = RT (t) = p(T > t) is called the reliability function of T (here p(T > t)
means the probability that T > t). From (5.158), it follows that

R(t) = exp

⎛
⎝−

t∫

0

dsr(s)

⎞
⎠ . (5.159)

Assuming different kinds of distributions for f (t), we can obtain the corresponding
relationship for the age-specific citation rate. Since citations (in most cases) can be
considered rare events, we can use distributions connected to the theory of extreme
events, such as the following:

• The exponential distribution f (t) = λ exp(−λt). In this case,R(t) = exp(−λt) and

r(t) = λ. (5.160)

Thus a constant age-specific citation rate implies an exponential distribution of
the citation age.

• The Weibull distribution of citation age T with shape parameter β > 0 and scale
parameter α > 0. Here the reliability function is R(t) = exp[−(t/α)β], and the
age-specific citation rate is

r(t) = βtβ−1

αβ
. (5.161)

5.9 Probability Models Connected to Research Dynamics

5.9.1 Variation Approach to Scientific Production

The occurrence of laws in the form of hyperbolic relationships (such as the laws
of Zipf and Pareto, for example) and the persistence of such laws may lead to the
following assumption:

A research organization is in an equilibrium state with respect to scientific
production if the statistical laws for the characteristic quantities of this pro-
ductivity are given by hyperbolic relationships.

We can even extend the above assumption by the additional assumption that the
parameters of the statistical laws have selected values (for example, α = 1) when
the research organization is in an equilibrium state. And if the distributions of the
quantities are not described by the appropriate hyperbolic relationships, then the
research organization (and its structure and system of functioning) may not be in an
equilibrium state.
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Equilibrium states of various systems may be studied by variational methods
[155]. A hint at the possible applicability of a variational approach in the social
sciences is connected to George Zipf, who explained what is now known as Zipf’s
law in the field of linguistics [156] by means of the principle of least effort:

Human communication is based on two opposite tendencies: the one who
speaks tries to use the minimum number of words, and this one who hears tries
to understand the speaker by investing minimal effort.

Let the effort E(x) of a researcher to produce x publications be proportional to
the time he or she invests for research: E(x) ∝ t. There is a law for an exponentially
growing science that states that scientific production growths exponentially with
invested time: x(t) = exp(λt), where λ is a parameter. From here, t = 1

λ
ln(x) and

E(x) ∝ 1

λ
ln(x) = ρ ln(x). (5.162)

This relationship will be introduced in the relationships for the variational principle
of Boltzmann below [104, 157].

The principle of maximum entropy (variational principle of Boltzmann) is for
systems whose states x are distributed with probability p(x) (

∫
dx p(x) = 1).

Then at an equilibrium state with energy

E =
∫

dx p(x)E(x), (5.163)

the entropy

H = −
∫

dx p(x) ln[p(x)] (5.164)

has a maximum value.

The function p(x) above is the probability that a researcher has produced x publica-
tions, and we shall treat E(x) below as a measure of the mean effort (mean “energy”)
spent in the course of the scientific work. The solution of the above variational prob-
lem is

p(x) = (1/Z) exp[−λ∗E(x)] = (1/Z)(1/xρλ∗
), (5.165)

where Z is the statistical sum and λ∗ is a parameter that can be determined from the
normalization condition and the boundary condition.
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Here we shall discuss as the least-value state the state x0 = 1 (researchers must
have at least one publication). Then

E =
∞∫

1

dx p(x)E(x) (5.166)

and
p(x) = (ρ/E)1/(x1+ρ/E) = α/(x1+α); α = (ρ/E). (5.167)

This is the law of Pareto (called also the Zipf–Pareto law).
The entropy of a system that obeys the law (5.167) is

H = −
∞∫

1

dx p(x) ln[p(x)] = 1 + 1

α
− ln(α); (5.168)

“Temperature”: The analogy with the thermodynamics may be continued: one may
introduce a quantity called “temperature.” This quantity is a measure of the external
influence on the scientific system.

“Temperature” can be introduced by comparing the results for Lagrange multipli-
ers in statistical mechanics (where λ∗ ∝ 1/T ) with the case of scientific production
(where λ∗ = (1 + α)/ρ). Thus the “temperature” is

T ∝ ρ

1 + α
. (5.169)

Using (5.169), we can write the Zipf–Pareto law (5.167) as

p(x) = α

xkρ/T
, (5.170)

where k is a coefficient of proportionality. From (5.169), α = 1 − kρ
T , and the final

form of the Zipf–Pareto law (5.170) is

p(x) = 1 − kρ
T

xkρ/T
. (5.171)

There are two parameters in (5.171):

• k: characteristic of the efforts of the researcher in the publication process. These
efforts can depend on the talent of the researcher but also on the conditions of
work, salary, etc. Increasing research efforts lead to a decreasing value of k.

• T : characteristic of external influence on research organization. The parameter T
can be connected to different flows toward the scientific structures (e.g., to money
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flows). Then if the money flow increases, the system is “heated,” and if the money
flow decreases, the system is “frozen.”

Let us analyze (5.171). We shall see the role of better work conditions and increased
funding in increasing research production.

1. Let us fix the number of publications x. Thus we can study the influence of ρ and
T . Let us fix also T (for example, a fixed quantity of money flows to the scientific
organization, and other external conditions are fixed). Then a decrease in ρ will
increase the numerator of (5.171) and will decrease its denominator. Hence p
will increase. This means that initiatives to decrease the necessary expenditures
of effort by researchers in the publication production process (for example, an
initiative for better work conditions or better social networking in the research
organization) may increase the probability that researcher will have a larger
number of publications.

2. Let us now fix x and ρ and increase T (for example, by increasing the money
flow toward the research organization). The numerator of (5.171) increases, and
the denominator decreases. Thus p increases, which means that one can expect
that research production will increase with increased funding.

Finally, let us note that thermodynamic models are also used in other areas of
science such as technological forecasting and the theory of manpower systems [158,
159].

The variational approach can also be applied to the case of discrete distrib-
utions (e.g., for studying the circulation of documents) [160]. Let us consider a
finite probability distribution P = {p1, . . . , pn}, where pi ≥ 0 for i = 1, . . . , n and∑
i

= 1npi = 1. The entropy attached to this probability distribution is

Hn(P) = −
n∑

i=1

pi ln(pi). (5.172)

The entropy is a measure of uncertainty. The uncertainty is maximal when the out-
comes are equally likely. Since the uniform distribution maximizes the entropy, it
contains the largest amount of uncertainty.

Let X = {1, . . . , n} be a random variable and pi the probability of the occurrence
of the value i. We have the constraint

n∑
i=1

pi = 1, (5.173)

andwe impose an additional constraint about the expected value of the distributionX:

E(X) =
n∑

i=1

ipi = μ. (5.174)
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According to the principle of maximum entropy, we have to find the distribution P
that maximizes the entropy (5.172) subject to the constraints (5.173) and (5.174).
Introducing two Lagrange multipliers α and β, we have to find a maximum for the
functional

L = Hn(P) − α

(
n∑

i=1

pi − 1

)
− β

(
n∑

i=1

ipi − E(X)

)
. (5.175)

The Euler equations for L from (5.175) are

∂L/∂pi = − ln(pi) − 1 − α − βi; i = 1, . . . , n,

∂L/∂α = 1 −
n∑

i=1

pi,

∂L/∂β = E(X) −
n∑

i=1

ipi. (5.176)

The solution of these equations is

pi = exp(−β0i)∑n
i=1 exp(−β0i)

, (5.177)

where β0 is the solution of the equation

n∑
i=1

[i − E(X)] exp[−(i − E(X))] = 0. (5.178)

A similar calculation can also be made for the case of more than two constraints.

5.9.2 Modeling Production/Citation Process

Joint modeling of production and citation processes in science attracted considerable
attention after the introduction of the h-index of Hirsch. Below, we shall consider
two models of the processes connected to the h-index.

5.9.2.1 Model of h-Index Based on Paretian Distributions

Discrete Paretian distributions and the Price distribution are distributions that are
widely used for modeling publication activity and citation processes [161]. The
properties of these distributions needed for investigation of the Hirsch index are
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represented bymeans ofGumbel’s characteristic extremevalues [162]. The reason for
this is that the Hirsch index can be defined on the basis of Gumbel’s rth characteristic
values.

Gumbel’s rth characteristic values are defined as follows. Let us consider a random
variable X that gives the citation rate of a paper. We define

• pk = P(X = k): probability distribution of X (k ≥ 0);
• F(k) = P(X < k): cumulative distribution function of X.

Gumbel’s rth characteristic extreme value is then defined as

ur = max{k : G(k) ≥ r/n}, (5.179)

where

• G(k) = Gk = 1 − F(k) = P(X ≥ k);
• n: given sample with distribution F.

The Hirsch index can be defined analogously to Gumbel’s rth characteristic
extreme value as follows:

h = uh. (5.180)

5.9.2.2 Case of Paretian Distribution of the Random Variable X

A distribution of a random variable (in our case, the distribution of citations
X) is a Paretian distribution if it obeys asymptotically Zipf’s law:

lim
k→∞

Gk

kα
≈ const. (5.181)

Below,we shall use a prominentmember of the class of Paretian distributions, namely
the Pareto distribution pk = P(X = k) ≈ d

(N+k)−(1+α) . This distribution is Paretian as
k → ∞. For the case k  N , we obtain

Gk = P(X ≥ k) ≈ d1
kα

, (5.182)

where d1 is a positive constant. Then

ur ≈ c1
(n
r

)1/α
, (5.183)
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where c1 is a positive constant. Equation (5.183) leads to the following equation for
the Hirsch index (in the presence of the assumption n  1):

h = uh ≈ c1 (n/h)1/α . (5.184)

From here, we obtain
h ≈ c2n

1/(1+α), (5.185)

where c2 = cα/(1+α)

1 .
We can draw the following conclusions from (5.185) (note that we work with the

assumption that the citation distribution is a discrete Paretian distribution (with finite
expectation)).

1. If the number of underlying papers is large enough, then the Hirsch index h
is proportional to the (1 + α)th root of the number of publications. Usually
α is close to 1. Then h is proportional to the square root of the number of
publications.

2. The number of citations of the papers from the Hirsch core (which contains
the h-papers: papers that received at least h citations each) is proportional
to h2 for α > 1 and a large value of k [161].

5.9.2.3 Case of Price Distribution of the Random Variable X

We recall that in our case, the random variable X is the citation rate of a paper. The
Price distribution is [163]

pk = P(X = k) = N

(
1

N + k
− 1

N + k + 1

)
= N

(N + k)(N + k + 1)
,

(5.186)
where k ≥ 0 and N is a positive parameter.

Note that N is a positive parameter. Thus N may be a noninteger. In addition, the
Price distribution contains the case k = 0 as well as the law of Lotka (for research
publications) when k  N . Moreover, no positive moments of the Price distribution
exist. The distribution (5.186) is called the Price distribution, since it contains as
a limiting case the square root law of Price (which states that half of the scientific
papers are contributed by the top square root of the total number of scientific authors)
[163]. Let us stress that the Price distribution is a particular case (when α = 1) of
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the Waring distribution [101, 164]

pk = P(X = k) = α

N + α

N

N + α + 1
. . . ,

N + k − 1

N + α + k
(5.187)

where k ≥ 0 and α and N are positive parameters.
For the case in which the distribution of the citation rate is described by the Price

distribution, one obtains

Gk = N

N + k
. (5.188)

Thus the distribution is Paretian (but note that the expected value of X for this distri-
bution is ∞, in contrast to the finite expectation connected to the Pareto distribution
discussed above).

The Gumbel rth extreme value is

ur =
[
N(n − r)

r

]
, r = 1, 2, . . . , n, (5.189)

where [. . . ] denotes the integer part of the corresponding argument.
The corresponding h index is a solution of the equation

h = uh ≈ N(n − r)

r
. (5.190)

The solution (for n  1) can be approximated as

h =
(
N2

4
+ nN

)1/2

− N

2
≈ (nN)1/2, (5.191)

which means the following:

The h-index is proportional of the square root of the number of publications (if
the citation rate is described by thePrice distribution and all other assumptions
are valid).

5.9.2.4 Model of h-Index Based on the Poisson Distribution

Another model of the h-index is based on the publication–citation model of Burrell
[165, 166]. This model is for the publishing record of a scientist who publishes
papers at certain times. These papers then attract citations, and both the publication
and citation accumulation processes are random. The assumption is that the scientist
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starts his/her publishing career at t = 0, and by the time T > 0, one observes the
following:

1. Poisson process of publishing
The author publishes papers according to a Poisson process at rate θ . The distri-
bution of the number of publications YT at time T is

P(YT = r) = exp(−θT)
(θT)r

r! , r = 1, 2, . . . , (5.192)

with expected value E[YT ] = θT .
2. Poisson process of citations receiving

Each of the publications receives citations according to a Poisson process of rate
Λ, which can vary from paper to paper.

3. Variation of the rate Λ

The citation rate Λ varies over the set of publications of the scientist according
to a gamma distribution of index ν > 1 and parameter α > 0:

fΛ(λ) = αν

Γ (ν)
λν−1 exp(−αλ), (5.193)

where 0 < λ < ∞.

The model leads to the following distribution of the citations of a randomly chosen
paper of the scientist [166]:

P(XT = r) = α

T(ν − 1)
B

(
T

α + T
; r + 1, ν − 1

)
, r = 0, 1, 2, . . . , (5.194)

where

B(x; a, b) = Γ (a + b)

Γ (a)Γ (b)

x∫

0

dy ya−1(1 − y)b−1

is the cumulative distribution of the beta distribution of the first kind, and a and b
are parameters.

What remains to be calculated isN(n;T): the expected number of papers receiving
at least n citations by the time T .

• Case of n = 0 citations
E[N(0;T)] = θT , (5.195)

i.e., the number of uncited papers of the scientist is expected to have linear increase
over time.
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• Case of n �= 0 citations In this case [166],

E[N(n;T)] = θT

[
1 − α

T(ν − 1)

n−1∑
r=0

B

(
T

α + T
; r + 1, ν − 1

)]
, n = 1, 2, . . . .

(5.196)

Equation (5.196) has interesting consequences:

1. Publish or perish!: The expected number of papers with n citations is proportional
of the publication rate θ .

2. A long career in science is a good thing!: The expected number of papers with n
citations is increasing in T for every n.

3. No one is a genius!: The expected number of papers with n citations is decreasing
in n for every T .

Finally, the h-index can be defined as

h(T) = max{n : n ≤ E[N(n,T)]}, (5.197)

and as we have seen just above, the h-index depends on the intensity of publication,
the length of the scientific career, and other parameters (such as the parameters α

and ν of the beta distribution, which can vary from scientist to scientist).

5.9.3 The GIGP (Generalized Inverse Gaussian–Poisson
Distribution): Model Distribution for Bibliometric
Data. Relation to Other Bibliometric Distributions

Up to now,wehave discussed several distributions thatmaybe used tomodel different
aspects of research dynamics and to fit bibliometric data. Sichel [167, 168] argues
that there exists a distribution that is very suitable for modeling bibliometric data: the
GIGP (generalized inverse Gaussian–Poisson) distribution. The GIGP distribution
seems to be complicated, but its goodness of the fit with respect to bibliometric
data is usually very good. The GIGP distribution may be obtained as follows. Let
us consider a researcher who has an average rate of publishing λi papers in unit
time. Then the expected number of papers published by this researcher for time
t will be λit. Let us assume that the statistical variability around the average λit
follows a Poisson distribution. If we have a group of researchers, then within this
group, the value of λi will vary, since some researchers are more productive than
others. Let us assume that the values of λi are distributed according to a generalized
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inverse Gaussian distribution law (called a GIG distribution).1 Then we arrive at the
compound Poisson distribution called GIGP [170]:

p(r, t) = (1 − θt)
γt/2

Kγt [αt
√
1 − θt]

(αtθt)
r

2rr! Kr+γt (αt), (5.198)

where r = 0, 1, 2, . . . ; 0 ≤ θt ≤ 1; −∞ < γt < ∞; αt ≥ 1;Kν(z) is the modified
Bessel function of the second kind of order ν; and t is the length of the considered
time period. The time-dependent parameters are as follows:

αt = α
√
1 + θ(t − 1); θt = θ t

1 + θ(t − 1)
; γt = γ. (5.199)

From (5.198), one can calculate the probabilities p(r) by means of a recurrence
relation as follows if one knows p(0) and p(1) for r = 0, 1, 2, . . . :

p(r) =
(
r + γ − 1

r

)
θtp(r − 1) + α2

t θ
2
t

4r(r − 1)
p(r − 2). (5.200)

The GIGP is also able do describe the domain r = 1, 2, , 3, . . . . For this purpose,
one has to perform zero truncation of the distribution from (5.198). The result is

p(r, t) = (αtθt)
rKγ+r(αt)

2rr!{(1 − θt)−γ /2Kγ [αt(1 − θt)1/2] − Kγ (αt)} . (5.201)

The GIGP distribution has been used to describe bibliometric data such as the
number of articles published in the area of operations research, the scattering of
literature in applied geophysics, the literature on mast cells, publications of a group
of chemists several years after receiving their doctoral degrees, in-house journal use
in libraries, etc. [167].

The GIGP distribution (5.198) has three parameters. If some of these parameters
are known a priori, then the GIGP distribution can be reduced to several different
distributions. Some examples of such reduction are as follows:

1. Negative binomial distribution: α = 0; γ > 0.
2. Zero-truncated negative binomial distribution: α = 0; −1 < γ < 1.
3. Fisher logarithmic series distribution: α =; γ = 0.
4. Inverse Gaussian–Poisson (IGP) distribution: γ = −1/2; r = 0, 1, 2, . . . .

1The form of this distribution may be written as

f (x) = (a/b)p/2

2Kp(
√
ab)

x(p−1) exp[−(ax + b/x)/2],

where x > 0, Kp is the modified Bessel function of the second kind, a > 0, b > 0, and p is a real
parameter [169].
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The upper tail (i.e., for large values of r) of the GIGP distribution is given by the
following relationship [168]:

p(r) ∼ cθ r

r1−γ
, (5.202)

where c is a normalizing constant, 0 < θ ≤ 1, and −∞ < γ < ∞. Taking the loga-
rithm of both sides of (5.202), one can write

Y = A − (1 − γ )X − B exp(X), (5.203)

where Y = ln p(r);X = ln r;A = lnC;B = − ln θ . Thus the tail of theGIGP distrib-
ution for γ < 1 is first linear, and then with increasing value of r, it becomes convex.
Let θ = 1. Then the tail of the GIGP distribution described by (5.203) becomes lin-
ear, and thus the GIGP distribution for this case corresponds to the distributions of
Lotka and Zipf discussed in a previous chapter of this book.

5.9.4 Master Equation Model of Scientific Productivity

We know already that productivity is an important element in the evolution of a
research community. It is possible to derive an equation that accounts for the sto-
chastic fluctuations in the productivity of the members of a scientific organization
[171]. In order to obtain this model equation, we assume that the main processes of
evolution of scientific community are these:

1. the self-reproduction of scientists,
2. aging and death of scientists,
3. departure of scientists from the scientific field due to mobility or abandoning

research activities.

Let a be the scientific age (number of years devoted to scientific research) of a
researcher, and let a scientific productivity index ξ be incorporated into the researcher
state space (ξ and a are assumed to be continuous variables with values in [0,∞]).
The dynamics of the research community are described by a number density function
n(a, ξ, t), which specifies the age and productivity structure of the scientific com-
munity at time t. For example, the number of researchers with age in [a1, a2] and
scientific productivity in [ξ1, ξ2] at time t is given by the integral

a2∫
a1

ξ2∫
ξ1

da dξ n(a, ξ, t).
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The following master equation for this function n(a, ξ, t) can be derived [171]:

(
∂

∂a
+ ∂

∂t

)
n(a, ξ, t) = −[J(a, ξ, t) + w(a, ξ, t)]n(a, ξ, t) +

ξ∫

−∞
dξ ′χ(a, ξ − ξ ′, ξ ′, t)n(a, ξ − ξ ′, t),

(5.204)

wherew(a, ξ, t)denotes the departure rate of communitymembers. If x(t) is a random
process describing the scientific productivity variation and pa(x, t | y, τ ) (τ < t) is
the transition probability density corresponding to such a process, then

χ(a, ξ, ξ ′, t) = lim
Δt→0

p(ξ + ξ ′, t + δt | ξ, t)

Δt
. (5.205)

The transition rate J(a, ξ, t) at time t from the productivity level ξ is by definition

J(a, ξ, t) =
∫ ∞

−ξ

dξ ′ χ(a, ξ, ξ ′, t).

The increment ξ ′ may be positive or negative. The equation for n(a, ξ, t) can be
obtained in the following way. First, for the increment we have

n(a + Δa, ξ, t + Δt) = n(a, ξ, t) − J(a, ξ, t)n(a, ξ, t)Δt +∫ ξ

−∞
χ(a, ξ − ξ ′, ξ ′, t)n(a, ξ − ξ ′, t)dξ ′Δt − w(a, ξ, t)n(a, ξ, t)Δt, (5.206)

where:

• the term on the right-hand side, [1 − J(a, ξ, t)Δt]n(a, ξ, t), describes the propor-
tion of individuals whose scientific productivity does not change in (t, t + Δt);

• the integral term describes the individuals whose scientific productivity becomes
equal to ξ because of increase or decrease in (t, t + Δt);

• the last term corresponds to the departure of individuals through stopping research
activities or death.

After expanding n(a + Δt, ξ, t + Δt) around a and t and retaining terms up to the
first order in Δt, one obtains the master equation (5.204).

The above master equation is difficult for analysis, and because of this, it is often
reduced to an approximation similar to the well-known Fokker–Planck equation. Let

μk(a, ξ, t) =
∫ ∞

−ξ

dξ ′(ξ ′)kχ(a, ξ, ξ ′, t) = lim
Δt→0

1

Δt
< (ξ ′)k >;

k = 1, 2, . . . , (5.207)
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where the brackets denote the average with respect to the conditional probability
density pa(ξ + ξ ′, t + Δt | ξ, t). In addition, we make the following assumptions:

• μ1, μ2 < ∞;
• μk = 0 for k > 3;
• n(a, ξ, t) and χ(a, ξ, ξ ′, t) are analytic in ξ for all a, t, and ξ ′.

The assumption μk = 0 for k > 3 demands that productivity be continuous, i.e.,
when Δt → 0, the probability of large fluctuations | ξ ′ | must decrease so quickly
that <| ξ ′ |3>→ 0 more quickly than Δt.

When the above assumptions hold, the function n satisfies the equation

(
∂

∂a
+ ∂

∂t

)
n = −∂(μ1n)

∂ξ
+ 1

2

∂2(μ2n)

∂ξ 2
− wn. (5.208)

The following notes are in order here.

1. If w = 0, (5.208) is reduced to the Fokker–Planck equation.
2. Equation (5.208) describes the evolution of the scientific community through

a drift along the age component and a drift and diffusion with respect to the
productivity component.

3. The diffusion term characterized by the diffusivity μ2 takes into account the
stochastic fluctuations of scientific productivity conditioned by internal factors
(such as individual abilities, labor motivations, etc.) and external factors (such as
labor organization, stimulation systems, etc.).

4. The initial and boundary conditions for (5.208) are:

• n(a, ξ, 0) = n0(a, ξ), where n0(a, ξ) is a known function defining the com-
munity age and productivity distribution at time t = 0;

• n(0, ξ, t) = ν(ξ, t), where the function ν(ξ, t) represents the intensity of input
flow of new members at age a = 0 and ν(ξ, 0) = n0(0, ξ).

5. In addition, n(a, ξ, t) → 0 as a → ∞.

The general solution of (5.208) with the above initial and boundary conditions is
still a difficult task. But for many practical applications, knowledge of the first and
second moments of the distribution function n(a, ξ, t) is sufficient. Equation (5.208)
can be solved numerically or can be reduced to a system of ordinary differential
equations [171].

In a similar way, a model of personal movement can be obtained [172]. Themodel
equation for this case is

(
∂

∂a
+ ∂

∂t

)
n(a, t) = −n(a, t)[w1(a, t) + w2(a, t)] + r(a, t)v(t), (5.209)

where a is the age variable, t is the time, n(a, t) is the density of researchers having
age a at time t, w is the age intensity of researchers’ departure, v(t) is the intensity
of the input flow of new researchers at the moment of time t, r(a, t) is the density
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of the input flow age distribution, w1(a, t) is the intensity of departure due to death,
retirement, etc., w2(a, t) is the intensity of the regulated departure of researchers
(w(a, t) = w1(a, t) + w2(a, t)). Also, a0 denotes the minimum age of researchers
and A denotes the maximum admissible age of researchers; a0 and A participate in
the initial condition

n(a, 0) = n0(a), a0 ≤ a ≤ A, (5.210)

and the boundary condition is

n(a0, t) = 0, t ≥ 0. (5.211)

5.10 Probability Model for Importance of the Human
Factor in Science

Below, we shall discuss a probability model connected to the importance of the
human factor in science. One often hears that technological evolution is closely con-
nected to the growth of science and that the growth of science depends heavily on
the human factor (number and quality of scientists). Such statements are no surprise,
since a connection has been observed between the values of scientometric indicators
of the research production of a country’s researchers and the corresponding GDP
[173–177]. A research organization may have a perfect structure with respect to
research positions and research equipment associated with those positions. The
research positions may be connected by a perfect system of relations, and the
processes in the organization may be carefully planned. But this is not enough. In
order to put all the above into effective action, one needs researchers. Researchers of
good quality have to fill the research positions. Researchers have to perform actions
that contribute to a smooth flow of the processes in a research organization. Only
then can the work of this organization be effective. In addition, a researcher does not
work alone [178–183]. Teamwork and collaboration among scientists and scientific
groups is becoming evermore for solving the scientific problems of today [184–189].

This shows that the human factor is of extreme importance for research organi-
zations. Because of this, we shall discuss below (with the help of mathematics) the
importance of the size of the research community.

5.10.1 The Effective Solutions of Research Problems Depend
on the Size of the Corresponding Research Community

It is intuitive that larger research communities can solve more complex problems
[92]. Let us consider some research problem and let β be the mean probability that
a qualified researcher will solve the problem. Then:
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• 1 − β is the probability that the researcher will not solve the problem.
• (1 − β)n is the probability that a group of n qualified researchers will not solve
the problem.

Thus the probability that the same group of n qualified researchers will solve the
complex problem (which is not likely to be solved by a single researcher, i.e.,
β � 1) is

pn = 1 − (1 − β)n = 1 − exp[n ln(1 − β)] ≈ 1 − exp(−nβ). (5.212)

If the research group is small, i.e., nβ � 1, then from (5.212), we obtain the linear
relationship

pn ≈ βn. (5.213)

Then an increase in the size of the group of qualified researchers increases the prob-
ability of solving the problem. When the group is small, the probability of solving
the problem is proportional of the group size. When the size of the group increases,
the nonlinear terms become significant, and the probability pn increases faster than
a linear function.

5.10.2 Increasing Complexity of Problems Requires Increase
of the Size of Group of Researchers that Has to Solve
Them

Scientific organizations evolve and usually become more complex [190, 191]. One
factor for such a development is the need to solve research problems of increasing
complexity. This increasing complexity leads to a decreasing probability β that a
single researcher can solve such a problem. In order to compensate this decrease,
one may increase the size of the research group that has to solve the problem.

Let us study the above situation with the help of mathematics. To compensate the
decrease of probability means that one has to keep (dpn/dt) ≥ 0. Then from (5.212),
one obtains

1

n

dn

dt
≥ − 1

β

dβ

dt
. (5.214)

Taking into account that (dβ/dt) < 0, the increase in the size of the research group
with increasing complexity of the solved problem has to be

dn

dt
≥ n

β

(
−dβ

dt

)
. (5.215)

The above simple model leads to the following conclusions. As the complexity of
scientific problems increases with time, one needs larger research collectives in
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order to support a large probability of solving the problems. Thus if a government
wants an effective solution of national scientific and technological problems, it has
to support a large enough national research community. A decrease in the number
of researchers diminishes the national scientific capacity: the probability of solving
problems important to the society decreases at least proportionally to the decrease
in the size of the corresponding research community.

Note that the value of the parameter β plays an important role in the above model.
This value must be kept as large as possible. In other words, an effective scientific
community consists of qualified scientists. In addition, let us note that research groups
in most cases consist not only of researchers. There are also supporting staff. In
connection with this, certain scaling properties may exist for research units [192].
For example, a power law relationship may exist between the number of supporting
staff Ns and the number of academic staff NA of a research institution: Ns = CNβ

A ,
where C is a constant and β is the exponent of the power law. For the case of the UK
National Health System, C ≈ 0.07 and β ≈ 1.3. The last relationship is an example
of a quantitative power law relationship connected to the parts of research (and other)
organizations. Such power laws have been discussed in Chap. 4.

5.11 Concluding Remarks

In this chapter, selected classes of deterministic and probability models connected
to science dynamics and research production have been discussed. The focus was on
the models connected to dynamics of research systems and especially on models for
deterministic and statistical properties of the process of publication and the process
of citation of research publications. Some of the models have been described very
briefly, while for some (probability) models, more discussion has been provided (for
the case in which one can obtain interesting conclusions without having to perform
longmathematical calculations). Thismanner of presentation permitted a description
of more that twenty models in relatively few pages. We hope that the selected set of
models has provided a good impression to the reader about the mathematical tools
and methods used for modeling of complex processes and the nonlinear dynamics
connected to research systems.

There exist also other deterministic and probability models. For example, there
exists a model of science as a part of a global model of a social system. In this model,
the scientific system can be treated as a system that has entrances and exits [92].
The input (different flows) comes from the other parts of the social system to the
entrances of the science subsystem. At the exit, there are scientific output flows to
other parts of the social system. The input flows can be flows of funding or human
resources, for example. The main output flow is scientific knowledge. Part of this
flow is the flow of publications.

Finally, let us make several remarks on the limited dependent variable models and
on the generalized Zipf distribution, since these topics are of significant interest for
research in the area of informetrics.

http://dx.doi.org/10.1007/978-3-319-41631-1_4
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Limited dependent variable models (e.g., binary, ordinal, and count data regres-
sion models) may be used for analysis of all kinds of categorical and count data in
bibliometrics and scientometrics (such as assessment scores, citation counts, career
transitions, editorial decisions, or funding decisions) [193]. The main advantage of
limited dependent variable models is that in using them, one may identify the main
explanatory variables in a multivariate framework, and in addition, one may estimate
the size of the (marginal) effects of these variables.

Let us consider the group of regression models. Limited dependent variable mod-
els are a subgroup of this group with a limited range of possible values of the variable
of interest. This variable may have a binary outcome (e.g., whether a journal article
was cited over a certain period). The variable may take multiple discrete values (e.g.,
for the case of assessment of research or for the case of peer reviews).

In the case of a binary regression model, we have a variable yi that can take only
the values 0 and 1. We may model the probability that this variable will take value 1
depending on the values of other variables x1i, . . . , xki as follows:

p(yi = 1 |, x1i, . . . , xki) = L(β0 + β1x1i + · · · + βkxki), (5.216)

where L(x) = exp(x)
1+exp(x) is the logistic function (whose range is between 0 and 1). The

model (5.216) is called the logit model. The coefficients βi of the logit model may be
estimated by maximizing the likelihood of the data with respect to the coefficients.

Thebinary logisticmodelmaybeused for analyzingor predicting (or for analyzing
and predicting) whether articles will be cited [194], for analysis of funding and
editorial decisions [195], for analysis of winning scientific awards [196], etc. [197,
198]. One illustration of the application of the model can be seen in [193], in which
the dependent variable measures whether an article was cited in another published
article during the calendar year following its publication.

For the case of the ordinal regressionmodel, the variable of interest yi is an ordinal
variable that can take only the values j = 1, 2, . . . , J . In this model, the cumulative
probability is the probability that an observation i is in the jth category or lower:
p(yi) ≤ j = δij can be modeled by the logit relationship

logit(δij) = αj − β1x1i − · · · − βkxki, (5.217)

where logit(p) = log( p
1−p ) = log(p) − log(1 − p). Ordinal regression models are

applied when we are interested in additional characteristics of the investigated vari-
ables with respect to a characteristic modeled by the binary regression model. For
example, in the case of binary regression analysis of citations, it was of interest to
know whether an article has been cited. If an article has been cited, it may not be
of interest how many citations of this article exist. If we are interested in the num-
ber of citations, we may use the ordinal regression model above. Such models are
used in peer assessment of research groups [199] and for predicting the impact of
international coauthorship on citation impact [200].

Finally, one may use count data models if the modeled variable represents the
frequency of an event. The count data models can be Poisson models, negative
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binomial models, etc. The Poisson model is for a count variable yi that can take
only nonnegative integer values: 0, 1, . . . . It is assumed that yi conditional on the
independent variables has a Poisson distribution (y = 1, 2, . . . )

p(yi = y | x1i, . . . , xki) = μ
y
i exp(−μi)

y! , (5.218)

where μi is the expected value of the distribution that is modeled by

μi = exp[β0 + β1x1i + · · · + βkxki]. (5.219)

A limitation of the Poisson regression model is that the Poisson distribution is com-
pletely determined by its mean and that the variance is assumed to equal the mean.
This restriction may be violated in many applications, since the variance is often
greater than the mean. Then there is overdispersion: the variance is greater than the
variance implied by assuming a Poisson distribution. One possibility for dealing with
overdispersion is to use a negative binomial regression model. This model allows
the conditional mean μi of yi to differ from its variance μi + aμ2

i by estimating an
additional dispersion parameter a.

A Poisson model may be used to identify the effects of coauthorship networks on
performance of scholars [201]. Negative binomial regression models can be applied
to study citation counts for the purpose of determining the relative importance of
authors and journals [202], for comparing sets of papers [203], and for modeling the
number of papers [204].

There is a generalization of the Zipf distribution (called the generalized Zipf
distribution) that contain as particular cases a family of skew distributions found to
describe awide range of phenomena bothwithin and outside the information sciences
and referred to as being of Zipf type. The generalized Zipf distribution is defined as
follows [205]. Let

d(k | f ) = log[ f (k + 1)] − log[ f (k)]
log(k + 1) − log(k)

, (5.220)

where f (k) > 0 and the integer k is greater than 1. Let N be the set of natural
numbers 1, 2, . . . and Z a random variable defined on N . Let P(k) = P(X = k) and
F(k) = P(X ≥ k) = ∑

i≥k
P(i) be the corresponding distributions connected to Z . A

distribution F defined on N is a generalized Zipf distribution with exponent α > 0
if and only if d(k | f ) → −α as k → ∞, i.e.,

lim
k→∞

d(k | f ) = log[F(k + 1)] − log[F(k)]
log(k + 1) − log(k)

. (5.221)

It is easily to check that the Waring distribution with

F(k) = β(k−1)

(α + β)(k−1)
, β(k) = β(β − 1) . . . (β + k − 1) (5.222)
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is a particular case (belongs to the class) of the generalized Zipf distribution. But the
geometric distribution (P(k) = θ(1 − θ)k−1 andF(k) = (1 − θ)k−1) does not belong
to the class of generalized Zipf distributions.

The class of generalizedZipf distributions has several properties. In order to define
the first property, we need to know when a function ϕ(k) varies gradually. Let ϕ(k)
be a positive function defined on N . Then ϕ(k) varies gradually if and only if

lim
k→∞

d(kϕ) = lim
k→∞

logϕ(k + 1) − logϕ(k)

log(k + 1) − log(k)
= 0; (5.223)

F(k) is a generalized Zipf distribution of exponent α > 0 if and only if [205]

F(k) = ϕ(k)

kα
, (5.224)

where ϕ(k) is a gradually varying function. An example of a distribution that belongs
to the class of generalized Zipf distributions is the Yule distribution, with

F(k) = (k − 1)!
(α + 1)(k−1)

. (5.225)

We can write this distribution in the form (5.224), where

ϕ(k) = (k − 1)!
(α + 1)(k−1)

kα. (5.226)

One can define the quantities proportional hazard rate

r(k) = kP(k)

F(k)
, (5.227)

and the conditional expectation

e(m) = E[X | X ≥ m] =
∑
k≥m

k
P(x = k)

P(X ≥ m)
. (5.228)

Then the following two statements can be proved [205]. First of all, F(k) is a gener-
alized Zipf distribution with exponent α > 0 if and only if

lim
k→∞

r(k) → α. (5.229)

Next, F(k) is a generalized Zipf distribution with exponent α > 1 if and only if

lim
k→∞

e(k)

k
= lim

k→∞
[e(k + 1) − e(k)] = α

α − 1
. (5.230)
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Chapter 6
Concluding Remarks

Governments will always play a huge part in solving big problems. They set
public policy and are uniquely able to provide the resources to make sure
solutions reach everyone who needs them. They also fund basic research,

which is a crucial component of the innovation that improves life
for everyone.
Bill Gates

Up to a certain level of economic development the production
of basic science information does not increase the wealth of

an underdeveloped country but on an advanced economic and
social level, further development will not be possible without
increasing the level of maintenance of fundamental research.

Peter Vinkler [1]

Abstract In this chapter, several concluding remarks are provided about the impor-
tance of science for society and about general characteristics of research systems.
The importance of statistical laws for research systems is emphasized, and we stress
the usefulness of mathematical models and methods for the study and understanding
of the dynamics of science and scientific production.

6.1 Science, Society, Public Funding, and Research

Interest in the methodology for assessment (and especially in the methodology for
quantitative assessment) of research systems is growing. The reasons for this are the
importance of science for society and economics and the wish for effective use of
public funds for research. It has been emphasized in Chap.1 of this book that science
is a system of organized knowledge that is a driving force of positive social evolution.
Advances in science lead to technological innovation, and because of this, science
may be important component for the growth of a country’s GDP.

Scientific systems are both social and economic systems. They require specific
management and large public investment. The good shape of research facilities and
institutions and the high status of national researchers are important conditions for
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increasing research production and the number of technological innovations. Such
investments should ensure a sufficient size of the national research community. This
size is very important. If a nation has a scientific or technological problem, then
an adequate size of the group of corresponding qualified researchers increases the
probability of solving the problem.

Kealey [2] formulated several hypotheses about the research funding. These
hypotheses are as follows:

1. The percentage of national GDP spent for research and development increases
with national GDP per capita.

2. Public and private funding displace each other.
3. Public and private displacements are not equal: public funds displace more than

they themselves provide.

The hypotheses of Kealey are consequence observing the evolution of funding in
developed countries where the private funding of research and development (R & D)
activities is large. But even in this case, private funding cannot substitute the public
funding. Without public funding, developed countries may lose their leading tech-
nological position with respect to emerging large economies (some of which use
massive public funding of R & D). This displacement may strike the private sector
in the corresponding country, and as a consequence, the ability of the private sector
to fund R & D may decrease. As a consequence, further displacement of the private
sector of the country from world markets may follow.

Public funding of R & D is also extremely important for developing economies,
where the ability of the private sector to fund research activities is limited. There are
threshold values of many indicators that must be exceeded for successful economic
development. One such threshold value is the percentage of GDP spent for R & D.
Without sufficient public funding and with very low private funding, this threshold
value may not be reached, and the corresponding developing country will remain an
economic laggard.

The first hypothesis of Kealey is of limited validity even for developed countries,
since the percentage of GDP spent for R & D cannot grow indefinitely. Kealey
recognizes this and sets an upper bound of 10% of GDP. We are far away from this
value today (twenty years after Kealey’s book). Different factors have already begun
to influence spending for R & D. The increase of R & D funding has slowed in many
countries. In other countries, one observes cuts in R & D spending. Hence it is not
surprising that the economic growth rates have decreased: an important engine of
growth does not have enough fuel.

Kealey’s hypothesis that government funding of civil R & D disproportionately
displaces private funding is quite interesting. If one believes in this hypothesis, then
a decrease in public funding should lead to an increase in private funding. This is
certainly not the case in developing countries. And even in developed countries, if
a private company remains without sufficient public R & D support (and without
other kinds of support supplied by the state), then it may soon experience problems
with competitors from other countries whose governments support public funding
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of R & D. Such public funding of R & D may be very useful for increasing the
competitiveness of a nation’s private companies.

Research systems are open and dissipative. Thus in order to keep such a system
far from equilibrium flows of energy, matter and informationmust be directed toward
the system. These flows ensure the possibility of self-organization, i.e., a sequence
of transitions toward states of greater organization. If the above-mentioned flows
decrease below some threshold level, then the corresponding dissipative structures
can no longer exist, and the systemmay end at a state of equilibrium (with a great deal
of chaos and minimal organization). Thus such a decrease can lead to instabilities
and the degradation of corresponding systems.

Instabilities (crises) have an important role in the evolution of science. They
may lead to changes in the state of research systems. This change may be positive,
but it may also lead to destruction of the corresponding systems. Because of this,
one has to be very careful in the management of a research system in the critical
regime of instability. Appropriate management requires analysis, forecasting, and
finding solutions that can lead to ending the instability. Mathematical modeling and
quantitative tools are very important for all of the above. For example, the evolution
of research fields and systems may be followed very effectively by constructing
knowledge maps and landscapes [3–9].

6.2 Assessment of Research Systems. Indicators
and Indexes of Research Production

In addition to knowledge about (i) the importance of science and (ii) the importance of
a sufficient amount of knowledge about specific features of research systems, onemay
need to know about assessment of research systems and about quantitative tools for
such assessment. These important topics have been discussed in Chaps. 2 and 3 of the
book. The quality of scientific production is important, since scientific information of
high quality produced by researchers may be transformed into advanced technology
for the production of high-quality goods and services. In order to manage quality,
one introduces certain quality management systems (QMS), which are sets of tools
for guiding and controlling an organization with respect to aspects of quality: human
resources; working procedures, methodologies, and practices; and technology and
know-how. In order to understand research systems, one needs to know about their
specific statistical features. One such specific feature is that an important difference
may exist between the statistical characteristics of processes in nature and those
in society. The statistical characteristics of most natural processes are Gaussian,
while those of many social processes are non-Gaussian. Because of this, objects
and processes in the social sciences usually depend on many more factors than the
objects and processes studied in the natural sciences. And research systems are social
systems, too.

http://dx.doi.org/10.1007/978-3-319-41631-1_2
http://dx.doi.org/10.1007/978-3-319-41631-1_3


272 6 Concluding Remarks

The need for multifactor analysis becomes obvious when one has the complex
task of evaluating the research production of researchers or groups of researchers.
The production of researchers has many quantitative and qualitative characteristics.
Because of this, one has to use a combination of qualitative and quantitative methods
for a successful evaluation of researchers and their production. One should select
carefully the sets of indicators, indexes, and tools for evaluation of research produc-
tion. The principle of Occam’s razor is valid also in scientometrics. The number of
indices applied should be the lowest possible, yet it must still be sufficient. Thus eval-
uators should apply only those indicators and indexes that are absolutely necessary
for the process of evaluation of individual researchers or groups of researchers [1].

Research productivity is closely connected to the communication of the results of
research activities. This communication is channelled nowadays in large part through
the scientific journals, where the majority of results are published. And most indexes
for evaluation have been developed for analysis of research publications (as units of
scientific information) and their citations (as units of impact of scientific information).
Thus the focus in Chaps. 2 and 3 was on these two groups of indexes and indicators.
The characteristics of research productivity that are subject to evaluation usually are
latent ones (described by latent variables that are not directly measurable). But by
means of systems of indicators and indexes, one may evaluate these latent variables.
Usually one needs more than one indicator or index for a good evaluation of a latent
variable.

6.3 Frequency and Rank Approaches to Scientific
Production. Importance of the Zipf Distribution

Frequency and rank approaches are appropriate for describing the research pro-
duction of different classes of researchers. The rank approach is appropriate for
describing the production of the class of highly productive researchers, in which
there are rarely two researchers with the same number of publications/citations, and
the ranking may be constructed effectively. The frequency approach is appropriate
for a description of the production of less-productive researchers, many of whom
have the same number of publications, and because of this, they cannot be effec-
tively ranked. The areas of dominance of the above-mentioned two approaches are
different. The frequency approach is dominant in the natural sciences, while the rank
approach is more likely to be used in the social sciences. Because of the central
limit theorem, the normal distribution plays a central role in the world of Gaussian
distributions. Because of the Gnedenko–Doeblin theorem, the Zipf distribution plays
an important role in the world of non-Gaussian distributions. Non-Gaussian power-
law distributions occur frequently in the area of dynamics of research systems. A
consequence of these laws is the concentration–dispersion effect, leading to the fact
that in a research organization, there is usually a small number of highly produc-
tive researchers and a large number of less-productive researchers. Let me stress
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again that the laws discussed in Chap.4 of this book (and the laws of scientometrics
in general) must not be regarded as strict rules (such as, e.g., the laws in physics).
Instead of this, the above-mentioned laws should be treated as statistical laws (i.e.,
as laws representing probabilities). Nevertheless, the statistical laws discussed in the
book and the corresponding indicators and indices can be used for evaluation and
forecasting: it is likely that a researcher’s paper with large values of his/her h- and
g-indexes will be more frequently cited than a paper by a scientist from the same
research field whose values of the h- and g-indices are much lower. It is probable
that a paper published in a journal that has a large impact (Garfield) factor will be
more frequently cited than a paper on the same subject published in a journal with
smaller impact factor.

6.4 Deterministic and Probability Models of Science
Dynamics and Research Production

The main focus of this book is on the mathematical tools for assessment of research
production, on mathematical modeling of dynamics of research systems, and espe-
cially on mathematical models connected to the dynamics of research publications
and their citations. Such mathematical models can be deterministic or probabilistic.
These two classes of models are discussed in Chap.5. The deterministic models (e.g.,
epidemic models, logistic curve models, models of competition between systems of
ideas) may bemore familiar to the reader. Because of this, Chap. 5 is more focused on
probabilistic models. Probabilistic models lead to an explanation of many interesting
characteristics connected to the dynamics of research publications and their citations.
For example, one can prove the (intuitive) fact that there are publications that will
never be cited. Many well-known heavy-tail and other statistical distributions such
as the Yule distribution, Waring distribution, negative binomial distribution, and rare
event distributions such as the Gumbel distribution, Weibull distribution, etc., are
used in these models to describe production/citation dynamics, aging of scientific
information, etc. In addition to the statistical laws, two kinds of (Matthew) effects
connected to citation information are described. The first effect is that researchers
(or journals) that have a relatively high standard may obtain more citations than
deserved. This effect is accompanied by a second effect, known as the “invitation
paradox”: many papers published in journals with a high impact factor are cited less
frequently than expected on the basis of the journal’s impact factor. Thus “for many
are called, but few are chosen” (second Matthew effect).

Let us note that there are many more models connected to dynamics of science
and technology [10–12]. Some of these models are evolutionary models [13–16]. In
general, themodels of science dynamics and technology are someof themathematical
tools, and models connected to social dynamics (for several references, see [17–
40]), which is a rapidly growing research area drawing the attention of an increasing
number of researchers.
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6.5 Remarks on Application of Mathematics

Mathematics is used for the quantification of research structures, processes, and
systems [41–44]. A large field of research is concerned with the application of math-
ematical models and statistics to research and to quantify the process of written
communication. This field of research is covered by bibliometrics [45, 46]. Biblio-
metrics is used not only in the area of research evaluation. Methods of bibliometrics
are applied, for example, to the investigation of the emergence of new disciplines, the
study of interactions between science and technology, and the development of indi-
cators that can be used for planning and evaluation of different aspects of scientific
activity [47].

One has to be careful in the use ofmethods of bibliometrics for research evaluation,
since these methods are based on the assumption that carrying out research and
communicating the results go hand in hand. This assumption is not true in all cases,
e.g., research formilitary purposes. An additional assumption is that publications can
be taken to represent the output of science. This assumption is not true in all cases,
e.g., in the case of research for the needs of large corporations, since a significant
part of such research is not published. But in the cases in which the assumption
holds, the arrays of publications can be quantified and analyzed to study trends of
development in science (national, global, etc.) as well as to study the production of
scientific groups and institutions.

Mathematical tools are also used in citation analysis. The analysis of citations,
however, is not connected only to mathematics. There exist also qualitative aspects
such as quality, importance, and the impact of citations on research publications. The
quality of a citation is an inherent property of the research work [48]. Judgment of
quality can be made only by peers who can evaluate cognitive, technological, and
other aspects connected to the scientific work and to the place of the citation in the
work. The importance of a citation is based on external appraisal [49]. Importance
refers to the potential influence on surrounding research activities. We note that self-
citations do not have an external appraisal. Because of this, they are not as important
as other citations and are usually excluded from the citation analysis of an evaluated
scientist, research group, or organization. Finally, the impact of a citation is also based
on external appraisal. The impact of citations reflects their actual influence. A citation
reflects to some extent the influence of the cited source on the research community.
We note here that review articles are generally more frequently cited than regular
research articles. In addition, numbers of citations differ across different areas of
scientific research. The impact of citations may be measured by different indicators.
Such indicators are, for example, number of citations for the corresponding paper,
average number of citations per paper (this measures the impact of the corresponding
scientist), number of citations of a paper for the past few (three, four, five, or more)
years, age distribution of the citations of the corresponding article, etc. Let us note
that citation analysis has other interesting aspects [50, 51], e.g., cocitations [52–55]
(which can be visualized by the Jaccard index or Salton’s cosine [56]). Cocitation
analysis may also be used for visualization of scientific disciplines [57], for detection
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of research fronts [58], or even as a measure of intellectual structure in a group of
researchers [59].

Another field of mathematics that has been much used in recent years in stud-
ies on research systems is graph theory and the associated theory of networks [60].
Methods such as mapping and clustering are used for processing citation and coc-
itation networks, coauthorship networks, and other bibliometric networks [61–63],
and corresponding software such as Gephi, Pajec, Sci2 [64–68] is used for visual-
ization of these networks. In more detail, one may study the organization of large
research systems on the basis of the information contained in the nodes and links
of the corresponding large networks. There are community-detection methods [69,
70], that reveal important structures (e.g., strongly interconnected modules that often
correspond to important functional units) in networks. One such method is the map
equation method [71]. Let us consider a network on which a network partition is
performed (say the n nodes of the network are grouped into m modules). The map
equation specifies the theoretical modular description length L(M) of how concisely
we can describe the trajectory of a random walker guided by the possibly weighted
directed links of the network. Here M denotes a network partition of the n network
nodes into m modules, with each node assigned to a module. The description length
L(M) given by the map equation is then minimized over possible network partitions
M . The network partition that gives the shortest description length best captures the
community structure of the network with respect to the dynamics on the network.
The map equation framework is able to capture easily citation flow or flow of ideas,
because it operates on the flow induced by the links of the network. Because of this,
the map equation method is suitable for analysis of bibliometric networks.

Finally, let us note that an entire research area exists called computational and
mathematical organization theory. Researchers working in this area focus on devel-
oping and testing organizational theory using formal models [72–74]. The models of
this theory can be very useful for managers and evaluators of research organizations.
Let us mention several areas that employ such models:

1. Innovation diffusion from the point of view of complex systems theory [75];
2. Public funding of nanotechnology [76];
3. Technology innovation alliances and knowledge transfer [77];
4. Attitude change in large organizations [78];
5. Complexity of project dynamics [79];
6. Corruption in education organizations [80];
7. Reputation and meeting techniques for support of collaboration [81];
8. Spreading of behavior in organizations [82];
9. Communication and organizational social networks [83];
10. Politics [84].
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6.6 Several Very Final Remarks

Not everything that counts can be counted, and
not everything that can be counted counts.

Albert Einstein

It is time to end our journey through the huge area of evolution of research systems
and assessment of research production. There were two competing concepts as this
bookwas being planned: (i) the concept of a scientificmonograph and (ii) the concept
of an introductory book with elements of a handbook. The first variant would lead
to a book twice as big as it is now. Mathematical theorems would be proved there,
indexes and indicators would be discussed in much greater detail, and larger sets of
topics would be described. Such a book would meet the expectations of the members
of group 3 of potential readers mentioned in the preface. But I wanted to write a book
for amuch larger set of readers: these from the target groups 1 and 2 from the preface.
Because of this, the second concept was realized. The introductory character of the
book allowed me to concentrate the text around science dynamics and assessment
of important elements of research production. The aspect of a handbook allowed
me to describe many indexes and models in a small number of pages. Of course, the
realization of the concept of introductory text with the aspect of a handbook led to the
fact that many topics from the area of research on have been not discussed. I have not
discussed important questions such as how researchers choose the list of references
for their publications:What is themotivation to cite somepublications and not others?
Are there reference standards? Can scientific information be institutionalized? And
so on. Instead of this, the focuswas set onmathematical tools andmodels. In addition,
some indexes and models have been presented very briefly. This is compensated by
a sufficient number of warning messages about the proper use of indexes; by the
large number of references, where the reader will find additional information; and
by clear statements about the condition of validity of the models discussed. There
are numerous examples of calculation of indexes, and many more examples could
be (i) provided on the basis of the excellent databases available and (ii) found in the
lists of references by the interested reader. My experience shows that the shortest
way to become familiar with the indexes and with the conditions for their proper
application is to calculate them oneself. So my advice to the reader is to perform
many such calculations in order to gain experience about the proper and improper
application of the indexes. Many years ago (when I was much younger), I needed
about an year of practice before I could begin to apply the quantities and tools of
nonlinear time series analysis in a proper way. So be patient, carry out a large enough
number of exercises, and the results will come.

This is an introductory book, and the introduction has been made from the point
of view of mathematics. Once Paul Dirac said, If there is a God, he’s a great math-
ematician. The achievements of the mathematical theory of research systems are
very useful, for science dynamics and research production have quantitative charac-
teristics, and knowledge about those characteristics may help evaluators to perform
appropriate assessment of researchers, research groups, research organizations, and
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systems.One of Plato’s ideaswas that a good decision is based on knowledge (and not
only on numbers). I hope that this book may help the reader to understand better the
processes and structures connected to the dynamics of science and research produc-
tion. This may lead to better assessment and management of research structures and
systems as well as to increased productivity of researchers. If this book contributes
to an increased understanding of complex science dynamics and to better assessment
of research even in a single country and even in a small number of research groups
in that country, I will be happy, and the goal of the book will have been achieved.
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