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Preface

This is the second book edited by the Electronic Navigation Research Institute
(ENRI) after its workshops. ENRI is a national laboratory in Japan specialized in air
traffic management (ATM) and communication, navigation, and surveillance (CNS)
for aviation. ENRI organizes workshops titled “ENRI International Workshop
on ATM/CNS (EIWAC)” to contribute to the development of civil aviation by
exchanging and sharing updated information about ATM/CNS in the world. The
fourth workshop, EIWAC2015, was held in November 2015 in Tokyo.

It will be a great honor to ENRI if EIWAC meetings contribute opportunities
for discussions on future skies. Many keynote speakers in the meetings indicated
the importance of conferences like EIWAC to share views on future air transport
operations and to carry out harmonized, coordinated actions.

The topics in this book include those of presentations in EIWAC2015 from the
keynote speeches, reports for technical interchanges, and academic discussions. The
technical papers reported great progress after EIWAC2013 in many areas such as
mathematical models of aircraft trajectory and optimization of air traffic.

The contents of this book are as follows. An introduction to EIWAC2015 is
provided in Part I. The chapters on trajectory planning and optimization are in Part
II, and the chapters on optimization of air traffic are in Part III. The chapters on
enablers are in Part IV. More than 20 papers in the area of CNS were presented at
EIWAC2015 while only two papers are found in Part IV. Most contents of the papers
not in this book will appear in other publications such as related project reports or
as academic papers.

The chapters in the book were selected and passed through a peer-review
process as papers in academic journals do. Technical topics were selected from the
proceedings presented in the technical sessions for EIWAC2015. The presentations
were appreciated by onsite auditors in the ATM and CNS areas for their usefulness.
In addition, they were recognized by reviewers for their significant contribution to
new proposals, methods, experience, or surveys as they summarized essential papers
in related areas. Indirect interactions between reviewers and authors made the papers
clearer and more useful. After these selection processes, the articles were compiled
to constitute the chapters of this book.
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vi Preface

Editors for the book are grateful to the technical reviewers for their valuable
contributions. It can be difficult to find technical reviewers without the help of a
large academic society. Even so, the editors, with their determination to contribute
to harmonizing ATM in the future, were fortunate to find many capable technical
reviewers for this work.

I hope the book will become accessible for the readers around the world who
could not participate in EIWAC2015. I also hope the book will be well received by
students who are deciding on their major area of endeavor for the future.

I would like to express my deep appreciation to EIWAC2015 Technical Program
Committee members and to the associate editor, who volunteered their contributions
to revise the editorial policy, and for their special support in the reviewing process.
They are listed in this book with special thanks.

Tokyo, Japan Shigeru Ozeki
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Introduction to the Fourth ENRI International
Workshop on ATM/CNS (EIWAC 2015)

Kazuo Yamamoto

Abstract ENRI organized the fourth ENRI International Workshop on ATM/CNS
(EIWAC 2015) to share comprehensive information on the latest ATM/CNS tech-
nologies and operations among EIWAC participants. In this chapter, the overview
of EIWACs, summaries of each keynote speech and invited speech are presented.
The discussion in the EIWAC has demonstrated the problems that present aviation
systems are facing and the perspective for future global aviation systems. Harmo-
nization between current and future ATM/CNS systems, R&D and implementation,
and different modernization plans are also discussed.

Keywords ENRI • ATM • CNS • EIWAC • Standardization • Global Air Navi-
gation Plan

1 Introduction

Electronic Navigation Research Institute (ENRI) is an affiliate of the Ministry
of Land Infrastructure, Transport and Tourism (MLIT) Japan. ENRI has been
conducting research, development, and test on electronic navigation systems for
almost half a century. ENRI is now an only institute in Japan specializing in air
traffic management (ATM), communication, navigation, and surveillance (CNS) for
aviation.

Air traffic is increasing steadily in the world. And mitigation of congestion
and reduction of environmental impact, while keeping safety and efficiency, have
become world common interest. Especially in the Asia Pacific region, demand for
increasing air traffic capacity, efficiency, and safety has been serious because recent
growth rate of air traffic in the region is the highest in the world. ENRI is then
conducting R&D to respond to the demand and to provide results timely for national,
regional, and global aviation systems’ improvement.

K. Yamamoto (�)
ENRI, Tokyo, 185-0002, Japan
e-mail: k.yamamoto.2246@gmail.com

© Springer Japan KK 2017
Electronic Navigation Research Institute, Air Traffic Management and Systems II,
Lecture Notes in Electrical Engineering 420, DOI 10.1007/978-4-431-56423-2_1
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4 K. Yamamoto

In addition to the R&D activities, ENRI is now expected to contribute to
harmonization and standardization on the current and emerging ATM/CNS tech-
nologies and operations, which will lead to fully harmonized global aviation systems
with modern performance-based technologies and procedures. However, it is not
necessarily easy for the aviation community in the Asia Pacific region to share
comprehensive information on the latest ATM/CNS technologies and operations
because of the region’s different traffic policies and CNS/ATM capabilities.

Thus, ENRI decided to organize an international workshop discussing ATM/CNS
technologies, operations, and Asian sky improvement. This workshop was named
“ENRI International Workshop on ATM and CNS (EIWAC).” The first workshop
was held in 2009, and the newest one (EIWAC 2015) was in November 2015 in
Tokyo.

This book is published for the purpose of providing distinguished topics pre-
sented and discussed in the EIWAC 2015. In this chapter, the overview of EIWACs
is described first. Then the speaker, title, and summary of each keynote addressed
in the plenary session are presented. And the invited talks on R&D for global
harmonization are summarized. Papers selected and reviewed from the contributions
will be provided in the following chapters.

2 Overview of EIWACs

In March 2009, ENRI organized the ENRI International Workshop on ATM and
CNS [1] in Tokyo under the theme “Towards Future ATM/CNS.” It was the first
international workshop on ATM/CNS in Japan. Twenty-two presentations including
four keynote speeches were provided in the EIWAC. The second EIWAC [2]
was held at Tokyo Akihabara in 2010 with the theme “Safety, efficiency and
environment.” Forty-five presentations including seven keynote speeches in 19
sessions were performed. A panel session was added to discuss future automated
ATM. The third EIWAC [3] was held at Tokyo Odaiba in 2013 with the theme
“Drafting future sky.” Forty-six presentations including nine keynote speeches in
17 sessions were performed. A panel session was opened under the title “Future
ATM: Centralized, decentralized or best mixed?” The fourth EIWAC [4] (EIWAC
2015) was held at Tokyo Ryogoku on November 17–19, 2015 under the theme
“Global Harmonization for Future Sky.” This theme came from the recognition that
harmonization is indispensable for successful upgrade of global ATM/CNS systems
between current and emerging technologies, R&D and implementation, and among
different ATM/CNS capabilities.

Table 1 is a brief summary comparing the third and fourth EIWACs. The
summaries about the first to third EIWACs were presented in the last publication
[5]. The table shows that in EIWAC 2015, the number of keynote and invited
speeches increased and the more speakers with different backgrounds expanded
the diversity of the topics, which will be very important to discuss global ATM
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Table 1 Summary of the EIWAC2013 and 2015

Serial number 3 4
Name EIWAC 2013 EIWAC 2015
Date, year February 19–21, 2013 November 17–19, 2015
Venue Odaiba Miraikan hall, Tokyo Ryogoku KFC Hall &

Rooms, Tokyo
Theme Drafting future sky Global Harmonization for

Future Sky
Keynote and invited
speakers

9 13

Panel/special sessions Panel Session: “Future ATM:
Centralized, decentralized, or best
mixed” by 4 panelists

Asia Session: “Asian R&D
Interchange” by 5 Asian
specialists

Total sessions 17 18
Total presentations 46 including 33 foreign speakers 70 including 40 foreign

speakers
Participants 540 including 80 foreign guests 744 including 174 foreign

guests
The States of
participants

13 17

Proceedings The third ENRI International
Workshop on ATM/CNS, Feb. 2013

The fourth ENRI
International Workshop on
ATM/CNS, Nov. 2015

The number of orga-
nizing/programming
committee members
and their affiliations

20, from ENRI, University of Tokyo
(UoT), Japan Aerospace
Exploration Agency (JAXA), Japan
Civil Aviation Bureau (JCAB),
Direction des Services de la
Navigation Aérienne (DSNA) and
Korea Aerospace Research Institute
(KARI)

23, from ENRI, UoT, JAXA,
DSNA, Vietnam National
University (VNU) and
National Aeronautics and
Space Administration
(NASA)

Supporters 13 16

harmonization. The nationality of the participants also increased in number. The
quality of presentations has been improved from one event to next by enhancing
the reviewing process to submitted contributions with each event. In the EIWAC
2015, three international specialists from France, the USA, and Vietnam joined the
reviewing. This careful and precise reviewing process enabled us the publication of
this “Air Traffic Management and Systems” series.

Additional features of the EIWAC 2015 were:

• EIWAC 2015 welcomed the largest number of keynote and technical speakers in
the EIWAC series.

• The EIWAC became the first Asian event for the EUROCAE representative to
make a speech.
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• The largest number of students and young researchers joined the EIWAC 2015
and activated the discussion thanks to the encouragement of professors with
whom ENRI is now collaborating.

• Remarkable increase in the number of participants from Asian countries espe-
cially from China and Singapore.

Table 1 shows that more and more people in the world have been interested in the
EIWAC with each event. The topics in the EIWAC became more and more updated,
refined, and diversified. Therefore, we believe that EIWAC has become one of the
most active and attractive symposiums about ATM/CNS and related topics in the
world.

3 Keynote Speeches

Keynote speakers and presentations at the plenary sessions in EIWAC2015 are
summarized in this section. The presentation slides are available at ENRI website
[4].

3.1 Hitoshi Ishizaki, “Toward the Realization of Seamless SKY
in the Asia Pacific Region”

Hitoshi Ishizaki is the director general of Japan Air Navigation Service (JANS),
Civil Aviation Bureau (JCAB), Ministry of Land Infrastructure, Transport and
Tourism (MLIT). He presented following three major topics:

• Necessity of realizing seamless sky
• Regional actions to respond to the necessity
• Practical actions in Japan

First, he spoke about the “seams” in the sky, which are created by different
operational procedures and CNS capabilities by each country or region. Such
“seams” cause different flight separation and procedures in the flight information
region (FIR) borders and can bring about heavy congestion, unsafe, and inefficient
operation. He then emphasized the importance of removing such “seams” through
collective cooperation among aviation communities concerned.

Second, he presented the global or regional cooperation that JCAB is now
participating, as ICAO’s global activities under the Global Air Navigational Plan
(GANP) and as the regional activities based on Regional Air Navigation Plan like
Asia/Pacific Seamless ATM Plan. In the Asia/Pacific Plan, priority is placed on PBN
(performance-based navigation), network operation, air traffic flow management
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(ATFM), aeronautical information management, etc. Three level approaches are
being taken as:

1. Regional cooperation such as APANPIRG (Asia Pacific Air Navigation Planning
and Implementation Regional Group)

2. Subregional cooperation as Northeast Asia Regional Harmonization Group
3. Bilateral cooperation such as Japan and Korea meeting

He then presented the achievements corresponding to above approaches as:

1. Contribution to ATFM steering group in APANPIRG
2. Establishment of ATM coordination with the Philippines, Hong Kong, Taiwan,

and ROK
3. Evaluation and implementation of UPR (User Preferred Route) and DARP

(Dynamic Air Route Planning) under JCAB and FAA cooperation

JCAB established a National Air Navigation Plan “CARATS” (Collaborative
Actions for Renovation of Air Traffic Systems) to improve the national air traffic
systems. Figure 1 shows an example of the CARATS roadmap describing the
specific subject, timeline from R&D, preparation to implementation (launching new
operation), and decision making. Collaborative actions will be done in all the phases
including the decision by all stakeholders. There are 67 roadmaps now to cover
all necessary measures for national ATM modernization. The roadmaps are often
reviewed and revised.

Third, some examples of practical actions presently taken in Japan were pre-
sented:

• R&D and evaluation of trajectory-based operation (TBO) for totally optimized
air traffic

• Investigation of SWIM (System Wide Information Management) for smooth and
efficient aviation information sharing

• Participation to Mini Global Demonstration (MGD) to exhibit the validity of
global flight information sharing

Fig. 1 Example of the CARATS roadmap
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Finally, he said that each country should take actions in accordance with their
situation and globally/regionally harmonized manner to accommodate future air
traffic growth.

3.2 Richard Macfarlane, “ICAO’s Global Air Navigation Plan
and the Importance of Being Earnest about the ASBUs”

Richard Macfarlane, deputy director of Air Navigation Capacity and Efficiency
of ICAO, addressed the concept of Global Air Navigation Plan (GANP), impact
of aviation as an economic driver, Aviation System Block Upgrade (ASBU), and
selling the ASBUs.

First, ICAO’s policy was announced that aims to unite world aviation systems
without any countries left behind. He then said that the roadmaps in the GANP
provide certainty for aviation system modernization in equipage, for industry, for
investment, and for indicating research and development directions. Four trunk
roadmaps in the GANP are for airport operation, interoperable systems and data,
globally collaborative ATM, and efficient flight tracks. The details of the roadmaps
are defined in the ASBU [6].

Second, the potential of aviation was described as an economic driver. Devel-
opment and implementation of modernized aviation systems may contribute to
2.4 trillion dollars and 58.1 million jobs in the world economy. Future air travel
activities of Asian people can be greater than those of Europeans and North
Americans because many Asian countries are now enjoying higher economic
growth rate than any other regions. He then emphasized that harmonization of
safety and development must always be taken into account to make aviation
be constant economic driver. And appropriate predictions about future aviation
globally, regionally, and nationally must be more and more important for operators
and stakeholders.

Third, he explained ASBUs as air navigation building blocks. The ASBUs consist
of four blocks. Currently we are in the phase of block 0 and 1. Each block is
constantly reviewed by stakeholders from safety, effectiveness, and efficiency points
of view. Gap analysis and implementation are regarded as best practices for building
the blocks. Necessary actions and measures in each block have been investigated and
discussed voluntary when business case and influence diagrams must be taken into
account.

For selling the ASBUs, he said we should encourage all stakeholders to recognize
the ASBUs as global and regional predictors to help invest in modernization
of global/regional/national air navigation systems. The ASBUs may also provide
information on who pays, who gets the returns, and how to make it fair. He added
that ICAO’s estimate about the return on investment will be 3–5 years for operators,
5–10 years for state, 10–15 years in region, and 15 years or more in globe. The
accuracy or reliability of this estimation will be examined further.
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Finally, he informed that ICAO is providing the Implementation Kits (iKIT) to
help us understand the GANP and ASBUs. His presentation indicated the impor-
tance of harmonization of policies, operations, and technologies for modernizing
aviation systems among states, regions, and the world under the policy of “No
countries left behind.”

3.3 Michael Standar, “SESAR – The European Approach
to Support Global Harmonization and Interoperability”

Michael Standar is the Chief Strategy and External Affairs at the SESAR Joint
Undertaking. His presentation was about the need for harmonization and interoper-
ability of world aviation systems. He described the European context first, where 42
EU and non-EU states, 65 control centers, and 1940 aircraft operators are involved.
He said that current importance is to achieve Single European Sky and that basic
concept includes performance base, a holistic approach, dedicated and evolving
legal framework, and involving and supporting stakeholders.

Then, he spoke about the SESAR project. The project comprises three inter-
related processes as definition, development, and deployment. In the definition
process, SESAR performance targets are defined and described in the Euro-
pean ATM Master Plan. Development work is conducted by all the actors from
ground/airborne industries, R&D community, regulators, militaries, airports, service
providers, etc. Developed results are evaluated in the deployment process. He added
that the greatest importance is that all SEAR members have common performance
targets.

The European ATM Master Plan is the roadmap identifying “Essential Opera-
tional Changes” for development and implementation leading to full deployment of
the SESAR solutions by 2035. The Plan contains following four steps:

1. Performance ambitions (the why)
2. Description and prioritization of technical solutions and mapping to the ICAO

Global Context (the what)
3. Deployment scenarios (the where and when)
4. Investment needs and performance gains over time (the how much)

About “the why” in the Master Plan, we should deliver the expected values
to airlines and passengers by the deployment of the SESAR solutions. Several
examples of the values are:

• 30–40 % reduction in ANS costs per flight
• 5–10 % additional flights at congested airports
• 10–30 % reduction in departure delays
• 5–10 % reduction in CO2 emissions
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Then about “the what,” we must observe the transition of ATM visions and
industry trends. He added his opinion that automation will be a very important key
for future evolution of aviation systems. For “where and when,” technology should
reach the market at any place on time. And about “how much,” he commented that
precise estimation of the value of investment must be done for each R&D subject.

He presented some major projects aiming to near future deployment such as
SWIM, extended arrival management, ground/ground interoperability, remote tower
services, i4D (initial four-dimensional) TBO, etc. Exceeding 60 demonstration
projects, 30,000C flight trials are now being conducted at more than 50 locations to
demonstrate the solutions. He then explained the next phase SESAR, SESAR2020.
In the SESAR2020, exploratory research, applied and industrial research, and
large-scale demonstrations are emphasized to facilitate the transition from R&D
to implementation.

In conclusion, he announced that SESAR will support global harmonization and
interoperability by bringing all actors in development, operational validations, and
alignment of the European ATM Master plan with ICAO GANP/ASBUs.

3.4 Philippe Merlo, “CNS in ATM: The Challenges Ahead”

Philippe Merlo, director of Air Traffic Management, EUROCONTROL started his
address from the FANS (Future Air Navigation Systems) report issued by ICAO
in 1988. Twenty-seven years after this report, SBAS (satellite-based augmentation
system), APV (approach procedures with vertical guidance) approaches, ADS-B
(automatic dependent surveillance-broadcast), and WAM (wide area multilater-
ation) have been on implementation phases in European sky. Frequency band
compression to 8.33 kHz in VHF COM (communication) mitigated VHF congestion
in European sky.

He said, however, that there are many challenges left behind. He presented
several practical examples of the challenges as:

• VHF band congestion has been serious again in core Europe.
• Many airborne antennas bring about complicated onboard navigation systems.
• Multiple and excessive radar coverage in core Europe is degrading radio wave

environment.
• Different kinds of surveillance systems with different performances bring about

confusion in establishing appropriate and optimum surveillance technique.
• Introduction of i4D TBO requires new additional capabilities and procedures in

the present CNS systems.

He said that CNS improvement is indispensable to deal with above challenges.
He then presented several drivers that can make us change/improve/modernize

present aviation systems as:
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• Spectrum efficiency: Review and improvement of frequency allocation is neces-
sary to enable efficient frequency use because legacy spectrum allocation does
not suit to current and future radio navigation applications,

• ATM newcomers: RPAS (remotely piloted aircraft system), suborbital flights will
be in practical operation soon. We must take into account the features and flight
performance of such new comers.

• GNSS failure and backup: New technologies are required to cope with GNSS
vulnerability because the impact of GNSS failure will be more serious in future
RNP operation.

He explained that SESAR2020 will begin a project about A-PNT (alternative
positioning, navigation, and timing) based on DME/DME or other CNS technolo-
gies to prepare for the GNSS failure.

He added the potential drivers for change based on current technologies as:

• Software-defined radios
• Microelectromechanical systems
• Multi-static primary surveillance radars
• Sat Com
• Multiband airborne antennas

Most of these are regarded as promising, and many R&D organizations in the
world including ENRI are involved in the work to put such technologies into
practice.

Finally, he proposed pursuing completely new technologies which can be applied
to the present ATM/CNS systems. He concluded that such innovative technologies
may cope with ever-increasing air traffic.

3.5 Neil Planzer/Chris Metts, “how Do they all Come
together : : : SESAR, NextGen and ASBU”

Neil Planzer, the vice president of Airspace Solutions and Air Traffic Management
Digital Aviation for Boeing Commercial Airplanes, is leading the development and
implementation of the company’s ATM strategy and business. His lecture time was
shared with Chris Metts, Harris Corporation, to supplement his presentation from a
view of “soft path to success.”

His first topic was about current and future air traffic system. He said that from
aircraft manufacture’s point of view, current ATM systems are so constrained and
limited in capacity growth that robust, flexible, and globally harmonized ATM
systems are critical for success and long-term growth in the ATM business. And
future airplane sale is deeply dependent on safe and efficient ATM systems.

He then stressed the importance of holistic approach to ATM improvement as:
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• Looking at ATM as a completely integrated, aircraft connected, shared command
and control system

• Fully integrating the current and future capabilities of the aircraft
• Utilizing the best CNS capabilities
• Considering the full breadth of the ATM system
• Balancing all stakeholder requirements to ensure that each mission and objective

can be accomplished while reducing operation cost
• Creating a more robust, flexible, and seamless ATM system that allows dynamic

airspace allocation and more effective and efficient airspace use

He presented metrics for success by fulfilling above holistic approach as:

• Improved safety and security
• Achievement of global interoperability
• Meeting future requirements for civil air traffic systems
• Reduced operating cost
• Transition through mixed fleet operations
• Improved and shared situational awareness between stakeholders
• Capacity and efficiency improvements
• Environmental improvements

Finally, he emphasized that more integrated and holistic approach is indispens-
able to build globally harmonized ATM system. In particular, we should harmonize
ground-based ATM with aircraft capabilities.

Chris Metts, Harris Corporation, had been with FAA for more than 30 years and
was former director of FAA Asia Pacific International Office. He, with Neil Planzer
of Boeing, addressed the “soft” path to ATM modernization by four important keys
as:

1. Engagement of all stakeholders
2. Protecting present mission (operation)
3. Improvement and advancement of safety
4. Addressing culture difference

About the key 1, he said that cooperation, coordination, and early and often
engagement with all stakeholders as operators, users, regulators, academics, labor
organizers, and global partners are indispensable to achieve seamless sky. And
we have to make deliberate and continuous actions by taking into account the
complexity of such cooperation and engagement.

Second, he mentioned that early and constant consideration is indispensable
about the impact of great ideas and innovations upon critical networks and services
supporting the mission and operation of present ATM. The way to success will be
harmonization between present and expected future missions, he added.

Third, he emphasized safety is the first always from the views of global standards,
global expectations, and global impact, and operations cannot be compromised by
any operation or engineering changes.
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Fourth, he recommended us to notice culture difference. We have to understand
that successive communication is of topmost importance among the stakeholders so
that we can introduce appropriate training and innovation for ATM improvement
into the nations or regions with different culture and environment.

In summary, he pointed out that deliberate leadership with consistent soft skills
is needed beyond innovation, because success of NextGen, SESAR, and ASBU is
dependent upon communications, awareness, training, and metrics.

3.6 Blair Cowles, “The Operators’ Perspective on ATM
Modernization”

Blair Cowles is IATA’s Asia-Pacific Regional director of safety and flight oper-
ations. He first introduced IATA briefly. IATA is a global trade association for the
world’s airlines with 250 passenger and cargo carriers which carry 84 % of global air
traffic. Its major role is to meet its member’s needs by demonstrating the tremendous
value that aviation creates for global economy. It is now acting for the following key
“ to” issues:

• Continually improve aviation safety
• Increase value through partnership
• Protect the interests of the industry
• Reduce environmental impact

He described the growth of aviation in Asia Pacific (APAC) in terms of the
number of middle-class people. ICAO recognizes that the growth of middle-class
people is a key to air travel growth. He said that APAC is expected to enjoy the
largest growth rate of middle-class people in the world from 2009 to 2030, which
will promote regional industry growth as well. When we think about the benefits
of aviation within APAC, aviation will support 24.2 million jobs and contribute
$516 billion to GDP by 906 commercial airports, 355 airlines, and 44 ANSPs.

To manage this growth in APAC, some $2 billion are being spent to improve ATM
systems, infrastructure, equipage, and for training. Such cost is expected to increase
safety, predictability, and capacity and to reduce aircraft time, noise, and complexity.
However, we have to note that service improvement outcomes have not been defined
so far and cross-border planning and improvement are not enough. He said that as
ANSPs’ collaboration is indispensable for airspace and whole route planning and
cross-border solutions, IATA initiated APAC air traffic flow management project to
achieve cross-border ATFM in 2014. The project succeeded in providing a baseline
view of ATFM capability and interoperability in the regional cross borders.

Then he commented the status of present seamless ATM plan. Although the plan
is agreed by all states concerned, implementation is very slow; generally each state
is still thinking and planning within the own territories only. The reality is that we
have a long way to achieve seamless sky.
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He concluded that payment for ATM modernization must be used more effi-
ciently under cooperative environment among nations concerned. And, in order to
achieve sustainable economic performance, the aviation industry and governments
must work together to lower costs and regulatory barriers.

3.7 Christian Schleifer-Heingärtner, “Standards to Ensure
Global Harmonization and Worldwide Interoperability”

Christian Schleifer-Heingärtner is the secretary general of EUROCAE (European
Organization for Civil Aviation Equipment). His speech focused on the importance
of standards. First, he commented the close relationship between EUROCAE and
ENRI. He said that ENRI paved the way from Europe to Asia as first EUROCAE
Asia/Pacific member from 2011 and is contributing to EUROCAE working group
activities.

He introduced the EUROCAE briefly. EUROCAE is a standardization body
based on EU in which 175 members participate and 36 working groups are in active
with 1400 experts. The EUROCAE members are from world manufactures, regula-
tors, service providers, R&D organizations, international bodies as ICAO, and other
standardization bodies as RTCA (Radio Technical Commission for Aeronautics).
Its domains of activities spread almost all aviation systems as avionics, com-
munication, navigation, surveillance, ATM systems, airports, etc. Technical work
programs are organized to provide strategic vision of the activities in the context of
current environment. About half of the total programs are carried out jointly with
RTCA.

He spoke about ATM standardization strategy to modernize Global ATM Sys-
tems. World ATM modernization programs as NextGen, SESAR, CARATS, etc.
are designed to be compatible with ICAO ASBUs but still have difference with
each other because each program gives different priorities in its implementation and
operation plans. He then presented next steps as SESAR2020 and GANP update in
which standardization coordination is taken into account.

He spoke about smooth transfer from R&D to standardization and to deployment.
Mutual understanding and close cooperation are indispensable in standardiza-
tion and regulation processes among R&D organizations, standardization bodies,
regulators, and service providers so that R&D results can be employed and
deployed in smooth and harmonized manner. He emphasized that standards are
the only way to avoid divergence between major R&D programs as NextGen,
SESAR.

He presented EUROCAE’s global coordination with other standardization bodies
as ICAO, EASA (European Aviation Safety Agency), RTCA, etc. For example,
EUROCAE standards published as EDs (EUROCAE Documents) are designed
to show how to comply with regulations, acceptable means of compliance, best
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Fig. 2 Relationship between regulations, implementing rules, and soft laws

industry practice, and soft laws as MASPS (Minimum Aviation System Perfor-
mance Specification), OSED (Operational Services and Environmental Definition),
MOPS (Minimum Operational Performance Specification), etc. Figure 2 depicts
the structure showing the relationship between regulations, implementing rules and
soft laws. He added that ICAO, EASA, FAA, and other regulators recently refer to
EDs and RTCA DOs (DOcuments) to construct ICAO’s Annexes, EASA’s ETSOs
and FAA’s TSOs, and so on. By that manner, we can avoid inconsistency in these
regulations and standards.

In conclusion, he said that the EUROCAE is now recognized as an international
standardization organization because performance-based standards and regulations
have become more and more dominant in aviation. He stressed that the EUROCAE
is calling for support of world experts to extend its activities.

3.8 Edward Bolton, “The NextGen Role in Global Research
and Development Coordination”

Edward L. Bolton Jr. is the assistant administrator for NextGen at the Federal
Aviation Administration (FAA), USA. His presentation focused on the update of
NextGen. First, he spoke about NextGen’s major objective of achieving successful
transition from a present ground-based air traffic system to a smarter, satellite-based,
digital-based, and performance-based system with improved information sharing to
all users including controllers, operators, and flight crews.
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He showed estimated benefits of NextGen capabilities from 2013 to 2030 as:

• Direct airline benefits: $51.4 billion
• Industry benefits: $2.4 billion
• Social benefits: $80.1 billion

Among the social benefits, most will be forwarded to passengers ($79.7 billion) by
flight time saving and increased service, he said.

He then described the organization of the NextGen office. The office consists
of six operating offices, each of which includes three to six divisions. He is
responsible for integrating new and existing technologies and procedures into the
National Airspace System (NAS) to reduce delay, save fuel, and lower aircraft
emission. He introduced the FAA technical center which is under the NextGen
organization. Its major role is to support advancement of the NextGen by integrating
developed systems and capabilities through collaboration with industry, academia,
and government and by providing the gateway for NAS upgrades and improvement.

Recently, the FAA, in collaboration with its stakeholders as airlines, pilots, air
traffic controllers, and manufactures, produced a list of NextGen Priorities (the
NextGen Joint Implementation Plan). Under the plan, the FAA and the aviation
industry share responsibility to meet specific milestones and metrics for “high
benefit, high readiness” NextGen initiatives. The initiatives include multiple runway
operations, performance-based navigation, and surface and data communications.
They have indicated a new approach for how to work together with industry.

He presented some new drivers as: commercial space, unmanned aircraft sys-
tems, cybersecurity, international collaboration, interagency coordination, equipage,
and fiscal uncertainty. These drivers will be added in the process of NextGen
modernization to analyze the entire system. He added that the modernization must
be conducted in conjunction with operational and procedural changes. As for
NextGen international collaboration, he cited several examples as:

• Future Air Traffic System development with Japan
• Supporting ATM Center of Excellence with Singapore
• SESAR-NextGen Coordination Committee with EU
• Mini Global Demonstrations of information exchange with Asia Pacific partners

In conclusion, he announced the establishment of a new NextGen International
office. The office establishes NextGen International goals, aligns resources and
efforts with goals, and reviews external initiatives and opportunities. He said
that historically, NextGen international has been watching Europe. However, the
office has recognized the importance of Asian nations. Thus, collaboration with
NextGen will be easier and more familiar for Asia Pacific organizations with similar
objectives.
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3.9 Akbar Sultan, “Collaborative R&D for NextGen
and Global Harmonization to Inform ASBUs Blocks 2
and 3”

Akbar Sultan is the deputy director of the Airspace Operations and Safety Program
at NASA’s Aeronautics Research Mission Directorate. His speech was to respond
to Mr. Edward Bolton’s address about NextGen Priorities and showed NASA
Aeronautics’ current six strategic research and technology programs:

1. Safe, efficient growth in global operations
2. Innovation in commercial supersonic aircraft
3. Ultraefficient commercial transports
4. Transition to low-carbon propulsion
5. Real-time system-wide safety assurance
6. Assured autonomy for aviation transformation

He then presented NASA’s recent achievements relating to the above programs
as:

1. Efficient Decent Adviser (EDA): EDA enables optimal profile descents at
congested airports while metering, which brings about less fuel burn in approach
phases in conjunction with continuous descent arrival (CDA).

2. ATM Technology Demonstration (ATD-1): ATD-1 enables PBN procedures
while metering through the integration of ADS-B enabled flight deck merg-
ing/spacing, terminal area precision scheduling, and controller-managed spacing.

3. Dynamic Weather Routing: It can deliver bad weather avoidable and time- saving
trajectories for better weather routes to aircraft in flight.

4. Spot and Runway Departure Advisor: The advisor enables nonstop taxiing to
departure runway and runway queue management.

5. In-Trail Procedures (ITP): ITP enables aircraft to achieve ADS-B-based efficient
altitude and speed settings by flight deck in-trail climb and descent in the oceanic
routes.

6. Precision Departure Release Capability (PDRC): PDRC stands for integrating
aircraft off time predictions into traffic management advisor so that departing
aircraft can fit in an overhead stream.

He mentioned that above achievements were transferred to stakeholders as FAA, air-
port authorities, airlines, etc. and were contributing to fuel efficiency improvement,
increased traffic throughput, reduced delay, reduced noise, etc.

Apart from NASA Aeronautics’ practical R&D activities and achievements,
he announced the establishment of “International Forum for Aviation Research
(IFAR)” with the purpose of developing a globally harmonized research concept
for integrated arrival/departure/surface operations. IFAR provides the work plans
with different technical maturity from Task 1 (information exchange by face-to-face
or remote WebEx meetings) to Task 8 (disseminating R&D results to inform ICAO
and users).



18 K. Yamamoto

Finally, he emphasized the importance of the IFAR activities and asked us to
encourage specialists in the aviation community worldwide to join the activities.

3.10 Kazuo Yamamoto, “ENRI’s R&D Activities for Globally
Harmonized ATM Environment”

Kazuo Yamamoto was the president of the Electronic Navigation Research Institute
(ENRI), organizer of the EIWAC. His presentation was designed to present major
R&D topics and activities in ENRI for improving air traffic systems in Japan and
for harmonizing different standards, R&Ds, and implementations in the world.

He described the roles of ENRI first. ENRI is a national institute conducting
R&D and test for future aviation systems. Contribution to building global, regional,
and national technical standards through its R&D and test results is also a major role.
Another important one is to support improvement of present aviation systems in
Japan. ENRI is now involved in CARATS, a National Air Navigation Plan managed
by JCAB to promote modernization of national air traffic systems, and provides
updated information about R&D, standardization, and implementation. ENRI is also
supporting JCAB in ICAO as an adviser.

He presented ENRI’s major R&D activities in terms of: (1) airport operation, (2)
globally interoperable systems and data, (3) optimum capacity and flexible flights,
and (4) efficient flight path. Some typical results are described below:

1. GBAS Prototype: ENRI developed CAT-1 and CAT-3 GBAS prototypes and
installed at Osaka Kansai and Ishigaki Airport respectively. The results showed
that these prototypes satisfied performance requirements even in adverse iono-
spheric environment. ENRI is now participating in the standardization activities
in ICAO.

2. Aeronautical Mobile Airport Communication System (AeroMACS): ENRI
developed a prototype of Air/Ground data link based on WiMAX technology and
installed at Sendai Airport for test. The results demonstrated that one hundred
times faster data link was attained than the current VHF Digital Link (VDL).
Standardization work is now in operation by ENRI, WiMAX Forum, and ICAO.

3. Adaptive flight simulation for User Preferred Route (UPR): ENRI presented a
new flight simulator that calculates optimum route, avoiding conflict adaptively
when UPR is employed. After performance evaluation of the simulator, Informal
Pacific ATC Coordinating Group (IPACG) between USA and Japan agreed that
the simulator can provide an interoperable flight procedure.

4. Arrival procedures based on PBN and GBAS Landing System (GLS): ENRI
proposed new arrival procedures based on RNP/ILS and RNP/GLS for precise
curved approach. The procedures were evaluated by Boeing 787 flight simu-
lators. The results demonstrated the feasibility of the navigation data base for
RNP/GLS, which was developed through the close cooperation between ENRI
and operators.
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In addition to the R&D and test results, practical harmonization activities in
ENRI were presented. He showed worldwide research/training collaborations with
French, German, US, Korean, and Thailand universities and laboratories. He said
that ENRI is now enhancing cooperation with Asia Pacific (APAC) organizations
because regional ATM modernization should be prioritized for seamless sky in
APAC.

Finally, he stressed the importance of harmonization, which is the theme of
EIWAC2015. He recommended looking into the differences in world aviation
systems, operational procedures, airspaces, and standards and trying to reduce such
differences.

4 Invited Talks for Global Harmonization

In the invited session, the specialists from France, Singapore, and Japan spoke about
global harmonization. This section summarizes those speeches. The presentation
slides are available at ENRI website [4].

4.1 Patrick SOUCHU, “Moving from SESAR R&D Activities
to Implementation: An ANSP Perspective”

Patrick Souchu is the program director of DSNA (Direction des Services de la
Navigation Aérienne) and a member of EUROCAE Council. In his speech, he
focused on the harmonization between SESAR R&D activities and implementation.

He spoke about DSNA first. DSNA is the French Air Navigation Service Provider
taking responsibility of French air traffic system by five area control centers, 36
terminal maneuvering areas (TMAs), and 73 control towers. DSNA has more than
7500 employees including over 3900 air traffic controllers for ensuring safety,
improving efficiency, punctuality, and customer satisfaction. He explained that
DSNA controlled 2,845,000 flights in 2014 and 37 %, 15 %, and 48 % of which
was international, domestic, and overflights, respectively.

He described the roles DSNA has been playing in the SESAR. DSNA is now
involved in 64 SESAR projects including 53 R&Ds, 8 large-scale demonstrations,
two remotely piloted aircraft system (RPAS) projects, and one CYBER Secu-
rity project with about 100 DSNA employees, including 60 operational experts.
Additional 30 experts will also participate in the projects when SESAR trials are
conducted.

ANSP alliance was founded by NATS (UK), DFS (Germany), ENAV (Italy),
DSNA, etc. to support and promote SESAR projects. The alliance was recently
enforced by adding members as ANS CR (Czech Republic), PANSA (Poland),
skyguide (Switzerland), etc. He said that validation of SESAR R&D results is



20 K. Yamamoto

mainly driven by the alliance through exercises and demonstrations. He showed
typical examples of validation activities as:

• Validation of flight object and ground-ground interoperability through DSNA-
ENAV-DFS-MUAC (Maastricht Upper Area Control Centre) simulation

• Validation of Extended AMAN (E-AMAN) from central Europe to London-
Heathrow based on EUROCAE standardization of initial SWIM for E-AMAN

He moved onto the topic of “ANSP involvement in SESAR deployment.”
According to European ATM Master Plan, many different actions have been taken
during R&D and implementation as large-scale demonstration, pre-implementation,
standardization, safety analysis, etc. SESAR Deployment European framework
supports the implementation of the Master Plan through government mechanism,
deployment program, common projects, implementation projects, and targeted
incentives.

He explained the Pilot Common Project (PCP) which is designed to evaluate
SESAR R&D results from the viewpoints of linkage to the ATM Master Plan, ATM
functionalities, positive business case contribution, standardization and regulatory
aspects, etc. Among them, ATM functionalities are assessed in terms of six subjects
as:

1. Extended AMAN and PBN in high-density TMAs
2. Airport Integration and Throughput Functionalities
3. Flexible Airspace Management and Free Route
4. Network Collaborative Management
5. Ground-ground integration and aeronautical data management and sharing
6. Initial Trajectory Information sharing for air-ground integration toward initial

four-dimensional (i4D) operation

Finally, he said that SESAR deployment is on successful steps under its concrete
framework.

4.2 Mohamed Faisal Bin Mohamed SALLEH, “ATM Research
and Development for Asia Pacific”

Mohamed Faisal Bin Mohamed Salleh is the deputy director, Air Traffic Manage-
ment Research Institute (ATMRI) of Nanyang Technological University, Singapore.
He was invited to EIWAC2015 as representative of ATMRI to address the impor-
tance of ATM research and development common in the Asia Pacific (APAC) region.

He first showed the video introducing ATMRI and then presented R&D topics
that ATMRI is now involved in. ATMRI was established in 2013 in cooperation
with Civil Aviation Authority of Singapore and Nanyang Technological University
to promote ATM transformation and harmonization in the region by providing
innovative solutions.

He said that APAC should be a community of common interest just like EU.
And his APAC ATM outlook indicated the importance of R&D activities suited for
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APAC because this region has distinctive cultural and political backgrounds and a
geographical feature that large parts of the region are covered by ocean. He also
pointed out the necessity of implementation of the seamless APAC ATM plan.

He presented the key challenges in APAC as:

• Lack of regional coordination by different interests and requirements of each
state

• Route structure that has not kept pace with present traffic growth
• Insufficient communication, navigation, and surveillance capability
• Adverse weather in tropical region

To respond to such challenges, he proposed several examples of R&D opportunities
as:

• Space-based ADS-B, full CPDLC, SWIM environment
• Enhanced operational decision through integrated meteorological information
• PBN (performance-based navigation) and RNP (required navigation perfor-

mance)
• Dynamic airspace management with modernized route structure
• Integrated virtual ATFM

He informed ATMRI’s recent establishment of ASEAN ATM simulation and
modeling function that enables detailed analysis and prediction of future traffic
arising from the implementation of ASEAN Single Aviation Market. He said that by
2033, the ASEAN sky may see traffic volumes similar to Europe operating 30,000
flights a day. Therefore, dependable future traffic prediction will be very important
to restructure air routes in the ASESAN sky. This ATM simulation function also
enables radar coverage prediction in South Chana Sea, so that we can improve the
coverage by adding ADS-B capabilities in the region.

As a regional effort to realize global harmonization for future sky, he proposed
to establish ASEAN ATM Master Plan based on ICAO Global Air Navigation
Plan, APAC Seamless ATM Plan, and ASEAN National Master Plans. This Master
Plan presents 9 focus areas as ATS route network collaborative management,
civil/military cooperation, surveillance infrastructure, airport ATM operations, etc.

He concluded that communication and collaboration among all stakeholders is
critical for a seamless ASEAN sky.

4.3 Yasuhiro Koshioka, “DREAMS Project, Its Results,
and Implementation Status”

Yasuhiro Koshioka is director of Technology Demonstration Research Unit, Aero-
nautical Technology Directorate of Japan Aerospace Exploration Agency (JAXA).
His address was about JAXA’s DREAMS (Distributed and Revolutionary Efficient
Air-Traffic Management System) Project that aims to promote ICAO ATM Opera-
tional Concept by providing its R&D results.
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He first described the outline of JAXA. JAXA is a national research institute
taking responsibility of research and development about space science/technology
and aeronautical technology in Japan. Its financial support comes mainly from the
Ministry of Education, Culture, Sports, Science, and Technology.

The DREAMS Project was organized from the background that Asian sky is now
facing:

• The growth rate of Asian air traffic is higher than any other regions in the world,
so we have to respond to such growth.

• In Japan, traffic concentration on metropolitan terminal areas and airports
becomes heavier, so we must mitigate such congestion.

In the DREAMS Project, JAXA focused on developing key technologies to
improve ATM in terminal areas. He presented the specific R&D subjects, key topics,
and major results in the DREAMS Project as bellow:

1. Weather information (wake vortex and wind shear) technologies:

• Wake vortex and wind shear detection systems and estimation of their hazards
• Reduction of wake vortex separations, optimization of takeoff, and landing

sequences
• Development of LOTAS (Low-Level Turbulence Advisory System) and

ALWIN (Airport Low-Level Wind Information) that can provide approaching
aircraft with wind shear information

2. Noise abatement technologies:

• Improvement of noise prediction through air to ground sound propagation
analysis

• Better noise prediction regardless of weather conditions and seasons, which
has enabled approach path optimization

3. High-accuracy satellite navigation technologies:

• GPS/INS integrated navigation technique and its performance test
• GBAS availability improvement

4. Trajectory control technologies:

• Evaluation of GBAS TAP (terminal area path) for precision curved approach
• Autopilot and flight guidance procedures for GBAS TAP operation

5. Disaster-Relief Small Aircraft operation:

• Establishment of operation procedures and information sharing in damaged
area for disaster-relief small aircraft

• Development of “D-NET” which enables information sharing and mission
assignment among small aircraft and helicopters in disaster relief activities

He emphasized that most of above results were not only implemented in airports
or in operations but provided in the ICAO working groups, RTCA special commit-
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tees for standardization. He also presented the flow from research, development,
demonstration, and evaluation and then to implementation defined in the DREAMS
Projects.

He concluded that smooth transfer from R&D results to implementation can be
achieved only by constant information sharing and collaboration among all parties
concerned.

5 Conclusions

The fourth ENRI International Workshop on ATM and CNS (EIWAC 2015) was
held in November 2015 with a view to sharing comprehensive information on the
latest ATM/CNS technologies and operations among the participants and seeking
potential partners for R&D, standardization, and global harmonization activities.

History and overview of the EIWAC series were described first. Then the topics
and opinions presented by the keynote and invited speakers who belong to various
organizations as regulators, standardization bodies, ANSPs, operators, and R&D
institutes were summarized. The keynote and invited speeches have shown that the
speakers have common recognition about the problems that present aviation systems
are facing, but have diverse views for solving the problems and for modernizing
the aviation systems. Figure 3 is a photo showing the EIWAC 2015 speakers and
organizers.

Fig. 3 EIWAC 2015 speakers and organizers
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Finally, we would like to announce the recent restructuring that ENRI was
undertaken. In April 2016, ENRI was merged with two other national research
institutes belonging to MLIT and became a department of the National Institute
of Maritime, Port and Aviation Technology (MPAT). However, the department had
been named “ENRI” and succeeded to the total role that former ENRI was in charge.
Furthermore, “new ENRI” is trying to take this opportunity to expand its areas of
activities.

ENRI is now planning to hold next EIWAC in 2017. The next one will also
attract many people in the aviation community worldwide and can contribute to
the advancement of global aviation systems.
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Large-Scale 4D Trajectory Planning

Arianit Islami, Supatcha Chaimatanan, and Daniel Delahaye

Abstract To sustain the continuously increasing air traffic demand, the future
air traffic management system will rely on a so-called trajectory-based opera-
tions concept that will increase air traffic capacity by reducing the controller
workload. This will be achieved by transferring tactical conflict detection and
resolution tasks to the strategic planning phase. In this future air traffic management
paradigm context, this paper presents a methodology to address such trajectory
planning at nationwide and continent scale. The proposed methodology aims
at minimizing the global interaction between aircraft trajectories by allocating
alternative departure times, alternative horizontal flight paths, and alternative flight
levels to the trajectories involved in the interaction. To improve robustness of the
strategic trajectory planning, uncertainty of aircraft position and aircraft arrival
time to any given position on the trajectory are considered. This paper presents a
mathematical formulation of this strategic trajectory planning problem leading to
a mixed-integer optimization problem, whose objective function relies on the new
concept of interaction between trajectories. A computationally efficient algorithm
to compute interaction between trajectories for large-scale applications is presented
and implemented. Resolution method based on hybrid-metaheuristic algorithm has
been developed to solve the above large-scale optimization problem. Finally, the
overall methodology is implemented and tested with real air traffic data taking into
account uncertainty over the French and the European airspace, involving more than
30,000 trajectories. Conflict-free and robust 4D trajectory planning is produced
within computational time acceptable for the operation context, which shows the
viability of the approach.
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1 Introduction

Air traffic regulations impose that aircraft must always be separated by some
prescribed distance, noted Nv for the vertical separation and Nh for the horizontal
separation. Aircraft are considered to be in conflict when these minimum separation
requirements are violated. As the global air traffic demand keeps on increasing,
congestion problem becomes more and more critical. One of the key solutions
is to balance the air traffic demand and the overall capacity of the Air Traffic
Management (ATM) system. In order to cope with the increasing demand, the future
ATM system will rely on the trajectory-based operations concept. In this concept,
aircraft will be required to follow a negotiated conflict-free trajectory, accurately
defined in four dimensions (three spatial dimensions and time) in order to reduce
the need of controller’s intervention during the tactical phase. In this perspective,
the key factor to improve the ATM capacity is an efficient strategic 4D trajectory
planning methodology to compute a conflict-free 4D trajectory for each aircraft.

In this work, we propose a methodology to address such a strategic planning of
trajectories at national and continent scale. The goal of the proposed method is to
separate a given set of aircraft trajectories in both the three-dimensional space and
in the time domain by allocating an alternative flight plan (route, departure time,
and flight level) to each flight.

Instead of trying to satisfy the capacity constraint, we focus on minimizing the
global interaction between trajectories. An interaction between trajectories occurs
when two or more trajectories have an effect on each other, for instance, when
trajectories occupy the same space at the same period of time. Therefore, contrary
to the concept of conflict, the measurement of interaction does not only refer to the
violation of minimum separation requirements. It also allows us to take into account
other separation criteria such as minimum separation time between aircraft crossing
at the same point.

In real-life situations, aircraft may not be able to follow precisely the assigned
4D trajectory due to external events, such as passenger delays, wind conditions, etc.
Besides, aircraft may not be able to fly at their optimal speed profile in order to
satisfy the hard constraints imposed on the 4D trajectory. To improve robustness of
the deconflicted trajectories and to relax the 4D trajectory constraints, uncertainties
of aircraft position and arrival time will also be taken into account in the strategic
trajectory planning process presented in this paper.

The following section of this paper is organized as follows. Section 2 reviews
previous related works on aircraft trajectory deconfliction. Section 3 describes
uncertainty model, explains the concept of interaction between trajectories, and
presents the trajectory planning problem in mathematical framework. Section 4
proposes an efficient method for detecting interactions between aircraft trajectories
in a large-scale context. Section 5 presents a hybrid-metaheuristic optimization
algorithm, which relies on simulated annealing and on a hill-climbing local-search
method, to solve the problem. Finally, numerical results are presented and discussed
in Sect. 6.
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2 Previous Related Works

During recent years, there are many research works in the literature that address the
trajectory deconfliction problem considering large-scale air traffic. Aircraft trajec-
tory deconfliction problem that relies on genetic algorithm (GA) to solve en route
conflicts between trajectories, taking into account uncertainties of aircraft velocity,
is considered in [12]. The authors propose two conflict-resolution maneuvers:
modifying the heading and modifying the flight level. The solutions are provided
by GA. It is able to solve all conflicts involving 7,540 flights considering different
levels of uncertainties within reasonable computation time.

In [2], the authors consider a 4D trajectory deconfliction problem using a ground-
holding method. Potential conflicts between trajectories are detected by pairwise
comparison. However, in the presence of takeoff time uncertainties, the proposed
method must allocate significant delays in order to solve all the conflicts. To
increase the degrees of freedom, the same authors introduce an option to allocate
alternative flight levels in [3]. The results show advantages of using the flight
level allocation technique in terms of reduced delay, in the presence of departure
time uncertainties. In [1], a flight-level allocation technique is used to address 4D
trajectory deconfliction at the European continent scale. However, the proposed
method yields residual potential conflicts.

Another idea to separate trajectories is based on speed regulations; it is used, for
instance, in [8]. In these works, conflict detection and resolution are performed at
two layers with different sampling periods and time windows. Speed regulations
introduce additional degree of freedom to the trajectory design. However, it
requires numerous extensive and fine-tuned computations, which are not suitable
to implement in a large-scale problem.

In [9, 10], a light propagation algorithm (LPA) is introduced to solve potential
conflicts between 4D trajectories and to avoid congested and bad-weather areas. The
optimal trajectories that solve conflicts are provided by a branch and bound (B&B)
algorithm.

In [10], to improve robustness of aircraft trajectories, uncertainty is modeled as
a time segment. The uncertainty increases the difficulty of the problem and reduces
the solution space, so that the LPA can remove only 88% of the conflicts. The
remaining conflicts are solved by imposing time constraints called required time
of arrival (RTA).

A methodology to optimize and deconflict aircraft trajectories in the horizontal
plane, in en route environment, and in real time is proposed by the author of [13].
In this work, aircraft trajectories are deconflicted and optimized in the time scale of
thirty minutes into the future by sequentially computing optimal-wind and conflict-
free trajectories for each aircraft, considering previously planned trajectories as
obstacles.

However, none of the proposed methodologies is able to solve globally the
trajectory deconfliction problem due to its size and complexity. Most of the
algorithms proposed in the literature rely on the moving time window strategy to
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reduce the size of the problem. This strategy is effective for conflict detection and
resolution in tactical phases. However, when high-density traffic is involved, it tends
to fail to solve all conflicts.

In this work, we put forward the works presented in [4–7]. The proposed 4D
trajectory planning methodology aims at solving conflict between all involving
trajectories simultaneously at strategic level. In these works, optimal 4D trajectories
for individual flights were allocated by solving a combinatorial optimization
problem using a non-population-based hybrid-metaheuristic optimization method.

3 Mathematical Modeling

This section presents the mathematical model used to describe our strategic
trajectory planning methodology. First, uncertainty of aircraft positions and arrival
times based on two different models are characterized. Then, a definition of
interaction between trajectories is given. Next, the route/departure time/flight level
allocation techniques adapted for strategic trajectory planning are described. Finally,
a mathematical formulation of the interaction minimization problem is presented.

3.1 Uncertainties

Consider a given set of N trajectories, where each trajectory, i, is defined by a time
sequence of 4D coordinates, Pi;k.xi;k; yi;k; zi;k; ti;k/, for k D 1; : : : ;Ki, where Ki is the
total number of sampling points of trajectory i, for i D 1; : : : ;N. Each trajectory is
sampled with a (given) constant sampling time, �t. These coordinates specify that
aircraft i must arrive at a given point .xi;k; yi;k; zi;k/ at time ti;k.

However, in reality, aircraft are subjected to unpredicted external events, which
cause uncertainties on aircraft position and arrival time with respect to their planned
4D trajectory. In order to consider such uncertainties, we rely on the concept of
robust optimization, using two different models of the uncertainty sets.

3.1.1 Deterministic Model

For simplicity, we define xP; yP; zP; tP as the 4D coordinate of any given point Pi;k.
Consider an initial 4D trajectory planning specifying that an aircraft must arrive
at a given horizontal coordinate .xP; yP/ at time tP. Due to uncertainties, we shall
assume that the real horizontal position, .xrP; y

r
P/, of the aircraft at time tP can be

in an area defined by a disk of radius Rh (defined by the user) around (xP; yP), as
illustrated in Fig. 1. In other words, the possible locations of the aircraft at time tP
are the elements of the set: f.xrP; yrP/ W .xrP � xP/2 C .yrP � yP/2 � R2hg:



Large-Scale 4D Trajectory Planning 31

Fig. 1 Possible aircraft
position in the 3D space
domain in the presence of
deterministic uncertainty

xP, yP, zP

Nv

Rv

Rh
Nh

possible aircraft

position xP
r , yP

r , zP
r

To ensure horizontal separation of aircraft subjected to such uncertainties, the
protection volume has to be enlarged by a radius of Rh as illustrated in Fig. 1. Thus,
the robust minimum separation in the horizontal plane,Nr

h, is defined as: Nr
h WD NhC

Rh; where Nh is the minimum horizontal separation of the case without uncertainty.
In the vertical dimension, we shall assume that during such a non-level flight

phase, the real altitude, denoted zrP, of the aircraft at a given time tP lies in a bounded
interval defined by an uncertainty radius Rv (set by the user) which reduces strongly
when the aircraft reaches its requested flight level. In other words, the possible
altitudes of the aircraft during non-level flight phase at time tP are the elements
of the set: fzrP W zP � Rv � zrP � zP C Rvg:

To ensure vertical separation of aircraft subjected to such uncertainties, the
vertical separation requirement has to be enlarged by Rv as illustrated in Fig. 1.
Thus, the robust minimum separation in the vertical dimension, noted Nr

v , is defined
as: Nr

v WD Nv CRv; where Nv is the minimum vertical separation of the case without
uncertainty.

In addition to the uncertainty in the 3D space domain (see Fig. 1), aircraft may
be subjected to uncertainty so that it arrives at a given position with a time error. Let
t� be the maximum time error (defined by the user). For simplicity, to implement the
interaction detection scheme, we shall assume that t� is chosen so that it is a multiple
of the discretization time step �t. The real arrival time, noted trP, of aircraft at the
same trajectory point therefore lies in the time interval: ŒtP � t�; tP C t��; where tP is
the assigned arrival time to point Pi;k.

3.1.2 Probabilistic Model

The worst-case-oriented uncertainty model presented above considers that every
possible cases in the given uncertainty set are equally likely. However, some events
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corresponding to the points in the uncertainty set have very low probability to occur.
Trying to immune the solution against such events could yield unnecessarily costly
solutions and can be interpreted as too conservative for a situation involving high
levels of uncertainty as it is the case in strategic planning.

An aircraft is able to follow a given flight profile with very high accuracy
thanks to the flight management system (FMS).We shall consider that the residual
uncertainty of aircraft position is more likely to occur in the time domain.

Using the maximum time error, t� (set by the user), the predicted arrival time of
an aircraft at a position Pi;k under uncertainty lies in the interval: ŒtP � t�; tP C t��;
where tP is the assigned arrival time to point Pi;k.

For the purpose of interaction computation, which will be explained in the
following subsection, we assume here that the predicted aircraft arrival time can
be modeled as a random variable with the following triangular distribution defined
over the interval ŒtP � t�; tP C t��. Given the lower limit tP � t� , the upper limit tP C t� ,
the predicted arrival time, to the position Pi;k is given by the probability density
function:

TtP ;t� .t/ D

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

0 for t < tP � t�;
.t�tPCt�/

t2�
for tP � t� � t � tP;

.�tPCt��t/
t2�

for tP < t � tP C t�;

0 for tP C t� < t;

(1)

where TtP;t� .t/ denotes the triangular distribution. Figure 2 illustrates the uncertainty
of arrival time of two aircraft A and B to the trajectory sample points P and Q,
respectively. The time uncertainties are defined by a triangular distribution function
over the time interval ŒtP � t�; tP C t�� and ŒtQ � t�; tQ C t��, respectively.

t

t

tP ,t

tP

tQ tQ + ttQ t

tP + ttP t

tQ ,t

P

Q

1
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Fig. 2 Uncertainty of aircraft arrival time, defined by triangular distribution over given time
intervals (left: view in the space domain; right: view in the time domain)
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3.2 Interaction Between Trajectories

The concept of interaction between trajectories is introduced in [7]. It is a measure-
ment that indicates when two or more trajectories occupy the same space at the same
period of time. It is different from the conflict situation, which corresponds simply
to a violation of the minimum separation (i.e., 5 NM horizontally and 1,000 ft.
vertically). Additional separation conditions, such as time separation, topology of
trajectory intersection, distance between trajectories, etc., can also be taken into
account in the concept of interaction.

To explain the process to determine the interaction between aircraft trajectories,
let us first consider two trajectories A and B, and let P and Q be any pair of sample
points on the trajectories A and B, respectively. To consider the abovementioned
deterministic uncertainty models, we must check whether the minimum separations,
Nr
h and Nr

v , are satisfied, between every possible pair of points such as P and Q
(pairwise comparisons). A potential conflict between trajectories A and B, taking
into account uncertainties, can occur when the three following conditions are
satisfied for a certain pair of sample points, P and Q, from each trajectory:

• dh WD p
.xP � xQ/2 C .yP � yQ/2 < Nr

h.
• dv WD jzP � zQj < Nr

v .
• ŒtP � t�; tP C t�� \ ŒtQ � t�; tQ C t�� ¤ ;, i.e. jtP � tQj � 2t�:

When the above conditions are satisfied, we say that point P is in conflict with point
Q taking into account the deterministic-type uncertainty.

Let us define further

CD.P;Q/ D
(
1 if point P is in conflict with point Q

0 otherwise:
(2)

With the above definitions, the interactions at point Pi;k, denoted ˚D
i;k, may be

defined as the total number of times the protection volume around point Pi;k taking
into account the deterministic-type uncertainty is violated. Therefore, ˚D

i;k is given
by

˚D
i;k D

NX

jD1
j¤i

KjX

lD1
CD.Pi;k;Pj;l/; (3)

where Ki is the number of sampled points of trajectory i.
Finally, the robust total interaction between trajectories, that we are minimizing,

is

˚D
tot D

NX

iD1

KiX

kD1
˚D

i;k; (4)

where N is the total number of trajectories.
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To explain the process to compute the total robust interaction between trajectories
based on probabilistic-type uncertainty, let us consider the trajectories A and B given
in Fig. 2. Let P and Q be any trajectory sample points on trajectories A and B,
respectively. The predicted arrival time of aircraft A to the given point P and the
predicted arrival time of aircraft B to the given point Q are given by TtP;t� .t/ and
TtQ;t� .t/, respectively.

Again, a potential conflict between trajectories A and B occurs when there
exists a pair of points, P and Q, from each trajectory such that the three following
conditions are satisfied:

• dh < Nr
h;

• dv < Nr
v;

• and ŒtP � t�; tP C t�� \ ŒtQ � t�; tQ C t�� ¤ ;.

The probabilistic interaction, denoted Pt� .P;Q/, associated to the trajectory sample
points P and Q is formally defined as follows:

Pt� .P;Q/ WD
Z

IPQt�

TtP ;t� .t/TtQ ;t� .t/dt; (5)

where IPQt� denotes the time interval ŒtP � t� ; tP C t� �\ ŒtQ � t�; tQ C t� �. Remark that
when this intersection is the empty set, the integral in (5) is reduced to zero.

With the above definition, we define a robust interaction at a point Pi;k based on
the probabilistic-type uncertainty, denoted˚P

i;k, to be the sum of all the probabilistic
interaction associated to point P.

Hence, we have

˚P
i;k WD

NX

jD1
j¤i

KjX

lD1
Pt� .Pi;k;Pj;l/; (6)

where Kj is the number of sampling points for trajectory j and where Pt� .PA;PB/ is
the probabilistic interaction associated to the sample points PA and PB of trajectory
A and B, respectively.

Therefore, the total interaction between trajectories, based on probabilistic-type
uncertainty, denoted˚P

tot, for a whole N-aircraft traffic situation is simply defined as

˚P
tot D

NX

iD1
˚P

i D
NX

iD1

KiX

kD1
˚P

i;k: (7)
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3.3 Route/Departure Time/Flight Level Allocation

The objective of this work is to allocate an alternative trajectory, an alternative
departure time, and an alternative flight level for each aircraft in order to minimize
the total interaction between trajectories, taking into account uncertainty of aircraft
position and time.

Given data. A problem instance is given by:

• A set of initial N discretized 4D trajectories;
• The discretization time step, �t
• The number of allowed virtual waypoints, M
• The maximum allowed advance departure time shift of each flight i, ıia < 0
• The departure time shift step size, ıs
• The maximum allowed delay departure time shift of each flight i, ıid > 0
• The maximum allowed flight level shift of each flight i, li;max
• The maximum allowed route length extension coefficient of each flight i, 0 �

di � 1

• The length of the initial en route segment of each flight i, Li;0

The alternative departure time, the alternative route, and the alternative flight
level to be allocated to each flight are modeled as follows.

Alternative departure time. The departure time of each flight can be shifted by a
positive (delay) or a negative (advance) time shift. Let ıi 2 �i be a departure time
shift attributed to flight i, where �i is a set of acceptable time shifts for flight i.
The departure time ti of flight i is therefore ti D ti;0 C ıi; where ti;0 is the initially
planned departure time of flight i. The departure time shift ıi will be limited to lie
in the interval �i WD Œıia; ı

i
d�. Common practice in airports conducted us to rely

on a discretization of this time interval using time shift step size ıs. This yields

Ni
a WD �ıia

ıs
possible advance slots and Ni

d WD ıid
ıs

possible delay slots of flight i.
Therefore, we define the set, �i, of all possible departure time shifts of flight i
by

�i WDf�Ni
a:ıs;�.Ni

a � 1/:ıs; : : : ;

� ıs; 0; ıs; : : : ; .N
i
d � 1/:ıs;N

i
d:ısg:

(8)

Alternative trajectory design. In this work, an alternative trajectory is constructed
by placing a set of virtual waypoints, denoted

wi D fwm
i jwm

i D .wm
ix0
;wm

iy0
/gMmD1; (9)
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Fig. 3 Initial and alternative trajectories with rectangular shape possible location of M D 2 virtual
waypoints

near the initial en route segment and then by reconnecting the successive waypoints
with straight-line segments as illustrated in Fig. 3. To limit the route length
extension, the alternative en route profile of flight i must satisfy

Li.wi/ � .1C di/; (10)

where Li.wi/ is the length of the alternative en route profile determined by wi.
Figure 3 illustrated initial and alternative trajectories, constructed with M D 2

waypoints, where the location of each waypoint is constrained to be in a rectangular
shape possible location. Let Wm

ix0
be a set of all possible normalized longitudinal

locations of the mth virtual waypoint on trajectory i. For each trajectory i, the
normalized longitudinal component, wm

ix0
, is set to lie in the interval:

Wm
ix0

WD
��

m

1C M
� bi

�

;

�
m

1C M
C bi

��

; (11)

where bi is a (user-defined) parameter that defines the range of possible normalized
longitudinal component of the mth virtual waypoint on trajectory i. To obtain a reg-
ular trajectory, the normalized longitudinal component of two adjacent waypoints
must not overlap, i.e.,

�
m

1C M
C bi

�

<

�
m C 1

1C M
� bi

�

(12)
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and hence the user should choose bi so that

bi <
1

2.M C 1/
: (13)

Let Wm
iy0

be a set of all possible normalized lateral locations of the mth virtual
waypoint on trajectory i. Similarly, the normalized lateral component, wm

iy0
, is

restricted to lie in the interval:

Wm
iy0

WD Œ�ai; ai�; (14)

where 0 � ai � 1 is a (user-defined) model parameter that defines the range of
possible normalize lateral location of the mth virtual waypoint on trajectory i, chosen
a priori so as to satisfy (10). More detail about the method to modify the trajectory
is presented in [7].

Alternative flight level. Another variable to modify the trajectory of each flight i
is a flight level shift li 2 Z. Therefore, the flight level, FLi, of flight i is given by:
FLi D FLi;0 C li; where FLi;0 is the initially planned flight level of flight i. Figure 4
shows a trajectory with two alternative flight levels. In order to limit the change
of flight levels, the set, �FLi, of all possible flight level shifts for flight i is set to

�FLi WD ŒFLi;0 � li;max; : : : ; 0; : : : ;FLi;0 C li;max�; (15)

where li;max is the (user-provided) maximum flight level shifts allowed to be
allocated to flight i.

Let us set the compact vector notation: ı WD .ı1; ı2; : : : ; ıN/; w WD
.w1;w2; : : : ;wN/; and l WD .l1; l2; : : : ; lN/: We shall denote by ui the components

Fig. 4 Two alternative vertical profiles for a trajectory (two alternative flight levels)
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of u. It is a vector whose components are related to the modification of the ith

trajectory; therefore, our decision variable is

u WD .ı; l;w/:

The strategic trajectory planning problem under uncertainty can be represented
by an interaction minimization problem formulated as a mixed-integer optimization
problem as follows:

min
u
˚tot.u/

subjectto

ıi 2 �i; i D 1; 2; : : : ;N

li 2 �FLi; i D 1; 2; : : : ;N

wm
i 2 Wm

ix0
� Wm

iy0
; m D 1; 2; : : : ;M;

i D 1; 2; : : : ;N;

(16)

where ˚tot.u/ is defined by (4) or (7) according to uncertainty model under
consideration, and �i, Wm

ix0
, and Wm

iy0
, �FLi are defined by (8), (11), (14), and (15),

respectively.

4 Interaction Detection

In order to evaluate the objective function, we rely on a grid-based interaction
detection scheme which is implemented in a so-called hash table as presented in
[4, 6, 7].

First, the airspace is discretized using a 4D grid (3D space + time), as illustrated
in Fig. 5. The size of each cell in the x; y; z, and t direction is defined by the minimum
separation requirement, Nr

h, Nr
v , and the discretization time step, �t. To detect

conflicts, the idea is to store the N trajectories in each corresponding cell in the
4D grid. Then, for each trajectory i, and for each cell .Ix; Iy; Iz; It/ corresponding

Fig. 5 Four-dimension (3D space - time) grid for conflict detection
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to each sampling point Pi;k WD .xP; yP; zP; tP/, we simply need to check all the
surrounding (adjacent) cells in the x; y, and z directions corresponding to the time
period Œtp � 2t�; tP C 2t��. If one of these surrounding cells is occupied by another
aircraft, for instance j, we then note j 2 .Ix; Iy; Iz; It/, and then the horizontal
distance, dh, and the vertical distance, dv, between point Pi;k and the sample point
corresponding to aircraft j are computed.

A violation of protection, the volume is identified when both dh < Nr
h and dv <

Nr
v . When a violation of protection volume is identified, the interaction is computed

using (3) or (6) depending on the type of uncertainty model considered. Since the
violation of the protection volume can only occur when the points in question are
in the same or in adjacent grid cells, the number of points to check is significantly
smaller than in a pairwise comparison method.

In order not to underestimate interaction, one can simply choose a sufficiently
small value of �t. However, using small sampling-time step leads to large compu-
tation time and memory. Instead, we propose an inner-loop algorithm, detecting
interaction between two sampling times, t and t C �t, by interpolating aircraft
positions with a sufficiently small step size, tinterp. Then, one checks each pair of
these interpolated points. The algorithm stops when an interaction is identified or
when every pair of the interpolated points have been checked. More details of this
interaction detection algorithm are presented in [7].

5 Resolution Algorithm

To solve the strategic trajectory planning problem, we rely on a hybrid-
metaheuristics approach adapted to handle an air traffic assignment problem at the
continent scale. The proposed hybrid algorithm combines the simulated annealing
(SA) and the local search (LS) algorithm such that the local search is considered as
an inner-loop of the SA, which will be performed when a predefined condition is
satisfied.

5.1 Simulated Annealing

Simulated annealing was separately introduced by S. Kirkpatrick et al. in 1982
[14] and by V. C̆erný in 1985 [17]. It is inspired by the annealing process in
metallurgy where the state of a material can be modified by controlling the cooling
temperature.

In the simulated annealing optimization algorithm, the objective function to
be minimized is analogical to the energy of the physical problem, while the
values of the decision variables of the problem are analogical to the coordinates
of the material’s particles. A control parameter, T, that decreases as the number
of iterations grows plays the role of the temperature schedule, and a number of
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iterations, NI , at each temperature step play the role of the time duration the material
is kept at each temperature stage.

To simulate this evolution of the physical system toward a thermal equilibrium,
the Metropolis algorithm [15] is used. For a given temperature, T, starting from
a current configuration, the state space of the simulated system is subjected to
a transformation (e.g., apply a local change to one decision variable). If this
transformation improves the objective-function value, then it is accepted. Otherwise,
it is accepted with a probability

Paccept WD e
�E
T ; (17)

where �E is the degradation of the objective-function value (negative for mini-
mization). Repeating this process until the equilibrium is reached, the temperature
is decreased according to a predefined cooling schedule. As the temperature
decreases, the probability, Paccept, to accept a degrading solution becomes smaller
and smaller. Therefore, the system will eventually converge to the nearest local
optimum which will expectantly be close to a global optimum. We refer the
reader interested by simulated annealing algorithm to the following books [11,
16].

For our problem, the simulated annealing proceeds as presented in [4]. In order
to implement the simulated annealing algorithm to the strategic planning of 4D
trajectories, we first define the following parameters.

1. Neighborhood function. To generate a neighborhood solution, first a flight i is
randomly chosen. In order not to modify excessively the trajectories that are not
involved in any interaction, we set a user-defined threshold value of interaction,
denoted˚� , such that the trajectory of a randomly chosen flight i will be modified
only if

˚i.u/ � ˚� : (18)

Otherwise, another trajectory will be randomly chosen until condition (18) is
satisfied. This process ensures that changes will be first applied on trajectories
involved in congestion area.

Then, for a chosen flight, i, we introduce a user-defined parameter, Pw � 1,
to control the probability of modifying the value of the ith trajectory waypoint
location vector, wi, and a user-defined parameter Pl � 1 to control the
probability of modifying the value of the flight level shift �FLi. The probability
to modify rather the departure time is therefore 1 � Pw � Pl. These parameters,
Pw and Pl, allow the user to set his/her preference on the way to deconflict
trajectories. The neighborhood function we use in this paper is summarized in
Algorithm 1.
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Algorithm 1 Neighborhood function
Require: probabilities Pw, Pl, trajectory i.
1: Generate random number, r WD random(0,1);
2: if r < Pw then
3: Choose randomly one virtual waypoint wm

i to be modified.
4: Choose randomly new wm

ix0
from Wm

ix0
;

5: Choose randomly new wm
iy0

from Wm
iy0

;
6: else
7: if r < .Pw C Pl/ then
8: Choose randomly new flight level shift łi from �FLi;
9: else

10: Choose randomly new departure time shift ıi from �i;
11: end if
12: end if

2. Initial temperature and initial acceptance probabilities. To determine the
initial temperature and initial acceptance probability, we rely on a practical
recommendations given in [11]. They are computed by first generating 100
deteriorating transformations (neighborhood solutions) at random and then by
evaluating the average variations, �Eavg, of the objective-function value. The
initial temperature, T0, is then deduced from the relation:

�0 D e
�Eavg
T0 ;

where �0 is the initial rate of accepting degrading solutions that will be
empirically set.

3. Cooling schedule. The cooling schedule plays an essential role to guide the
system toward a good optimum. If the temperature is decreased slowly, the
system is more likely to converge to a better solution, but it will require more
computation time. On the other hand, decreasing too rapidly the temperature
tends to yield undesirable local optima. For simplicity, we will decrease the
temperature, T, following the geometrical law, therefore

Ti D ˇ:Ti�1;

where 0 � ˇ � 1 where the constant ˇ will be experimentally tuned.
4. Equilibrium state. In order to reach an equilibrium, a sufficient number of

iterations, denoted NI , or moves, have to be performed at each temperature
step. For simplicity, the value of NI will be defined as constant and will be
experimentally set.

5. Termination criterion. Theoretically, it is suggested that the SA algorithm
stops when the temperature reaches zero. However, this stopping criterion is not
utilized in practice, since when the temperature is near zero, the probability of
acceptance becomes negligible. In our case, the simulated annealing algorithm
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will terminate when the final temperature, Tf , reaches the value C:T0, where
0 � C � 1 is a user-defined coefficient.

5.2 Hill-Climbing Local Search

Hill-climbing is a local search algorithm that only moves to a new solution only if
it yields a decrease of the objective function. The process repeats until no further
improvement can be found or until the maximum number of iterations nTLOC is
reached. In this work, we rely on two local search modules that correspond to the
two following strategies:

• Intensification of the search on one particular trajectory (PT). Given a flight i,
this state exploitation step focuses on improving the current solution by applying
a local change from the neighborhood structure only to flight i.

• Intensification of the search on the interacting trajectories (IT). Given a flight
i, this state exploitation step applies a local change, from the neighborhood
structure to every flight that is currently interacting with flight i.

5.3 Hybrid Algorithm

In order to improve efficiency of the optimization algorithm in terms of computation
time, we propose to combine the SA and the hill-climbing local search. The
algorithms are combined in a self-contained manner, such that each algorithm is
executed sequentially. The order of execution is controlled by predefined parameters
that controls the probabilities to carry out each method. The probability to carry out
simulated-annealing step, PSA, is

PSA.T/ D PSA;min C .PSA;max � PSA;min/ � T0 � T

T0
; (19)

where PSA;max and PSA;min are the maximum and minimum probabilities to perform
the SA (predefined by the user). The probability of running a hill-climbing local
search module, PLoc, is given by

PLoc.T/ D PLoc;min C .PLoc;max � PLoc;min/ � T0 � T

T0
; (20)

where PLoc;max and PLoc;min are the maximum and minimum probabilities to perform
the local search (defined analogously). And, finally, the probability of carrying out
both SA and the local search (successively), PSL, is

PSL.T/ D 1 � .PSA.T/C PLoc.T//: (21)
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A key factor in tuning this hybrid algorithm is to reach a good trade-off between
exploration (diversification) and exploitation (intensification) of the solution space,
i.e., a compromise between fine convergence toward local minima and the compu-
tation time invested in exploring the whole search space.

6 Numerical Results

The proposed hybrid SA/LS algorithm is implemented in Java and run on an
AMD Opteron 2 GHz processor with 128 Gb RAM. It is tested with two different
uncertainty models, using real air traffic data at nationwide and continent scale.

6.1 Deterministic Uncertainty Model

First, the proposed algorithm is tested on national-size and continent-size air traffic,
considering deterministic uncertainties model.

National-size air traffic data First, we test the proposed methodology on the
full-day national-size en route air traffic over the French airspace involving 8,836
trajectories. Simulations are performed with different values for the parameters Rh,
Rv, and t� , defining the size of the uncertainty sets. The parameter values chosen
to specify the optimization problem are given in Table 1. The parameter values
that specify the resolution algorithm are given in Table 2. The initial and final total
interaction between trajectories, the computation time, and the number of iterations
performed to solve the problems considering different levels of uncertainty is
reported in Table 3 (the vertical uncertainty radius, Rv, is used only when aircraft
are climbing and descending).

The size of the uncertainty set affects the resolution time and the final total
interaction between trajectories. When increasing the time uncertainty, the initial
interaction increases significantly (cases 1, 3, 4, and 5), and the algorithm requires
more computation time to converge. The algorithm reaches an interaction-free

Table 1 Chosen (user-defined) parameter values specifying the robust optimization problem for
the national-size air traffic

Parameter Value

Discretization time step, �t 20 seconds

Discretization time step for possible departure time shift, ıs 20 seconds

Maximum departure time shift, ıia D ıid WD ı 120 minutes

Maximum allowed route length extension coefficient, di 0.20

Maximum allowed flight level shifts, li;max WD lmax 2

Maximum number of virtual waypoints, M 3
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Table 2 Empirically-set
(user-defined) parameter
values of the resolution
methodology to solve the
national-size air traffic

Parameter Value

Number of iterations at each temperature step, NI 200

Initial rate of accepting degrading solutions, �0 0.3

Geometrical temperature reduction coefficient, ˇ 0.99

Final temperature, Tf .1=500/:T0
Inner-loop interpolation sampling time step, tinterp 5 s

Probability to modify horizontal flight profile, Pw 1/3

Probability to modify flight level, Pl 1/3

Threshold value, ˚� 0.5 ˚avg

Table 3 Initial and final total interaction between trajectories for the national-size air traffic,
considering different dimensions for the deterministic uncertainty set

Uncertainty set Initial Final Solved CPU No. of

Case dimensions ˚D
tot ˚D

tot interactions time (minutes) iterations

1 Rh = 0 NM. 2;282;436 5;934 99:7% 1;093:8 1;083;215

Rv = 0 ft.

t� = 180 s.

2 Rh = 1 NM. 765;448 0 100:0% 101:1 97;400

Rv = 100 ft.

t� = 60 s.

3 Rh = 1 NM. 1;425;384 4;314 99:7% 1;809:0 1;791;000

Rv = 100 ft.

t� = 120 s.

4 Rh = 1 NM. 2;821;706 37;290 98:7% 2;213:3 2;191;970

Rv = 100 ft.

t� = 240 s.

5 Rh = 2 NM. 5;000;430 110;021 97:9% 2;289:8 2;266;956

Rv = 100 ft.

t� = 240 s.

solution for the case 2. It solves up to 99.7% of the initial interactions in the
remaining cases (1, 3, 4, and 5), within computation times that are still compatible
in a strategic planning context (the worst run, case 5, involving less than 38 h of
CPU time).

Continent-size traffic data Then, the hybrid algorithm is tested on an air traffic
data, involving en route air traffic over the European airspace. The data set is a full
day of air traffic over the European airspace on 1st July 2011. It consists of 30,695
trajectories simulated with optimal vertical profiles and with direct routes. The user-
defined parameter values specifying the optimization problem are the same as those
given in Table 1. The maximum allowed flight level shift, li;max, is set to 0 due to
the lack of data. The parameter values of the hybrid-metaheuristic algorithm are the
same as those given in Table 2, with NI D 4;000.
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Table 4 Initial and final total interaction between trajectories for the continent-scale air traffic
with different dimensions for the deterministic uncertainty set

Uncertainty Initial Final Solved CPU time No. of

Case set dimensions ˚D
tot ˚D

tot interactions (minutes) iterations

6 Rh = 3 NM. 5;142;632 634;474 87:7% 2;756:2 2;728;776

Rv = 200 ft.

t� = 60 s.

Rh = 3 NM.

7 Rv = 200 ft. 430; 234 0 100:0% 347:6 345;528

t� = 0 s.

The initial and final total interaction between trajectories and the computation
time to solve the problem considering different levels of uncertainty are reported in
Table 4. Although the trajectories can be separated only by modifying the horizontal
flight profile and the departure time of each flight, the resolution algorithm finds an
interaction-free solution, taking into account uncertainty of aircraft positions, for
problem instance in case 2. When time uncertainty is considered (case 1), there
remains less than 15% of the initial interaction between trajectories.

6.2 Probabilistic Uncertainty Model

Then, the proposed robust strategic 4D trajectory planning methodology is tested
based on the probabilistic-type uncertainty model. The parameters of the hybrid
SA/LS are the same as those presented in Table 2. Again, the proposed algorithm
is tested with the national-size air traffic over the French airspace. Assuming that
aircraft is able to follow a given trajectory with high precision in the 3D space
domain (Rh D 0NM;Rv D 0 ft.), the simulations are performed considering succes-
sively aircraft maximum time uncertainty, t� , of 1 up to 4 minutes, respectively. The
initial and final interaction between trajectories and the required computation time
are reported in Table 5. Remark that the initial total interactions between trajectories
are significantly smaller than those of the worst-case-oriented approach. This is not
surprising, since in the latter (deterministic) case, one counts one interaction, and
in the former (probabilistic) case, there is even only a tiny positive probability of
conflict.

The proposed strategic trajectory planning methodology is able to find
interaction-free trajectory planning for all cases. When considering higher level
of time uncertainty (4 minutes), the solution space becomes more constrained, and
therefore the algorithm requires more computation time to converge.

Now we test the algorithm with the continent-size air traffic considering en
route air traffic. The parameter values that specify the problem under consideration
are, here again, the same as those given in Table 1. The parameters of the hybrid
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Table 5 Numerical results for the national-size air traffic considering four different levels of
aircraft maximum time uncertainty (1 to 4 min) based on probabilistic uncertainty model

t� Initial Final Solved CPU time No. of

(seconds) ˚P
tot ˚P

tot interactions (minutes) iterations

60 217;441:37 0:0 100:0% 116:07 114;970

90 274;953:55 0:0 100:0% 175:4 173;736

120 383;967:60 915:04 99:8% 586:3 1;031;730

240 718;374:42 1;547:13 99:8% 1;052:4 1;041984

Table 6 Numerical results for the continent-size instances, considering two different levels of
time uncertainty based on probabilistic uncertainty model

t� Initial Final Solved CPU time No. of

(seconds) ˚P
tot ˚P

tot interaction (minutes) iterations

60 529;555:5 12;550:0 97:6% 1;341:7 1;328;152

120 1;079;738:4 40;706:2 96:2% 2;254:2 2;231;881

SA/LS are the same as those given in Table 2, with the number of iterations at each
temperature step, NI , empirically set to 2,000, more than for the above, smaller,
national-size instance (NI D 200).

The initial and final interactions between trajectories and computation time
to solve the problem are reported in Table 6. Recall again that, as in the case
without uncertainty, alternative flight levels for this continent-size instances are
not available. Therefore, due to this lack of data, these problem instances can be
separated only by modifying the horizontal flight profile and by modifying the
departure time of aircraft. Nevertheless, there still remains less than 7% of the initial
interactions taking into account the probabilistic-type time uncertainty.

7 Conclusions

In this paper, we have presented a methodology to solve 4D trajectory planning
problem considering uncertainty of aircraft position and arrival time at strategic
planning level. First, the uncertainties have been modeled with deterministic sets.
The algorithm was tested on national-size and continent-size air traffic. To avoid
being too conservative, probabilistic-type uncertainty sets were then considered.

The level of uncertainty to be considered is a trade-off between the desired
robustness of the solution obtained and the associated trajectory modifications
costs, to be decided by the user. Considering too important uncertainty in strategic
planning will, indeed, result in a loss of capacity, since large portions of airspace
have to be cleared for a given aircraft for a long period of time. Instead, the user can
consider lower uncertainty levels and iteratively solve the remaining interactions
during pre-tactical and tactical phases.
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Aircraft Trajectory Planning by Artificial
Evolution and Convex Hull Generations

S. Pierre, D. Delahaye, and S. Cafieri

Abstract Air Traffic Management (ATM) ensures the safety of flights by opti-
mizing flows and maintaining separation between aircraft. Many ATM applications
involve some aircraft trajectory optimization in order to improve the performance of
the overall system. Trajectories are objects belonging to spaces with infinite dimen-
sions. Widely used approaches are based on discretization, sampling trajectories
at some regular points, and then using appropriate representations to reduce the
dimension of the search space. We propose an approach in which trajectories in a
two-dimensional space are designed with the help of convex hull generation. By
using static as well as moving obstacles for which the position and the size are
controlled by artificial evolution, we propose a new algorithm for efficient trajectory
planning in Terminal Maneuvering Areas.

Keywords Trajectory planning • TMA • Optimization • Obstacle avoidance

1 Introduction

Trajectory planning is crucial in Air Traffic Management (ATM) to regulate air
traffic flows while ensuring flight safety. Trajectories are designed so as to avoid
aircraft potential conflicts as well as to optimize some criteria, such as cost index
or environmental criteria (noise abatement, pollutant emission, etc: : :). Depending
on the considered time horizon, the following kinds of trajectory planning can be
carried out:

• at a strategical level, only macroscopic indicators like congestion, mean traffic
complexity, delays can be taken into account, as well as the presence of obstacles;

• at a pre-tactical level, the accuracy of previous indicators, specially congestion
and complexity, increases, while at the same time, early conflict detection can be
performed;
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• finally, at the tactical level, conflict resolution is the major concern and optimality
of the trajectories is only marginally interesting.

In this work, we focus on path planning in Terminal Maneuvering Areas (TMAs),
which are the areas surrounding one or more neighboring airports, where arriving
and departure routes (also called STAR and SID, respectively) have to be handled.
Such a planning is done at a strategical level and aims at designing trajectories
avoiding obstacles. In this paper we propose also an extension of the algorithm
in order to design “dynamic” SID and STAR in case of moving obstacles such as
weather. This more advanced concept of dynamic paths ensures to maintain flows
to the runways and avoid vectoring in TMAs which is a critical issue in those areas.

An example of such routes is given in Fig. 1 which represents the New York area.
The paths flown by aircraft are considered as curves in R

3. Such time-
independent trajectories are called shapes.

Aircraft trajectories are usually designed into three steps. The first step consists in
the design of the two-dimensional shape between two points, respectively, the origin
and the destination point. Then, an optimal altitude profile is computed in order
to create a full three-dimensional shape. Finally, the speed profile is computed in
order to optimize some cost criteria (fuel, cost index). When we consider departure

Fig. 1 Departure and arrival routes for the major airports in the vicinity of New York
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Fig. 2 Departure and arrival trajectory samples for Roissy Airport

or arrival route design, such design has to be able to address any kind of altitude
profiles. As a matter of fact, the climbing (descending) rate of an aircraft depends
strongly on the type of aircraft (B747, A320, etc: : :), its weight, the headwind (or
tailwind), and the outside temperature. For instance, recorded departure and arrival
trajectory samples for Roissy Airport are given in Fig. 2. As it can be seen on the
figure, climbing (descending) rates undergo large deviations.

In this work, we propose a new approach to optimize the two-dimensional shape
of an aircraft trajectory.

So, the obtained 2D shapes are supposed to be evaluated in the three-dimensional
space by using some given altitude profiles.

The paper is organized as follows: Sect. 2 outlines the main existing approaches
for trajectory planning. Section 3 presents the proposed model and algorithm. First,
the trajectory shape design is introduced, and then a combinatorial optimization
problem and an evolutionary algorithm for its solution, used to carry out such a
design, are presented. Section 4 presents an extension of the proposed approach to
take efficiently into account the case of dynamic obstacles. Some results validating
such an approach are discussed in Sect. 5. Finally, Sect. 6 draws some conclusion.

2 State of the Art

Trajectories are mathematical objects belonging to spaces with infinite dimensions.
Widely used approaches for their design are based on discretization. The general
ideas are to use a discrete number of parameters describing the trajectory, optimize
such parameters with respect to some selected criterion to design a given class
of trajectory shapes, and finally build a trajectory � . This process is summarized
in Fig. 3. Starting from a discrete set of points, a way to build a trajectory � is
based on using interpolation. Piecewise linear interpolation is the simplest piecewise
interpolation method. An example of such a linear piecewise interpolation is shown
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Fig. 3 The optimization process controls the X vector in order to build a trajectory � for evaluation

X0 Xi–1 Xi+1Xi Xn

Fig. 4 Piecewise linear interpolation. By summing the triangle shapes (dash lines) controlled by
the positions of the red dot and the associated extension, we can generate a full linear piecewise
interpolation (solid line)

in Fig. 4. In this case, the derivative of the resulting curve is not continuous.
In order to fix this drawback, one can use piecewise quadratic, piecewise cubic
interpolation [7] or cubic spline interpolation [2], which ensures smooth C2 shapes.
Alternatively, when interpolating the given points is not a hard constraint, one can
use some control points which control the shape of a given trajectory without forcing
this trajectory to go through those points. Among such kind of approximation
approaches, we may recall the ones based on Bézier curves [4] or on B-splines [3].
If many points have to be considered, using a Bézier curve, one has to manipulate
polynoms with high degrees. B-splines allow to circumvent this weak point. A B-
spline is a spline function that has minimal support with respect to a given degree,
smoothness, and domain partition. An example of B-spline of order 1 is given in
Fig. 5. To increase the smoothness of the resulting shape, one may use B-splines
of order 3. When many aircraft trajectory samples are available (for instance, from
radar), one can build a dedicated basis and minimize the number of coefficients for
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Fig. 5 An example of B-spline of order 1

trajectory reconstruction:

�i.t/ D
kDKX

kD1
aik k.t/ (1)

For instance, principal component analysis (PCA [5]) can be used to convert a
set of observations of possibly correlated variables into a set of values of linearly
uncorrelated variables, called principal components.

Another easy way to build trajectory is to use some reference trajectories (regular
trajectories used by aircraft) and to compute a weighted sum of such reference
trajectories to build a new one. Considering two (or more) reference trajectories
�1; �2 joining the same origin-destination pair (see Fig. 6) (past flown trajectories
may be considered), one can create a new trajectory �˛ by using an homotopy:

�˛ D .1 � ˛/�1 C ˛�2; ˛ 2 Œ0; 1�: (2)

Remark that the above approaches do not take into account obstacles in the
design process. Obstacles can nevertheless be included as a penalty in the objective
function. Trajectory design in a constrained space (i.e., with obstacles) has been
looked at through various techniques. They include the A* algorithm to provide
obstacle-free trajectories, followed by the use of some smoothing algorithm to
improve their regularity [8]. Another approach consists in using a branch and
bound algorithm where the branching strategy is associated to the way obstacles
are avoided, bypassing them in one direction or the other [1].
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Fig. 6 An example of
B-spline of order 1

A

B
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g2
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In this paper we propose an approach based on obstacle convex hull generation
in order to create paths around some given sets of obstacles. Two sets of obstacles
are then considered: one of true obstacles and one of virtual obstacles. The proposed
model is presented in the next section.

3 Optimization Model and Algorithm

3.1 Trajectory Shape Design

Let us consider, in a two-dimensional space, two points representing the origin and
the destination of the trajectory to be designed (the origin being the point with the
smallest x-axis value) and a set ˝ of obstacles. Let us model obstacles in ˝ by sets
of points defining their 2D contour shapes. These points have x-axis values between
those of the origin and destination. We suppose these points defining convex sets;
if this is not the case, we consider the associated convex envelope as the obstacle
instead of the original one. We also suppose that the points defining obstacles are
ordered clockwise or counterclockwise.

Building on the technique from R.A. Jarvis, known as Jarvis March [6], we
propose a trajectory planning approach based on building convex hulls around
obstacles.

Specifically, we use the following adaptation of the Jarvis March or gift-wrapping
algorithm. Let G be a set of two-dimensional points which represent obstacles. We
first consider the point M0 such that

8P 2 G; .P/x � .M0/x (3)

where .P/x denotes the x-value of point P. We then look for the next point M1 such
that

8P 2 G; P is on the left side of
���!
M0M1
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Fig. 7 The algorithm first
classifies point from left to
right. Then, it considers the
point at extreme left and
opens an angle from this
point with the y direction.
This angle is increased until
the associated segment
crosses a new point. The
process is iterated from this
new point until the algorithm
reaches the first point again.
All the points selected by this
process make the searched
convex hull

Iterating this procedure, we get the point MnC1 2 G such that

8P 2 G; P is on the left side of
�����!
MnMnC1

We stop once MnC1 is equal to M0. The set C D fM0; : : : ;Mng is the so-called
convex hull of G.

The original Jarvis algorithm is illustrated in Fig. 7.
The convex hull created through the above technique, in the case of two obstacles,

describes two paths around the obstacles like illustrated in Fig. 8. Remark that the
described algorithm is not able to generate shapes like the one shown in Fig. 9. To
build a trajectory with a shape like the one shown in Fig. 9, which is more close
to what is done in practice in the operational context and whose length is less than
the one of a trajectory obtained with the above algorithm, we propose a variant of
the algorithm which generates piecewise convex hull segments. To this aim, we first
partition the set of obstacles into two subsets: the set Oa of obstacles to be avoided
by a “convex” trajectory and the set Ob of obstacles to be avoided with a “concave”
trajectory. Let Ga (respectively, Gb) be the set of points describing Oa (respectively,
Ob). Similarly to what is done when the Jarvis March algorithm is used, we first
consider the point M0 such that

8P 2 Ga; .P/x � .M0/x (4)

Then, proceeding iteratively, we define the point MnC1:

8P 2 Ga; P is on the left side of
�����!
MnMnC1 (5)
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Fig. 8 Trajectories around two obstacles, built by using the Jarvis March algorithm. Two segments
join the extreme points

The difference with the above Jarvis March algorithm lies in the stopping criterion.
This time we stop the algorithm when the following condition is satisfied:

8P 2 Gb; P is on the right side of
�����!
MnMnC1 with (6)

Mn;MnC1 2 Ga

The point MnC1 is not included in the convex hull Ca. We get a kind of semi-convex
hull. An example of trajectory around two obstacles obtained by the proposed
algorithm is given in Fig. 10. Note that the above algorithm only builds the blue part
of the trajectory in Fig. 10. To produce the red part, the algorithm has to be applied
again with Ob and another obstacle Oc. This time, since we want to bypass the
obstacle through a concave trajectory, we follow exactly the same procedure except
that all the right � left side comparisons are reverted, i.e., the stopping criterion is
changed to

8P 2 Gc; P is on the left side of
�����!
MnMnC1 with (7)

Mn;MnC1 2 Gb
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Fig. 9 Trajectory around two obstacles. It is built with two segments, one convex and another one
concave

To connect the two pieces of trajectories created as described above, we just add
the last point of Ca to Gb. Finally, a full trajectory is built by considering the starting
point S as the first obstacle and the ending pointE as the last obstacle, corresponding
to the origin and the destination. Such a trajectory is like the one in Fig. 9. We can
now describe our optimization model.

3.2 Decision Variables

Let ˝ be the set of all n obstacles to be avoided. Let Op and Oq 2 ˝ be two
obstacles defined by the set of points Gp and Gq:

p < q ) �
Mp
�

x
� �

Mq
�

x
(8)

with

�
Mp
�

x � .P/x ;8P 2 Gp (9)
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Fig. 10 Trajectory around two obstacles. The new version of the Jarvis March algorithm is used

and

�
Mq
�

x
� .P/x ;8P 2 Gq (10)

We consider obstacles ordered from the “left to the right.” The decision variables
of our optimization model are binary variables defined as follows:

Xi D
�
1 if obstacle i is to be bypassed
0 otherwise

(11)

and

Yi D

8
ˆ̂
<

ˆ̂
:

1 if obstacle i is to be bypassed by the bottom
(convex piece of trajectory)

0 if obstacle i is to be bypassed by the top
(concave piece of trajectory)

(12)

The space state of the optimization problem is then defined by 2 � n variables,
with n the total number of obstacles. Figure 11 gives an example of decision variable
values where two obstacles have to be avoided.
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Fig. 11 In this example both obstacles are active; the second one has to be avoided by the top

3.3 Objective Function

The objective function, to be minimized, is composed of two parts, each accounting
for a criterion to be taken into account. The first one is linked to the length of the
(discrete) trajectory T:

L.T/ D
nX

iD1
l.Pi;Pi�1/ (13)

with T D fPi; i 2 f1; : : : ; ngg and l.M;N/ the distance between the two points
M and N. The second one is associated to pieces of trajectories going through
obstacles: even if a piece of trajectory crosses an obstacle in the two-dimensional
space, it may happen that it does not intersect the obstacle on the vertical plan.
This situation can be detected when the three-dimensional space is considered, in a
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second step, after that the two-dimensional shape of the trajectory is obtained. We
introduce the following function:

D.T/ D
mX

iD1

nX

jD1
Ri ��.Pj;Oi/ (14)

where Ri is the cost for going inside the obstacle Oi, and �.P;O/ D 1 if the point
P is inside the obstacle O and �.P;O/ D 0 otherwise. To detect if a point is or not
inside an obstacle, we use the assumptions that obstacles are convex and the fact
that the points defining obstacles are ordered in the clockwise direction. Then:

P is in Op , .P;M1/.P;M2/ � 0;8M1;M2 2 Gp

where P 2 R
2, Op is defined by the set of points Gp and .P;M/ is the cross product

between P and M.
Finally, the objective function of our optimization model is defined as follows:

F.T/ D L.T/C D.T/ (15)

and has to be minimized.

3.4 Genetic Algorithm

The problem to be solved is a combinatorial optimization problem, whose com-
plexity is directly related to the number of obstacles. We then address the problem
by using an artificial evolution algorithm, where a stochastic tournament selection
process is used associated with an elitism principle. More specifically, we use
a genetic algorithm, where three kinds of mutation operators,  i i D 1 : : : 3,
are applied with a given probability. The first mutation operator ( 1) randomly
generates two new vectors X and Y. It is very disruptive and is mainly applied
at the beginning of the evolution process. The second operator ( 2) randomly
changes a percentage of bit in X and Y (this percentage is diminishing with the
generation number). The third one ( 3), in the case of a trajectory crossing some
obstacles, randomly chose an obstacle Op between the ones which are crossed by
the trajectory and change the values of Xp and Yp. Crossover operators have also
been developed, but from some numerical tests, it appears that they do not really
improve the performance of the algorithm, so only mutation operators are kept.
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4 Model Extension

4.1 Adding a Time Dimension

4.1.1 New Obstacle’s Definition

Aircraft trajectory design is also subject to dynamic obstacles like storms moving
in the airspace which have to be avoided. We then extend the previous approach so
as to take into account dynamic obstacle avoidance. We consider obstacles in three
dimensions, including now the time dimension in their definition. So, we define
obstacles as discrete structures composed by a starting time and an ending time,
a set of points in two-dimensional space, and a speed vector. Let Op be a three-
dimensional obstacle. Let to be the starting time, tf the ending time, Go the set of
points at to, and v the speed vector. Then, Op is defined by OP D fto 2 R

C; tf 2
R

C;Go; v 2 R
2g. Let G.t/ define the set of points representing the obstacle at time t:

G.t/ D
8
<

:

; ; t … 	t0; tf



fP C v � t;P 2 Gog ; t 2 	t0; tf



(16)

The current framework enables static shapes for obstacles, but this model can be
adapted in order to manage obstacles with shapes changing with time. In this case
we have to consider Op.t/ instead of Op.

4.1.2 Obstacles Intersection

In order to dynamically detect when a generated trajectory crosses a given moving
obstacle Op, we use the pretty simple following assertion.

Let P D .x; y; t/ 2 R
2 � R

C be a point,

P 2 Op ,
8
<

:

to � t � tf

.P;M1.t//.P;M2.t// � 0; 8M1.t/;M2.t/ 2 Gp.t/
(17)

This corresponds to the spatial-time extension of the obstacles.

4.2 Solution Approach

4.2.1 First Approach

Once obstacles are defined including their time dimension, an issue arises in
computing a convex hull in order to extract two unique paths. Indeed, to do so, we
need to consider obstacles in a two-dimensional space and design trajectories around
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Fig. 12 Trajectory created using the whole projection of Ob in the two-dimensional space

Fig. 13 Projection of Ob restricted to the traveling time between points B and C

them. However, it is not an easy task to determine an obstacle position when the
obstacle is moving. We can, for example, use a pessimistic approach, which consists
in avoiding an obstacle on all the space that he would cover while we go from a
point A to a point D designing the trajectory (see Figs. 12 and 13). In the example in
Fig. 13, Oa is not moving and Ob has the same shape as Oa but is moving from the
bottom to the top. However, when we are around the obstacle Ob (in other words,
when the aircraft flying on the trajectory is on the section between the points B and
C), the obstacle has moved and the previous planned trajectory (using the projection
of the obstacle) is no more optimal. To solve this issue, we dissociate the trajectory
definition in the two-dimensional space (still building the trajectory around two-
dimensional obstacles) from the evaluation through the objective function, which
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Table 1 Dimension of the
state space

Time step ˝ ˝m

0.5 5:904 � 104 3:874 � 108

0.2 5:904 � 104 2:058� 1014

0.1 5:904 � 104 7:178 � 1023

takes into account the other dimensions. The problem becomes how to transcript
our three-dimensional elements into two-dimensional elements in an efficient way.
A first way to address this problem is transforming a moving object into a large
number of static objects existing only for a short period of time all over the trajectory
of the moving object. We let the genetic algorithm decide which one of these static
objects is the best one to consider. However, doing this increases dramatically the
computation time to solve our problem. To figure out this problem, let ˝ be a set
of obstacles composed of ten static obstacles. Let Om be a moving obstacle and
˝m D ˝ [ fOmg. Obstacle Om appears at to D 1:0 s and disappears at tf D 5:0 s. In
Table 1, we report the dimension of the state space with the associated time step. To
compute these values, we assume that each point of the state space is composed
of n variables, where n is the number of obstacles. Each of these variables can
take three values, depending on the choice of ignoring the obstacle and go through
it, bypassing it in a concave way or bypassing it in a convex way. We obtain 3n

possibilities for each point of the state space. The number n when there are moving
obstacles depends on the time step. Since in our example Om exists during a 4 s
period, if the time step is 0:5, we will need 8 obstacles to represent Om. Let N be the
number of possibilities for a chromosome; we have

N D 3nC tf �to
�t (18)

where n D card.˝/ and �t is the time step.

4.2.2 Cluster Approach

As an alternative to the above approach, we propose an approach based on clusters
of obstacles. We define a cluster as a set of n obstacles, where one randomly selects
a number m � n of obstacles to be bypassed at a given time, ignoring the others.
Note that a cluster contains possible positions for the same obstacle at different
times. Furthermore, an aircraft following the designed trajectory will be close to the
obstacle between two times ta and tb, so the position of the obstacle at these two
times can be used to build the trajectory. The values of times ta and tb are computed
using the genetic algorithm presented above. The algorithm will determine the
obstacles in clusters and the associated times ta, tb (for each of them). Based on
the performance of the associated choices, the evolution process will adjust the
members of the clusters and the associated selected times in order to improve the
overall fitness.
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Table 2 Comparison of the
cluster and the naive
approach in terms of size of
the state space

Time step Cluster method Naive approach

0:5 1:134 � 107 3:874 � 108

0:2 7:086 � 107 2:058 � 1014

0:1 2:834 � 108 7:178 � 1023

Remark that for static obstacles a cluster is defined as a set composed of only one
obstacle with m D 1, which corresponds to the simple two-dimensional case.

The number of possible combinations N corresponding to a system of n clusters
is given by

N D 3n
nY

iD1
rmi
i (19)

where

n is the number of clusters.
ri is the number of obstacles in the ith cluster.
mi is the number of obstacles that can be used at the same time in the ith cluster.

In Table 2, the dimensions of the state space in the above naive approach and in the
cluster approach are compared, showing the drastic size reduction induced by the
latter.

4.2.3 Genetic Algorithm: New Chromosome Definition

Using the cluster-based approach, we need to change the meaning of the variables
in a chromosome, to be used in the genetic algorithm. Indeed, in this case we do not
control exactly which obstacle we are going to avoid, but we control which cluster
we are going to avoid. Let˝ be a set of n obstacles that form k clusters. Let C be a
cluster and Gc the set of obstacles included into C. Let m be the number of obstacles
in C to be possibly avoided. When C is activated during the computation (at the
initialization phase or after a mutation), the genetic algorithm chooses randomly m
obstacles within Gc and uses them to construct the trajectory. The structure of the
new chromosome is given in Fig. 14.
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Fig. 14 Management of obstacles using clusters. The dimension of the chromosome is strongly
reduced with respect to the first proposed approach, while the performance of the algorithm is
nearly the same

5 Some Results with Moving Obstacles

Let consider an instance of the problem of designing a trajectory avoiding static
and moving obstacles, like the one depicted in Fig. 15. In this example there are 18
obstacles, which are all static but one, represented in blue color, which models a
moving storm. The storm appears on the left side and moves to the right. During
its movement, it describes a shape that it covers at different times. Suppose that
we want to design a trajectory from the origin point .0:0; 2:5/ to the destination
point .4:2; 2:5/. To do so, we apply the above genetic algorithm with the parameters
in Table 3. The computing time to obtain the solution is about 20 s on a Pentium
3 GHz. The trajectory designed by the algorithm is shown in Fig. 16. This trajectory
is based on intermediate states of the storm to avoid it. Displaying an animated
aircraft moving along the designed trajectory, we indeed see that it avoids the storm
almost perfectly.
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Fig. 15 Obstacles in˝. The blue obstacle has been drawn for all the duration on its appearance

Table 3 Genetic algorithm:
parameters

Population size 500

Number of generations 500

Probability of mutation  1 0.20

Probability of mutation  2 0.15

Probability of mutation  3 0.65

6 Conclusion

We presented a trajectory planner which is able to perform obstacle avoidance in
an efficient way. We first adapted the Jarvis March algorithm in order to generate
convex or concave obstacle avoidance and have used it to develop a trajectory
generation in a two-dimensional space that avoids obstacles while optimizing the
trajectory length. The problem is modeled as a combinatorial optimization problem,
whose size may be large, especially in the case of a large number of obstacles and in
that of moving obstacles. Thus, we propose to address the problem with an artificial
evolution approach. Specifically, we propose a genetic algorithm, where mutation
operators have been developed with different granularities and applied with different
probabilities. An extension based on clusters of obstacles has also been developed in
order to improve the performance of the algorithm in the case of moving obstacles.
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Fig. 16 Designed trajectory. Remind that the blue obstacle has been drawn for its whole time
extension. The aircraft does not intersect it at any time

Future work will address the extension of the proposed approach for the design
of trajectory shapes in a three-dimensional space, to address more closely the design
of departure and arrival 3D routes in Terminal Maneuvering Areas.
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Homotopy Route Generation Model for Robust
Trajectory Planning

Andrija Vidosavljevic, Daniel Delahaye, and Vojin Tosic

Abstract Although advance future avionics will enable full compliance with the
given trajectory, there are many uncertainty sources that can deflect aircraft from
their intended positions. In this article, we investigate potential of robust trajectory
planning, considered as an additional demand management action, as a means to
alleviate the en route congestion in airspace. Robust trajectory planning (RTP)
involves generation of congestion-free trajectories with minimum operating cost
taking into account uncertainty of trajectory prediction and unforeseen event. The
model decision variables include ground delay, change of horizontal route, and
vertical profile (flight level) to resolve congestion problem. The article introduces
a novel approach for route generation (3D trajectory) based on homotopic feature
of continuous functions. It is shown that this approach is capable of generating a
large number of route shapes with a reasonable number of decision variables. RTP
problem is modeled as a mixed-variable optimization problem, and it is solved using
stochastic methods. The model is tested on a real-life example from the French
airspace. The results indicate that, under certain conditions, at the expense of a small
increase of total planned costs, it is possible to increase robustness of the proposed
solution providing a good alternative to the solutions given by existing conflict-free
trajectory planning models.
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1 Introduction

Even at the current level of traffic demand, en route congestion is cited as one of the
principal restricting factors to future growth of the airline industry. In 2012, about
17% (or 1.5 million) of flights in Europe arrived with more than a 15 min of delay
compared with the schedule [24]. For the same year, IATA [15] has estimated that
delays increased airline direct operating cost by 4.5 billion euros. With global air
traffic demand expected to continue growing (predicted to be tripled by 2050 [30]),
ICAO foreseen fundamental change in the operating paradigm for air navigation
services in the following decade [16]. Major system development programs are
underway around the world, including the Next Generation Air Transportation
System (NextGen) program in the United States [23] and the Single European Sky
ATM Research (SESAR) program in Europe [28].

Trajectory-based operation (TBO) represents a cornerstone of future ATM.
TBO will enable aircraft to fly a negotiated flight path, termed reference business
trajectory (RBT), taking into consideration both operator preferences (more direct
and fuel-efficient routes) and optimal airspace system performance. Due to the high
precision of RBT, TBO implies the possibility to design efficient congestion-free
aircraft trajectories more in advance (pre-tactical, strategic level). Still, there are
many uncertainty sources that may deflect an aircraft from its intended position
(initial delay, wind, atmospheric temperature, actual aircraft mass, etc.) in addition
to special events such as severe weather, volcanic ash, ATC strikes, etc. The best
planning algorithm, however, is useless if the resulting plans cannot be implemented
in the real world.

Therefore, in this work, model for robust 4D trajectory planning is proposed,
taking into account uncertainty of trajectory prediction and unforeseen event while
minimizing total additional cost incurred to the airspace users due to deviation from
the user-preferred trajectories (UPT).

This paper is organized as follows. Section 2 contains a brief overview of
the existing methods for trajectory planning. In Sect. 3, a new method for robust
trajectory planning (RTP) is proposed including homotopy route generation model.
The proposed RTP model is applied on a large-scale real-life problem, and test
results are presented in Sect. 4. Finally, Sect. 5 sums up the findings, lists the major
contributions of this work, and points toward areas of future research.

2 Previous Research

In recent years, problem of trajectory planning became increasingly popular. Several
classes of methods are used to address this problem. One of the earliest approaches
[3] is based on the evolution theory and uses basic operators, selection, mutation,
and crossover, for generating a new population of conflict-free aircraft trajectories.
The state space is a set of finite horizontal (straight line, turning point, and offset)



Homotopy Route Generation Model for Robust Trajectory Planning 71

and vertical (level-off) maneuvers, similar to the ones used currently by ATCo. To
get closer to the real ATC system, the same authors in their future work presented
in [2] and [13] took into account speed uncertainty and real aircraft performance
models. In more recent work [1], the authors propose a new framework that
separates the trajectory prediction and conflict detection models from the solver
module. Hence, for a given scenario, a 4D matrix, containing conflict information
indexed by aircraft pairs and maneuver pairs, is computed using any simulator.
This 4D matrix provides all the necessary data for the solver and enables the use
and comparison of various algorithms on the same problem instances. Another
approach for conflict resolution is proposed in [4], where a sequence of maneuvers
is controlled by a particle swarm optimization (PSO) algorithm. Although these
models generate feasible trajectories from the aircraft performance perspective and
take maneuvers cost into account, unfortunately, they are not adapted to curved
trajectories.

Another class of methods, based on a force field, enables automatic generation
of conflict-free trajectories with a mathematical proof. Besides difficulties imposed
by aircraft performance (speed limits or trajectory smoothness) [25], there are
successful implementations of the force field methods, like [26, 33] and [27].
However, the major drawbacks of a force field method are the continuous aircraft
maneuver one obtains in response to the changing force field [20] and the complete
absence of any optimization.

In [25], a new methodology for trajectory planning, using B-splines, is presented.
Tactical aircraft conflict resolution is formulated as an optimization problem whose
decision variables are the spline control points. In this work, aircraft are represented
using a kinematic model to solve conflicts on the level flight (2D), evidencing local
aspects of the method. Moreover, uncertainty of trajectory prediction is not con-
sidered. Another trajectory dimension reduction technique, using piecewise linear
interpolation, is presented in [5]. In this work, strategic de-confliction of aircraft
trajectories is addressed with the objective to minimize the number of conflicts
using route and slot allocations. Uncertainty in aircraft position is taken into account
through freedom margin, which is slightly higher (6 NM) than the separation norm.
The cost of the solution is not considered in these works. Trajectory design based
on the wave front propagation principle, termed light propagation algorithm (LPA),
is introduced in [12]. Propagation is discretized in space and time, and a branch-
and-bound algorithm is used to compute smooth geodesic with static and dynamic
obstacles. In order to deal with the conflict resolution problem, LPA controls
sequentially aircraft trajectories by selecting aircraft according to some given
priority rule. This however leads to unfairness between aircraft particularly for large
problem instances involving many aircraft. This limitation is partly overcome using
shifting time window that still does not guarantee global optimum. Further LPA
extension presented in [11] includes longitudinal uncertainty of aircraft position. It
is shown that such variant of the problem is very difficult to solve. Even with the use
of uncertainty reduction techniques, like required time of arrival, algorithm failed
to find a solution (there remains around 10% of conflicts).
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Most existing trajectory planning models consider finding conflict-free trajecto-
ries that barely take into account uncertainty of trajectory prediction. It is shown
in this work that in the case of traffic disturbances, it is better to provide robust
solutions; otherwise, a newly generated congestion problem can be hard and costly
to solve. In this work, however, we did not investigate the trade-off between the
probability of such disturbances and the effect on the objective function, i.e., trade-
off between risk and cost. Knowledge about disturbance probabilities and their
effects may indicate when robustness is actually needed and what is the appropriate
level of robustness required.

3 Robust Trajectory Planning

In following section, we first introduce the problem and propose a new method for
robust trajectory planning followed by mathematical formulation.

3.1 Problem Statement

In this work, we present an alternative way to deal with uncertainty in aircraft
position (inability to cope with RBT) and unplanned situations, through building
a more robust flight plan at the pre-tactical or strategic level. Robustness includes
both reducing the likelihood of disruption and increasing the number of options
to recover easily from a disruption. This way, the flight plan itself becomes less
affected by such disturbances, reducing thereby the need for tactical actions. Further,
it positively affects the tactical controller workload alleviating traffic management
and conflict resolution tasks, which is the primary target of future ATM [16].

The method proposed in this work aims at generating a set of robust 4D
trajectories while minimizing total additional costs incurred to the airspace users due
to deviation from the UPTs. Although adding robustness to flight plans could result
in higher airline planned costs, disruption costs (cost of management actions taken
to resolve conflict on the tactical level due to disruptions) are likely to be reduced
due to reduced need for tactical interventions, hopefully leading to reduction in
airline real operating costs.

The RTP problem is formulated as a multi-objective problem that addresses how
to generate a set of 4D trajectories from origin to destination in an optimal manner. It
addresses assignment of horizontal route shape (2D route), vertical profile, and slot
of departure, in order to manage the two confronted objectives: maximizing total
robustness and minimizing total planned operating costs. It aims at finding system-
optimal (SO) solution, a solution that is optimal from the viewpoint of the system as
a whole. RTP might be further constrained by ATS capacities (airport capacity) or
may include no-fly zones (severe weather cells, restricted or prohibited zones, etc.)
that flights should avoid.
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3.2 Robustness and Flight Interaction

Let us first define what robustness is, as definition is usually problem dependent
[21]. ATM is a safety critical system, whose main task is to provide a safe flow
of air traffic before making it punctual and expeditious. Therefore, in this work,
robustness is considered as “the ability of a system to resist to changes without
adapting its initial stable configuration” [32].

Another question concerns disturbances that have to be taken into account and
indicators that quantify the robustness [29]. There are many uncertainty sources that
can deflect an aircraft from its intended position (initial delay, wind, atmospheric
temperature, actual aircraft weight, etc.). The difference between aircraft actual
position and planned position may happen in space and/or time. Taking into account
advanced future avionics [14], the trajectory will conform to the flight plan in the
spatial dimension, while the longitudinal position on the trajectory may be subject to
deviations in the temporal dimension [7]. Time uncertainty of position is, therefore,
the main disturbance considered in this work.

Various indicators may be used to characterize robustness in the context of
trajectory planning. An alternative way of quantifying the solution robustness is to
measure its vulnerability to environmental change. While robustness describes the
strength of a solution, such a vulnerability indicator would measure its weakness
[29]. In this work, flight interaction is chosen as a measure of solution vulnerability
and as an indirect measure of solution robustness.

The interaction between two flights is defined as a situation where flights
compete for the same point in 4D space at the planning level. Unlike a conflict
which has a fixed separation norm [22], interaction takes into account the aircraft
position uncertainty propagation (deviations from the RBT). When aircraft positions
coincide in 4D space, it results in maximum interaction that decreases as the
distance (in space and time) between them increases. In the presence of uncertainty,
minimization of interaction between flights at the planning level decreases conflict
probability and therefore increases solution robustness.

In this work, flight interaction is defined as an exponential function of time
separation, i.e., difference between the times of arrival at the conflicting points.
Conflicting points are a pair of route positions that are separated by less than the
given 3D norm. Usually these are points of route intersection; however, they can
also be closely separated points of nonintersecting routes. For a pair of conflicting
point pk and pm, with time separation TSpkpm , interaction magnitude is computed
by (1):

Ipkpm D
(

e�� �TSpkpm ; if TSpkpm < TS�:
0; otherwise:

(1)

where the user-defined parameter � controls the steepness of the exponential
function and TS� bounds flight interaction. Both parameters might vary depending
on the test scenario.
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With curved flight routes, multiple conflicting points between a pair of flight
trajectories might exist. All those points must be taken into account, because the
number of conflicting points quantifies interaction between two flights. Finally, the
interaction between two flights fi and fj is computed by taking into account both the
magnitude of the interaction between conflicting points and their quantity as in (2).
Parameter D in the equation represents conflicting points separation norm.

Ifi fj D
X

. pk ;pm/2Pij

Ipkpm ;

Pij D ˚
. pk; pm/ j pk 2 fi ^ pm 2 fj ^ pkpm � D

�
(2)

With classical trajectory representation, an ordered list of position vectors
(samples) in 4D, a brute force approach for detection of conflicting points involves
a pairwise comparison of trajectory samples. However, this is a time-consuming
process, not suitable for a problem that involves a large number of trajectory samples
[9]. In this work, a grid-based scheme developed in [17] is used for position vector
comparison. In this approach, the airspace is discretized using a four-dimension grid
with each cell having a unique address. Every position vector is associated with the
address of the cell in the grid at which it belongs, and its interaction against all other
vectors is computed by considering only vectors belonging to its own cell and its
surrounding cells.

3.3 Route Generation Model

Both NextGen and SESAR expect more direct, fuel-efficient routes in the future
ATM, enabled by satellite positioning and advance navigation technologies. This
will free airspace from the “old highways in the sky” [23]. There is only one shortest
direct route (geodesic) between two points. However, it may be unavailable due to
obstacles or traffic congestion, or it might not be optimal taking into account wind on
the route. As a consequence, alternative routes have to be considered. Theoretically,
there are an infinite number of alternatives to a curve-shaped trajectory. This
makes the discrete choice models unsuitable, since the choice set is infinitely large.
Therefore, a continuous choice working directly with curves should be modeled.
Furthermore, curves are objects belonging to spaces with infinite dimensions, and
in order to manipulate such objects, it is necessary to reduce the dimension of the
search space [8].

In this work, homotopy is used as a dimension reduction technique. It has been
observed that homotopic feature of continuous functions may be used to map easily
large continuous spaces using only a small number of parameters. This feature is
exploited in the route generation model to design the shape of the horizontal route
(alternative horizontal route) that is matched with the vertical profile to produce a
3D route. Finally, 3D shapes are completed with the time dimension in order to
create trajectories.
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Fig. 1 Example of two
homotopic curves in R

2

3.3.1 Homotopy

In topology, two continuous functions are called homotopic if one can be “contin-
uously deformed” into the other. Such a deformation is called a homotopy between
the two functions, and the concept was first formulated by Poincaré around 1900
[6]. Formally, a homotopy between two continuous functions h0 and h1 from a
topological space X to a topological space Y is defined as a continuous function
H W X � Œ0; 1� 7! Y such that H .x; 0/ D h0 .x/ and H .x; 1/ D h1 .x/ for 8x 2 X
[19].

Dashed lines in Fig. 1 represent iso-contours of the homotopy H .x; ˛/ D ˛ �
h0 .x/ C .1 � ˛/ � h1 .x/ in R

2 computed as a convex combination of the reference
functions h0 .x/ and h1 .x/ for different values of the parameter ˛, 0 � ˛ � 1; ˛ 2 R.

The route generation model uses a homotopy H .x; ˛/ to map the space between
reference functions using a single real-valued number ˛. Consequently, the model
performance (resulting routes) is only influenced by the selection of the reference
functions. Selection is further constrained as the route geometry1 has a criti-
cal influence on the feasibility and performance of aircraft route tracking [26].
The list of reference function properties and selection process are presented in
[31].

3.3.2 Mathematical Formulation

Figure 2 shows a pair of symmetric2 reference functions h0 D h .x/ and h1 D
�h .x/. For a given x, two points on the reference functions are represented as
vectors in the Cartesian coordinate system by p1 D .x; h/ and p2 D .x;�h/, where
h D h .x/. Hence, a point p of homotopy, defined as a convex combination with

1Routes have to be continuously differential, non-singular, etc.
2Symmetric reference functions have been selected so that the direct route, that is taken as nominal
in this research, could be recovered.
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Fig. 2 Symmetric homotopy
with respect to reference
function h .x/

respect to the symmetric reference functions, is given by (3).

p D ˛ � p1 C .1 � ˛/ � p2
xp D ˛ � x C .1 � ˛/ � x D x

yp D ˛ � h C .1 � ˛/ � .�h/ D .2˛ � 1/ h

p D p .x; ˛/ D .x; .2˛ � 1/ h .x//

(3)

In the same manner, homotopy with respect to any symmetric reference functions
hk .x/ is given by pk

�
x; ˛k

�
in formula (3). Finally, multiple homotopy, based on the

reference functions hk .x/, k 2 f1; 2; : : : ; Mg, is computed by (4), as a weighted
arithmetic mean of corresponding homotopies. The weights

ˇ
ˇ˛k � 1

2

ˇ
ˇ represent an

absolute deviation of parameter ˛k from 1=2, which is considered “identity element”
because the resulting symmetric homotopy is the direct (nominal) route.

p D p
�
x; ˛1; ˛2; : : : ; ˛M

� D
 

x;
X

i

Qk � hk .x/
!

Qk D Qk
�
˛1; ˛2; : : : ; ˛M

� D 2
ˇ
ˇ˛k � 1

2

ˇ
ˇ � �˛k � 1

2

�

P
v

ˇ
ˇ˛v � 1

2

ˇ
ˇ

(4)

3.3.3 Alternative Route Design

Due to physical constraints on airports, it is assumed, in this research, that areas
around airports and TMA will remain controlled. Therefore, the horizontal route
shape is only modified in the en route segment. The route generation process is
summarized in Fig. 3 and explained in details in the following paragraphs.
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Fig. 3 Route generation model

In order to generalize the shape design process, making it independent of the
origin-destination pair, the domain of the homotopy function is set to Œ0; 1�, and it
takes a values in Œ�1; 1�, with the points .0; 0/ and .0; 1/ representing the start and
end points of the en route segment. This also unifies route shape manipulations, like
length calculation, trajectory profile extension, etc., for any possible flight. For a
given set of homotopies with respect to symmetric reference functions hk .x/ and set
of parameters ˛k that controls the homotopies, alternative horizontal route shape in
en route segment is computed using the model presented in Sect. 3.3.2. The process
is visualized in Fig. 3, Step 1. The horizontal route shape is decoded in Step 2
(Fig. 3) by scaling, rotation, and translation based on real coordinates of the start
and end point.

The length of the alternative horizontal route is always larger than the length
of the nominal direct route. Therefore, direct mapping between the given vertical
profile and the new horizontal route is not possible. A solution is either to re-
simulate the flight using the aircraft performance model, which is time consuming,
or to approximate the vertical and speed profiles to match the new route length. In
this work, the second approach is used, as it is shown in [5] that it is more efficient to
extend the vertical profile at the top of descent in the cruise phase of the flight. The
result is an acceptable approximation of the profile that respects optimal climb and
descent gradients as well as the speed profile. Step 2” in Fig. 3 explains a process
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of trajectory profile extension. Based on a horizontal route extension and an initial
trajectory state vector S, the trajectory profile is extended by adding flight segments
as many times as required to make the length of the new profile and the length of
the alternative horizontal route shape equal. The vectors gi:r for r D 0; 1; : : : ;m,
marked by a red line in the trajectory profile in Fig. 3, are copies of the original
vector gi, for i being the top of descent point of the initial profile. The final trajectory
is computed by matching samples of the new profile (vectors gr) with the new
horizontal position vectors p�

r for r D 0; 1; : : : ;m C n completed with time.

3.4 RTP Mathematical Formulation

The following section describes mathematical modeling of the RTP, identifying
decision variables, constraints, and objective functions, followed by mathematical
program.

3.4.1 Nomenclature

In the mathematical formulation, the following list of nomenclature is used:

F the set of flights f ;
Af the set of indices of alternative vertical profiles for flight f , f 2 F;
� the set of possible ground delays;
M the number of symmetrical homotopies;
afj binary decision variable; equals to 1 if the flight f is assigned the alternative

vertical profile j, and 0 otherwise, f 2 F, j 2 Af ;
ıf decision variable representing the (ground) delay of flight f , f 2 F;
˛kf decision variable controlling homotopy k for flight f , k 2 f1; 2; : : : ; Mg,

f 2 F;
tn:af nominal arrival time of flight f , f 2 F;
ta:af actual arrival time of flight f , f 2 F;
If1f2 flight interaction between flights f1 and f2, f1 2 F, f2 2 Fnf f1g;
cpfj initial cost of the alternative vertical profile j for flight f , f 2 F, j 2 Af , that

equals zero when a nominal vertical profile is used, c p
fj0

D 0;
cdf delay unit cost of flight f , f 2 F;
cg fuel price per kilo;
FBRfj fuel burn rate for flight f using the vertical profile j, f 2 F, j 2 Af in

[kg/min];
ci flight interaction unit cost;
Cp total cost of alternative vertical profile;
Cd total delay cost;
Cg total fuel cost;
Ci total flight interaction cost;
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3.4.2 Decision Variables

The triple
�
ıf ; af ; ˛f

�
represents a decision variable associated with each flight f

in order to separate them in the 4D space. To separate trajectories in temporal
space, a departure delay ıf 2 � is assigned, while spatial separation is maintained
by assignment of

�
af ; ˛f

�
for each flight in order to control their 3D routes. A

vertical profile af is selected from the set of alternative vertical profiles, allowing

change of cruising altitude. Vector ˛f D
�
˛1f ; ˛

2
f ; : : : ; ˛

M
f


controls the shape of

the horizontal route by controlling the homotopy Hf .

3.4.3 Constraints

In practice, flow control deals with a time interval divided into a finite number of
periods, rather than with a continuous time variable. Therefore, departure delay can
be treated as discrete by dividing the considered maximum allowed delay ımax into
v periods of equal length�t (v D ımax=�t). Then, the set of possible ground delays
is � D f0; �t; : : : ; .v � 1/�t; v�tg. An important feature of the homotopy route
generation model is that the shape and length of an alternative horizontal route are
bounded by the reference functions hk .x/, k 2 f1; 2; : : : ; Mg. The only restriction
is that the parameters controlling homotopies have to take a value between 0 and 1.
Finally, the choice of vertical profile is limited to a predefined finite set of possible
alternative profiles for each flight.

3.4.4 Objective Function

The RTP is formulated as an assignment of a vertical profile af , a vector of
parameters ˛f that controls homotopy Hf

�
˛f
�

and a delay ıf for each flight f , such
that the objective function consisting of the total additional costs to the network
user and the total flight interaction cost is minimized. The total flight interaction
is calculated as the sum of flight interactions between all pairs of flights, which,
multiplied by unit interaction cost, gives total flight interaction cost (Ci). Total
additional costs to network users, due to deviation from UPTs, are calculated as
the sum of:

• Total cost of alternative vertical profile (Cp) – due to additional fuel burn and
possible late arrival at destination. It is calculated as the sum of the initial cost
c p
fj , an input parameter associated with each alternative profile for all flights,

• Total delay cost (Cd) – due to late arrival at destination point. For each flight
f , it is calculated as the difference between actual and nominal arrival times,
where the nominal arrival time tn:af is an input parameter, while the actual time
ta:af is computed by the route generation model. Delay unit costs and aircraft
categorization are based on a study presented in [10],
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• Total fuel cost (Cg) – due to longer alternative horizontal route. For each flight
f , it is calculated based on the airborne delay and fuel burn rate FBRfj, an input
parameter that depends on the aircraft type of flight f and the cruising altitude of a
profile j. FBR data were extracted from EUROCONTROL’s Advanced Emission
Model (AEM) that are based on BADA (Base of Aircraft Data) datasets.

3.4.5 Mathematical Model

minimize
.ı;a;˛/

Cp

‚ …„ ƒX

f2F

X

j2Af

c p
fj � afj C

Cd

‚ …„ ƒX

f2F
cdf � �ta:af � tn:af

�

C
Cg

‚ …„ ƒ

cg �
X

f2F

	�
ta:af � tn:af

� � ıf

 �
X

j2Af

FBRfj � afj

C
Ci

‚ …„ ƒ

ci �
X

f12F

X

f22Fnf f1g
If1f2

(5)

subject to constraints:

X

j2Af

afj D 1; 8f 2 F (6)

ıf 2 �; 8f 2 F (7)

0 � ˛kf � 1; 8k 2 f1; 2; : : : ; Mg ; 8f 2 F (8)

afj 2 f0; 1g ; 8j 2 Af ; 8f 2 F (9)

˛kf 2 R; 8k 2 f1; 2; : : : ; Mg ; 8f 2 F (10)

The first sum (Cp) in the objective function (5) represents the total initial cost due
to the alternative vertical profiles. The second sum (Cd) is the total delay cost due to
late arrivals at destinations. The third sum is the total cost of additional fuel burned
due to longer routes. Finally, the last sum represents the total flight interaction cost.

Constraints (6) ensure that each flight can only be assigned to one vertical
profile from the set of alternative vertical profiles. Constraints (7) stipulate that
every flight delay takes a value from a given set of possible ground delays. Finally,
constraints (8) indicate that the parameters controlling homotopies take a value
between 0 and 1. Equations (9, 10) represent decision variable domain constraints.
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4 Results and Discussion

The RTP problem, presented in the previous section, is known to be an NP-hard
problem. In addition, this optimization problem is non-separable as the objective
function is not separable, i.e., it cannot be expressed as the sum of the functions
of the individual decision variables due to the links induced by flight interactions.
Moreover the objective function is evaluated by simulation – black box evaluation.
To solve real instances of problems involving high combinatories in a huge state
space, one must rely to stochastic methods of optimization. Due to size of memory
required for defining a point in the state space, simulated annealing (SA), local
search metaheuristic, has been selected to address this problem based on the fact
that it requires less memory than other techniques. More details on the size and
complexity of the problem can be found in [31].

The RTP model together with an SA implementation is applied to a large-scale
real-life example to test its capabilities against conventional conflict-free models.

4.1 Experimental Setup

This subsection describes the design of the experiment, traffic sample with two
scenario settings.

4.1.1 Traffic Sample

The traffic data we consider includes traffic in the French metropolitan airspace
on August 17, 2008, that consists of 8,845 flights. To make the problem size
manageable, but still realistic, a 3-hour period (9:00–12:00) from the morning
peak is selected. Finally, the traffic sample includes 1,755 flights, of which 50%
are overflights, about 10% are domestic flights, and about 40% are international
flights, having either departure or arrival at French airports. Flights are operated by
50 different aircraft types, which furthermore confirms the high heterogeneity of
demand.

4.1.2 Traffic Data Source and Format

The system entry times (departure time or time at which flight enters airspace)
and the system entry and exit points (airport or airborne fix) are extracted from
real traffic data obtained from the French civil aviation system for flight plan
processing, real-time radar data tracking and visualization – CAUTRA. Then, flights
are simulated in the ENAC traffic simulator (CATS) [2] using direct flight routes.
Resulting nominal trajectories with system exit times are then recorded. As CATS
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is a discrete model, the final flight data were provided as a sequence of route points
sampled every 15 s. Each point contains the 4D position, the velocity, and the aircraft
intention. Two successive points define a flight segment as a direct portion of flight.

4.1.3 Solution Space

Each flight is simulated using five different cruising altitudes, a nominal altitude and
two lower and two higher cruising altitudes, maintaining an optimal vertical profile.
At the end, each flight is assigned with five vertical profiles corresponding to these
flight levels.

The shape of the alternative horizontal route is computed using the route
generation model based on three reference functions, as explained in Fig. 3, Step
1, and three real parameters ˛k with values between 0 and 1.

The maximum ground delay is set to 30 min.

4.1.4 Scenario Settings

In this work, two main scenarios are defined and tested. First is the base scenario,
aiming to find a robust solution as a balance between interactions and additional
flight costs, as defined in Sect. 3. The second scenario aims at finding a conflict-free
solution not taking into account solution robustness. The second, supplementary
scenario, is designed in order to evaluate the results of the base scenario.

For both scenarios, the same interaction, delay, and fuel unit costs are used, with
difference in TS�, that bounds flight interaction. Interaction is bound to 3 min in the
base scenario, while it is set to zero for conflict-free scenario, meaning that it is
sufficient for a flight to be separated in space or in time.

4.2 Experimental Results

Scenarios are tested on an Intel Pentium Dual-Core 2.9 GHz PC with 4 GB of RAM.

4.2.1 Base Scenario

When robustness is taken into account, the number of conflicting points of the
initial flight plan (nominal trajectories) is 310,814. It includes flight interactions of
different magnitude resulting in 92.66 million euros of total initial interaction cost,
as an initial value of the objective function. This cost penalizes flight interactions
existing in the initial flight plan and is not related to the real airspace user costs.

In the search for the best robust solution, the optimization algorithm is able
to reduce the value of the objective function to 0.19 million euros. The algorithm
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intended to find the best possible balance between interaction and operating costs;
hence, there remains interactions located near Paris TMA (marked in red in Fig. 4a).
This is, however, a very challenging task. The best solution is obtained in 20 h
of CPU time, while the solution with objective value in the range of 10% of the
objective value of the best-known solution is found in less than 500 SA steps, in 13 h.
For the sake of comparison, the variant of the problem excluding flight operating
costs from the objective function yields a robust solution in 1 h on average.

To find a robust solution, as expected, many flights are modified: 87% of all
flights. The majority of flights are assigned an alternative horizontal route, while
less than 30% are delayed or assigned to a non-nominal cruising altitude. The main
numerical results are summarized in Table 1.

Required trajectory modifications result in an increase in operating cost of
108 euros per flight on average. However, the operating cost increase is not

Fig. 4 Resulting solution trajectories: (a) Robust scenario. (b) Conflict-free scenario

Table 1 Experimental
results

Conflict-free Base

Modified flights 45% 87%
Horizontal route 40% 85%

Ground delay 15% 30%

Vertical profile 2% 23%

Total route extension 0.3% 0.8%
Avg. per extended flight 0.6%

Total en route delay 250 min 781 min

Total ground delay 342min 2743min
Maximum ground delay 22 min 27 min

Avg. per delayed flight 1.4 min 5 min

Avg. flight level change 1.2 fl 1.3 fl
Total additional operating costs 29,984e 192,417e
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evenly distributed across airspace users. In addition to the average value, as a first
approximation of the solution quality, it is reported that 90% of flights have an
increase in operating costs lower than 300 euros. Maximum cost increase recorded is
1,288 euros. Although it is expected that costs of system-optimal solution is shared
among airspace users [18], the authors are aware of the equity issue that has to be
taken into account in further research. Nevertheless, this is a very promising result
considering that no additional disruptions should be experienced due to the obtained
solution’s increased robustness.

4.2.2 Conflict-Free Scenario

Considering only the conflicts, the general problem is then relaxed, and a solution
to the problem is easier to find. The initial number of conflicting points between
nominal flight trajectories is 18,268, resulting in total initial cost of 18.27 million
euros.

The algorithm is able to find a conflict-free solution (Fig. 4b), and the best
solution found has value of the objective function equal to 29,984 euros. The
solution is obtained in 16 h of CPU time, while the solution with the objective value
in the range of 10% of the objective value of the best-known solution is found in less
than 200 SA steps in 7 h. For the sake of comparison with other existing conflict-free
trajectory planning models, the variant of the problem excluding flight operating
costs from the objective function may be solved in less than 30 s.

In the solution found, more than half of the trajectories are not modified, and once
again a horizontal route modification is mostly used to solve potential conflicts. Due
to alternative trajectories, operating cost increased by 17 euros per flight, on average,
with 90% of flights having costs increase lower than 50 euros.

4.3 Solution Robustness Testing

To test solution robustness, conflict-free (non-robust) and robust (base) scenario
solutions are imposed to additional flight delays, and effects of these disruptions
are measured by comparing congestion problems they produce to the system. The
magnitude of the congestion problem is measured by the number of newly generated
conflicts.

Several scenarios are defined varying in disruption level, as shown in Table 2,
depending on the number of affected flights. The delay of affected flights is fixed to
1.5 min for all test scenarios. It is shown that larger delay does not necessarily lead
to larger disruption and that disruption level is more influenced by the number of
delayed flights. Furthermore, intensive computational experiments revealed that the
resulting congestion problem is very sensitive to which specific flights are chosen
(by the algorithm) to be delayed. As a consequence, multiple scenario repetitions
are performed for each test.
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Table 2 Robustness test
scenario settings Scenario

Number of
affected flights Delay

1 20 1.5 min

2 50 1.5 min

3 100 1.5 min

4 500 1.5 min

5 (chaos) 1000 1.5 min

Fig. 5 Mean, trend of the mean, and 95% confidence interval of the number of newly generated
conflicts

The effect of flight plan disruptions on the number of newly generated conflicts
is illustrated in Fig. 5. The disruption level is represented by the number of delayed
flights. The figure shows the mean value of the number of conflicts for five
robustness test scenarios (Table 2), 95% confidence interval on the mean, and the
interpolation of the mean number of conflicts. It clearly demonstrates that robust
trajectories are less affected by disruptions and therefore cause fewer congestion
problems. Interpolation reveals polynomial trend between the number of delayed
flights and the number of conflicts for conflict-free scenario, while their correlation
is almost linear for robust scenario. Moreover, the size of confidence interval
increases with the disruption increase for the conflict-free scenario indicating it
is less stable than robust scenario whose confidence interval is not changed with
disruption level. Finally, it is shown, during the line of this research, that it is easier
to solve congestion problems of robust trajectories at the tactical level, compared to
the one of (non-robust) conflict-free trajectories.
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5 Conclusions

This work investigates the potential of robust trajectory planning at the strategic
and pre-tactical levels as a means to alleviate the en route congestion in airspace. It
introduces a novel approach for route shape generation based on homotopic feature
of continuous functions. This approach is capable of generating a large number of
routes of different shape with a reasonable number of decision variables.

Application of the proposed optimization model and algorithm is illustrated in
a real-life example. Results show that the model is able to solve real instances of
the problem, within reasonable computation (computation time corresponds to the
intended use of the model).

Further, the results indicate that, under certain conditions, solution robustness
could be considerably increased at the relative small expense of the solution cost,
providing a good alternative to the solutions developed by existing conflict-free
trajectory planning models.

Introduction of operating costs into the objective function significantly increases
the problem complexity, as, due to the rugged shape of the objective function,
slow exploration of the search space is inevitable. This influences computation
time that should be further improved in order to address larger problem instances.
Furthermore, a feature of the homotopy route generation model, the fact that the
horizontal route is controlled by real-valued parameters, could be more exploited
in future research using field congestion metrics. It is foreseen that in such a case,
it would be possible to represent congestion metrics as an explicit function of such
parameters that controls each homotopy, instead of the indirect computation of the
objective function as we did in this paper throughout the simulation.
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Numerical Investigation on Flight Trajectory
Optimization Methods

Akinori Harada

Abstract This paper evaluates the usability of two direct optimization methods:
the Piecewise Linear Approximation Dynamic Programming method and the
gradient-based method for a practical trajectory optimization problem based on the
trajectory-based operation concept. As a practical application, the longitudinal fuel
minimal trajectory of a passenger aircraft is continuously designed for all flight
phases. The computational features of each method are investigated in terms of
computational time, convergence to a realistic solution, and applicability for the
practical model. The two kinds of optimal trajectories show a great agreement
indicating that an optimal solution close to a global optimum could be obtained
by the gradient-based method. The results have demonstrated that gradient-based
methods have a potential to provide an optimal solution close to a global optimum
with a reasonable computational time. The gradient-based method is expected to
be utilized for designing a practically preferable reference trajectory toward the
realization of more efficient operations in the air traffic management system.

Keywords ATM • Optimal control • Trajectory optimization • Dynamic pro-
gramming • Gradient-based method
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Nomenclature

C Constraints, coefficient
D Drag
F Constraint vector
f Function vector
g Gravity acceleration
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H Hamiltonian, altitude
J Objective function
k Induced drag coefficient
L Lagrangian, lift
M Mach number
m Dimension of the control input, mass of aircraft
n Dimension of the state variable, number of elements
T Thrust
ıT Thrust lever position
t Time
u Control input
V True airspeed
X Downrange
x State variable
y Output variable
Z Optimization variable vector
� Flight-path climb angle
� Cross range angle
� Longitude
	 Fuel flow

 Downrange angle
� Air density
� Latitude, objective function at terminal
 Constraint function at terminal, flight-path heading angle

Subscripts

0 , f Initial, final
D0 Parasite drag
i , j Element numbers for vector and matrix
k Time stage number
L Lower
max Maximum
min Minimum
MO Maximum operating
opt Optimal
s Shooting
U Upper
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Superscripts

ı Optimal
* Stationary point

1 Introduction

Over the past decades, world air traffic has been growing by the global increase
of population and improvement of economic standard. Recently, air traffic is
growing continuously and is anticipated to be doubled within the next fifteen
years. Rising fuel consumption and emissions and the flight safety deterioration
caused by the increasing air traffic are urgent issues. More efficient operations
have become possible by the current highly developed CNS/ATM technologies.
Under the NextGen program in the United States and SESAR in Europe, many
research projects are implemented to realize a promising ATM system. In Japan,
Collaborative Actions for Renovation of Air Traffic System (CARATS) has been
conducted by the government as a roadmap for developing Japanese future air
transportation system. One of the significant plans for the future ATM system is an
innovative change from existing airspace-based operations to the trajectory-based
operations (TBO) which deal with the flight path from departure to arrival as one
continuous trajectory on the unified airspace. The TBO is foreseen to become a key
component to realize more efficient operations on the way toward the ideal ATM
system. Although flight trajectory optimization is an essential technique for the
realization of TBO, few research have been carried out for developing optimization
tools which can provide practically preferable reference trajectories for all flight
phases.

As a practical trajectory optimization method, Dynamic Programming (DP)
has been mainly used to evaluate the potential benefits of CARATS [1–7]. DP
has many powerful advantages such as global optimality, no iterations for the
convergence, and easiness for handling inequality constraints. The well-known
disadvantage, however, the so-called curse of dimensionality, still remains a difficult
challenge even with the high-processing capacity of recent computers. In the opti-
mal control field, gradient-based algorithms available in generalized optimization
tools have been widely applied as a versatile optimization method. This method
has capabilities for solving high-dimensional problems such as multiple aircraft
trajectory optimizations also considering conflicts [8]. This paper designs fuel-
efficient optimal trajectories for all flight phases as a practical and significant
application in considering realization of TBO by both DP and the gradient-based
method. The base of aircraft data (BADA) family 3 is applied as the performance
model. An accuracy evaluation with flight data obtained from aircraft on-board
system has shown that the error of BADA model is at a reasonable level for
designing a realistic optimal trajectory [9].
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The main purpose of this paper is to evaluate the usefulness of each method for
the trajectory optimization task by revealing their merits in terms of convergence to
a realistic solution, computational time and applicability for the practical model.

This paper consists of three parts. The general optimal control problem is stated
in Chap. 2. The basic algorithms of Piecewise Linear Approximation Dynamic
Programming (PLA-DP) method and the gradient-based method are introduced
with an emphasis on promising features in Chap. 3. In Chap. 4, the fuel minimal
trajectories are designed by the two methods, and finally, those trajectories are
evaluated with regard to the computational features to investigate those methods’
usability in practical trajectory optimization tasks.

2 Statement of Optimal Control Problem

The general optimal control problem (OCP) for continuous-time systems can be
described as determining the optimal control histories

(1)

and the corresponding optimal trajectories

(2)

which minimize the objective function

J D
Z tf

t0

L .x.t/;u.t/; t/dt C �
�
x
�
tf
�
; tf
�

(3)

subject to the state equation

Px D f .x;u/ (4)

and the equality and inequality constraints

Ceq .x.t/;u.t/; t/ D 0 (5)

Cineq .x.t/;u.t/; t/ � 0 (6)

as well as the initial and final boundary conditions.

 0 .x .t0/ ;u .t0/ ; t0/ D 0 (7)

 f
�
x
�
tf
�
;u
�
tf
�
; tf
� D 0 (8)
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Additionally, the output variable vector is obtained.

y.t/ D Cx.t/ (9)

3 Flight Trajectory Optimization Methods

Techniques for solving optimal control problems can be classified roughly into
either a direct method or an indirect method. As an indirect method, the calculus
of variations where Euler-Lagrange differential equations are solved as a two-
point boundary-value problem has been established by early studies. In the indirect
method, the range of applications is restricted due to the following difficulties as
Betts mentions in reference [10].

Difficulties in an Indirect Method

1. The knowledge of optimal control theory and special skills are required to com-
pute the quantities that appear in defining adjoint equations, control equations,
and transversality equations.

2. It is extremely difficult to make an a priori estimate of the constrained-arc
sequence if the problem description includes path inequalities.

3. The user must guess values for the adjoint variables which are not physical
quantities. The numerical solution of the adjoint equations can be ill conditioned
and sensitive. The solution inevitably causes a lack of robustness.

These difficulties prevent an indirect method from being extensively used in
practice. Meanwhile, a direct method, in which a finite number of parameters
indicate the trajectory and are solved as a parameter optimization problem, has
become increasingly used, thanks to the improvements in the processing capability
and memory capacity of recent computers. A direct method does not need any com-
plicated formulation even if the problem includes multiple inequality constraints.
Once the optimal control problem is defined appropriately, the calculation can
be performed easily using a variety of numerical optimization libraries available
in several programming languages. This section introduces two methods, the
Piecewise Linear Approximation Dynamic Programming (PLA-DP) method and
the gradient-based method as the promising approaches in a direct method. How
to apply these methods to a general trajectory optimization problem is explained
with the fundamental concepts.

3.1 PLA-DP Method

Dynamic Programming (DP), firstly proposed by Richard E. Bellman in the 1950s
[11], is an optimization theory based on the Hamilton-Jacobi-Bellman (HJB)
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first-order nonlinear partial differential equation denoted by Eq. (10) [12].

�@Jopt
@t

D min
u
H

�

x;
@Jopt
@x

;u; t
�

(10)

DP describes the system by finite quantized grid points and solves the combi-
natorial optimization problem and, thereby, is classified as a direct method. DP has
many fascinating advantages over other methods.

Advantages in DP

1. Global optimality
DP defines a grid in the search space of the state variables and finds

the optimal solution based on the HJB optimality conditions. Therefore, the
algorithm assures the global optimum, not a local optimum that satisfies only
the necessary conditions.

2. Predictable computational time
The computational process for DP is decisive and does not contain any

iterative calculations for convergence. Hence, the computational time may be
estimated in advance because it depends only on the number of grid points and
the number of state variables in the state space.

3. Easiness in handling inequality constraints
Inequality constraints may easily be included for the state variables them-

selves and their functions. Rather, inequality constraints are suitable for limiting
the search space. Inequality constraints on control inputs can be also imple-
mented easily.

4. Simplicity for coding
The discrete form of the HJB optimality condition makes the programming

code for this method comparatively simple and easy to be understood.
In contrast, DP has the following three major disadvantages which generally limit

its practical usage in engineering applications.

Disadvantages in DP

1. Curse of dimensionality [13, 14]
Computational time and memory usage increase explosively with the number

of state variables and the number of divisions.
2. Menace of the expanding grid [15]

If the number of control inputs m is the same as the number of state variables
n, DP calculation may be easily performed. In case of m< n, the solution cannot
be derived in the state transition calculation between two quantized grid points.

3. Quantization error
The state and the control inputs need to be quantized using a predefined grid.

The states may not take any continuous value but only values from the predefined
set.
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The Moving Search Space Dynamic Programming (MS-DP) which was proposed
by Miyazawa [16] has the capability to alleviate the first disadvantage and has
discovered a potential to enable a real-time trajectory optimization.

To relieve the second disadvantage, two relaxation methods, the least-error grid
point selection (LGS) method and the augmented control variable (ACV) method,
were proposed maintaining the combinatorial optimization concept in the previous
literature [17, 18]. Another approach based on the interpolation concept was devised
by Lapidus and Luus [19] and Matsuda [20] and completed as PLA-DP method [20,
21]. The algorithm of PLA-DP is briefly introduced using a simple control system
denoted by Eqs. (11, 12, 13).

(11)

x.t/ D
�
x1.t/
x2.t/

�

(12)

u.t/ 2 u1.t/ (13)

The duration t 2 [t0, tf ] is discretized into nt C 1 time points.

tk D t0 C �
tf � t0

�
.k � 1/ =nt; k D 1; 2; � � �; nt C 1 (14)

nt: Number of time fractions in the duration
Each state variable is quantized into ni (iD 1, 2). The j th value of xi is written

as:

xi. j/ D xi;min C .xi;max � xi;min/ .j � 1/ =ni;

j D 1; 2; � � �; ni C 1; xi;min � xi.j/ � xi;max

(15)

The optimality condition for this system arises from the Principle of Optimality
[11] denoted by Eq. (16).

Joptk .x1 .j1/ ; x2 .j2/ ; tk/ D min
u1

h
Lt C JoptkC1

�
x1
�
j’1

; x2; tkC1

i
(16)

If the control input is set by zero-order hold over the transition between the kth
stage and kC 1th stage, the feasible transition point from the grid point at the kth
stage does not hit on any grid points at the kC 1th stage. The feasible transition
points may be determined analytically on a blue line as illustrated in Fig. 1.

The optimum return function (ORF) value at the kC 1th stage, JoptkC1
which is

necessary to execute the optimization calculation presented by Eq. (16) recursively,
is derived by the following process.

Approximation of the ORF Value

1. The ORF value is already stored on all the grid points at the kC 1th stage by the
former calculation.
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Fig. 1 Approximation of the
ORF Value

2. The feasible points PkC1
h
x1
�
j’1


; x2; tkC1

i
at the kC 1th stage are obtained

analytically for all grid point values of x1
�
j’1


.

3. The ORF value at the point PkC 1 is calculated by linear interpolation using two
neighboring grid points along the x2 axis. The following equation explains the

interpolation for the two grid points x2
�
j’2


andx2

�
j’2 C 1


:

JoptkC1

�
x1
�
j’1


; x2; tkC1


D JoptkC1

�
x1
�
j’1


; x2

�
j’2


; tkC1



C
h
JoptkC1

�
x1
�
j’1


; x2

�
j’2 C 1


; tkC1


� JoptkC1

�
x1
�
j’1


; x2

�
j’2


; tkC1

i
�

h
x2 � x2

�
j’2

i
=
h
x2
�
j’2 C 1


� x2

�
j’2

i
(17)

This interpolation for two grid points is illustrated by the orange arrows in Fig. 1.

4. The fraction of the objective function Lt denoted in Eq. (16) is calculated
between Pk and the feasible points PkC 1. This value is added to the interpolated

ORF value JoptkC1

�
x1
�
j’1


; x2; tkC1


stored at PkC 1.

5. The optimal path that minimizes LtCJoptkC1

�
x1
�
j’1


; x2; tkC1


is selected from

all n1 C 1 feasible paths. The optimal path destination index j’1 which is a grid
point number of x1(t) at the kC 1th stage is determined.

6. The procedures from (2) to (5) are executed for all grid points of the kth stage.
The ORF value is stored for each stage recursively. The optimization calculation
terminates if the ORF value at the initial point is obtained.

After the ORF value at the initial point has been derived, another process called
approximation of optimal path selection information is applied to connect the
feasible optimal points. The detailed process is described in the references [20,
21]. In these references, the evaluation results for a simple LQR design problem
have indicated that PLA-DP method has a potential enough to provide an accurate
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solution, by comparing the two ORF values from the PLA-DP solution and the exact
solution.

3.2 Gradient-Based Method

Direct optimization methods find a stationary point Z� by changing the optimization
variable vector Z such that the objective function J .Z/ is minimized. Consequently,
the optimization process for unconstrained problems constructs the sequence below
[10].

J .Z1/ > J .Z2/ > � � � > J
�
Z�� (18)

The gradient-based method uses a numerical gradient of both objective function
and constraint vector to determine a search direction.

At first, a numerical integration scheme is introduced. The gradient-based
method often adopts a multiple shooting method to avoid the serious dependency
of the final states on the initial states and controls which frequently occurs in the
single shooting method. The simulation of the system dynamics is executed from
the intermediate states called multiple shooting nodes in each integration segment as
depicted in Fig. 2. This multiple integration scheme enables to stabilize the optimal
control problem even if it involves a complicated dynamic model. The definition of
the discretization parameters is listed below.

nxs : Number of multiple shooting segments
nt , seg: Number of time fractions in one shooting segment, which corresponds to

nt=nxsThe system Eq. (11) is integrated using a fourth-order Runge-Kutta scheme

Fig. 2 Multiple shooting
method
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within each segment. The (kC 1)th state vector is given by Eq. (19).

xkC1 D xk C .k1 C 2k2 C 2k3 C k4/ =6 (19)

k1 D f .xk; ukC1; tk/ �t (20)

k2 D f .xk C k1=2;ukC1; tk Ct=2/ �t (21)

k3 D f .xk C k2=2;ukC1; tk Ct=2/ �t (22)

k4 D f .xk C k3;ukC1; tk Ct/ �t (23)

As long as the multiple shooting method is used, the final states of the former
segment don’t coincide with the first states of the latter segment as illustrated in
Fig. 2. This discontinuities, called defects, are included in the constraint vector as
defect constraints Cxs . The (iC 1)th defect constraint

Cxs .i C 1/ D x
�
nt;seg � i C 1

�� xs .i C 1/ ; i D 1; 2; � � � ; nxs (24)

should be zero if the optimal solution could be obtained.
To obtain the optimized control input vector and state variable vector at the

multiple shooting nodes under the defect and path constraints, the optimization
variable vectorZ and constraint vector F are defined, respectively.

Zi D 	
tf ; xs.i/; u

�
nt;seg .i � 1/C 1

�
; � � � ;u �nt;seg � i� ; � � � ;u .nt C 1/�T (25)

Fi D ŒJ; x
�
nt;seg .i � 1/C 1

�
; y
�
nt;seg .i � 1/C 1

�
; � � � ;

x
�
nt;seg � i� ; y �nt;seg � i� ;Cxs .i C 1/ ; � � � ; x .nt C 1/ ; y .nt C 1/�T

(26)

Note that i D 1; 2; � � �; nxs .
The F vector consists of the objective function value, state variable vector, output

variable vector, and defect constraint vector. This F vector is bounded by the lower
boundary FL and upper boundary FU to satisfy the inequality constraints on states
and outputs.

FL � F � FU
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Zero vectors are assigned to eliminate the defects and to satisfy the final boundary
condition. The size of Z and F is expressed by the discretization parameters.

nZ D nxnxs C nu .nt C 1/C 1 (27)

nF D nxnxs C �
nx C ny

�
.nt C 1/C 1 (28)

First-Order Necessary Condition
The objective function gradient with regard to the optimization variable Z should be
zero except for the first element.

@J

@Z
D
�
@J

@tf
; 0; 0; � � � ; 0

�

(29)

The constraint vector gradient G is described by the Jacobian as stated in Eq. (30).
In the optimization process, when a variable at a discretized time point is perturbed,
only the nearby constraints are affected; therefore, the derivatives of many of the
constraints with respect to the variables are zero, i.e., G normally forms a large and
mostly sparse matrix.

G D @F
@Z

D

2

6
6
6
6
4

@J
@tf

0 � � � 0
@F.2/
@tf

@F.2/
@Z.2/ � � � @F.2/

@Z.nZ/
:::

:::
: : :

:::
@F.nF/

@tf
@F.nF/

@Z.2/ � � � @F.nF/

@Z.nZ/

3

7
7
7
7
5

(30)

4 Optimal Trajectory Design for Passenger Aircraft

The numerical characteristics of each method are evaluated through designing a
passenger aircraft’s fuel minimal optimal trajectory as an application example.
Due to the limitation of computational time and memory in DP, a longitudinal
optimal trajectory is designed by focusing only on aerodynamics and propulsion
performance. The wind effect can be considered easily in both methods; anyhow,
it’s not included in the kinematic model in this paper.

4.1 Objective Function

The objective function is defined as fuel consumption from climb to descent,
which is given as the time integral of fuel flow. Although flight time is another
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important concern, only fuel consumption is considered in the example. If the time is
selected as the independent variable, where the time-based optimal control problem
is formed, the objective function is defined with the terminal-free condition.

J D
Z tf

t0

	.t/dt C �
�
x
�
tf
�
; tf
�

(31)

4.2 Equations of Kinematics and Dynamics

The motion of an aircraft is generally described by the six degrees of freedom
(6DOF) equations of motion, although in trajectory optimization problems, an
aircraft is often approximated as a point mass because the time scale of rotational
motion is sufficiently shorter than that of translational motion. Therefore, the motion
of an aircraft may be described with the three degrees of freedom (3DOF) equations
using the point mass approximation.

d�

dt
D 1

.R0 C H/ cos�
V cos � sin (32)

d�

dt
D 1

R0 C H
V cos � cos (33)

m
dV

dt
D T � D � mg sin � (34)

mV
d�

dt
D L � mg cos� (35)

dH

dt
D V sin � (36)

dmfuel

dt
D 	 (37)

A basic aerodynamic model is used here with a quadratic drag polar.

L D 1

2
�V2SCL (38)

D D 1

2
�V2SCD (39)

CD D CD0 C kC2L (40)
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Fig. 3 Definition of
downrange angle and cross
range angle

The required quantities such as air density, temperature, and sound velocity are
obtained by the International Standard Atmosphere (ISA) model.

As illustrated in Fig. 3, the polar coordinates are transformed from latitude and
longitude (�, �) to downrange and cross range angle (
, �) which correspond to a
great-circle course and lateral deviation. This coordinate transformation changes
Eqs. (32) and (33) into the following equation:

.R0 C H/
d


dt
D dX

dt
D V cos � (41)

4.3 Trajectory Optimization

PLA-DP Method Application
The number of state variables can be reduced by setting the downrange X as the
independent variable. The objective function is redefined with the terminal-fixed
condition by substituting fraction of time which is obtained from Eq. (41) into Eq.
(31).

J D
Z Xf

X0

	

V cos �
dX (42)

The state variable and control input vectors are:

x D ŒV; �;H�T

u D ŒT;CL�
T:
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The OCP in PLA-DP method is defined as minimizing the objective function (31),
which leads to the following optimality condition:

Joptk .V .j1k/ ; � .j2k/ ;H .j3k/ ;X.k//

D min
CL;T

�Z XkC1

Xk

	

V cos �
dX C JoptkC1

�
V
�
j1kC1

�
; �
�
j2kC1

�
;H;X .k C 1/

�
� (43)

The following conditions should be considered:
Independent variable interval

– Downrange: X0 �X �Xf

Equality constraints

– State equation: dx=dX D g .x;u/

Inequality constraints on state variables

– Velocity: Vmin �V �Vmax

– Mach number: M(V) �MMO

– Path climb angle: �min � � � �max

– Altitude: Hmin �H �Hmax

Inequality constraints on control input

– Thrust: T � Tmax

Boundary conditions on state variables

– Initial conditions: V(t0) DV0,� (t0) D free,H(t0) DH0

– Final conditions: V(tf ) DVf ,� (tf ) D � f ,H(tf ) DHf

In the transition calculation between the quantized grid points, which corresponds
to the integration of system equation, the state variable value is represented by
the average of two grid point values, and the small change of the state variable
is approximated by finite differentiation.

VD 	
V .j1k/ CV

�
j1kC1

�

=2; � D 	

� .j2k/ C �
�
j2kC1

�

=2 H D ŒH .j3k/ CH� =2

V D V
�
j1kC1

� � V .j1k / ; � D �
�
j2kC1

� � � .j2k/ ; H D H � H .j3k /

The control input value is approximated to be piecewise constant by a zero-order
hold.

Tı D T.X/;X 2 ŒXk;XkC1� ; CL
ı D CL.X/;X 2 ŒXk;XkC1�
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These assumptions lead to the control inputs in the transition, which are used to
calculate the ORF value.

Tı D D
�
V;H

�C mg sin � C mV cos �
V

X
(44)

CL
ı D L

�
V; �

�

�
�
H
�
V
2
S=2

(45)

Although velocity and flight-path climb angle are controlled directly by the two
control inputs, altitude cannot be controlled directly. Thus, the feasible solution
is distributed on the V � � surface, and the feasible altitude is consequently not
assigned on the quantized grid points. This typical “menace of the expanding grid”
can be resolved by linear interpolation denoted in Eq. (17), which is a core concept
of PLA-DP method. The feasible altitude points are derived analytically by one of
the state Eq. (46) which is given by Eqs. (36) and (41).

H D H .j3k /CX tan � (46)

The state variables and independent variable are quantized at even interval to set an
equidistant calculation grid.

Gradient-Based Method Application
The same optimal control problem is solved by using the same independent variable,
downrange. The downrange is divided equally intonX C 1 points.

Xk D X0 C �
Xf � X0

�
.k � 1/ =nX; k D 1; 2; � � �; nX C 1 (47)

nX: Number of downrange steps.
The optimization vector and constraint vector are written down with state and

control inputs.

Z D 	
X .nX C 1/ ;Vs.1/; �s.1/;Hs.1/; ıT.1/;CL.1/; � � � ;
ıT
�
nX;seg

�
;CL

�
nX;seg

�
; � � � ; ıT .nX C 1/ ;CL .nX C 1/


T
(48)

F D 	
mfuel .nX C 1/ ;V.1/; �.1/;H.1/; nz.1/; � � � ;V

�
nX;seg

�
; �
�
nX;seg

�
;

H
�
nX;seg

�
; nz

�
nX;seg

�
;

V
�
nX;seg C 1

� � Vs.2/; �
�
nX;seg C 1

�� �s.2/;H
�
nX;seg C 1

�� Hs.2/;

� � � ;V .nX C 1/ ; � .nX C 1/ ;H .nX C 1/ ; nz .nX C 1/

T

(49)

Two vectors Z and F are used to calculate the numerical gradient G by finite
differentiation in the trajectory optimization tool. This gradient is provided to
the NLP optimizer Interior Point OPTimizer (IPOPT) [22] to compute the search
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direction so as to satisfy the first-order necessary condition denoted by Eq. (29).
The optimization tool used here has been developed in MATLAB and is based
on a student course given at the Institute of Flight System Dynamics, Technische
Universität München. It uses a MATLAB-executable (mex) file using MATLAB
Coder for fast computation.

4.4 Aircraft Performance Model

The performance of aircraft is calculated by the BADA (Base of Aircraft Data)
model version 3.11, which is developed and maintained by the European Organi-
zation for the Safety of Air Navigation (EUROCONTROL) [23]. BADA includes
parametric models for multiple aircraft, such as an aerodynamic model CD0 and
k, maximum thrust model, and fuel flow model, which are used for performance
calculation. The operational limitations of each aircraft, such as its maximum
operating Mach number (MMO) and maximum operating altitude (HMO), are
also provided. The fuel flow calculated by the BADA model has been evaluated
with reference to an airliner’s on-board flight data, indicating that the model is
sufficiently accurate for trajectory optimization calculations. The colored contour
in Fig. 4 shows specific range (SR), which presents the flight range per unit mass
of fuel consumption, calculated with the BADA model and the standard weight
of a passenger aircraft operated in Japanese domestic airspace. The maximum
SR,147[m/kg], is achieved by the maximum Mach number (M D 0.84) and maxi-
mum operating altitude (H D 43, 100[ft]) at the corner of the flight envelope.

Fig. 4 Specific range (SR
[m/kg]) in the flight envelop
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4.5 Numerical Results

The fuel minimal optimal trajectory is designed by PLA-DP method and gradient-
based method. The calculation conditions for the independent variable, state
variables, inequality constraints, and boundary conditions are listed in Table 1.
The downrange interval is set assuming the distance between Tokyo International
Airport and Fukuoka International Airport in Japan. The final path climb angle of
-3 [deg] is assigned to intercept a glideslope continuously.

The optimal trajectories gained by the PLA-DP method and the gradient-based
method are shown in Figs. 5, 6, 7, 8, 9, 10, 11, and 12, where the circle marker
represents the multiple shooting nodes used in gradient-based method. The two
kinds of trajectory indicate an extremely good agreement. The difference of fuel
consumption and flight time is about 1[%] as shown in Table 2.

From a perspective of flight dynamics, the characteristics of each flight phase
are stated succinctly. The aircraft climbs by the maximum thrust which depends on
altitude with increasing the velocity rapidly. This maximum thrust determines the
optimal velocity and flight-path climb angle such that the rate of climb is maximized

Table 1 Calculation conditions

Downrange interval [m] X0 D 0 Xf D 866.3 � 103
XDP D 28.88 � 103,
XGradient D 2.89 � 103

Velocity [m/s] Vmin D 140 Vmax D 260 V D 2
Path climb angle [deg] �min D � 5 �max D 5 � D 0.2
Altitude [m] Hmin D 3 , 000 Hmax D 13 , 000 H D 100
Downrange [m] Xmin DX0 Xmax DXf

Mach number MMO D 0.84
Initial condition V0 DVmin �0 D free H0 DHmin X0 DXmin

Final condition Vf DVmin � f D � 3[deg] Hf DHmin Xf DXmax

Fig. 5 Altitude
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Fig. 6 Velocity

Fig. 7 Flight-path climb
angle

to get an optimal cruise point in a short amount of time. Once the aircraft gets the
optimal cruise point, it reduces the throttle lever position to 84.2 [%] with the fuel
flow of 1.68 [kg/s] and continues to fly with maintaining the maximum specific
range value till a top of descent point is reached. In the descent phase, the typical
optimal glide is realized with the minimum thrust setting. The achieved maximum
lift to drag ratio, 17.4, agrees with the analytical value given by Eq. (50).

�
L

D

�

max
D 1

2
p
KCD0

D 17:4286 (50)

In the actual operation, an additional term with a parameter called cost index is
often included in the objective function to evaluate the flight time [1–7]. If the cost
index is set so as to increase the flight time, the aircraft starts to descend earlier to
ensure a longer descent phase. In the opposite case, the top of descent point moves to
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Fig. 8 Mach number

Fig. 9 Thrust

behind. The total fuel consumption surely increases for both cases, and the feasible
solution is distributed on a Pareto front. This fact is confirmed by several analysis
results with Dynamic Programming in the previous literature [2]. It is also possible
to consider the flight time assigning a cost index in gradient-based method.

An oscillation is observed in the optimal trajectory of flight-path angle derived
by PLA-DP method as can be seen in Fig. 7. This oscillation inevitably arises by
calculating the objective function value using a mean value between two grid points;
however, two measures can be taken to eliminate the unfavorable oscillation. One is
improving the integration accuracy by dividing the transition into two or more parts,
and the other is minimizing the total amount of path angle change by adding a term
such as integral of squared path angle rate into the objective function.

The computational time is shown in Fig. 13 with bar graph. The specification of
the used machine is listed below.
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Fig. 10 Fuel flow

Fig. 11 Lift coefficient

Machine Specification

– OS: Windows 8.1 (64-bit)
– CPU: Intel Core i7-4510U@2.00GHz
– RAM: 8.0 GB

The computational time taken by Dynamic Programming method was 4505
seconds; on the other hand, it was 359 seconds in the gradient-based optimization.
Both numbers hold for the implementation used here, of course, and may not be
transferred to another problem or implementation. The computational time spent
on gradient-based calculation depends heavily not only on the complexity of the
problem such as the number of inequality constraints or boundary conditions but
on the implementation of the code. Therefore, it is possible to get much shorter
computational time; anyway, this short amount of time is worth a special remark as
a reasonable one for a practical usage.
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Fig. 12 Lift to drag ratio

Table 2 Numerical comparison

PLA-DP (a)
Gradient-based
method (b)

Relative difference
((b)�(a))/(a)

Fuel consumption [kg] 6534.1 6447.1 �0.0133
Flight time [s] 4055.4 4039.1 �0.0040

Fig. 13 Computational time
for each method

Regarding the applicability of the optimization methods including a practical
model, a complicated model and tabular data can be easily applied in Dynamic
Programming method. On the other hand, in gradient-based method, a model should
be described with a continuous function, and a tabular data must be arranged so as to
construct a smooth surface. These continuous models and smoothed data encourage
gradient-based method to produce a smooth optimal trajectory; nevertheless, the
modeling process should be implemented not to detract the characteristics of the
original model and data.
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5 Conclusion

This paper has evaluated the usability of two direct methods for solving optimal
control problems, PLA-DP method and gradient-based method, on a practical trajec-
tory optimization problem toward the realization of more efficient operations in the
ATM system. The computational features for each method have been investigated
in terms of convergence to a realistic solution, computational time, and applicability
for the practical model. As a practical application within the scope of TBO concept,
fuel minimal longitudinal trajectory has been designed with a realistic performance
model for all flight phases. The results indicate that the optimal trajectories obtained
by each method show a great agreement, i.e., an optimal solution close to a global
optimum could be gained by gradient-based method in this case. The other findings
are collected below.

Advantages in PLA-DP Method

1. The computational time is predictable since the total amount of calculation is
decisive.

2. A complicated model can be easily applied.

Advantages in Gradient-Based Method

1. A fast computation is possible even if a precise integration scheme is used.
2. A smooth optimal trajectory can be obtained by the numerical integration

scheme.

Dynamic Programming has been successfully used as one trajectory optimization
analysis method to evaluate the potential benefits of CARATS, where the fuel con-
sumption and flight time are compared between two kinds of values on the optimal
trajectory and on the real trajectory reconstructed from secondary surveillance radar
data or airliner’s flight data. Nevertheless, the aircraft dynamics could not be consid-
ered explicitly because the allowable number of optimization variable was restricted
by the three major hindrances. On the other hand, the gradient-based method has
capability to deal with the longitudinal and lateral/directional motion, and the results
show that it is possible to design a longitudinal optimal trajectory using a realistic
performance model within 359 seconds. This great advantage of the method might
encourage generating an optimal guidance law within a reasonable time on board,
whereby the aircraft will be able to fly on an optimal trajectory more precisely.

The gradient-based method is expected to be utilized as a promising trajectory
optimization method for designing a practically preferable reference trajectory
toward the realization of more efficient operation in the ATM system.
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Abstract The enhancement of air traffic management (ATM) system performance
by management of aircraft trajectories, commonly referred to as 4D trajectory-
based operations (TBO), is one of the key technologies in the Japan Civil Aviation
Bureau’s “Collaborative Actions for Renovation of Air Traffic Systems (CARATS)”
plan. The release of “CARATS Open Data,” aircraft track data for all scheduled
commercial instrument rule flights in Japan’s en route airspace, has enabled the
understanding of performance in present flight operations on a broad scale and
assesses the potency of possible benefits toward a futuristic ATM system. This
paper focuses on potential benefits in a 4D TBO system through operational
performance on existing flight operations based on trajectory optimization. A
trajectory optimization model developed by the authors is used to investigate the
potential benefits by exerting the maximum performance of the aircraft in respect to
highly regulated restrictions used in current flight procedures. Quantitative results
show that weather conditions have a significant impact on conventional operational
performance. Optimized results denote that substantial benefits could be obtained
by more relaxed flight planning which vary according to arrival time assignment
and weather conditions.
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1 Introduction

The enhancement of air traffic management (ATM) system performance by man-
agement of aircraft trajectories, commonly referred to as 4D trajectory-based
operations (TBO) concept, is one of the key technologies in the Japan Civil Aviation
Bureau (JCAB)’s “Collaborative Actions for Renovation of Air Traffic Systems
(CARATS)” research plan [1]. To enable wider participation of research bodies,
industries, and universities in research to support the CARATS project, JCAB has
initiated a program to release the so-called CARATS Open Data (henceforth referred
to as open data) since February 2015, a series of aircraft track data for all scheduled
commercial instrument flight rule flights in Japan’s en route airspace derived from
air route surveillance radars (ARSR) [2]. ENRI’s role in this program is to provide
data processing services to the JCAB and act as a collaborator between JCAB and
data users in promoting research and development projects based on the open data.
In parallel, with the objective of contributing toward the CARATS program, ENRI
has begun a 4-year project aimed at clarifying the concept of TBO. The study aims
to derive a future “full 4D TBO” operation environment for Japanese airspace by
evaluating simulation-based benefit clarification, potential issue identification, and
solution recommendations [3], targeting the anticipated national air traffic volume in
year 2030. Development of a trajectory optimizer with the collaboration of Kyushu
University is one of the main objectives of this study with a projected stage to extend
the scope by upgrading the optimizer to generate optimal conflict-free trajectories
for a future ATM system. The distribution of open data provides an excellent
platform for the authors’ research project to investigate various aspects of benefits
in 4D TBO operations while reviewing the degree of performance in conventional
ATC operations.

The significance of quantitative evaluations based on big data analyses is to
understand the performance of present flight operations on a broad scale and assess
the potency of possible benefits toward a future ATM system. Bourgois et al.
provide a statistical perspective on the significance of big data distribution toward
enhancing R&D projects in the aviation industry [4]. Dobruszkes also emphasizes
the importance of data availability to create awareness on transport geography [5].
Research studies focused on major airports to understand the performance trend and
find solutions to improve its operational efficiency are abundant in the United States
and Europe [6–9]. On the contrary, benefit assessments concentrating on specific
airports and/or specific flight phases are conducted by authors and in related studies
[10–12], but a quantitative evaluation on potential benefits considering the entire
system is a new approach to review the performance assessment in a comprehensive
scale. The necessity to explicitly express the potential benefits of a 4D TBO system
in targeting the objectives of CARATS and promotion of the CARATS Open Data
program has motivated the authors to implement this research.

This paper focuses on potential benefits of a 4D TBO system from the view-
point of trajectory optimization based on the performance of conventional flight
operations. Flight parameters are estimated for several major aircraft types utilized
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in domestic operations, by applying meteorological data provided by the Japan
Meteorological Agency (JMA) and aircraft performance data from the Base of
Aircraft Data (BADA) aircraft performance model of Eurocontrol to time histories
of aircraft position acquired from open data. The noise included in the open data
due to errors from tracking system, data resolution, data integration, etc. is reduced
by a smoothing technique, and the validation of the process is reviewed through an
analytical data comparison. A trajectory optimization model proposed in authors’
previous studies [13, 14] is used to generate fuel-optimal trajectories to address the
performance assessment of conventional procedures and emphasize suggestions to
improve critical areas in the current system in terms of efficiency. Optimized results
are investigated with/without arrival time assignment to understand the variations
in achieved benefits due to the trade-off between fuel consumption and flight
time/flight range and meteorological conditions.

The structure of this paper consists of an introduction on the characteristics of
the open data in section “CARATS open data”, an introduction on the utilized
models in this research in section “Utilized models”, explanation of scenario on
problem setting in section “Research scenario”, analysis on operational performance
analysis in section “Operational performance”, and potential benefit assessment in
section “Potential benefit assessment” and concludes with conclusions in section
“Conclusion”.

2 CARATS Open Data

The distributed data includes time histories of 3D position data of about 150,000
flights with virtual call signs assigned at the initial stage of data processing. Table 1
shows the properties of the open data. A typical scenario of daily flight operations
in Japan is illustrated in Fig. 1, in which the color distinction resembles the flight
altitude. Areas margined by blue-dotted lines resemble the four area control center
(ACC) coverage areas from north to south, composed of Sapporo ACC, Tokyo ACC,
Fukuoka ACC, and Naha ACC. The Kanto area (mainly around Haneda and Tokyo
international airports) is the most highly congested airspace in Japan. Generally, the
distance and heading for each aircraft are tracked by ARSR at a 10-s interval within

Table 1 Properties of open data

Parameter Dimensions/characteristics

Flight time hh:mm:ss/Japan standard time (JST)
Flight number Virtual number allocated during data processing
Latitude deg
Longitude deg
Altitude ft/pressure altitude
Type ICAO designator code
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Fig. 1 Daily flight operations in Japanese airspace

each of its coverage area. Then, a radar data processing (RDP) system converts
the raw data to latitude and longitude values by using a coordinate transformation
process and displays aircrafts’ movement on the air traffic control panels enabling
the air traffic controllers to man the air traffic. These data are further processed for
the open data distribution at ENRI. A detailed review on the data distribution, char-
acteristics, and its promotion in the field of ATM research can be found in Ref. [15].

3 Utilized Models

The following models are applied to review the operational performance and
benefit estimation with respect to above-described open data. Information regarding
airways, waypoints, aerodromes, etc. is provided by the Japan Aeronautical Infor-
mation Service Center (AIS Japan) [16].

3.1 Meteorological Model

Meteorological data is acquired from the global spectral model (GSM) numerical
weather prediction (NWP) data for the Japan region distributed by the JMA [17].
A linear interpolation along the time axis and a weighted interpolation along the
aircraft’s 3D position are used on physical elements to extract weather data at the
time stamp of each flight data point in the analysis of operational performance. In
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case of trajectory optimization, weather data of which the initial prediction time is
closest to the departure time of the corresponding flight is used with the assumption
that weather conditions do not change significantly during the entire flight period.
This assumption is plausible because the weather prediction data update has a 6-h
time window, which is considerably large compared to even the longest domestic
flight, which is just above 2 h.

3.2 Aircraft Performance Model

The BADA aircraft performance model data (ver. 3.11) developed and maintained
by Eurocontrol is utilized to address the subjected aircrafts’ performance [18].
Reference mass provided in the BADA model is applied in the study, as the open
data does not include data on aircraft mass. Also, operational constraints defined in
the BADA model are utilized in the trajectory optimization model to obtain plausible
optimal trajectories.

3.3 Trajectory Optimization Model

The authors have developed a trajectory optimization model to review the potential
benefits of 4D TBO such as fuel consumption and flight time by enabling the pilot
to exert the maximum performance of the aircraft on a 4D trajectory platform. The
detailed explanation of the model is mentioned in previous studies, while this section
provides a brief introduction for the reader’s feasibility.

3.3.1 Equations of Motion

Point mass equations are defined for the aircraft’s 3D translational motion as shown
in Eqs. (1, 2, 3, 4).

d�

dt
D 1

.R0 C H/ cos�
.VTAS cos �a sin a C Wx/ (1)

d�

dt
D 1

R0 C H

�
VTAS cos �a cos a C Wy

�
(2)

dH

dt
D VTAS sin �a (3)

m
dVk

dt
cos .�a � �/ cos . a �  / D T � D � mg sin �a (4)
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� Latitude g Gravitational acceleration
� Longitude m Aircraft mass
H Altitude Vk Inertial speed
VTAS True airspeed T Engine thrust
� Flight path angle D Aerodynamic drag
 Azimuth angle Subscripts
R0 Earth radius a Respect to air flow
t Time x Zonal component
W Wind y Meridional component

The cosine component of the inertial speed vector is added to Eq. (4) in
order to consider its effect on the aircraft’s motion along the direction of thrust
vector, which is parallel to the true speed vector. The 3D position and speed
of the aircraft are considered as the state variables. These are discretized, and
the dynamic programming (DP) method is applied to generate the fuel optimal
trajectories.

3.3.2 Application of DP Method

The state space grid is discretized, and the optimal trajectory is calculated by finding
the optimal segment of each transition within the grid as shown in Eq. (5). The
performance index to be minimized is defined in Eq. (6). The cost index (CI), which
directly corresponds to the trade-off between fuel consumption and flight time [19],
is used through conversion of dimensions to redefine the performance index for
feasibility as given in Eqs. (7) and (8). Figure 2 illustrates the application of DP

Fig. 2 Application of DP
method
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method:
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 Along-track angle 	 Weighting parameter
V Calibrated airspeed � Cross-track angle
FF Fuel flow J Performance index
Ctime Time cost Cfuel Fuel cost
Subscripts
h , i , j Arbitrary waypoints along state

variable axes
k Arbitrary waypoint along

independent variable axis
0 Initial f Final
opt Optimal

The weighting parameter enables various settings of the optimizer to generate
trajectories optimized only for fuel or trajectories optimized for fuel with flight time
constraints. This capability is used to evaluate the characteristics of the aircraft
performance in conventional procedures and investigate the impact of 4D TBO
operations in a future ATM system. The next section provides a detailed explanation
of the scenario of this study.

4 Research Scenario

This section reviews the analysis flow of the research study including the data
preparations for the performance analysis. The analysis is based on one third of
daily domestic flights operated in the Japanese airspace by three main aircraft types.
Furthermore, two arbitrary days are selected, each from summer and winter seasons
to review the effect of weather conditions on the operational performance. In the
analysis, aircraft A is a twin-engine, narrow body, short to medium range jet aircraft;
aircraft B is a twin-engine, wide body, medium to long-range jet aircraft; and aircraft
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C is a twin-engine, wide body, long-range jet aircraft. The number of aircraft used
in the study and its main characteristics are shown in Tables 2 and 3.

4.1 Analysis Flow

Figure 3 visualizes the analysis flow in four steps:

• Step 1: Air data estimation
The 3D position and time of each flight are extracted, and air data such as

true airspeed, calibrate airspeed, and Mach number are estimated by using JMA
weather data.

Table 2 Number of aircraft
used in the analysis

Aircraft type 2012/05 2013/01

A 445 486
B 289 273
C 169 153
Total 903 912

Table 3 Physical characteristics of subjected aircraft

Physical property
Aircraft type
A B C

Aircraft mass [ton] 65.3 154.5 208.7
Wing area [m2] 124.65 283.35 427.82
Maximum operating speed [kt] 290 310 310
Maximum operating Mach number 0.78 0.80 0.84
Stall speed (for reference mass) [kt] 149 167 149

Fig. 3 Analysis flow
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• Step 2: Estimation of performance parameters
Estimated air data are utilized with BADA data to estimate each flight’s

performance such as fuel flow, thrust, and lift-to-drag ratio.
• Step 3: Trajectory optimization

The required initial and terminal boundary conditions are extracted from each
flight to generate fuel optimal trajectories with given CI values by using identical
weather data and BADA data used in step 1.

• Step 4: Estimation of potential benefits
Estimated performance parameters from step 2 and optimal performance

parameters from step 3 are compared to investigate the impact of 4D TBO
application in the performance assessment.

4.2 Data Preparation

Usually, track data includes noise due to data integration methods used according
to different geographical locations of radar data sites [15]. Therefore, a smoothing
technique is used to process the open data before estimating the performance
parameters. A smoothing algorithm proposed by Bach et al. [20] to treat raw radar
data is used here to remove odd data points and interpolate uneven data recordings
followed by a zero-phase finite impulse filter. To understand the validity of this
combination, a series of flight data logged in a commercial GPS receiver, mentioned
in Ref. [13], is used to compare the performance parameter estimation by assuming
the position data recorded in the GPS receiver are highly precise.

Figures 4a, 4b, 4c and 4d illustrates the results of an example for compared
performance parameters, namely, true track angle, engine thrust, fuel flow, and fuel

Fig. 4a Comparison of performance parameters. True track angle



122 N.K. Wickramasinghe et al.

Fig. 4b Comparison of performance parameters. Engine thrust

Fig. 4c Comparison of performance parameters. Fuel flow

consumption, with respect to flight time. Red line derives the results from GPS data,
and blue line derives results from the smoothed open data. Results show that per-
formance parameters from both sources are very much similar. This proves that the
utilized smoothing process in this study provides data with considerable accuracy.
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Fig. 4d Comparison of performance parameters. Fuel consumption

5 Operational Performance

The first part of the analytical results is explained here, mainly focusing on
the performance of conventional ATC operations. Figures 5a, 5b, 6a and 6b
resemble correlation characteristics between flight consumption and flight time and
fuel consumption and flight time, respectively. To implement an impartial cost
performance comparison, fuel consumption is normalized by the reference mass
of each respective aircraft type provided in the BADA model. Solid lines denote
the least-squares fittings (LSF) for each data series, and the black dotted line (y D
0.00001x) is given for reference.

Results show that the cost performance is inversely proportional to the scale of
the aircraft. Also, the correlation between fuel consumption and flight time shows
a stronger linearity than the correlation between fuel consumption and flight range.
Pearson’s correlation coefficients are calculated for each data series, and Table 4
provides the numerical values. Dispersions appear to be larger in (b) subplots
compared to (a) subplot in both figures. This correlation shows that, furthermore,
the dispersion is significantly larger in Fig. 6b compared to other plots, which
has caused the lowest correlation coefficients compared to the performance in
summer season. This is considered due to the existence of strong jet stream wind
conditions over the Japanese airspace during the winter season. Depending on
whether the aircraft is experiencing tailwinds or headwinds, fuel consumption shows
significantly different values for similar flight range. Evaluated results derive that
conventional domestic operations are not optimized for wind conditions and result in
significant dispersions in the operational performance. The latter part of the analysis
is introduced in the next section, where the performance assessment is reviewed on
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Fig. 5a Correlation characteristics between normalized fuel consumption and flight time. 2012/05
(summer season)

Fig. 5b Correlation characteristics between normalized fuel consumption and flight time. 2013/01
(winter season)

the assumption that the pilot is capable of performing ideal fuel-optimal flights by
exerting the maximum performance of the aircraft with/without constraints on the
flight time.
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Fig. 6a Correlation characteristics between normalized fuel consumption and flight range.
2012/05 (summer season)

Fig. 6b Correlation characteristics between normalized fuel consumption and flight range.
2013/01 (winter season)

Table 4 Evaluations of operational performance and correlation coefficient

Pearson’s correlation coefficient
2012/05 (summer season) 2013/01 (winter season)

Correlation Type A Type B Type C Type A Type B Type C
Fuel consumption vs. flight time 0.9927 0.9950 0.9977 0.9723 0.9863 0.9930
Fuel consumption vs. flight range 0.9687 0.9748 0.9792 0.7629 0.8058 0.8135
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6 Potential Benefit Assessment

A two-approach method is used to discuss the potential benefits obtained through
the application of 4D TBO concept. First, the fuel-optimal trajectories are generated
without any penalty on the arrival time at the assigned destination. This method
provides the maximum amount of potential benefits through 4D TBO compared to
the conventional system. Previous studies show that this causes variations in flight
time compared to the actual flight time of the corresponding flight. In the second
approach, a CI value is assigned to the optimizer as a constraint on the arrival
time. In other means, depending on the flight time difference between optimal and
actual flights, a negative or positive penalty on the flight time is allocated to the
performance index as the following:

• Optimal flight time – actual flight time < 0
! penalty on flight time < 0 (increases flight time)

• Optimal flight time – actual flight time > 0
! penalty on flight time > 0 (decreases flight time)

This enables to simulate fuel-optimal flight trajectories under conventional flight
time constraints and possible time extending assignments in a future ATM system.
Obtained results are used to discuss the deviation of potential benefits from the
results obtained in the first approach.

Quantitative results for fuel-optimal trajectories without arrival time assignment
are illustrated in Figs. 7a, 7b, 8a and 8b, and the numerical statistics are given in
Table 5.

Fig. 7a Fuel consumption difference vs. flight time difference (without arrival time assignment).
2012/05 (summer season)
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Fig. 7b Fuel consumption difference vs. flight time difference (without arrival time assignment).
2013/01 (winter season)

Fig. 8a Flight range difference vs. flight time difference (without arrival time assignment).
2012/05 (summer season)

Figures 7a and 7b denote the fuel consumption difference, and Figs. 8a and 8b
denote the flight range difference for the subjected days in May 2012 and January
2013, respectively. All figures are plotted with respect to flight time difference.



128 N.K. Wickramasinghe et al.

Fig. 8b Flight range difference vs. flight time difference (without arrival time assignment).
2013/01 (winter season)

Table 5 Potential benefits for optimal trajectories without arrival time assignment (average)

Fuel consumption
difference [kg] Flight range difference [NM] Flight time difference [s]
Type A Type B Type C Type A Type B Type C Type A Type B Type C

2012/05 �388 �756 �866 �11:5 �13:5 �10:7 236 �6 108

2013/01 �443 �922 �1167 �5:6 �8:4 �3:6 209 �25 40

These values are evaluated by subtracting the performance parameter of each actual
flight from the corresponding performance parameter of optimal flight.

Results show that the trajectory optimizer is enabled to reduce the fuel consump-
tion in both cases. Furthermore, by comparing the numerical values provided in
Table 5, it is understood that the reduction of fuel consumption for January 2013 is
greater than May 2012. This is achieved by trading off with exceeding flight time
and shortening flight range compared to actual flights. Comparing the statistics,
flight range and flight time differences between the two subjected days show
contrary characteristics. It is considered that this phenomenon occurs mainly due
to the influence of weather conditions. Fuel consumption reduction shows a linear
trend with flight time trade-off for May 2012 compared to the largely dispersed
results in case of January 2013. Also, compared to results in May 2012, there
are more flight cases in January 2013 which show positive flight range difference
against actual flights. This is because optimal trajectories in January 2013 show
a greater tendency to use detours that ensure maximum effect of wind conditions
compared to the selection of great circle route by most of the optimal trajectories in
May 2012.
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Fig. 9a Fuel consumption difference vs. arrival time (color bar: flight time difference). 2012/05
(summer season)

Fig. 9b Fuel consumption difference vs. arrival time (color bar: flight time difference). 2013/01
(winter season)

The fuel consumption reduction is plotted with respect to arrival time of the
actual flight in Figs. 9a and 9b. The color distribution of each plot indicates the
corresponding flight time difference. Results are plotted as Type A in triangular
markers, Type B in square markers, and Type C in circular markers. Results in
both cases reveal that fuel reduction does not have any propensity with the rush
hour time periods. In Fig. 9b, significant fuel reduction is obtained throughout the
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subjected time period. This denotes that traffic congestion during rush hour is not
the sole cause of less efficient operations. This leads to a consideration that air
traffic handling methods used in conventional operations are also highly possible
causes in such aspect. Hence, these results emphasize that user-prioritized time-
based operations would have a significant impact on a future ATM system upon the
conventional airspace-based operational system.

The second approach is considered in the following analysis. According to
commercial pilots, CI is usually set to 80 in the flight management computer (FMC)
for Type C aircraft. This corresponds to aD 1 in the defined performance index.
Hence, for Type A and B aircraft, penalty values are allocated as a ratio of Type
C aircraft mass. Evaluated values are given in Table 6. Typically, FMS are set
with positive value for CI, and flight operations with extended flight time than the
original flight plan are performed by speed adjustment and thrust setting followed
by vectoring procedures at the terminal area. Negative CIs in Table 6 indicate the
expression of flight time extension in a 4D TBO-based ATM system.

Potential benefits are compared between optimized trajectories with free arrival
time and with assigned arrival times. Figures 10a, 10b, 11a and 11b illustrate the
comparisons of potential benefits between fuel consumption and flight time and

Table 6 Cost index setting
for flight time constraint
application

Cost index (penalty on flight time)
Positive Negative

Type A 25 (0.3) �25 (0.3)
Type B 60 (0.7) �60 (�0.7)
Type C 80 (1.0) �80 (�1.0)

Fig. 10a Potential benefits comparison between fuel consumption and flight time. 2012/05
(summer season)
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Fig. 10b Potential benefits comparison between fuel consumption and flight time. 2013/01
(winter season)

Fig. 11a Potential benefit comparison between flight range and flight time. 2012/05 (summer
season)

flight range and flight time, respectively. Statistical expressions are given in Table
7. Table 8 shows the number of aircraft that is allocated to CI setting introduced in
Table 6.

The blue color markers resemble the potential benefits from optimal trajectories
with free arrival time, and red color markers resemble the potential benefits from
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Fig. 11b Potential benefit comparison between flight range and flight time. 2013/01 (winter
season)

Table 7 Potential benefits for optimal trajectories with arrival time assignment (average)

Fuel consumption
difference [kg] Flight range difference [NM] Flight time difference [s]
Type A Type B Type C Type A Type B Type C Type A Type B Type C

2012/05 �366 �678 �597 �16:1 �14:6 �10:6 21 18 154
2013/01 �388 �820 �872 �5:4 �7:3 �1:8 203 53 245

Table 8 Number of aircraft allocated for arrival time assignment

2012/05 2013/01

Type A Type B Type C Type A Type B Type C
Negative CI 72 135 45 173 154 72
Positive CI 375 155 124 313 119 81

optimal trajectories with assigned arrival time. Results in Figs. 10a and 10b reveal
that the reduction of fuel consumption is decreased due to arrival time assignment. A
part of the results in assigned arrival time scenario shows a significant extension of
flight time in Figs. 10a and 10b. These are the optimized results for Type C aircraft
with CI at �80. Hence, it is understood that CI setting for flight time extension
causes a large penalty on the performance index. In other means, results emphasize
that flight time extension can be achieved with a fraction of adjustment in CI setting
without inflicting a significant negative impact on obtained benefits.

Results also indicate that, in order to comply with this constraint, optimal
trajectories are generated with the trade-off of flight time and flight range. Authors’
previous studies show that optimal trajectories tend to adjust its top of descent
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(TOD) setting and descent speed in order to comply with the applied constraints.
Also, it is understood that optimal trajectories without arrival time assignment
perform a long descent phase with low-speed selection to maximize the fuel
reduction, which extends the flight time. Hence, the variations in potential benefits
in Figs. 10a, 10b, 11a and 11b indicate that optimal trajectories can compensate
various constraints in the system by adjusting speed selection and TOD setting rather
than following vectoring procedures in conventional operations. As a result, the
ability to consider weather conditions in generating optimal paths, ability to exert the
maximum performance possible from the aircraft, and ability to implement a user-
prioritized system have enabled the achievement of expected benefits considering
the entire operational system. These results strengthen the fact that 4D TBO has
a significant impact on achieving an efficient ATM system in the future and
could be a potential solution to meet the ever-increasing demands in the aviation
industry.

7 Conclusion

This research study is focused on the performance assessment of 4D TBO based
on a series of radar track data, publicly distributed under the CARATS Open Data
program by the Japan Civil Aviation Bureau. A trajectory optimization method
developed by the authors is applied to generate fuel-optimal trajectories with and
without arrival time assignment to distinguish potential benefits that can be obtained
by providing the pilot to perform efficient flight missions through the exertion of
maximum performance of the aircraft. Three aircraft types operated in domestic
flight operations are subjected to two different seasonal conditions, and trade-
off between the performance parameters of fuel consumption, flight time, and
flight range is discussed. Quantitative results show that weather conditions have
a significant impact on potential benefit estimation. Optimal trajectories without
time assignment tend to reduce fuel consumption by trading off with exceeding
flight time and exceeding/shortening flight range according to weather conditions.
The arrival time assignment reduces the overall fuel consumption reduction in both
subjected days but address conventional operational restrictions while providing
fuel savings. Quantitative results emphasize the fact that 4D TBO has a significant
impact achieving a more efficient ATM system while meeting the increasing
demands in the aviation industry.

The study is expected to enhance its scope by broadening the inclusion of
other operational constraints, such as airspace restrictions and operational costs
besides fuel and time costs, in the optimizer to understand the behavior of optimal
trajectories and variations in potential benefits. Also, critical areas are to be declared
in achieving such a system [21], and solutions are to be reviewed to obtain more
realistic results and contribute toward the implementation of 4D TBO.
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Future Arrival Management Collaborating
with Trajectory-Based Operations
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Abstract The International Civil Aviation Organization (ICAO) has created a long-
term plan for a harmonized global future air traffic management (ATM) system to be
achieved by the year 2030. A key element of this plan is four-dimensional trajectory-
based operations (4D TBO), where aircraft fly along optimal trajectories defined
in space and time and agreed to between the aircraft and air traffic controllers
and operators. One issue is how to minimize the uncertainty of predicted arrival
time, which increases in proportion to flight distance from the destination airport.
To clarify and help resolve this issue, this study investigates design principles
and algorithms for a novel ground advisory system which smoothes arrival air
traffic by providing coverage for both en route and terminal airspaces. Defined
as “Extended Arrival MANager (E-AMAN),” operational concepts to be used to
collaborate with 4D TBO are proposed in this paper. Information sharing, air-
ground harmonization, and the design of human-system interactions are discussed
as three main technologies for supporting efficient arrival operations in the future.
Furthermore, future arrival scheduling should not only follow the current first-come
first-served (FCFS) protocol but should also consider performance-based operations
(PBO) targeting the mixed equipage situation in a future ATM environment. This
paper presents a future vision of 4D TBO-based arrival management and clarifies
policies for developing technologies to support the ATM system of 2030.
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1 Introduction

ICAO draws a future vision of air traffic management (ATM) as moving from
current airspace-based operations to trajectory-based operations (TBO), which
manage all aircraft trajectories from departure to arrival [1]. The ultimate realization
of TBO is called full four-dimensional TBO (full 4D TBO), in which aircraft
fly to the maximum possible extent on user-preferred trajectories defined by time
(airspeed), latitude, longitude, and altitude. If Full 4D TBO is applied to all air
traffic, all aircraft will be able to arrive at their destination on time while minimizing
operational costs. The infrastructure, procedures, and regulations to enable the 4D
TBO concept are planned to be realized around the year 2030. However, there are
several technical issues to overcome before introducing the 4D TBO in the future
ATM environment.

One question to clarify is how to minimize the impact of uncertainties in
flight, which increases prediction errors of aircraft arrival time in proportion to
flight distance from the destination airport. Uncertainty in flight can arise from
weather changes, human factors in operation (e.g., pilot and air traffic controller
(ATCo)), and difference in airborne equipage including flight management system
(FMS) functions and performance. A variety of airborne equipages will lead to the
ATM system having to accommodate aircraft with a range of performance-based
operation (PBO) capabilities in the year 2030. Not only the conventional first-
come first-served (FCFS) protocol but also the best-equipped best-served (BEBS)
protocol will be required for fair arrival sequencing in the future PBO. To help
resolve this issue, this study investigates design principles and algorithms for a
novel ground advisory system defined as “Extended Arrival MANager (E-AMAN)”
which provides coverage for both en route and terminal airspaces. This paper
presents a future vision and operational concept of the E-AMAN to collaborate
with 4D TBO targeting the projected arrival air traffic within the next two decades.
Information sharing, air-ground harmonization, and the design of human-system
interactions are clarified as three key technologies in this paper to support future
arrival management.

This paper is organized as follows. Section 2 summarizes concepts and preceding
studies of the 4D TBO and ground advisory system for arrival management. Section
3 presents a future vision of designing the 4D TBO-based E-AMAN. Operational
concepts are proposed to harmonize future arrival management with 4D TBO.
Section 4 provides a policy for developing technologies which realize the proposed
E-AMAN operational concepts. All required information for arrival operations
should be transferred to the ground-based E-AMAN. These information sets should
be shared among air-ground systems and be structuralized for their efficient use in
a distributed computing platform. Technologies to support future 4D TBO-based
arrival management are summarized in this section. Section 5 concludes this paper
and discusses our future works.
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2 4D TBO and Ground Advisory System for Arrival
Management

2.1 4D TBO

4D TBO is an operations concept which manages all aircraft 4D trajectories (4DTs)
defined in space and time from departure to arrival. The 4DTs planned to be flown
by an aircraft are negotiated and agreed to between the pilot, ATCos, and airline
operators. The details and uncertainty of planned trajectory information depend on
the planning of or updating of the time scale. In time scales from days in advance of
the departure to in-flight operation, the 4DTs are progressively refined and updated
to balance demands with capacity under negotiations between all stakeholders,
based on the so-called collaborative decision-making (CDM). 4DT information is
shared between all involved stakeholders via a data interchange network known as
System Wide Information Management (SWIM). Information related to each flight
including planned trajectory information, aircraft type, and capabilities information
is bundled as a “flight object” in the SWIM system and is accessible by stakeholders
in real time. During flight, each aircraft’s future 4DTs are estimated by its on-
board FMS and by ground-based systems independently. Since these “airborne” and
“ground” estimated trajectories are computed with different algorithms from differ-
ent data with different qualities, discrepancies between the two will arise. In order to
synchronize airborne and ground trajectories, the ground system will receive copies
of aircraft’s FMS computed 4DT via datalink. While ground systems can compute
estimated trajectories for different weather scenarios and possible routes, the aircraft
FMS generally only computes the trajectory on the programmed flight path.

In the authors’ other works at ENRI, the benefits of introducing full 4D TBO
are being assessed targeting predicted Japanese air traffic flows in the year 2030
[2]. For designing 4DT while avoiding congestion in Japanese airspace, an index of
airspace complexity is being developed to support efficient trajectory management
[3]. A method of trajectory optimization is also being developed to design operator-
preferred 4DTs that take forecast winds into account and achieve a given trade-
off between fuel efficiency and flight time to meet flight schedules with minimum
operational cost [4, 5]. Figure 1 shows an example of optimized 4DT routes arriving
at the Tokyo International Airport.

4D TBO-based energy-saving arrivals have also been studied by the authors [6–
8]. One of the concepts for realizing energy-saving arrivals is Continuous Descent
Operation (CDO) [9], in which aircraft descends continuously from cruise to the
airport (i.e., without intermediate level offs) at near-idle thrust. Since unpredictable
individual aircraft trajectories during CDO leads ATCo to increase separations for
safety reasons, CDO is currently only applicable to low-density air traffic. In order
to apply CDO to high-density traffic by improving trajectory predictability, the
authors have proposed to apply a “fixed-flight-path angle (FPA) descent” concept
in which arrival aircraft continuously descend to the assigned runway following
the fixed vertical path angles as shown in Fig. 2. The operational feasibility of FPA
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Fig. 1 An example of optimized 4DT for arriving at the Tokyo International Airport

Fig. 2 Concepts of the FPA descent. In this example, four merging points are set at FL200, FL250,
FL300, and FL350: arrivals which cruise above FL360 merge to the FPA descent path at FL350,
above FL310 below FL360 merge at FL300, above FL260 below FL310 merge at FL250, and
above FL210 below FL260 merge at FL200. FPA descent does not specify the position/altitude of
the top of descent (TOD) of arrival aircraft. Due to the TOD altitude, the FPA descent provides
options of the altitude where the arriving aircraft start their continuous descent. The values of FPA
should be selected in order to minimize fuel consumption
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Fig. 3 B777-200 full flight simulator

descents was evaluated using an airline’s B777–200 full flight simulator as shown in
Fig. 3. Flight deck Interval Management (FIM), which is one of the applications
of the Aircraft Surveillance Applications System (ASAS), was applied to control
airspeed during FPA descent [6]. These studies indicate that FPA descent for
efficient arrival management is feasible.

2.2 Ground Advisory System for Arrival Management

Conventionally, ground advisory tools which support ATCos were established to
realize efficient arrival scheduling by automatically calculating arrival sequences
and scheduled times of arrival (STA), so-called Arrival MANager (AMAN) in
Europe. In the United States, Traffic Management Advisor (TMA) was introduced
to ground centers in the 1990s to smooth arrival operations from en route to terminal
airspace. Since then, TMA has been continuously upgraded for almost two decades:
the latest version is called TBFM (Time-Based Flow Management) for en route
areas and TSAS (Terminal Sequencing and Spacing) for terminal areas. TMA
consists of three components: route analyzer (RA), traffic synthesizer (TS), and
dynamic planner (DP) [10, 11]. The RA calculates aircraft trajectories from current
positions to arrival airports following given flight plans and ATCo interventions
such as speed instructions and radar vectors. The TS calculates estimated time
of arrival (ETA) at terminal airspace entry points (called terminal gates) and the
planned runway threshold at the airport following the RA-computed trajectories.
The TS also calculates ETA at alternative runways at the airport when the aircraft
arrive at the airport with multiple runways. The DP generates an arrival schedule,
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which determines arrival sequences and scheduled times of arrival (STA) at terminal
gates and runway thresholds using the ETA values estimated by the TS. The DP can
also propose changing the arrival runway to minimize runway slot losses. Runway
allocation following the DP proposal triggers a new trajectory to be computed by
the RA.

In this way, the DP collaborates with the TS and RA for arrival scheduling.
One of the authors’ references [12] explains the algorithms of arrival scheduling
following FCFS protocols. In the future, not only the FCFS protocol but also a
BEBS protocol will be required to achieve fair arrival schedules taking into account
the advanced aircraft capabilities and performance. Various advanced operational
procedures will be gradually increased in future air traffic corresponding to a variety
of airborne equipages. Future ground systems will be required to support arrival
scheduling in an anticipated mixed equipage situation. Examples of the mixed
equipage air traffic will be discussed in Sect. 4. In the practical use of the TMA
system, the frequency and timing of arrival schedule updates by the DP is one of
the key issues that affect performance. The RA updates aircraft trajectories when
triggered by flight plan changes or ATCo interventions. The TS updates ETA every
10–15 s considering the current radar update cycle. The DP updates the arrival
schedule when an arrival aircraft crosses a “freeze horizon,” which lies in en route
airspace 15–20 min before the arrival aircraft is predicted to cross the terminal
gate.

3 Operational Concepts of E-AMAN Collaborating with 4D
TBO

3.1 Environmental Assumptions

This section proposes the operational concepts of the future E-AMAN system
targeting arrival traffic to the Tokyo International (Haneda) Airport, starting at
approximately 100–150 NM from the runway threshold. Arrival air traffic enters
terminal airspace from multiple directions and arrives at multiple runways. It
is assumed that all ground-based infrastructures and airborne systems required
for conducting 4D TBO are implemented, including automation, air-ground
datalink, and human-machine interfaces, and these operational procedures are
established. Planned 4DTs, which are determined by agreements between
airlines and air navigation service providers, are updated by both ground and
airborne systems. ATCos and pilots communicate primarily by datalink to
conduct 4D TBO. Pilots control and navigate aircraft to follow the negotiated
4DT.

It is assumed that the negotiated 4DT is transferred to the aircraft using the SWIM
network. The E-AMAN uses the most recent 4DT by retrieving it from the aircraft’s
flight objects, since it is supposed that the flight object copy will reflect flight plan
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changes and the results of ATCo intervention and be automatically synchronized
with the FMS trajectory if a significant discrepancy arises between the ground and
airborne estimates.

We assume arrival traffic to have “mixed equipage,” with different levels of
guidance system (FMS) and RNP capability and ASAS equipage. More details on
advanced operations in mixed equipage air traffic will be discussed in Sect. 4.

3.2 Functions in the Future E-AMAN

Based on the three functions of TMA explained in Sect. 2.2, we propose counterpart
functions for the future E-AMAN that accommodate the capabilities of 4D TBO,
namely, 4DT-RA, 4DT-TS, and 4DT-DP. Figure 4 shows the outputs and interactions
among these three functions and with external systems.

The 4DT-RA estimates and updates the 4DT analyzed route of arrival aircraft
which enters into the airspace covered by E-AMAN (E-AMAN airspace). 4DT
analyzed route is the arrival route from the aircraft’s current position to the runway
threshold following the 4DT planned in the flight object. We assume that the arrival
runway and terminal gate are initially assigned before the aircraft enters E-AMAN
airspace. Once the amended trajectory has been negotiated with the aircraft, the
planned trajectory of the aircraft’s flight object will be updated, and the 4DT-RA
will then receive the agreed updated trajectory via SWIM. So, the 4DT in the flight
object transferred to the 4DT-RA is the one which is agreed upon among airlines and
service providers and saved into the flight objects by the external ground system for
4D TBO. 4DT-RA estimates and updates the 4DT analyzed route in E-AMAN when
the 4DT is updated in the flight objects. Additionally, 4DT-RA updates the 4DT
analyzed route when 4DT-DP and/or ATCo changes arrival runways for efficient
arrival scheduling. When the 4DT-RA computes the 4DT analyzed route, ETA to

Fig. 4 Functions and interactions of the proposed E-AMAN
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the assigned waypoints and runway threshold following the planned 4DT are able
to be obtained by calculating flight time following the lateral and vertical paths on
the 4DT analyzed route.

The 4DT-TS estimates and updates the ETA of the arrival aircraft at assigned
waypoints and the runway thresholds following the 4DT analyzed route. 4DT-TS
estimates and updates the ETA at least every 10–15 s, to improve the ETA prediction
accuracy. Additionally, the 4DT-TS estimates ETA on the 4DT to the alternative
runways when the aircraft arrive at an airport with multiple runways. These ETAs
are also updated at least every 10–15 s. In the cases where we assume the advanced
radar technology (e.g., SSR Mode S 1090 ES) and/or ADS-B technology for the year
2030, high frequencies of the updates will be expected to improve ETA estimation
accuracy in the 4DT-TS.

The 4DT-DP computes arrival schedules which consist of arrival sequences and
STA at assigned points including runway thresholds, terminal gates, and merging
points. The arrival schedules are calculated following the 4DT analyzed route in the
4DT-RA and by using the values of ETA estimated by 4DT-TS. ATCos and pilots
navigate the aircraft to fill the gap between STA and ETA. The 4DT-DP computes
runway allocation for minimizing slot losses on the runway. In the case that the
4DT-DP allocates the arrival runway, the arrival schedule is computed targeting the
newly assigned runway. The change of the arrival runway in the 4DT-DP is updated
in the 4DT-RA and in the arrival information in the flight object.

For practical use in arrival management, the timing of updating arrival schedules
in the 4DT-DP is a key for synchronizing 4DT between E-AMAN and 4D TBO. The
next section proposes operational concepts on updating arrival scheduling in order
to integrate with 4D TBO.

3.3 Operational Concepts

This section proposes operational concepts for harmonizing future operation
between E-AMAN and 4D TBO by synchronizing update timings in the 4DT-RA
and 4DT-DP.

In our proposed operational concept, airspace up to approximately 30–40 NM
around the airport is defined as the terminal area. The point where an arrival
aircraft enters the terminal area is defined as a terminal gate. Two freeze horizons
are established in en route airspace beyond the terminal: an arrival scheduling
freeze horizon (A-FH) at approximately 15–20 min before the arrival aircraft
crosses the terminal gate and a 4DT optimization horizon (O-FH) at approximately
5–10 min before crossing the A-FH. These configurations are shown in
Fig. 5.
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Fig. 5 Image of the operational concepts for the proposed E-AMAN: In a precise sense, A-
FH, O-FH, and E-AMAN initialization points do not allocate on the circle in this figure since
these constraints are defined by time. Two terminal gates currently used for arrivals to the Tokyo
International Airport, STONE and ADDUM, are assumed to draw the figure

As shown in Fig. 5, arrival aircraft may follow arbitrary 4DTs agreed via CDM
before crossing a terminal gate, but the paths from the terminal gates to the runway
threshold are assumed to be based on fixed lateral routes with constrained vertical
and speed profiles, similar to current standard terminal arrival (STAR) procedures.
One of the fixed paths in the terminal area should be selected by CDM when the
overall 4DT is designed. E-AMAN selects one of the fixed paths in the terminal
area when it allocates arrival runways.

Arrival scheduling, which computes arrival sequences and STA, is triggered three
times. The 4DT-DP determines the runway allocation, updates the arrival sequence,
and assigns STA to the aircraft. The first is when an arrival aircraft enters the
E-AMAN airspace. The second time is when the aircraft crosses the A-FH. The final
update occurs when the aircraft crosses a terminal gate. By these repeated updates
of the arrival scheduling, E-AMAN reduces the impacts of uncertainties in arrival
scheduling which could cause delays. So to speak, the arrival schedule is “frozen”
at least three times.
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The frozen scheduled arrival sequence and STA may need to be revised due to
situation changes (e.g., pop-up traffic, the need to reinsert a missed approach into
the arrival sequence, weather changes, runway closure). We call this revision process
arrival rescheduling.

Simultaneously with E-AMAN, part of the 4D TBO concepts works to balance
demand and capacity similarly to current aircraft traffic management and flow
management. Demand is predicted based on aircraft 4DTs, and if it exceeds
capacity, trajectories are modified based on CDM between stakeholders. Such
negotiated 4DT modifications in the flight objects should be updated before the
arrival aircraft crosses the O-FH. Inside the O-FH, updates to the 4DTs should
be carried out by the E-AMAN and/or ATCo for efficient air traffic control,
for example, to enable short-term tactical interventions by ATCos and runway
allocation.

Figure 6 shows a block diagram which explains the update timings of 4DT-RA
and 4DT-DP. 4DT is updated by upstream trajectory management which should
be done before the arrival aircraft crosses the O-FH. After crossing the O-FH,
E-AMAN assumes responsibility for trajectory management, and aircraft 4DTs are
updated due to arrival scheduling and rescheduling by 4DT-DP and/or ATCos. The
4DT-DP determines the runway allocation, updates the arrival sequence, and assigns

Fig. 6 Updates of the proposed E-AMAN in 4DT-RA and 4DT-DP
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Fig. 7 Diagrams of updating processes in 4DT-RA

STA to the aircraft. The block diagrams in Fig. 7 show procedures for updating the
4DT-RA.

As shown in Fig. 6, 4DT-DP handles two tasks: updates of arrival scheduling
and arrival rescheduling. Figure 8 shows procedures of these updating processes
in 4DT-DP. As explained in the previous section, an aircraft’s arrival scheduling
is calculated and updated three times: when the E-AMAN is initialized, when
the arrival aircraft crosses the A-FH, and when it crosses the terminal gate.
Rescheduling is carried out after the arrival aircraft crosses the A-FH, if necessary.
Strategic runway allocation is permitted to increase the efficiency of runway
usage by minimizing slot losses. Arrival sequence considers BEBS protocol to
exploit higher aircraft navigation and guidance system performance, not only FCFS
protocols.
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Fig. 8 Diagrams of the updates in 4DT-DP

4 Technologies to Support Future Arrival Management

4.1 Technical Challenges

This study focuses on the following three aspects, treated as future challenges for
realizing the E-AMAN concept.

The first challenge is to develop the E-AMAN protocols. One of the distinctions
between the proposed E-AMAN and conventional ground advisory system (e.g.,
AMAN, TMA) is their protocols in updating aircraft trajectories. The conventional
systems generally operate as closed-loop systems since their designs assume that
aircraft follows the scheduled flight path. The proposed E-AMAN is expected to
synchronize with 4DT updates during flight. Furthermore, the protocols should
be designed to be accepted by the ATCos and pilots during operation. This study
reviews the suggested ideas in this paper and develops the proposed E-AMAN
protocols.

The second challenge is to develop arrival scheduling algorithms in the
E-AMAN. In the future traffic, various advanced operational procedures will
gradually increase corresponding to the varieties of airborne equipages. For
instance, one of the keys in 4D TBO is the datalink technology to share trajectories
between air and ground. High-level RNP (RNP AR) is an example which enables
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curved approaches. It shortens flight time in the final approach phase while shifting
arrival sequencing with other arrival aircraft. FIM and Advanced-IM (A-IM) are
pair-based operations to keep self-separation using ADS-B information. Arrival
sequences should not interfere with the aircraft pairs. The conventional arrival
scheduling follows the FCFS protocol since it offers fair arrival sequencing to
airlines and supports the tasks of ATCo who generally handle traffic on an FCFS
basis. However, in order to obtain maximum benefits from the above mentioned
airborne equipage capabilities, arrival scheduling is required to follow the BEBS
protocol. This study investigates efficient arrival scheduling algorithms under
the mixed equipage situation which is feasible for ATCos and pilots in terms of
operation.

The third challenge is to design information flow models for air-ground, air-air,
and ground-ground. To implement future E-AMAN, all required information should
be shared as adequate structures among air-ground, air-air, and ground-ground.
Precise models to show information networks will be clarified while designing
protocols and scheduling algorithms.

In line with this, this paper picks up information regarding sharing and structur-
ing, air-ground harmonization, and HCI design as three key technologies to support
the above challenges. More details will be discussed in the following sections.

4.2 Information Sharing and Structuring

For implementing the future TBO-based E-AMAN proposed in this paper, all
required information should be shared as adequate structures with the E-AMAN
for computing efficient arrival schedules via SWIM networks.

Provisional information sets which are inputs in the proposed E-AMAN are
picked up in Tables 1, 2, and 3. In addition to types of input information, their
sources and update frequencies are summarized in the tables based on TMA in Refs.
[10–12] and proposed E-AMAN operational concepts.

Table 1 is the list of information inputs to 4DT-DP, which generates arrival
schedules. “Flight objects” is a package of the flight information including the
4DT. “Track data” includes current position and airspeed. “ETA” is updated
in 4DT-DP. Constraints for STA calculation are summarized in the information
inputs from number four to seven. “Separation time/distance” is the constraint
between arrival aircraft at runway thresholds and assigned points. “Occupancy
time” is the minimum amount of time between two landings at a runway threshold.
“Acceptance rate” limits the number of aircraft crossing at an assigned point in a
given time period. “Blocked interval” is the time interval when the runway and
airspace are closed. These information sources should be shared in a common
database for realizing the harmonization among arrival, departure, and surface traffic
management. Constraints of the arrival sequencing are given in the eighth and ninth
information inputs. “PBO information” defines the type of operation (e.g., ASAS
and RNP AR) and its situation (e.g., executed or terminated). “ATCo’s intention”
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Table 1 Inputs to 4DT-DP

No Input information Information details Sources Update timing

1 Flight objects Aircraft ID, types,
characteristics,
flight plans, updated
4DT, etc.

Center’s host
computer

4DT-DP is
initialized/4DT is
updated

2 Track data Aircraft tracks in
radar data

Center’s host
computer

All updates of
4DT-DP

3 ETA ETAs (maximum,
nominal, and
minimum value of
ETA) at runway
threshold, terminal
gate, and other
assigned points

4DT-TS All updates of
4DT-DP

No. 4–7 scheduling constraints
4 Separation

time/distance
Miles-in-trail,
minimum
horizontal/lateral
separation, wake
vortex separation,
etc.

Center’s host
computer

4DT-DP is initial-
ized/separation
time/distance is
updated

5 Occupancy time Minimum time
interval between
landings

Center’s host
computer

4DT-DP is initial-
ized/occupancy time
is updated

6 Acceptance rate Restricted amount
of the aircraft
entering into the
terminal area,
crossing at terminal
gates and meter
fixes, landing on the
runway, etc.

Center’s host
computer

4DT-DP is initial-
ized/acceptance rate
is updated

7 Blocked interval Period of time
restricting any
aircraft from
crossing specific
meter fixes and/or
landing on the
runway

Center’s host
computer

4DT-DP is
initialized/blocked
interval is updated

No. 8–9 sequence constraints
8 PBO information Types of PBO (e.g.,

ASAS and RNP)
and status of the
operation (e.g.,
executed or not)

Center’s host
computer

4DT-DP is
initialized/PBO
information is
updated

9 Air traffic
controller’s
intention

GUI Air traffic controller
changes the arrival
schedule
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Table 2 Inputs to 4DT-TS

No Input information Information details Sources Update timing

1 Flight objects Aircraft ID, types,
characteristics, flight
plans, updated 4DT, etc.

Center’s host
computer

4DT-TS is
initialized/4DT is
updated

2 4DT route Analyzed route from the
aircraft current position
to the runway following
the assigned 4DT

4DT-RA All updates of
4DT-RA

3 Track data Aircraft tracks in radar
data

Center’s host
computer

All updates of
4DT-TS

4 Weather
information

Current and predicted
weather information
including wind
prediction

Center’s host
computer

All updates of
4DT-TS

5 Aircraft
performance
data

Aircraft weight, setting
of the cost indices, time
constraints at specific
points, speed restrictions,
and any other
performance matrixes
which determine
descent/climb
performance (e.g., values
of climb thrust, speed
brake, flap angle, and
anti-ice settings)

Center’s host
computer

All updates of the
aircraft
performance data

6 ETA on board FMS generated ETA
in-flight

Airborne FMS When the ETA is
downlinked

resembles the given sequence constraints by ATCos. The intention of the ATCos
should be prioritized in the arrival sequencing.

Table 2 summarizes the five types of information inputs which should be
shared with 4DT-TS for ETA estimation. “Flight objects,” “4DT route,” “track
data,” and “weather information” are required to improve the accuracy of the
ETA estimation. “Aircraft performance data” provides the constraints of the ETA
estimation. This includes aircraft weight, cost indices, time constraints, and other
settings on the climb and descent phases since they affect the flight altitude and
airspeed, which determine the accuracy of the ETA estimation. “ETA on board” is
the ETA downlinked from the airborne-equipped FMS via datalink. The on-board
FMS estimates the ETA at assigned waypoints and the runway threshold. It helps to
compensate estimation errors between ground-based ETA estimated in 4DT-TS in
case it has a periodic downlink to the ground.

Table 3 acquires three information inputs required for updating 4DT analyzed
routes in 4DT-RA. Since 4DT-RA updates the 4DT analyzed routes, “flight objects,”
“track updates,” and “aircraft performance data” should be updated to the 4DT-RA.
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Table 3 Inputs to 4DT-RA

No Input information Information details Sources Update timing

1 Flight objects Aircraft ID, types,
characteristics, flight
plans, updated 4DT, etc.

Center’s host
computer

4DT-RA is
initialized/4DT is
updated

2 Track updates Aircraft tracks in radar
data

Center’s host
computer

All updates of
4DT-RA

3 Aircraft
performance data

Aircraft weight, setting
of the cost indices, time
constraints at specific
points, speed restrictions,
and any other
performance matrixes
which determine
descent/climb
performance (e.g., values
of climb thrust, speed
brake, flap angle, and
anti-ice settings)

Center’s host
computer

All updates of the
aircraft
performance data

When the 4DT-DP allocates the arrival runway, the updated runway information
should be stored in the flight objects.

4.3 Air-Ground Harmonization

The future ATM system is required to handle the increasing number of airborne-
based operations and conventional ground-based operations under a mixed equipage
scenario. One issue to be clarified in achieving the harmonization of ground- and
airborne-based operations is how to maximize the potentials of airborne-based
operations by centralizing the mixed equipage air traffic on the ground by utilizing
automation supports, as represented by E-AMAN.

The implementation of 4D TBO requires CDM between air to ground and ground
to ground. The 4DT should be shared between FMS in the air and E-AMAN on the
ground. The ideal operational method would be the use of datalink communication
for air-ground harmonization.

Minimizing estimation errors between estimated and actual wind improves the
accuracy of ETA estimation in 4DT-TS. One suggestion is to compensate the
ground-estimated ETA by downlinking ETA from the FMS [13]. It is required to
determine the frequencies of the updates in order to satisfy the accuracy of the ETA
estimation.

Various implementations of the airborne-based operations will be carried out by
the year 2030 using ASAS equipment, high-level RNP, and required time of arrival
(RTA) functions in the FMS. These airborne-based operations execute automatic
speed control for the purpose of maintaining aircraft separation and minimizing
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delay in the arrival time. The authors have been analyzing the feasibility and benefits
of the airborne-based operations focusing on RTA and FIM operations [6–8]. The
latest RTA function is designed to control the airspeed in the descent phase where its
predecessor lacked the capability. FIM speed control is capable of achieving precise
time spacing between its successive aircraft even on the descent path. The airborne-
based speed control has the potential to minimize arrival delay. The proposed
E-AMAN needs to share the status of the airborne-based operations, for instance,
what aircraft possesses which airborne equipage and executes what types of
operation, in order to generate BEBS scheduling in the mixed equipage air traffic.

In this manner, the E-AMAN is expected to centralize conventional ground-based
and airborne-based operations.

4.4 Human-Computer Interaction

A highly automated system is expected to collaborate with human operators via
human-computer interaction (HCI). The proposed E-AMAN is a ground automation
system which alternates a part of intelligent tasks of ATCo in arrival operations.
ATCos and pilots are expected to achieve arrival sequences and STA generated by
the E-AMAN without any automation surprise. Thus, the HCI design should take
its operational usability into consideration.

Conventionally, the HCI has been studied and developed to support ATCos to
follow the scheduling procedures suggested by ground advisory tools. Figure 9
shows one of the examples of the TMA timelines displayed to ATCos. This timeline
compares STA and ETA at assigned points and shows the amount of delays in
the arrival time. Air Traffic Technology Demonstration-1 (ATD-1) project [14]
was shown on the display design targeting the harmonization of ground-based and

Fig. 9 Comparison of STA
and ETA on a radar display
[14]
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Fig. 10 FIM aircraft on a radar display [14]: “@” is given to the FIM aircraft

Fig. 11 EFB (electronic flight bag) [14]

airborne-based operations including FIM and RNP operations. Figure 10 illustrates
one of the examples displayed on the radar display. As shown in Fig. 10, a specific
symbol is shown above the FIM aircraft tag on the radar display. FIM status in
operation (e.g., executed or terminated) is indicated to ATCos on the ground by
displaying these symbols in different colors over the aircraft tag. In the cockpit of
the FIM aircraft, an electronic flight bag (EFB) is equipped on the window side of
the pilot’s seat as shown in Fig. 11. The pilot inputs the required information to the
FIM execution through the EFB. The EFB links to the FMS and shares the flight
information. Target speed command for the FIM operation is shown to the pilot via
the EFB. User-friendly design of the human-computer interaction is required in the
above described scenarios.
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5 Concluding Remarks

This paper presented a future vision of TBO-based arrival management and
technologies to support the E-AMAN implementation. Operational concepts of
future E-AMAN collaborating with 4D TBO were proposed, targeting the year
2030. Technical challenges were discussed to implement the E-AMAN in the
operations. Initially, concepts and past works on 4D TBO and E-AMAN were
reviewed. Then, operational concepts were proposed and expected benefits were
discussed. Information sharing, air-ground harmonization, and user-friendly design
of human-computer interaction were chosen as key technologies to design the future
E-AMAN.

The growth of the Asian economy is assumed to double the global air traffic
by the year 2030. This study enhances the future E-AMAN design and develops
an efficient E-AMAN targeting the expected amount of arrivals to the Tokyo
metropolitan area in 2030. The significance of the proposed future E-AMAN
will be evaluated by both fast-time simulations and human-in-the-loop simulation
experiments.
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Quantitative Analysis of Conflict Between
Aircraft by Using Radar Track Data

Tomoyuki Kozuka and Yoshikazu Miyazawa

Abstract As the demand for air traffic increases, new air traffic management
systems are needed. In the system, it is expressly necessary to avoid conflict between
aircraft. Efficient methods to prevent conflict are currently based on the expertise
of air traffic controllers. Hence, a two-step analysis method is described in this
study. First, it is shown using a proposed method with en route radar track data
that no conflicts occurred in the airspace over Japan during the period in question.
Second, instructions provided to pilots by the air traffic controllers to solve conflicts
are estimated from the same radar data, and the results allow some groups to be
rearranged in terms of avoidance procedures. These results will be useful references
when developing an automated system of conflict detection and resolution in the
future.

Keywords Conflict • Radar track data • Flight trajectory • Separation index

1 Introduction

Global air traffic is increasing with significant air demand in various parts of the
world, and this trend is predicted to continue over the next few decades [1]. In
Japan, the demand in 2027 is anticipated rising to 1.5 times that in 2005 in a report
on Collaborative Actions for Renovation of Air Traffic Systems (CARATS) [2].
If air traffic grows at the present pace, new issues will arise. The number of air
traffic controllers in Japan has declined slightly within the past 10 years, but the
workload of air traffic controllers has increased further. It is expressly important
to avoid conflict between aircraft, and much research has been conducted on this
subject. For example, references [3, 4] suggest conflict resolution using actual data
from air traffic control.

Furthermore, there has been much research on operating airliners to cope with
high economic efficiency while ensuring safety of their users and customers [5–8].

T. Kozuka (�) • Y. Miyazawa
Graduate School of Engineering, Kyushu University, Fukuoka, Japan
e-mail: moonofringbear75@gmail.com; miyazawa@aero.kyushu-u.ac.jp

© Springer Japan KK 2017
Electronic Navigation Research Institute, Air Traffic Management and Systems II,
Lecture Notes in Electrical Engineering 420, DOI 10.1007/978-4-431-56423-2_8

159

mailto:moonofringbear75@gmail.com
mailto:miyazawa@aero.kyushu-u.ac.jp


160 T. Kozuka and Y. Miyazawa

In contrast, papers [9–10] on the subject of conflict resolution in Japan are less
numerous than those on this subject in Western countries. We are motivated by this
situation and aim for research on conflict-free flight trajectories.

To solve the problem of conflict between aircraft, we should refer to the expertise
air traffic controllers. In this study, there are two steps to find the actual procedures
of air traffic controllers for conflict resolution. First, it is shown using radar track
data that no conflicts occurred in Japanese airspace during the analyzed term.
Second, we estimate the instructions from air traffic controllers to pilots. The results
are to be used to progress research on conflict resolution in further studies.

2 Estimation of Conflict

2.1 CARATS Open Data

“CARATS Open Data” are used to predict conflicts between aircraft and to estimate
air traffic controllers’ instructions for resolution. The data are from radar tracks
obtained by the Japan Civil Aviation Bureau (JCAB) and include the time histories
of commercial flights’ position data within the Fukuoka Flight Information Region
(FIR), as shown in Fig. 1. Red dashed lines indicate the boundaries of the four
Area Control Centers (ACCs). An outline of the data is listed in Table 1. The data

Fig. 1 Radar tracks from
CARATS open data
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Table 1 CARATS open data

Term May 7, 2012–May 13, 2012
July 9, 2012–July 15, 2012
September 3, 2012–September 9, 2012
November 5, 2012–November11, 2012
January 7, 2013–January 13, 2013
March 4, 2013–March 10, 2013 (total 42 days)

Target Airliners (only IFR)
Count About 3600 [flights/day]
Parameters Time, hypothetical flight number, latitude, longitude, aircraft type
Data cycle About 10 [s]

originate from a total of 42 days from May 7, 2012, to March 10, 2013 (one week
per odd-numbered month).

2.2 Preprocessing the Data

In general, radar track data inevitably contain various errors, and CARATS Open
Data include some errors and unexpected values. One reference analyzes the
accuracy of CARATS Open Data and shows their errors [11].

Our preprocessing consists of four steps to reduce the number of errors and
unexpected values. The first step is to get rid of all values that have position
error. The three-axis acceleration of the aircraft from three sets of position data
is calculated. When the acceleration exceeds a threshold, the third position dataset
is removed. The second step is prediction of accurate time. The time included after
the decimal point is predicted using a linear search method in terms of acceleration.
The third step is to eliminate unexpected values. If the unexpected values of altitude
data are found and the data have a vertical rate exceeding the threshold, then they are
removed. The fourth step is hand-control processing. When conflicts are identified
with a method mentioned in the next subsection, the data are taken away only if the
reason for the conflict is the unexpected value.

2.3 The Method of Conflict Estimation

To prepare our analysis, CARATS Open Data are interpolated to estimate conflict
every 10 s. Combinations of two aircraft are made 10 s. From these combinations,
the distance between two aircraft is calculated using Eqs. (1) and (2) from the
position data. The earth can be approximately represented as a sphere. R [m], �,
� [deg], and � [deg] are, respectively, the earth radius, the angle between two
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positions, latitude, and longitude. Subscripts 1 and 2 express two aircraft. j j denotes
norm of the vector.
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(1)

�h D h2 � h1 (2)

To judge whether a conflict between aircraft is occurring, a safety zone is defined,
which is shown in Fig. 2. In this study, d0 D 5[NM] and h0 D 1 , 000[ft] are assigned.
We determine the size of the safety zone from Aeronautical Information Publication
Japan (AIP JAPAN) and the Japanese rules of air traffic control because our range of
analysis is mainly the control area (above 12,000 [ft]). Both materials are published
by JCAB.

The separation index shown in Eq. (3) is defined to quantify the conflict using
the previous distance. Relative distances are normalized by d0 and h0 to gain the
separation index:

Ispr D max

� j�hj
h0

;
d

d0

�

� 1: (3)

Ellipsoid zone is used to quantify the distance between two aircraft in other
references [12], but this circular cylinder safety zone is more consistent with the
present rule of aircraft separation. Ispr is the separation index, which indicates the
relative position between two aircraft as follows:

.1/ Ispr > 0 W outside:

.2/ Ispr D 0 W on surface:

.3/ Ispr < 0 W inside:
(4)

Safety zone

Fig. 2 Safety zone
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Fig. 3 Conflict estimation (January 8, 2013)

sufficient
separation

proximity- 0.3

Fig. 4 Conflict estimation (42 days, May 7, 2012–March 10, 2013)

Red points in Fig. 3 show the minimum value of the separation index every
10 s, green points are the second-smallest, and blue points are third. Red points
sometimes exist in the negative domain, but the data include a few errors. Because
of error value or overshoot, we think it is a critical conflict when separation index
is below �0.3 by far. Thus, Fig. 3 indicates that no conflict occurs in Fukuoka FIR
every 10 s.

Figure 4 shows the results of conflict estimation in 42 days from May 2012
to March 2013. A red solid line indicates the minimum value of the separation
index each day. Green bars are the averages of the minimum values taken each
10 s of a day. Blue bars are the standard deviation of the minimum value each
day. The black dashed line is the value �0.3 of the separation index. If the
value is above �0.3, it is practically considered not a critical conflict even if
below 0. The results indicate two things: first, no conflict took place in Fukuoka
FIR during the analyzed days. Second, the cases of the minimum values are
not generated frequently because the minimum values are outside of standard
deviation.
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3 Estimation of Aircraft Conflict Resolution Procedure

3.1 Purpose of the Analysis

The goal is to devise optimal flight trajectories in terms of fuel consumption and
flight time without conflict. However, it is difficult to develop a method that is
suitable for actual situations to avoid conflict.

We extract the instructions of actual air traffic controllers pertaining to separation
between aircraft from the data. The controllers’ expertise will be referred to in
studies on creating conflict-free flight trajectories.

3.2 Trajectory Prediction

In this method, simple trajectory prediction is used to find future conflict. First,
ground speed and true tracks are calculated from position data by Eqs. (5) and (6).
It is assumed that the target aircraft have uniform linear motion:

tan . t/ D cos�t sin .�t � �t��t/
cos�t��t sin �t � sin �t��t cos�t cos .�t � �t��t/

I (5)

�prd D VGStprd cos . t/ =a C �t; �prd D VGStprd sin . t/ =b C �tI (6)

hprd D h C dh

dt
tprd: (7)

Here,  t, �, � , �prd, �prd, VGS, hprd, h, tprd, a, and b are true track [deg],
latitude [deg], longitude [deg], predicted latitude [deg], predicted longitude [deg],
ground speed [m/s], predicted altitude [ft], altitude [ft], predictive period [s], and
transformation coefficients which translate distances to latitude angle and longitude
angle, respectively. a and b are constant numbers from aDR and bDR cos (�J).
�J is representative latitude around Tokyo. Subscript t means the present time, and
t�t means one step earlier time of data sampling. The predicted separation index
is obtained from predicted longitude and latitude by using Eqs. (1) and (2). The
predictive period is 180 [s]. To decide the predictive period, we refer to a conflict-
alerting system of the Radar Data Processing (RDP) system. In Fig. 5, the present
positions and predicted trajectories are plotted.

3.3 Algorithm of the Method

Actual aircraft conflict resolution procedures are estimated from CARATS Open
Data, with the separation index defined in Sect. 2.3. First, the separation index at the
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Fig. 5 Predicted positions in Fukuoka FIR

present time is calculated. Second, the following three values are computed using
Eqs. (8), (9), and (10):

PIspr D dIspr

dt
: (8)

Ispr_prd D max

( ˇ
ˇ�hprd

ˇ
ˇ

h0
;
dprd

d0

)

� 1: (9)

Ispr_real D max

� j�hrealj
h0

;
dreal

d0

�

� 1: (10)
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PIspr, Ispr_prd, and Ispr_real are, respectively, the change ratio of the separation index,
the predicted separation index, and the real separation index. hprd, dprd, hreal,
and dreal are, respectively, the predicted altitude difference, predicted horizontal
separation, actual altitude difference, and actual horizontal separation, all at the
predictive time. They can be obtained by using Eqs. (1) and (2) for predicted
positions.

Using the previous three quantities, aircraft that satisfy the following three
conditions are chosen:

Condition .1/ PIspr < 0:

Condition .2/ Ispr_prd < Ijdg:

Condition .3/ Ispr_real � Ispr_prd > �Ijdg:

(11)

Condition (1) shows two aircraft are approaching each other. Condition (2)
describes that conflict will occur. Condition (3) means that the aircraft changed own
trajectory to prevent predicted conflict because real separation index is larger than
predicted separation index. Hence, the meaning of satisfying three conditions is that
conflict is predicted, but, in actual situation, avoids conflict by air traffic controller
(ATC) instructions. Ijdg and Ijdg are threshold values. Ijdg D 0 and Ijdg D 1 are
given in this research. If Ijdg is reduced, more cases may be found because they
depend on the threshold.

3.4 Results

Estimations of aircraft conflict resolution procedures are classified into three
patterns. The patterns are indicated in Table 2. However, values of velocity have
their own oscillation because CARATS Open Data include error. As it is difficult
to find changing velocity for conflict resolution, pattern (3) is excluded in this
study.

Table 2 Patterns of resolution procedures (00:00 to 24:00 on January 7, 2013)

Patterns Situations Number

(1) Changing altitude 119
(2) Changing heading 73
(3) Changing velocity –
(4) Others 22

Total extracting cases are 185 from 00:00 to 24:00 in single day, January 7, 2013. “Number”
permits overlap when the case consists of two ATC instructions
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Fig. 6 Positions predicting conflict (00:00 to 24:00 on January 7, 2013)

Results of estimating procedures are shown in Figs. 6, 7, 8, 9, and 10 and Table 2.
The range of analysis is from 00:00 to 24:00 on January 7, 2013. The item “Number”
in Table 2 indicates the number of predicted ATC instructions. “Number” permits
overlap in Table 2 when the case consists of two ATC instructions. There are 185
cases in the range of analysis. The results indicate that pattern (1) is chosen the most
frequently among the three patterns. This tendency is reasonable because ensuring
altitude is clear and easy for controllers and pilots. In Fig. 6, positions of conflict
which we estimated are shown. In Figs. 7, 8, 9, and 10, the cases of patterns (1) and
(2) are shown. Figures 7 and 8 are at the same case, and both aircraft leveled off to
ensure the altitude difference by altitude change instruction. Similarly, Figs. 9 and
10 are also at the same case, and cruise aircraft changed own heading to horizontal
distance by heading change instruction. Although conflict is predicted, two aircraft
can avoid conflict by following ATC instructions.
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Fig. 7 Flight track of pattern (1)

Altitude 
change 

instruction

Fig. 8 Time history of altitude of pattern (1)
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Heading
change 

instruction

Fig. 9 Flight track of pattern (2)

Fig. 10 Time history of altitude of pattern (2)
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4 Conclusion

We defined the separation index as the amount of separation between aircraft
and proposed a method of estimating the aircraft conflict resolution procedure.
Results indicate that no conflicts occurred in the Fukuoka FIR region through
the 42 days that we analyzed. Using the proposed method, we obtained the
procedures of air traffic controllers for conflict resolution. Hence, future research
on trajectory optimization can refer to these procedures in developing conflict-free
flight trajectories. As a future research, more data of conflict resolution procedures
will be gathered.
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Optimizing the Design of a Route in Terminal
Maneuvering Area Using Branch and Bound

Jun Zhou, Sonia Cafieri, Daniel Delahaye, and Mohammed Sbihi

Abstract The sharp increase in air traffic flow causes traffic congestion in airspaces
near airports, called Terminal Maneuvering Areas (TMA). The departure and arrival
traffic of airports follow predesigned routes named standard instrument departure
(SID) routes and standard terminal arrival routes (STAR). Optimizing these routes
is crucial to regulate air traffic. Currently, SIDs and STARs are designed manually,
based on the airport layout and nearby constraints. The objective of this research is
to propose a methodology for designing an arrival/departure route in TMA, taking
into account some constraints including obstacle avoidance. The shape of a route
in horizontal plan is a succession of arcs of circles and segments. The originality
of our study is, on the one hand, that the horizontal route is associated with a cone
in vertical plan enveloping all ascent (or descent) aircraft profiles, and on the other
hand, a branching strategy in a branch and bound (B&B) framework tailored on the
problem is proposed.

Keywords TMA • SID/STAR design • Obstacle avoidance • Modeling •
Branch and Bound

1 Introduction

The continuous increase in air traffic flow density causes traffic congestion in the
areas surrounding airports, thus affecting the normal operation of air traffic. An
area surrounding one or more neighboring airports is called Terminal Maneuvering
Area (TMA), and it is designed to handle aircraft arriving to and departing from the
airports. Optimizing departure and arrival procedures in TMA is therefore crucial
to regulate air traffic flows. Most of the airports have predesigned procedures
indicating how aircraft depart from or arrive to airports. These procedures are
called standard instrument departure (SID) routes and standard terminal arrival
route (STAR). A SID is a flight route followed by aircraft after takeoff from an
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airport until the start of en route phase. A STAR is a route which connects the
last en route way point to the Initial Approach Fix. Currently, SID/STARs are
designed manually according to operational requirements (ICAO Doc 8168), taking
into account airport layout and nearby constraints. However, this kind of design is
generally not very efficient and not expected to optimize any specific criterion. The
objective of this work is to automatically design SID/STARs in 3D with respect
to certain optimization criteria. Being this study at a strategic level, only static
obstacles are taken into account. Rather than considering an individual flight, we
deal with flows of flights, that is to say the flights following the same SID (or STAR)
belong to the same flow.

The considered problem is in the framework of path planning. Specifically, it
is a route design problem: as contrarily to trajectory design, we aim at designing
routes that are not associated with the notion of time. The problem of path planning
has been studied since the 1980s in the robotic domain [3, 9]. Nowadays planning
optimal aircraft paths becomes a rich and dynamic research area; some approaches
have been summarized in [1]. In particular, computing the shortest path between two
points, given a number of obstacles, is one of the most extensively studied topics
[4, 5, 7, 8, 10]. Most of these works search for the shortest path in a horizontal plan,
while in our study we consider searching for the shortest path in 3D. Moreover, in
several works the obstacle is modeled as polygon [5, 8, 10] and in a few works as
circle [4, 7]. In the present study, we model the obstacle as cylinder in 3D, and the
projection to the horizontal plan is in the form of circle.

Specifically in aircraft path designing domain, even though there is a large
number of researches, route design in TMA is a particular problem for which to
our knowledge there is not a rich literature. In [6] the author designs terminal routes
getting around obstacles with a modified A* algorithm. In our study, we design
a route not only getting around obstacles but also allowing level flights. Indeed,
imposing a level flight in vertical plan is also an effective way to avoid obstacles, as
it enriches the possible maneuvers and corresponds to what is done in the reality in
a TMA. The different ways to avoid obstacles allow us to define specific branching
strategies in a branch and bound tailored on the problem, that is, another contribution
of this work.

This paper is organized as follows. Section 2 introduces the route and obstacle
modeling. Section 3 presents the proposed approach to solve the problem. Section 4
gives some preliminary simulation results. Finally, Sect. 5 draws conclusions and
proposes future directions.

2 Problem Modeling

TMA is one of the most complex types of airspace. Many constraints have to be
satisfied, falling into two categories: operational constraints related to air traffic
operations (such as obstacle avoidance and flyable routes) and environmental
constraints (such as noise abatement). SID/STARs are designed to satisfy these
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constraints and to deal with the dense traffic converging to and diverging from
airports. The constraints in TMA make the SID/STARs design a very complex
problem. Therefore, in this study we consider the simpler subproblem of designing
a single route avoiding obstacles and satisfying some other operational constraints.
The obstacles in TMA could be mountains, cities, military area, etc. In the
following, we present the way we model routes and obstacles.

A 3D route � is defined by two elements: a curve �H in a horizontal plan which
is composed by a succession of arcs of circles (to bypass obstacles) and segments
(to connect tangentially two arcs) and a cone �V in a vertical plan that contains all
ascent (or descent) profiles of the aircraft flying on this route. The cone is defined
by two straight lines whose slopes are the minimum and maximum values of the
takeoff (or landing) rate of the aircraft on this route. The idea of taking a cone that
contains all vertical profiles is inspired by the behavior illustrated in Fig. 1, which
shows some real takeoff data in runway 08L of Paris CDG airport. From the figure
we can see clearly that the vertical profiles are contained in a cone defined by two
straight lines. The vertical profiles for landing are similar. This behavior is mainly
due to the different aircraft mass and performance and to the effect of the wind.

In a horizontal plan, we define a starting point A .xA; yA/ and an ending point
B .xB; yB/. In a SID case, the starting point is at the runway threshold and the ending
point is an exit point of a TMA. In a STAR case, the starting point is an entry point
of a TMA, and the ending point is the Final Approach Fix (FAF). The horizontal
route �H is a smooth mapping defined as:

�H W Œ0; 1� ! R
2 (1)

Fig. 1 Take-off profiles in CDG airport
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Fig. 2 An example of �H and �V

where �H.0/ D .xA; yA/ and �H.1/ D .xB; yB/. In a vertical plan, �V is defined as:

�V W Œ0; 1� ! IR

t ! Œzinf .d.t//; zsup.d.t//�
(2)

where IR defines the set of intervals of R, d.t/ D R t
0

k� 0
H.s/k2 ds is the flown distance

until t in horizontal plan, and Œzinf .d/; zsup.d/� is the interval defined by the cross
section of the cone at d. The vertical profile �V is associated with the horizontal
curve �H through the flown distance d. Figure 2 illustrates an example of how �H is
associated with �V in the case of a SID, where ˛min and ˛max are the minimum and
maximum values of takeoff rate of aircraft on this route.

In the case of a SID, the starting point A is associated with an altitude zA; the
ending point B is associated with an altitude interval ŒzB; zB� which indicates the
altitude interval to exit TMA. Therefore, the boundary conditions are �V.0/ D
ŒzA; zA� and �V.1/ � ŒzB; zB�. Similarly, in the case of a STAR, the altitude interval
of the starting point A is ŒzA; zA� which indicates the interval to enter TMA; the
altitude of the ending point B is zB. The boundary conditions are �V.0/ D ŒzA; zA�
and �V.1/ D ŒzB; zB�. Note that, in order to guarantee that any SID reaches B
within ŒzB; zB�, we set zB D zA C ˛min � d.A;B/, where ˛min is the minimum taking-
off slope and d.A;B/ is the Euclidean distance between the starting and ending
points A and B. Similarly, to guarantee that any STAR reaches zB at FAF, we set
zA D zB C ˛min � d.A;B/ and zA D zB C ˛max � d.A;B/, where ˛min (˛max) is the
minimum (maximum) landing slope. A level flight can be imposed to ensure that zB
(respectively, zB) is not exceeded in the case of a SID (respectively, STAR).

The obstacles, together with their protection areas, in number of m 2 N, are mod-
eled as cylinders in 3D, whose bases are parallel to the horizontal plan as presented
in Fig. 3. Each cylinder˝i; i D 1; � � � ;m is defined by .Ci.xi; yi/; ri; ziinf ; zisup/, where
Ci.xi; yi/ and ri are the center and the radius of the two bases, respectively; ziinf and
zisup are the altitude of the lower and upper bases. These obstacles are numbered in
an increasing order of length.A;Proj.AB/Ci/ where Proj.AB/Ci is the projection of Ci

onto the line .AB/. An illustration is presented in Fig. 4.
Let us define an active obstacle as an obstacle that is touched by a route and has

to be avoided according to one of the following maneuvers: turn counterclockwise,
turn clockwise, or impose a level flight. Each cylinder ˝i is associated with two
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Fig. 3 Obstacle modelization

Fig. 4 Obstacles numbering

decision variables si and ti: si defines whether˝i is active or not:

si D
�
0; if ˝i not active
1; if ˝i active

(3)

while ti defines the ways an active obstacle ˝i is avoided:

ti D
8
<

:

0; if turn counter-clockwise
1; if turn clockwise
2; if impose level flight

(4)

Once the values of decision variables are chosen, the horizontal route is computed
by connecting tangentially the successive active (si D 1) obstacles with ti D 0 or
ti D 1 in the increasing order of their numbering. Active obstacles with ti D 0

are bypassed counterclockwise and those with ti D 1 are bypassed clockwise. This
horizontal route is hence built piecewise: it is composed by (

Pm
iD1 si�

Pm
iD1 max.ti�

1; 0/C 1) straight line segments and (
Pm

iD1 si �
Pm

iD1 max.ti � 1; 0/) arcs of circles.
Routes are therefore constrained to lie on the border of obstacles. In order to ensure
flyable routes, the radius of the arcs of circles is imposed to be at least equal to
3 Nm (FAA Orders 8260.54A and 8260.58). Note that these arcs can be followed
using a type of performance-based navigation (PBN) named required navigation
performance (RNP). Then, a vertical profile is associated with the horizontal route,
taking into account ˛min, ˛max and imposing a level flight below (respectively, above)
the active obstacle˝i in a SID (respectively, STAR) case when ti D 2. If some active
obstacles with ti D 2 is not intersected by the cone associated with the horizontal
route, then the route is unfeasible regarding our definition of “active obstacle.” Note
that the way of building a horizontal route simplifies the computation, but it does
not necessarily lead to the shortest horizontal route between A and B.
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Fig. 5 The routes associated to different values of the decision variables. (a) si D 0, 3D view. (b)
.si; ti/ D .1; 0/, 2D view. (c) .si; ti/ D .1; 1/, 2D view. (d) .si; ti/ D .1; 2/, 3D view

An illustration of different values of the decision variables for an example of a
SID in a TMA with one obstacle is presented in Fig. 5. In Fig. 5a, the obstacle is
not active, so si D 0. The horizontal route is a straight line segment connecting A
and B. It is associated with a cone in the vertical plan. This route in the considered
example is not a feasible one, because it intersects the obstacle. Then when the
obstacle is active (si D 1), three possibilities are considered to avoid it (Fig. 5b–d):
turn counterclockwise, turn clockwise, and impose a level flight under the obstacle
at altitude ziinf , corresponding to ti D 0; 1; 2, respectively.

Two examples of SIDs are presented in Fig. 6 showing how a route is computed,
given the values of the decision variables, in the case with more than one obstacle.
In example 1 (Fig. 6a, b), given .s1; t1/D .1; 0/; .s2; t2/D .1; 1/, the horizontal
route is composed by five parts: three segments and two arcs of circles. The
three segments are used to connect tangentially the starting point to ˝1, ˝1 to
˝2, and ˝2 to the ending point, respectively. The two arcs are used to bypass
˝1 counterclockwise and ˝2 clockwise, respectively. In example 2 (Fig. 6c, d),
given .s1; t1/D .1; 2/; .s2; t2/D .1; 1/, the horizontal route is constructed by only
bypassing ˝2; thus, it is composed by two segments and one arc of circle.
In vertical plan, when the route reaches the altitude of the lower basis of ˝1,
a level flight is imposed. The level flight ends at the flown distance where
the horizontal route passes the boundary of ˝1 and is no more intersected
by ˝1.
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Fig. 6 Routes construction. (a) Example 1: Horizontal plan. (b) Example 1: Vertical plan. (c)
Example 2: Horizontal plan. (d) Example 2: Vertical plan. Note that in (b) and (d), slopes appear
discontinuous as an effect of a projection of a 3D image on a plan

Besides obstacle avoidance, further constraints are related to level flights. First,
the number of level flights is bounded by a maximum number Nmax, usually fixed
to 2, for each route:

mX

iD1
max.ti � 1; 0/ � Nmax (5)

Second, as the altitudes of imposed level flights have a direct impact on the noise
pollution, a minimum altitude Hmin for each level flight is defined. In practice, we
impose the following constraints: in a SID case (respectively, a STAR case), for an
obstacle˝i, if ziinf < Hmin (respectively, zisup < Hmin), then no level flight is imposed
below (respectively, above) it; therefore, ti 2 f0; 1g.

Third, as to take into account the passengers’ comfort, the length of each level
flight should not be too short; a minimum length Lmin for each level flight is imposed.

We minimize a weighted sum L� of the length of the route � in the horizontal
plan and the length related to the level flights. More precisely,

L� D c1 �
�Z 1

0

k� 0
H.t/k2 dt

�

C c2 � Lmin �
mX

iD1
max.ti � 1; 0/ (6)
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The coefficients c1 and c2 are two penalty parameters; their values depend on the
importance of the corresponding term. The obtained problem (denoted by .P/) is
a combinatorial optimization problem. In the next section we explain the proposed
solution approach for this problem.

3 Solution Approach: Branch and Bound

To solve the problem, we apply a branch and bound method. In [2], a path
planning problem avoiding circular obstacles is studied in 2D. A branching strategy
is proposed, where, for each obstacle, two branches are created depending on
the clockwise or counterclockwise obstacle bypassing. We extend this branching
strategy to take into account the specificity of our problem, where obstacles can be
avoided also by imposing a level flight below (SID case) or above (STAR case) the
obstacle. Our branching strategy is illustrated in Fig. 7. We start by setting ˝i as
active (si D 1) or not (si D 0); when it is active, we develop three branches in
order to account for the three possibilities of avoiding it: counterclockwise (ti D 0),
clockwise (ti D 1), or imposing a level flight (ti D 2).

The lower bound for each subproblem is computed by generating the route which
bypasses only the active obstacles and by calculating its length according to the
objective function (6). The obtained lower bound is then used to identify whether a
branch requires further subdivisions.

We present a step-by-step illustration (Fig. 8) to show how the branch and bound
method works. The starting and ending points as well as two obstacles ˝1;˝2 are
presented in Fig. 8a. We take c1 D 1; c2 D 1, that is to say we penalize the length of
level flights in the objective function.

Step 1: We develop four branches on ˝1. We start by deviating the route
counterclockwise, and we obtain a route that does not intersect ˝2. The lower
bound in this case is 100;320m. Besides, the value of the objective function
associated with solution .s1; t1/ D .1; 0/; s2 D 0 is equal to the lower bound.
Therefore, no further exploration is needed.
Step 2: Another branch on ˝1 is developed by deviating the direct route
clockwise around ˝1. The length of this horizontal route is the lower bound
of this subproblem; the value is greater than the current best value. There is no

Fig. 7 Branch and bound
branching strategy
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Fig. 8 Branch and bound illustration. (a) Step 0. (b) Step 1. (c) Step 2. (d) Step 3, horizontal plan.
(e) Step 3, vertical plan. (f) Step 4. (g) Step 5. (h) Step 6. (i) Step 7, horizontal plan. (j) Step 7,
vertical plan
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possibility to get a better solution by further branching on ˝2; therefore, we cut
this branch.
Step 3: The third branch on ˝1 is obtained by imposing a level flight, as shown
in Fig. 8d, e. The lower bound is greater than the current best value, so the branch
is cut.
Step 4: The last branch on ˝1 is with s1 D 0. The route intersects ˝2, and its
lower bound, which corresponds to the length of the direct route, is less than the
current best length; thus, four branches on ˝2 are developed. In the case s2 D 0,
the route is not feasible and thus not accepted.
Step 5: By branching counterclockwise around ˝2, the obtained route is still
intersecting ˝1; thus, it is not accepted.
Step 6: By branching clockwise around˝2, we obtain a feasible route with length
greater than the current best value, so it is not accepted.
Step 7: The last branch is obtained by imposing a level flight under˝2 as shown
in Fig. 8i, j. This route is still encountered by ˝1, so it is not accepted.

All the possible branches are considered. The best distance is 100;320m by
taking .s1; t1/ D .1; 0/; s2 D 0.

The maximum size of the search space of our problem is 4m, where m is
the number of obstacles. Indeed we have four possibilities to deal with each
obstacle. The size of the search space can be reduced significantly by applying the
preprocessing techniques developed in [4]. In fact, the authors prove firstly that the
shortest path connecting two points and avoiding circular obstacles must lie into
an ellipse containing these two points. Moreover, they prove that the shortest path
lies in a convex hull of a few circular obstacles around the line segment connecting
the starting and ending points. We apply these preprocessing techniques to reduce
the number of considered obstacles before applying our approach. These filters still
hold when considering cylindrical obstacles. A 3D feasible route can be indeed built
based on the 2D shortest path avoiding the obstacle projections on the plan. Some
simulation results with and without the preprocessing techniques are presented in
Sect. 4.

4 Simulation Results

In this section we present two simulation examples. The first one is the case of an
SID, and the second one is the case of a STAR. Tests were run on a Linux platform
with a 2.4 GHz processor and 8 GB RAM.

Different strategies are applied to choose the next subproblem to solve and the
next obstacle to branch on. The simulation results presented in this section use
the best lower bound (BLB) for selecting the next subproblem, and use the first
intersected obstacle (FIO) for selecting the next obstacle to branch on. In fact, the
combination of strategies “BLBCFIO” gives the minimum computing time together
with the minimum number of iterations in most of the tests.
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Table 1 Example 1:
characteristics of nine
obstacles

.xi; yi/ (m) ri (m) .ziinf ; zisup / (m)

(7408,14816) 3704 .701; 2377/

(9260,35100) 111,12 .884; 1707/

(9260,57412) 4630 .2286; 4389/

(29632,25928) 9260 .2682; 3109/

(33336,48152) 5556 .2835; 5425/

(42596,14816) 5556 .2286; 4389/

(48152,51856) 7408 .3536; 6828/

(61116,29632) 9260 .3048; 6706/

(70376,51826) 9260 .4154; 8022/

Table 2 Example 1: simulation results

.c1; c2/
No pre-processing With pre-processing

L� (m)Time (s) Iterations Time (s) Iterations

.1; 0/ 0:47 254 0:09 46 100;082

.1; 1/ 0:57 307 0:20 115 102;478

In the first example, the input data are (unit in meter):

• Starting point A; .xA; yA; zA/ D .0; 0; 0/

• Ending point B; .xB; yB; ŒzB; zB�/ D .70;376; 70;376; Œ4777; 9754�/

• ˛min D 4:8%, ˛max D 9:2%
• Nmax D 2, Lmin D 9260, Hmin D 914

There are nine obstacles. Table 1 gives the center .xi; yi/, radius ri, and altitudes
of the two bases .ziinf ; zisup/ of obstacle ˝i; i D 1; � � � ; 9. The unit is in meter. The
simulation results are presented in Table 2 and Fig. 9. We carried out two tests with
different values of c1; c2: the first one with c1 D 1; c2 D 0 and the second one with
c1 D 1; c2 D 1. When c1 D 1; c2 D 0, the length of level flights is not penalized
in the objective function; thus, Fig. 9a, b shows that the optimal route is obtained
with a level flight to avoid the obstacle with the center coordinates .29;632; 25;928/.
However, when c1 D 1; c2 D 1, the length of level flight is penalized in the objective
function, and as a result a counterclockwise turn is made to avoid the mentioned
obstacle instead of using a level flight, as shown in Fig. 9c, d. Moreover, thanks
to the ellipse and convex hull filters, which reduces the number of the potential
obstacles from 9 to 5, the computation time and the number of iterations are reduced
effectively.

In the second example, the input data are (unit in meter):

• Starting point A; .xA; yA; ŒzA; zA�/ D .0; 0; Œ4454; 7722�/

• Ending point B; .xB; yB; zB/ D .96;304; 96;304; 914/

• ˛min D 2:6%, ˛max D 5%
• Nmax D 2, Lmin D 9260, Hmin D 914
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Fig. 9 Example 1: simulation results. (a) �H ; c1 D 1; c2 D 0. (b) �V ; c1 D 1; c2 D 0. (c) �H ; c1 D
1; c2 D 1. (d) �V ; c1 D 1; c2 D 1

Table 3 Example 2:
characteristics of seven
obstacles

.xi; yi/ (m) ri (m) .ziinf ; zisup / (m)

(22224,22224) 9260 (0,5486)

(27780,74080) 148,16 (0,3048)

(48152,96304) 7408 (0,4572)

(59264,51856) 129,64 (0,4572)

(72228,24076) 9260 (0,4572)

(77784,81488) 148,16 (0,3048)

(96304,48152) 129,64 (0,4572)

Table 4 Example 2: simulation results

.c1; c2/
No pre-processing With pre-processing

L� (m)Time (s) Iterations Time (s) Iterations

.1; 0/ 0:64 349 0:09 45 142,230

.1; 1/ 0:36 188 0:09 45 142,230

There are seven obstacles defined by the parameters presented in Table 3. The
simulation results are presented in Table 4 and Fig. 10. Note that the optimal route
in the case with c1 D 1; c2 D 0 is the same as the one in the case with c1 D 1; c2 D
1. Even though by taking c2 D 0, level flights are not penalized in the objective
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Fig. 10 Example 2: simulation results. (a) �H ; c1 D 1; c2 D 0 or c1 D 1; c2 D 1. (b) �V ; c1 D
1; c2 D 0 or c1 D 1; c2 D 1

function, no level flight is imposed in the optimal solution. The reason is that the
routes with level flights do not offer a better value of the objective function or do
not satisfy the constraints that mentioned before. By applying the preprocessing
techniques, the number of the potential obstacles is reduced from 7 to 3; therefore,
the computation time and the number of iterations are reduced significantly.

5 Conclusion and Perspectives

In this paper, we introduce a methodology for generating a 3D route in TMA at
strategic level, performed by a deterministic global optimization approach. The
route is represented by a horizontal curve associated with a cone in the vertical plan.
We develop three ways to avoid an obstacle: turn clockwise or counterclockwise
(2D) and level flight (3D) which correspond to branching strategies in a branch
and bound tailored on the problem. By setting appropriately the penalization coeffi-
cients, it is possible to obtain continuous and smooth routes which are available for
Continuous Climb Operations (CCO) and Continuous Descent Operations (CDO).
To summarize, this approach can be regarded as a decision support tool for the
designing of SID/STARs.

In future work, we will consider the problem of designing several routes taking
into account the avoidance of obstacles and the separation between them. One
possible approach is to decompose the problem in three parts: (a) generating each
route separately by applying the branch and bound method presented in this paper,
(b) detecting the conflicts between the generated routes, and (c) eliminating the
conflicts by adding fictitious cylinder obstacles at the position of the conflicts.
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Arrival Time Assignment by Dynamic
Programming Optimization

Haruki Matsuda, Akinori Harada, Tomoyuki Kozuka, Yoshikazu Miyazawa,
and Navinda Kithmal Wickramasinghe

Abstract Japanese airspace capacity must expand in order to accommodate the
increased air traffic expected in the near future. Efficient air congestion management
is a promising approach for achieving this goal. Arrival management for inbound
flights to Tokyo International Airport, the busiest airport in Japan, is considered
to be the most demanding challenge for efficient air congestion management. In
this paper, a concept of arrival management based on multiple aircraft trajectory
optimization is proposed and examined using the actual flight track data. At first,
free-flight trajectory optimization is applied to the inbound flights landing on one of
the two runways to simulate the most efficient ideal flights. Next, time separation
constraints at a merging point on the boundary of the terminal area are imposed
in order to avoid conflicts among the aircraft in the terminal area. As a result of
the optimization, optimal sequencing and flight time adjustments are generated.
Benefits of the proposed concept are evaluated by comparing the optimal trajectories
with the corresponding actual flight trajectories. Dynamic programming is used for
the optimization of each flight trajectory and scheduling of the arrival times. The
obtained results reveal that in addition to safe arrival time separation, trajectory
optimization with arrival time assignment produces substantial benefits in terms of
fuel consumption and flight time.
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1 Introduction

Japanese airspace capacity must increase to handle the continuously growing air
traffic. Management of a more crowded airspace is difficult under the current system
owing to the increased economic costs caused by the required detours and a higher
danger of collision. Additionally, fuel prices are considerably high, and there is a
rising demand for the reduction of environmental problems in the airline industry.
Consequently, the airlines are making unprecedented efforts to reduce flight costs
[1, 2]. In response to these demands, the Collaborative Actions for Renovation of
Air Traffic System (CARATS) was formulated in Japan; this is the counterpart of the
program for the Next Generation Air Transportation System (NextGen) in the USA
and the Single European Sky ATM Research Program (SESAR) in Europe [3–5].

Currently, the air traffic management (ATM) system uses predetermined routes
and divides the airspace into sectors that are managed by controllers in charge. How-
ever, the application of the ATM system in Japan results in frequent detours with
delays in particular airspaces or routes especially at major airports. Using trajectory-
based operation (TBO) approach mentioned in CARATS instead of the current ATM
system is a potential solution for the poor ability of the ATM system to cope with
increasing air traffic flow. According to this operational concept, all flights from
departure to arrival are integrally managed as trajectories including time. Therefore,
the TBO is considered to be an improvement on the conventional operations and
can be applied to optimize the entire Japanese Flight Information Region (FIR)
through the ATM system. Furthermore, the TBO allows preferred route selection
based on each aircraft’s operational performance (commonly referred to as the free-
flight concept).

The potential benefits of realizing such a system were evaluated in previous
studies [6–9]. Although this analysis did not consider realistic restraints such as the
actual flight rules, it revealed that trajectory optimization offers significant benefits
particularly for the current airliner flights descent phases.

The entire airspace capacity is constrained by the throughput of the most
congested airspace. The trajectory-based approach enables effective management
of flights arriving at a congested airport and leads to an increasing throughput at
the congested airspace. This eliminates the bottleneck for the expansion of airspace
capacity and allows a significant improvement of flight’s arriving efficiency because
most arriving flights are in their descending phases.

Furthermore, arrival management is important for realizing the free-flight con-
cept. If several aircraft are permitted to freely arrive at the same runway, there is
a greater possibility of conflict. In this study, we attempt to assign arrival times to
each aircraft for scheduling their arrivals with appropriate time separations.

The potential benefits of arrival time assignment for Tokyo International Airport,
the most congested airport in Japan, were evaluated in a previous study [10].
However, this analysis requires the start times of all flights. There are considerably
large differences in the start time of the flights having different flight ranges even
if they have the same arrival time. Thus, it is not realistic to assign arrival times
immediately after estimating them for flights with different start times. Therefore,
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the method used in the previous study [10] produces unrealistic results in terms
of actual operation. In the present study, the arrival time assignment is performed
dynamically. Furthermore, we show that both ensuring safe arrival time separations
and the realization of the benefits of this approach can be simultaneously achieved
by trajectory optimization with arrival time assignment for the aircraft arriving at
Tokyo International Airport.

2 Operational Efficiency Evaluation

Flight state estimation and trajectory optimization are performed to evaluate the
efficiency of actual airliner operation. The actual airliner flight states are estimated
using the flight track data. Thus, fuel consumption and flight time required for
the actual flights can be obtained and used as evaluation criteria. On the other
hand, flight trajectory optimization is used to derive the flight states for the flights
having superior performance efficiency. As a result, we can evaluate the operational
efficiency of the actual flights by comparing the optimal flight states to the estimated
flight states.

Figure 1 illustrates the flow chart of the operational efficiency evaluation
procedure. First, the position change rate of the aircraft (the ground speed) is derived
from the flight track data. Air data including airspeed and Mach number are also
estimated using the meteorological information, such as temperature, barometric
pressure, wind direction, and wind speed. Moreover, an aircraft performance model
(APM) is used for estimating the fuel flow, which is then integrated over time to
obtain the total fuel consumption.

Fig. 1 Analysis of operational efficiency



188 H. Matsuda et al.

Flight trajectory optimization is performed using the initial and final positions
and estimated airspeed as the boundary conditions. The meteorological information
and the APM used here are the same as those used in the flight state estimation
in order to reduce potential errors inherent in the meteorological data and the
APM. Consequently, the obtained fuel consumption and flight time are optimal
with respect to the evaluation criteria, and the operational efficiency evaluation
of the actual flights is performed assuming that these trajectories obtained by the
optimization are the optimal flight states in terms of operational efficiency. In this
study, we use the meteorological grid point value (GPV) data released by the Japan
Meteorological Agency. The Base of Aircraft Data (BADA) Revision 3.11 [11]
developed and maintained by EUROCONTROL is used as the APM. It was revealed
that both the data and model exhibit sufficient accuracy for their application to the
fuel consumption estimation or operational efficiency evaluation by comparison to
the quick access recorder data stored by the airlines [12, 13].

3 Trajectory Optimization and Arrival Time Assignment

If multiple aircraft freely landing at the same runway choose optimal paths for which
the time separations are not explicitly constrained, conflicts can occur at the terminal
merging point. This is a major issue toward the realization of an air traffic system
based on the free-flight concept. Here, we assign appropriate arrival times in order
to resolve this issue.

The trajectory optimization of the kth aircraft is performed using the performance
index, Jk, which is defined as follows:

Jk D
Z tf

t0k

	k.t/dt C mk

m0
ak .tf � t0k/ (1)

The first term of Eq. (1) is the fuel consumption, where 	k(kg/s) is the fuel flow.
The second term is the weighted flight time, where mk is the mass of the kth aircraft
and m0 represents a constant mass value that is independent of the aircraft type.
Since time is valued proportionally to the size of the aircraft, the time-weighting
parameter, (mk/m0)ak, is used to compensate each aircraft’s mass.

Examination of the optimal trajectories obtained using the performance index
(1) shows that there is a trade-off between the fuel consumption and the flight
time. In other words, varying the weighting parameter, a corresponds to changing
the balance of this trade-off, leading to the various flight states of the optimal
trajectories. These solutions form the Pareto optimal frontier (Fig. 2). While the
arrival time can be adjusted by varying the flight time, this leads to the deterioration
in the performance index values. The total penalty owing to time assignment is
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Fig. 2 Optimal fuel consumption and flight time

expected to be minimized, as suggested by the total performance indices given by
Eqs. (2) and (3).

J�
1 D

X

k
Jk D

X

k

�Z tfk

t0k

	k.t/dt C mk

m0
ak .tfk � t0k/

�

(2)

J�
2 D

X

k

m0
mk

Jk D
X

k

�
m0
mk

Z tfk

t0k

	k.t/dt C ak .tfk � t0k/

�

(3)

Because various types of aircraft are assessed as arrival flights in the same
framework, the arrival time adjustment tends to become smaller for larger aircraft.
In this case, Eq. (2) provides the performance index. The performance index, J�

2 , in
Eq. (3) is compensated for the aircraft’s mass to prevent the underestimation of the
arrival time adjustment. In Eq. (3), J�

2 is adopted as the performance index for arrival
time optimization. The inequality constraint in Eq. (4) is considered to ensure the
appropriate arrival time separations.

jtfk � tflj > tmin;separation (4)

for any k and l, k¤ l.
The problem discussed in this study is called a bi-level programming problem,

where the constraint condition of the arrival time optimization problem that is an
upper problem includes other optimization problem for flight trajectory that is a
lower problem. In this study, a set of solutions satisfying the constraint condition,
i.e., optimal solutions for the flight trajectory optimization problem, is generated in
advance, and then, solutions for the arrival time optimization problem are obtained
as the combination of optimal flight trajectories. Dynamic programming is used
for both optimization problems in this study. Figure 3 illustrates the conceptual
scheme of the grid used for the arrival time optimization calculations. When the
arrival sequence is defined as an independent variable, the aircraft ID and arrival
time are optimized.



190 H. Matsuda et al.

Fig. 3 Arrival time optimization by dynamic programming

4 Application to Tokyo International Airport

Tokyo International Airport (ICAO airport code: RJTT) manages the highest
number of passengers in Japan and handles air traffic control operations
with four runways. The RWY34L is used exclusively for landings during
north wind operations, and it is not required to take conflicts with departing
aircraft into consideration. This study focuses on the aircraft arriving at the
RWY34L.

The track data used in this study are taken from the CARATS Open Data,
which are released by the Japan Civil Aviation Bureau for promoting research and
development in the field of air traffic management. These data are obtained from
the radar data recorded by the surveillance radar for en route. The data comprises
the virtual flight number, time, latitude, longitude, and barometric pressure related
to the respective aircraft.

The flights toward Tokyo International Airport for 16 h from 7 a.m. to 11 p.m.
on May 9, 2012, were analyzed, while the phases of takeoff and landing are
eliminated. The initial point recorded at the Fukuoka FIR for each international
flight is considered as the initial data point, and for domestic flights, the data point
at approximately 10,000 ft in the climb phase is taken as the initial data point for
the analysis. Additionally, the waypoint ADDUM, the initial fix on the standard
terminal arrival route (STAR), is assumed to be the merging point in the terminal,
which is the final point in the analysis. Figure 4 illustrates the characteristics
of the airspace that is being modeled. However, the arrival time separations of
actual flights are evaluated at the fix called ARLON that is located closer to
the runway than ADDUM because some arriving flights are actually merged at
this point by the current air traffic control system. The actual track chart and
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Fig. 4 Characteristics of the airspace

Fig. 5 Flight track (actual)

distribution of arrival time separations of the target flights are shown in Figs. 5 and
6, respectively.

We assume that the target flights are freely optimized without arrival time
assignment using the performance index shown in Eq. (1). The parameters used
for the optimization are given as follows.

ak D 0:5 kg=s; m0 D 208700 kg
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Fig. 6 Arrival time separations (actual)

This setting of the time-weighting parameter considers fuel consumption to be a
relatively more important efficiency criterion than the flight time. Additionally, each
aircraft mass is given as a 10 % deduction of the reference mass mentioned in BADA
in order to consider Japanese short-haul domestic flights. Although the boundary
conditions are set to correspond to the actual flights, for the terminal conditions,
we generally set the barometric altitude to 10,000 ft and the calibrated airspeed to
230 kt at ADDUM.

In this study, two cases are presented for evaluating the potential benefits of flight
trajectory optimization and arrival time assignment. Although optimal flights are
compared with the corresponding actual flights in both cases, there is a significant
difference between the cases. In case (a), the trajectories are freely optimized
without any constraint so that there is possibility of conflicts at the final point in
this case. To resolve this problem, in case (b), arrival time adjustment is performed
with safe arrival time separation given as the follows.

tmin;separation D 90 s

The arrival time assignment is performed using the following procedure:

(a) The aircraft within the 60-min range, i.e., the range corresponding to 60-min
flight to the merging point at terminal, are monitored. The arrival times are
assigned to prevent any conflicts between the arrival times of the monitored
aircraft.

(b) The arrival times of the aircraft within the 15-min range, corresponding to the
15-min flight to the merging point, are fixed. The arrival times of the aircraft
beyond the 15-min range are adjusted to prevent any conflicts with the aircraft
for which the arrival times have already been fixed.
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Fig. 7 Procedure for arrival time assignment

Fig. 8 Flight track (optimal, without time constraint)

Figure 7 schematically illustrates this procedure. The time step of the calculation
is set to 5 min, and the arrival time assignment is performed every 5 min.

5 Results

The tracking chart and distribution of arrival time separations obtained by the free
optimization in the case (a) are shown in Figs. 8 and 9, respectively. Moreover,
Fig. 10 illustrates the differences between the optimal trajectories and the actual
flights with respect to fuel consumption and flight time that are the criteria for the
evaluation of the potential benefits. Furthermore, the averages of differences and
their percent values are shown in Table 1. The flight tracks tend to choose more
straight paths than those of the actual flights, and we can see that approximately
a 10 % reduction in fuel consumption is achieved. However, safe arrival time
separations between the arriving flights are not achieved.
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Fig. 9 Arrival time separations (optimal, without time constraint)

Fig. 10 Potential benefits by trajectory optimization (without time constraint)

Table 1 Average of potential benefits (without time constraint)

Difference Percentage

Fuel consumption �559 kg �13:24 %
Flight time �149 s �4:00 %
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Fig. 11 Flight track (optimal, with time constraint)

Fig. 12 Arrival time separations (optimal, with time constraint)

Figures 11 and 12 show the track chart and the distribution, respectively, of
arrival time separations obtained for case (b). The arrival time separations are
also plotted versus time in Fig. 13. The horizontal red lines in this figure indicate
the boundary of safe time separation. Figure 13 shows that safe values of arrival
time separations are preserved with almost direct routes. Additionally, the potential
benefits obtained in this case are shown in Fig. 14 together with the potential benefits
obtained by freely optimizing the flight trajectory without arrival time assignment.
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Fig. 13 Time history of arrival time separations

Fig. 14 Potential benefits by trajectory optimization
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Fig. 15 Average of fuel consumption and flight time

Table 2 Average of fuel consumption and flight time for 375 flights

Actual
flight

Optimal trajectories (difference, ratio relative to actual flight)
(a) Without time constraint (b) With time constraint (b)–(a)

Fuel
burn (kg)

4217 3658 (�559, �13.24 %) 3691 (�526, �12.47 %) C33

Flight
time (s)

3741 3592 (�149, �4.00 %) 3594 (�147, �3.93 %) C2

Further, Fig. 15 illustrates the average of the difference between the actual flights
and the optimal flights in terms of fuel consumption and flight time, and Table 2
shows the numeric values. There is no significant trend in the potential benefit data;
irrespective of whether the arrival times are assigned, high benefits can potentially
be obtained in both cases.
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Fig. 16 Time history of arrival time assignment for 1 h (STA, scheduled time of arrival)

Fig. 17 Difference of arrival times, STA–ETA (ETA, estimated time of arrival)

Figure 16 shows a small part of the time history of the arrival time assignment.
The horizontal axis represents the time when the time assignment is performed, and
the vertical axis represents the assigned arrival times. The vertical black lines mark
the times for which the arrival times were assigned. We can see that the arrival
time assignment was performed dynamically. Figure 17 describes the variations of
arrival times as the deviations from the horizontal red dashed line. Considering
the dispersion of the data away from the red dashed line, it appears that not only
the time-delay operation but also the time-advance operation is used to take the
advantage of any unoccupied time.

Figures 18, 19, 20, 21, 22, 23, 24, 25, 26, and 27 illustrate the state histories
of a particular flight extracted from these flights. The optimal trajectory derived
by trajectory optimization shows some important differences from the actual flight
trajectory. In the cruise phase, the optimal trajectory chooses a higher altitude than
that of the actual flight, obtaining higher flight efficiency by this model. In the
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Fig. 18 Flight track

Fig. 19 Calibrated airspeed

descent phase, the optimal trajectory chooses a slower speed than in the actual
flight with the reduction of the throttle reducing the fuel consumption. Such flights
introduce long descent distance with a shallow flight path angle, leading to an earlier
top of descent and a shorter cruise phase where more fuel is consumed thus reducing
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Fig. 20 Barometric altitude

Fig. 21 Flight path angle

the total fuel consumption. According to the track chart, both of the optimal
trajectories choose the great circle course regardless of whether the arrival times
are assigned. After receiving the assigned arrival time, the flight arrives at a slightly
earlier time than the free optimal flight; arrival time adjustment is achieved not by
changing the flight path but mainly by adjusting the speed. The relatively large
difference between the two can be recognized in their descent phases; therefore,
it appears that the influence on flight efficiency owing to the speed adjustment in the
descent phase is smaller than that in the other phases.
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Fig. 22 True airspeed

Fig. 23 Mach number

6 Conclusion

In this study, the concept of arrival management that enables arriving aircraft to
optimize their flight efficiency was proposed and examined using actual flight
track data. This concept is based on the optimization of flight trajectories and
arrival time assignment with dynamic programming used for the optimization. At
first, each flight trajectory is freely optimized to estimate the potential benefits of
the free-flight concept. Next, the constraint of arrival time separation is imposed
at a merging point to ensure safe separations among the aircraft in the terminal
area. Consequently, optimal trajectories free from conflicts in the terminal area are
generated by maximizing the benefits for the flight efficiency criteria.
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Fig. 24 Thrust

Fig. 25 Fuel flow

We applied this concept to Tokyo International Airport, the most congested
airport in Japan, and analyzed the potential benefits of arrival time assignment
obtained by the proposed method. The results show that optimal flights with
arrival time assignment can produce potential benefits as large as those without the
constraint, i.e., arrival time assignment does not significantly reduce the efficiency of
the original optimal flight. Furthermore, it became clear that arrival time adjustment
is mainly achieved by controlling the speed in the descent phase as it does not have
significant impact on fuel consumption.



Arrival Time Assignment by Dynamic Programming Optimization 203

Fig. 26 Lift-to-drag ratio

Fig. 27 Fuel consumption

Acknowledgments This research is financially supported by the program of Ministry of Land,
Infrastructure, Transport and Tourism in Japan for promoting technological development of
transportation. The numerical weather prediction GPV data released by the Japan Meteorological
Agency and handled by the Research Institute for Sustainable Humanosphere, Kyoto University
and the BADA model developed by EUROCONTROL are effectively used to reconstruct flight
parameters from surveillance information data and to optimize flight trajectories. These organiza-
tions’ support to the research is greatly appreciated.



204 H. Matsuda et al.

References

1. JAPAN AIRLINES, “JAL REPORT 2015 (Annual report 2015),” 2015.
2. ANA HOLDINGS INC., “Annual report 2014,” 2014.
3. Federal Aviation Administration (FAA), “NextGen Implementation Plan,” June, 2013.
4. SESAR Joint Undertaking, “Roadmap for Sustainable Air Traffic Management, European

ATM Master Plan, edition 2,” October 2012.
5. Ministry of Land, Infrastructure, Transport and Tourism (MLIT), Study Group for the Future

Air Traffic Systems, “Long-term Vision for the Future Air Traffic Systems–Changes to
Intelligent Air Traffic Systems,” 2010.

6. H. Matsuda, A. Harada, T. Kozuka, N. Wickramasinghe, Y. Miyazawa, “Analysis on Airliner
Operational Efficiency with GPS Data Based Flight State Estimation and Flight Trajectory
Optimization,” JSASS Western Branch Conference 2014, Fukuoka, Japan, 2014.

7. Y. Miyamoto, A. Harada, N. Wickramasinghe, Y. Miyazawa, K. Funabiki, “Evaluation
Analysis on Airliner Operational Performance with Flight Trajectory Optimization using
BADA Aircraft Performance Model,” JSASS Aerospace Technology Japan, vol.13, 2014,
p.1–10.

8. Y. Miyamoto, N. Wickramasinghe, A. Harada, Y. Miyazawa, K. Funabiki, “Analysis of Fuel-
Efficient Airliner Flight via Dynamic Programming Trajectory Optimization,” Trans. JSASS
Aerospace Technology Japan, vol.11, 2013, p.93–98.

9. A. Harada, T. Kozuka., Y. Miyazawa, N. Wickramasinghe, M. Brown, and Y. Fukuda, “Analysis
of Air Traffic Efficiency using Dynamic Programming Trajectory Optimization,” ICAS2014,
St. Petersburg, Russia, 2014.

10. Y. Miyazawa, H. Matsuda, S. Shigetomi, A. Harada, T. Kozuka, “Potential Benefits of Arrival
Time Assignment,” Eleventh USA/Europe Air Traffic Management Research and Development
Seminar, Lisbon, Portugal, 2015.

11. Eurocontrol Experiment Center, “User Manual for the Base of Aircraft Data (BADA) Revision
3.11, EEC Technical/Scientific Report No.13/04/16-01,” 2013.

12. H. Totoki, T. Kozuka, Y. Miyazawa, K. Funabiki, “Comparison of JMA Numerical Prediction
GPV Meteorological Data and Airliner Flight Data,” Trans. JSASS Aerospace Technology
Japan, vol.12, 2013, p.57–63.

13. A. Harada, Y. Miyamoto, Y. Miyazawa, K. Funabiki, “Accuracy Evaluation of an Aircraft
Performance Model with Airliner Flight Data,” Trans. JSASS Aerospace Technology Japan,
vol.11, 2013, p.79–85.



A Dynamic Multi-Commodity Flow
Optimization Algorithm for Estimating
Airport Network Capacity

Murad Hossain, Sameer Alam, and Hussein Abbass

Abstract Estimating the capacity of an airport network system is an NP-hard
problem. It is defined as the maximum traffic that can be accommodated by a
network of airports subjected to resource constraints, such as fleet mix and node/link
capacity. Mathematically, the problem is modeled as a classical multi-commodity
flow (MCF) problem. In MCF it is generally considered that the resources required
by the commodities at a node or link cannot change over time and must be
independent of the interaction among the commodities. However, in an airport
network, the local resource requirements for aircrafts usually change over time due
to different weather condition, runway configurations, and different aircraft mix. In
addition, in a given airport network, the flow requires a certain amount of time to
travel through each link and can’t be assumed to travel instantaneously through
the network as in the case of an electricity network. These complexities deem
existing MCF algorithms inapplicable to estimate the flow capacity of an airport
network. To address this problem, we propose a new method to estimate the capacity
of an airport network and develop a dynamic multi-commodity flow optimization
algorithm. The proposed optimization algorithm is augmented by an iterative Hill-
Climber algorithm to solve the network capacity model in which all flow constraints
of air traffic are preserved. Experimental results show that the proposed model is not
only capable of realistically estimating the airport network capacity under different
levels of aircraft mix but also in identifying individual flows at different links and
amount of delay for each aircraft.
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1 Introduction

The capacity of flow networks indicates the maximum attainable throughput of a
network under normal operating conditions (i.e., without jamming or congestion).
A good network capacity estimation model would enable us to predict how much
additional demand can be accommodated by a network and hence establish an
efficient policy for traffic restraint and growth. Furthermore, it can enable us to
determine what educative steps should be taken to prepare for the time when
additional capacity will be required to accommodate future growth. Network
capacity estimation is an NP-hard problem. Pioneering work to solve the network
capacity problem traces back to Ford and Fulkerson [10], who developed a labeling
algorithm for the network maximum-flow problem on the basis of max-flow min-cut
theory. However, this algorithm is ideal to solve problems with a single origin-
destination [15]. In 1972 Iida [12] developed an incremental assignment approach
in which a certain portion of origin-destination (OD) demand matrix was iteratively
added to the network. On the basis of the updated link cost (travel times), a link was
eliminated from the network if it reached its capacity threshold. Finally, the network
capacity was obtained when a certain OD pair was not connected anymore. The main
drawback of this approach is the choice of the route. Realizing the effects of route
choice behavior and congestion, Asahura and Kashiwadani [1, 2] proposed a bi-
level programming approach in which routing strategies and congestion effects were
explicitly considered. In a recent study, Chen et al. [4] developed a bi-level model to
deal with the network turning restriction design problem in which entities are pro-
hibited to drive into restricted downstream links at a group of intersections. Along
with the bi-level model, the importance of developing probabilistic procedures for
the quantitative evaluation of capacity [6, 7] and flexibility [4] of transportation
networks capacity has also been investigated in recent years.

In this paper, we define an airport network as a system of airports interconnected
by air routes. Despite the significant contribution of previous studies to various
aspects of network capacity modeling, a comprehensive approach to investigate the
flow capacity of an airport network is lacking. A few number of attempts have been
made to estimate the total capacity of an entire airport network system for any region
or country [8, 9]. There is a growing concern among airlines and small group of
policy analysts that the airport network is running out of capacity [8, 14].

Conventionally in traffic flow networks, the capacity is estimated using a multi-
commodity flow (MCF) model [5]. This method is not directly applicable to
airport networks for the following reasons: (a) movements in an airport network
involve flows of aircrafts with different speeds; (b) flow is heterogeneous given
different wake vortices categories of aircraft, viz., light, medium, and heavy; (c)
different types of aircrafts require different amount of resources at landing and
departure airports; (d) there must be a minimum separation distance between two
consecutive aircrafts, which depends on the type of operation (landing or takeoff)
and the preceding aircraft type and operation for managing wake vortices; (e)
aircrafts departing from an airport are expected to land at destination airports
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within a time window, because aircrafts cannot hold in air indefinitely; and (f)
multiple origin-destination (OD) pairs exist and flows between different OD pairs
are not exchangeable or substitutable in an airport network capacity problem. These
characteristics make airport network capacity modeling a complex, yet interesting,
problem to solve.

This paper attempts to solve this problem and proposes a model and an
optimization algorithm to estimate the maximum capacity of an airport network.
We borrow the classical MCF problem concept to formulate the problem, where
we represent flows between two nodes (airports) as different commodities and the
problem is formulated using a time slot of 1 h. This hourly rate of flow (landings and
takeoffs) is bounded by a capacity constraint. The proposed model also considers
wake vortex interactions among aircrafts of different categories (heavy, medium,
light) during landing and takeoff at a given airport. The underlying premise is that
the flow in an airport network can be modeled as a multi-path, steady state network
of queues, whose maximum capacity is the sum of maximum airport operational
rates.

This paper is organized as follows. Section 2 describes the problem formulation.
Section 3 explains the steps involved in solving the capacity estimation problem.
Section 4 presents the experimental setup. Section 5 presents the flow characteristics
and the results obtained. Section 6 draws conclusions.

2 Problem Formulation

A graph G.V;E/ is used to describe an airport network in which a node set (V) and
an edge set (E) represent n airports and m direct flight routes between these airports,
respectively [11]. The network is encoded using an adjacency matrix (An�n) such
that aij D 1 if a flight link exists between airport-pair i and j, otherwise aij D 0. In
such network, an OD pair is defined as those nodes that are directly connected by
an edge. For each of the OD pairs, traffic in the form of aircraft is entering into the
network through origin nodes and travel along links to destinations. A commodity
in an airport network is the flow from a given node to one of its neighboring node.
Since in a network there are m D jEj directly connected OD pairs. Thus the total
number of commodities will be K D 2 � m. The question arises as to how we can
define/determine an individual airport capacity.

Under normal conditions, an airport capacity heavily depends on the traffic mix.
The traffic mix, consisting of the aircraft possessing different weights and speeds,
requires different rules (separation) to maintain safe time/distance interval between
subsequent aircrafts during landing and taking off. In this study, we have used a
time-based separation minimum to avoid the wake-vortex turbulence which is given
in Table 1.

Two runways with identical operating conditions may result in different capaci-
ties/throughputs due to aircraft sequencing difference. Thus, we have considered the
local capacity of an airport as the total available slots for landing and takeoff. In our
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Table 1 Separation minima
(in minutes) between aircrafts
considered in this paper

Separation minima (arrival-departure)

Leading
aircraft

Trailing aircraft

L M H

L 2 2 2

M 2 2 2

H 2 2 3

Separation minima (departure-arrival)

Leading
aircraft

Trailing aircraft

L M H

L 2 2 2

M 2 2 2

H 2 2 3

Separation minima (arrival-arrival or
departure-departure)

Leading
aircraft

Trailing aircraft

L M H

L 2 2 2

M 3 2 3

H 3 2 3

formulation, we have defined airport capacity as the total number of slots, where
each slot has equal time duration. In other words, we define a node capacity as the
total available time. Since our intention is to measure the hourly flow capacity of
an airport network, we define the node capacity C.i/ D 60 slots for all nodes in the
network where each slot is a one-minute duration.

Notations The formulation of an airport network capacity problem requires defini-
tion of the following notations:

t D a positive integer which represent the hour of operation
K D the set of commodity
IK D the set of initialized commodity
UK D the set of un-initialized commodity

For each k 2 K

sk D source or origin node of commodity k
dk D destination node of commodity k
FkC
i .t/D inflow of commodity k of node i during operation hour t, which is a set

of arrival flights
Fk�
i .t/ D outflow of commodity k of node i during operation hour t, which is a

set of departure flights
FC
i .t/ D P

k F
kC
i .t/, total inflow of node i for operation hour t

F�
i .t/ D P

k F
k�
i .t/, total outflow of node i for operation hour t

ui.k/ represents the resource used by commodity k at node i

Let f denote a flight that is scheduled to operate during a day.
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Then

D. f / D destination airport of f
O. f / D origin airport of f
TD. f / D schedule time of departure of f from O. f /
TA. f / D schedule time of arrival of f at D. f /
wvf 2 fL;M;Hg D wake vortex class of f , where L, M, and H represent the light,
medium, and heavy aircraft, respectively
Op. f / 2 fA;Dg D arrival (landing) and departure (takeoff) operation of f
S.a; b; c; d/ D separation distance in time between the leading and trailing
aircraft, where a and b represent the type of leading and trailing aircraft and c
and d represent takeoff or landing of respective flight
delay. f /D delay of f at D. f /
tij D required travel time for a flight from airport i to j

Let �
�
FC
i .t/;F

�
i .t/; S

�
be a slot-assignment function that returns the minimum

time required to accommodate the inflow FC
i .t/ and outflow F�

i .t/ at a node i during
an hourly interval t given the separation matrix S. The separation matrix S has four
dimensions: leading aircraft type, trailing aircraft type, leading aircraft operation,
and trailing aircraft operation. For example, SŒL�ŒM�ŒA�ŒD� defines the separation
distance in minutes between a light aircraft landing at a node followed by a departure
of medium aircraft. With the help of the function �./ and separation matrix S,
we can define the departure-arrival constrains as �

�
FC
i .t/;F

�
i .t/; S

� � C.i/;8i.
In an airport network, an aircraft departing from an airport is expected to land at a
destination airport within a time frame. This travel time introduces a time dimension
into the problem formulation. We call this constraint as the timing constraint.

Let tij denote the required travel time for a flight from airport i to j. We assume
that the travel time for all type of aircrafts are equal. Let TD. f / and TA. f / denote
the time of departure (takeoff) and time of arrival (landing) of a flight f 2 Fk�

i .t/
from node i to j, where k 2 K denotes the commodity from node i to j and the minus
symbol “�” means an outflow from node i. Then the timing constraint is defined
as TA. f / D TD. f / C tij;8f 2 Fk�

i .t/. This timing constraint makes the problem
very hard to solve. In a real traffic scenario, there is a common practice to associate
some delay to a flight, landing at the destination airport, for capacity improvement
and maintaining separation safety. We can modify the timing constraint as TA. f / D
TD. f /C tij C delay. f /;8f 2 Fk�

i .t/, where delay. f / represents the delay of flight
f and its value is bounded by 0 � delay. f / � 15min. The delay variable delay. f /
brings some flexibility in the timing constraints and helps to find better feasible
solutions for an optimization method. The airport network capacity model can be
formulated as follows:

maximize W
X

k

X

i

Fk�
i .t/ (1)
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Subject to

TA. f / D TD. f /C tij C delay. f /; 8.i; j; k/ (2)

�
�
FC
i .t/;F

�
i .t/; S

� � C.i/; 8i (3)

FkC
i .t/ � 08.i; k/ (4)

Fk�
i .t/ � 08.i; k/ (5)

X

t

X

k

X

i

Fk�
i .t/ D

X

t

X

k

X

i

FkC
i .t/; 8.i; k; t/ (6)

where TD. f /;TA. f / denote the departure and arrival time of a flight f 2 Fk�
i .t/

from node i to j, FC
i .t/ D P

k F
kC
i .t/; 8i, and F�

i .t/ D P
k F

k�
i .t/; 8i.

3 Heuristic Solution Approach

A heuristic approach is developed in which a certain amount of flow is incrementally
added to an initial feasible solution until the network reaches its capacity. The
heuristic solution approach consists of two key modules: (i) an initial feasible
solution generator function and (ii) an iterative solution improvement method to
increase the traffic flow in the network subject to node capacity and departure-arrival
timing constraints.

3.1 Initial Feasible Solution Generation

In an airport network capacity estimation problem, the departure-arrival timing
constraint Eq. (2) (all departure flights from a node must have to land at the
destination at a specific time within a maximum delay of 15 min) and the separation
minima between two aircrafts at a node make a random initial solution very hard
to be feasible. In order to generate an initial feasible solution, we divide a 1 h
time window into 60 equal slots. We call these 60 slots together as “slot box” and
represent it as SB. Each SB has a unique identification number for each airport to
represent an hour of operation. For example, an SB(i,5) represents the flow (both
departure and arrival) of node i during the operational hour of 5:00 am. To simulate
a full-day operation in a network, we need 24 SBs for each node.

The flow of a commodity consists of light, medium, and heavy aircrafts being
placed in the slots of the source and destination node such that the separation
between two consecutive flights is maintained and all departed aircrafts can land at
the corresponding destination within a maximum delay of 15 min. Once an aircraft
is inserted into an SB of the departure and that of landing node, it is copied to all



A Dynamic Multi-Commodity Flow Optimization Algorithm for Estimating. . . 211

succeeding slot boxes of those nodes. For example, if a light aircraft is placed at the
fifth slot of SB(i,1) for departure and fifth slot of SB( j,2) as an arrival flight, then
all operating hours t � 1 at node i must have a departure flight at its fifth slot and
at node j for all operating hours t � 2 also have a arrival at fifth slot. This means
that we consider a continuous deterministic flow, which is a common practice to
determine the capacity upper bound of a network [13, 15].

We assume that resources of a node are equally shared by its commodities. That
is, the hourly resource of 60 slots of a node is equally shared by the commodities
associate with its links. If ri.k/ represents the amount of shared of node i assign to
a commodity k, then the following condition hold for all nodes:

C.i/ D
X

k

ri.k/;8i (7)

The initial feasible solution generation algorithm is presented as a flowchart in
Fig. 1, where ui.k/ represents the resource used by commodity k at node i and IK,
UK represent the set of initialized and un-initialized commodity.

3.2 Iterative Solution Improvement

After generating an initial feasible solution, the network capacity can be obtained
using an iterative process, which consists of the following modules, which were
designed to increase the number of hourly aircraft movements.

3.2.1 Shifting

Shifting is an operation to move a flight from its current slot to an earlier slot such
that: (i) the separation minima between its adjacent flights are maintained and (ii) the
delay of the flight remains within the bound 0–15 min. Figure 2 shows an example
of a shifting operation of a slot box. In the illustration of a shifting operation in
Fig. 2, the flight f2 is shifted to slot 3, which decreases its delay to 9 min, and the
separation distance between f1 and f2 satisfies the minimum required distance of
2 min for a light-light departure-arrival pair, whereas flight f3 which is departing
from slot 9 cannot shift to an earlier slot because an increase in its delay will occur
beyond the maximum limit of 15 min.

3.2.2 Swapping

Swapping is an operation to change sequence of the flights in an SB. Swapping is
considered as a hill-climbing operation to improve the quality of the solution, which
basically changes the slot of two flights at a time and continues the process until no
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Fig. 1 Initial feasible solution generation process

further improvement is possible while maintaining separation minima and the travel
time constraint.

Figure 3 shows an example of swapping operation between flight f1 and f3. The
purpose of a swapping operation is to make some free slot(s) so that one or more
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Fig. 2 An illustration of shifting operation in an SB

Fig. 3 An example of swapping operation

flights can be shifted to an earlier slot. In some cases, a swap can increase delay.
We maintain all constraints satisfied and only allow swapping to occur between two
flights if and only if the new sequence does not violate any constraint.

3.2.3 Inserting

In an initial feasible solution, the operations of swapping and shifting may create
some free slot where we can insert some new flight(s). A new flight is inserted into
SBs of source and destination nodes that fulfil the following conditions:

(a) There is enough room between two flights, at the source node, at the end, or at
the beginning of the slot such that the aircraft maintains separation minima with
adjacent flights.



214 M. Hossain et al.

(b) There is also a slot q that is available for landing while meeting the separation
minima and satisfying the timing constraint Eq. (2) for any of the neighboring
flights ( j 2 Ng.i/) of the source.

The type of the newly inserted aircraft is selected randomly. If the new flight
cannot be added to the network due to violation of separation minima constraint or
its type, then an attempt is made to insert a light aircraft. If a light aircraft cannot be
added at a node i as a source, then it confirms that there is no room at the slot box
of node i to accommodate extra flow and the operation gets abundant.

Algorithm 1 Solution improvement (FS)
1: procedure SOLUTION IMPROVEMENT(FS;G.V;E/; t)
2: FS is an initial feasible solution for the network capacity problem
3: G.V;E/ is airport network having n nodes and K commodities
4: t is the earliest operation hours where the flow of in G.V;E/ reached a steady state.
5: Ng.i/ neighbor of node i
6: isImprove D true
7: while isImprove do
8: isImprove D false
9: i D 1

10: while i < n do
11: Repeat for all
12: fa 2 SB.i; t/&fb 2 SB.i; t/j fa ¤ fb,
13: if swap( f a; fb ) in SB.i; t/ then
14: perform shifting at node i
15: for all j 2 Ng.i/ do
16: if insert( f new; i ! j) of SB.i; t/ then
17: isImprove D true
18: end ifend if
19: end for
20: end ifend if
21: end loop
22: i D i C 1

23: end whileend while
24: end whileend while
25: return solution
26: end procedure

After applying the swapping, shifting, and inserting operations when no further
improvement is possible for a given sequence (solution), the value of the function
�./ Eq. (3) can be determined by simply calculating the time of the operation of
the last flight in the sequence at a given node. Based on swapping, shifting, and
inserting operations, the quality of an initial feasible solution can be improved.
Algorithm 1 illustrates the procedure to improve a feasible initial solution for the
network capacity estimation problem.

Once the initial feasible solution gets improved by the solution improvement
Algorithm 1, the hourly capacity of the network gets calculated by counting the
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total number of flight movements in the solution, which provides a tight capacity
upper bound of the steady-state flow.

4 Experimental Setup

To illustrate the effectiveness and applicability of the proposed method, numerical
studies on two different networks were done. In these test networks, all the nodes
have a single runway. In our experiments, the operating condition of the nodes
does not change over time, i.e., the separation minima remain unchanged. Each
evaluation is repeated 30 times with different seeds.

4.1 Test Networks

In order to assess the effectiveness of the proposed airport network capacity
estimation model, we perform experiments on two different types of network. First,
we applied the proposed procedure to a simple network shown in Fig. 4. Our first
experimental network consists of three nodes and six directed links, which is shown
in Fig. 4. We named this network as “network-I.” Network-I is a weighted directed
graph. The weight of a link represents the travel time between its start and end node.

Apart from the simple network shown in Fig. 4, we also test the proposed model
with a much complicated real-world network. This real-world network is based on
the Australian airport network which we called “network-II.” The Australian airport
network is a very large network and has many peripheral airports that carried out
only a small amount of flights. These peripheral airports make limited contributions
to the overall network capacity. The capacity bottleneck mainly depends on hub
airports. More details on the characteristics of the Australian airport network can
be found in [11]. Figure 5 shows network-II, representing those Australian airports
that operate, on average, more than five flights daily. In Fig. 5, the size of a node is
proportional to the number of its direct connections with other nodes in the network,
which is called the degree [3]. In this network, nodes 8 and 11 have a degree of 20
(10 in-degree and 10 out-degree) which is the highest in the network, whereas node 3

Fig. 4 Example network-I, a
fully connected network of
three identical nodes
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Fig. 5 Example network-II,
network of hub nodes of
Australian airport network

Fig. 6 Hourly traffic flow in
network-I over a period of
24 h

has the lowest degree of 6. In this network the travel time of the links is set randomly
between 1 and 4 h.

5 Results and Analysis

We first present hourly flows in network-I over a period of 24 h time. As the
objective of capacity estimation is to estimate the maximum attainable flow in an
airport network, we attempt to detect the departure sequence at the nodes that remain
unchanged and achieved maximum steady-state flow. Figure 6 shows the hourly
departure and arrival in network-I. At early hours, there is no arrival in the network.
As time goes, the departed flights in early hours start to arrive at destinations. The
load on the network continues to increase until a steady state is reached. If one can
find the right departure sequence, then it is possible to get a maximum steady-state
flow representing the total capacity of the network. Flow in network-I reaches a
steady state from the fifth hour of operation.
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In any airport network, the total flow consists of a number of light, medium, and
heavy aircrafts. Thus, to better investigate the capacity of a network, we calculate
the actual number of light, medium, and heavy aircrafts. Table 2 summarizes the
capacity of the example networks, and Figs. 7 and 8 show the total flight movements
throughout a day.

To get an insight of the efficiency of the proposed model, we measure the number
of unused slots for every node in the network. The number of unused slots is
calculated from the flight sequence in SBs. It is the difference between the slot
positions of consecutive flights and the minimum separation required between them.
For example, if two light aircrafts are departing from slots 5 and 9, respectively, then
the distance used by these two flights is four slots where the minimum separation
required between them is two slots (since each slot is equivalent of 1 min). So the

Table 2 Hourly capacity of test networks (average of 30 different runs)

Network Capacity #L #M #H

I 57:7˙ 1:34 38:7˙ 7:60 10:6˙4:01 8:4˙ 3:87

II 222:2˙ 21:04 111:7˙ 33:01 57:5˙ 20:22 53:0˙ 20:21

Fig. 7 Hourly traffic of network-I

Fig. 8 Hourly traffic of network-II
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Fig. 9 Status of the nodes in network-I during steady state

Table 3 Summary of the node’s hourly utilization of network-I at steady state

Node Total flow Lihgt (L) Medium (M) Heavy (H) Unused slots

1 19:35˙ 0:99 12:90˙ 2:89 3:50˙ 2:01 2:95˙ 1:19 2:35˙ 1:76

2 19:35˙ 0:87 12:60˙ 3:25 3:85˙ 1:53 2:90˙ 1:94 2:00˙ 1:65

3 19:00˙ 0:56 13:20˙ 2:48 3:25˙ 1:45 2:55˙ 1:54 2:65˙ 1:50

number of unused slots in this case is two (four minus two). Figure 9 shows the
status of the nodes in network-I during a portion of steady state. From Fig. 9 it is
noticeable that there is not enough room between any two nodes to accommodate
more flights.

Tables 3 and 4 summarize the hourly uses of the nodes of network-I and network-
II, respectively, during a steady-state network operation. From Tables 3 and 4, we
can see that the airport’s (nodes) slots are fully utilized. Node 3 in network-II
maintains some unused slots because of the very limited number of connections
it has compared to other nodes in the network.

We also analyzed the total delays associated with the estimated capacity in
Table 5. The average delay per flight is found to be around 5 min for both networks.
This is well accepted in a usual air transportation system. Among the total flights,
only about 20% of them get delayed more than 10 min, whereas most of them have
delays less or equal to 10 min.
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Table 4 Summary of the node’s hourly utilization of network-II at steady state

Node Total flow #L #M #H # Un-used slots

1 19:25˙2:34 8:70˙3:28 5:60˙1:82 4:95˙1:67 1:15˙0:88
2 17:65˙1:69 11:35˙2:46 3:50˙1:67 2:80˙1:01 6:55˙3:70
3 14:8 ˙1:85 8:30˙1:90 3:50˙1:28 3:00˙1:30 14:15˙5:88
4 19:4 ˙3:20 8:40˙3:66 5:50˙2:48 5:50˙2:46 2:50˙1:80
5 18:95˙0:69 9:30˙2:18 5:45˙1:36 4:20˙1:91 2:05˙1:54
6 18:65˙0:99 9:15˙2:50 4:80˙1:32 4:70˙1:75 3:05˙2:50
7 18:8 ˙0:62 8:00˙2:13 6:00˙1:69 4:80˙1:61 2:15˙1:31
8 20:05˙3:20 9:20˙4:01 5:30˙1:69 5:55˙2:14 1:85˙1:39
9 19:65˙2:80 11:80˙3:37 3:90˙1:53 3:95˙1:28 3:05˙2:09
10 18:85˙1:04 7:90˙2:29 5:65˙2:23 5:30˙1:63 2:65˙1:90
11 18:9 ˙1:41 8:65˙2:60 5:00˙1:56 5:25˙1:86 2:60˙1:64
12 17:25˙1:21 10:95˙2:63 3:30˙1:59 3:00˙1:59 7:25˙3:54

Table 5 Summary of delay of test networks

Network
Total flight
movement

Delay(D)per
flight (min)

Number of flights
delayed
.0 � D � 10/

Number of flights
delayed
.10 < D � 15/

I 615:55˙ 13:88 4:72˙ 1:13 271:6˙ 53:67 18:9˙ 56:31

II 2271:15˙ 40:91 5:13˙ 0:44 912:1˙ 124:3 516:8˙ 99:87

6 Conclusion

This paper has presented preliminary evaluation of the proposed airport network
capacity model and a heuristic algorithm. One of the limitations of the proposed
method is that the nodes in an airport network can only have one runway. More
extensive tests or evaluations need to be performed in future work to assess the
effectiveness of the proposed model, including (i) investigating more complex
network configurations, (ii) multiple runways in the airports, and (iii) including
various demand patterns and demand or preference of fleet mix.
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Downlink Aircraft Parameter-Based
High-Accuracy Tracking System for Air Traffic
Surveillance

Xiaodong Lu, Tadashi Koga, and Yoshio Kosuge

Abstract With the rapid increase in air traffic demands, the more accurate and
reliable tracking systems for aircraft surveillance are required to improve the
capacity, safety, and efficiency of air traffic control (ATC) services. As a suboptimal
hybrid filter, the Interacting Multiple Model (IMM) estimator has been applied in
the practical aircraft tracking systems. However, it is difficult for the standard IMM
filter to precisely estimate the aircraft state when the target is maneuvering since
the detection of maneuvers is often delayed by the response of Kalman filters. On
the other hand, in the Mode S radar Enhanced Surveillance (EHS), the downlink
aircraft parameters (DAPs) are available for obtaining the updated states of aircraft;
however, this information of aircraft parameters has not been used systematically
to improve the performance of current tracking systems. In this paper, a DAPs-
based tracking system which is able to dynamically revise the mode probabilities
of the IMM estimator according to the real-time change in the aircraft motion is
proposed. The results of computer simulations and practical experiments show the
effectiveness of the proposed system by comparing it with the standard IMM-based
tracking system.

Keywords Tracking system • Mode S radar • DAPs • IMM

1 Introduction

In response to the rapid increase in air traffic demands, a high-accuracy tracking
system, which can achieve accurate and continuous aircraft surveillance in the
dynamic changing environment, is required to improve the capacity, safety, and
efficiency of air traffic control (ATC) services. With the advancement of the sensor
and communication technologies, the extensive deployment of air-to-ground data

X. Lu (�) • T. Koga • Y. Kosuge
Surveillance and Communications Department, ENRI, 7-42-23 Jindaiji-Higashimachi, Chofu,
Tokyo, 182-0012, Japan
e-mail: luxd@mpat.go.jp

© Springer Japan KK 2017
Electronic Navigation Research Institute, Air Traffic Management and Systems II,
Lecture Notes in Electrical Engineering 420, DOI 10.1007/978-4-431-56423-2_12

223

mailto:luxd@mpat.go.jp


224 X. Lu et al.

links leads to the emergence of complementary methods for the aircraft tracking
system.

As a considered part of the basis of the surveillance infrastructure, Secondary
Surveillance Radar (SSR) Mode S has been widely utilized. There are two possible
configurations for the Mode S radar: the first one is called the Mode S Elementary
Surveillance (ELS) and the other one is the Mode S Enhanced Surveillance
(EHS) [1]. Each aircraft is assigned one unique ICAO 24-bit address by the state
registration authority [2]. This address is the one used for selective interrogation,
which permits the obtaining of the flight ID and the barometric altitude in 25 ft
steps. The Mode S EHS consists of ELS supplemented by the extraction of downlink
aircraft parameters (DAPs) which can be used to improve the performance of current
tracking systems. Most Mode S radars are applied to aircraft surveillance in terminal
and en route areas. Therefore, the DAPs-based tracking system can be applied in
these areas, especially in the ascent and descent en route segments.

In [3], the roll angle is used to detect the maneuvering of aircraft and calculate
the lateral acceleration to improve accuracies by switching from a straight-line
first-order Kalman filter processing positional measurements only to the second-
order extended Kalman filter that operates on the same axes and estimates the same
quantities plus lateral acceleration. However, by using the roll angle, except turning
models, it is difficult to detect other maneuvering motions of aircraft in the real
applications. And because the roll angle is easily affected by the outside factors, it
is difficult to assure the quality of roll angle measurements. Moreover, compared
with the acceleration model, the coordinated turn model can get more improvement
for turning motion [4]. And in [5], the DAPs of ground speed, track angle rate, and
true track angle are applied to calculate the control input of the Kalman filter, but
the improvement is limited by using a single model of the Kalman filter.

The Interacting Multiple Model (IMM) estimator is a suboptimal hybrid filter
that was shown to achieve an excellent compromise between performance and
complexity [6, 7] and has been applied in the practical aircraft tracking systems
[8]. However, it is difficult to accurately estimate the aircraft state when the target is
maneuvering since the detection of maneuvers is often delayed by the response of
Kalman filters. In this paper, to improve the accuracy, the DAPs-based IMM tracking
system is proposed. The system consists of an IMM filter with three different models
and a maneuver detector which is able to dynamically revise the mode probabilities
in real time according to the different motions of aircraft by using DAPs data.
Moreover, as the availability and certification of DAPs cannot be guaranteed, the
system with two tracking functions, the DAPs-based one and the usual one, is
also implemented. In the system, the “availability” means the value of each aircraft
parameter can be obtained continuously, and the “certification” means the obtained
value of each aircraft parameter is valid. These two conditions are both important
to achieve high accuracy. If the DAPs data has any problem, the IMM filter can
provide the output of the system as a usual one in the case of the absence of DAPs.
Therefore, for comparing with the usual one, we select a flight with valid DAPs data
to evaluate the proposal in the computer simulation.
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The paper is structured as follows. In the next section, the mode S and DAPs
concepts are described. In Sect. 3, the DAPs-based IMM tracking system is
presented. The results of computer simulations and practical experiments are shown
and discussed in Sect. 4, and the paper is concluded in Sect. 5.

2 Mode S Enhanced Surveillance

2.1 Mode S Radar

The SSR Mode S includes two elements: an interrogative ground station (GS) and
a transponder on board the aircraft. Each GS has its own interrogation code which
permits the configuration of the target answers, as they know who is interrogating
them. Currently, most Mode S radars are using the multisite surveillance protocol
[9]. With this protocol, the GS takes two steps to achieve aircraft surveillance.

First, the GS is searching for and acquiring targets with all-call interrogation.
Next, after acquisition, the GS starts tracking targets with aircraft information by
using roll-call interrogation. The roll-call interrogation contains the destination
address.

The 1090 MHz Mode S extended squitter (1090ES) is also available to periodi-
cally broadcast the aircraft information through the Mode S transponder. However,
most DAPs cannot be obtained by 1090ES, such as roll angle and track angle rate.

2.2 Downlink Aircraft Parameters

The differences between ELS and EHS fall on uplink and also downlink data
transmissions. From a tracking point of view, the most important aspect of ELS
is the height measurement improvement (measured in 25 ft steps), which allows
better vertical tracking.

The Mode S EHS delivers further information. Thus, an aircraft can send to
the ground station several Comm-B Data Selector (BDS) registers with flight
information. The decision of what BDSs are sent depends on the local configuration
and also on the ATC authority. The ones that seem to be more useful from an air
traffic control point of view are shown in Table 1.

Some parameters are for display to the controller, known as controller access
parameters (CAPs), and others are for ATM system function enhancement, known
as system access parameters (SAPs) [10].

The intention DAPs have an operational utility and are also useful for a collision
detection system. For the tracking function, the useful parameters are the vector
state DAPs, which tell the ground station how the aircraft is moving at that moment.
Even so, not all of them are useful for the tracking function. As our task is to track
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Table 1 Downlink aircraft
parameters

Register Parameters

BDS 4.0: Selected altitude
BDS 5.0: Roll angle

Track angle rate (or true airspeed)
True track angle
Ground speed

BDS 6.0: Magnetic heading
Indicated airspeed or Mach number
Vertical rate
True airspeed (if track angle rate is not available)

aircraft in a ground-fixed coordinate system, the most suitable DAPs are the ones
referred to in the ground system (BDS 5.0). Four parameters are directly related
to the ground-based tracking system: roll angle, track angle rate, true track angle,
and ground speed [10, 11]. In this paper, we use the roll angle and track angle rate
to detect the turning motion and the ground speed to detect the linear motion with
acceleration.

The rest of the parameters referring to the horizontal movement depend on the
wind direction and speed, which are useless due to the difficulty of knowing the
relationship between them and the ones referred to in the ground system, when they
are fused at the ground station.

3 High-Accuracy Tracking System

Air traffic surveillance systems are required to obtain updated and detailed infor-
mation from aircraft in order to provide safe and efficient air traffic control (ATC)
services. In general, civilian aircraft motion can be broadly divided into a uniform
motion phase and a maneuver phase. The former refers to the straight and level flight
with a constant speed and heading, and the latter refers to acceleration and turning.
Especially, the turning motion always arises after takeoff and before landing, and
during this period most aircrafts are in the airspace with high density. To satisfy the
safety requirements, a good tracking algorithm must provide accurate and reliable
estimates of the aircraft state for both modes even in measurement errors and outlier
situations.

3.1 Motion Models

The horizontal model and the vertical model are treated separately, due to the
fact that the target motions in the horizontal plane and the vertical plane are
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comparatively independent. In this paper, we only consider the motion models used
in the IMM filter in the horizontal plane. The uniform motion can be described
by a second-order kinematic (constant velocity) model. The maneuver motion
can be described by a third-order kinematic (constant acceleration) model and
a coordinated turn model [4, 7]. At each time k, the aircraft’s continuous-state
dynamics are described by a difference equation defined in the discrete time:

x.k/ D Fjx .k � 1/C Gjw .k � 1/ (1)

where (Fj, Gj) are system matrices with appropriate dimensions, corresponding
to each flight mode j, and w is a zero-mean Gaussian white noise used to model
accelerations with an appropriate covariance Qj, which is a design parameter. The
three motion models are given as follows.

(1) Constant Velocity Model

The state vector corresponding to the constant velocity model is defined as

x D Œx Px y Py �T (2)

with x and y denoting the orthogonal coordinates of the horizontal plane. And the
discrete-time state equation is given by
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where T is the sampling interval.

(2) Constant Acceleration Model

The state vector corresponding to the constant acceleration model is defined as

x D Œx Px Rx y Py Ry �T (4)

The state equation is given by
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w .k � 1/ (5)
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(3) Coordinated Turn Model

A coordinated turn is a turn with a constant turn rate (rate of angle change)
and a constant speed. Although the actual turning of a civilian aircraft is not
exactly coordinated since the ground speed is the airspeed plus the wind speed,
the kinematic behavior of the aircraft during the turn is suitably described by the
coordinated turn model plus a fairly small noise representing the modeling error.
This will be referred to as the nearly coordinated turn model in the sequel. Such
a model is necessarily nonlinear if the turn rate is not a known constant. The state
vector corresponding to this model is

x D Œx Px y Py !�T (6)

where ! is the tum rate. The coordinated tum model is then given by
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(7)

Note that the process noise � has in general different noise statistics to reflect
different modeling errors.

3.2 IMM Estimator

One computational cycle of IMM filter consists of four major steps: interaction
(mixing), filtering, probability update, and combination [4, 7]. At each time, the
initial condition for the filter matched to a certain mode is obtained by mixing
the state estimates of all filters at the previous time under the assumption that
this particular mode is in effect at the current time. This is followed by a
regular filtering (prediction and update) step, performed in parallel for each mode.
Then, the mixing and model probabilities are updated by using the likelihood
function. Finally, a combination (weighted sum) of the updated state estimates
of all filters yields the state estimate. The probability of a mode being in effect
plays a key role in the weighting of the mixing and the combination of states and
covariances.

(1) Interaction

The motion model j is specified by the state space matrices Fj, Gj, and Qj.
The input, considered as an initial condition, to the filter matched to model j is
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obtained by mixing the estimates of all filters at the previous time k�1 under the
assumption that model j is in effect at the present time k. First, the mixing probability
	ijj(k�1jk�1) is computed as follows:

	ijj .k � 1jk � 1/ D pij	i .k � 1/ =cj (8)

where pij is the mode transition probability and cj is a normalizing constant:

cj D
X

iD1
pij	i .k � 1/ (9)

The mode transition probabilities, indicated as assumed to be known, are actually
estimator design parameters to be selected in the design process of the algorithm [4].

The mixed initial condition and covariance for the filter matched to model j at
time k are

Ox o
j .k � 1jk � 1/ D

X

iD1
Oxi .k � 1jk � 1/	ijj .k � 1/ (10)

Po
j .k � 1jk � 1/ D

X

iD1

	
Pi .k � 1jk � 1/C Vij



	ijj .k � 1/ (11)

Vij D 	Oxi .k � 1jk � 1/� Ox o
j .k � 1jk � 1/
 � 	Oxi .k � 1jk � 1/� Ox o

j .k � 1jk � 1/
T
(12)

where Vij models increased uncertainty due to disagreement between the model
estimates.

(2) Filtering

This step is the same as a single Kalman filtering algorithm. The only difference
is that it is to be performed in parallel for each mode. The predicted state estimate
for the jth filter is

Oxj .kjk � 1/ D FjOxoj .k � 1jk � 1/C Gjwj .k � 1/ (13)

The predicted covariance associated with the above predicted state estimate is

Pj .kjk � 1/ D FjP
o
j .k � 1jk � 1/FT

j C GjQj .k � 1/Gj
T (14)

To compute the filter gain, measurement residual (innovation) and residual
covariance are defined as

vj.k/ D z.k/ � Hj Oxj .kjk � 1/ (15)

Sj.k/ D HjPj .kjk � 1/HT
j C Rj (16)
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where z(k) is the measurement at time k, Hj is the measurement matrix of mode j
and Rj is the covariance of measurement noise of mode j.

The filter gain is given by

Kj.k/ D Pj .kjk � 1/ � HT
j Sj.k/

�1 (17)

Then the state estimate and its covariance are written as

Oxj .kjk/ D Oxj .kjk � 1/C Kj.k/vj (18)

Pj .kjk/ D Pj .kjk � 1/� Kj.k/Sj.k/Kj.k/
T (19)

(3) Probability Update

After each model has been updated in the previous step, new mode probabilities,
	j(k), are computed by using the likelihood functionƒj(k), which is defined as

ƒj.k/ D 1
qˇ
ˇ.2�/ Sj.k/

ˇ
ˇ

exp

�

�1
2
vj.k/

TSj.k/
�1vj.k/

�

(20)

	j.k/ D cjƒj.k/
X

jD1
cjƒj.k/

(21)

(4) Combination

This step yields the overall state estimate as the probabilistically weighted sum
of the updated state estimates of all filters.

Ox .kjk/ D
X

jD1
Oxj .kjk/ 	j.k/ (22)

P .kjk/ D
X

jD1

n
Pj .kjk/C 	Oxj .kjk/ � Ox .kjk/
� 	Oxj .kjk/ � Ox .kjk/
T

o
	j.k/ (23)

3.3 System Architecture

(1) Data Field

Figure 1 represents the DAPs-based tracking system architecture which consists
of a Mode S radar with 10 s update rate, a tracker, a DAPs monitor, and a position
monitor. The nodes in the system are connected through data field (DF) that serves as
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Data Field

Mode S Radar

Tracker

Position 
Processor

IMM Estimator

Maneuver 
Detector

Mode probability 
update

DAPs Monitor Position Monitor

Estimation, Smoothing, 
Likelihood calculation

Mixing

Checker

IMM Filter

Data 
Verification Combination

Fig. 1 System architecture

a communication medium of coordination between the nodes. It can be a local area
network (LAN) or LANs connected by wide area network (WAN). All necessary
data is broadcast into the DF, where the data logically circulates in the DF.

(2) Radar and Monitors

The Mode S radar gets targets’ information from its own surveillance area. Then
it sends the target report message which contains the position, identification number,
time, and DAPs information to the DF.

The DAPs monitor stores the DAPs information of each aircraft and shows the
values of parameters of the selected aircraft in the figures. The position monitor
displays and updates the measurement, smoothing, and predicted positions of each
aircraft.

(3) Tracker

The tracker is composed of a position processor, a maneuver detector, and an
IMM filter. The position processor is in charge of storing and updating the position
information of aircraft. When receiving the target report message, the processor
extracts the aircraft position information and converts it from the radar coordinates
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(range, azimuth, and flight level) to geodetic coordinates (latitude, longitude, and
altitude).

The maneuver detector is responsible for extracting and storing DAPs informa-
tion from target report messages. And based on the potential maximum energy
maneuvers of civilian aircraft, some thresholds are set to detect the validation of
DAPs measurements. For example, in general, due to passenger comfort consider-
ations, the ground speed should be less than 600 knots, the roll angle should lie
between �45ı and 45ı, and the absolute value of track angle rate should be less
than 8ı/s [3, 6].

In addition, by comparing the current DAPs with previous DAPs, it can detect the
integrity of DAPs measurements. For example, civilian aircraft are assumed to be
subjected to the maximum horizontal acceleration of 1 g, where g is the gravitational
acceleration. Then the acceptable difference between current and previous ground
speed should be less than 190 knots in the 10 s radar update period.

Moreover, the consistence of interrelated DAPs is also taken into account. For
example, the track angle rate has the same variation trend as the roll angle. The
accuracy of the detection of turning motion can be improved, if we consider both roll
angle and track angle rate at the same time. Although this is a simple method, it has
demonstrated a satisfactory and stable performance during practical experiences.

For assuring the validation and accuracy of DAPs data and outputs of DAPs-
based estimator, not only predetection of DAPs measurements is executed, but also
the comparison between the outputs of DAPs-based estimator and standard IMM
filter is performed. If there is an integrity problem in the DAPs measurements, the
default probability update of IMM filter without DAPs data will be applied. And if
there is an integrity problem in the outputs of DAPs-based estimator, the results of
the standard IMM filter will be selected as the system’s output.

According to the above discussion, the following equations are applied to detect
the motion model changes of the aircraft based on a set of thresholds.

Ca D
�
1 a1 <

ˇ
ˇVgs.k/ � Vgs .k � 1/

ˇ
ˇ < a2

0 otherwise
(24)

Ct D
�
1 b1 < jR .k � 1/ � W .k � 1/j < b2
0 otherwise

(25)

where Vgs(k) is ground speed at time k, R(k-1) is roll angle at time k-1, and W(k-1) is
track angle rate at time k-1. Ca is defined to detect the acceleration, and Ct is defined
to detect the coordinated turn.

Based on the analysis of measurement noise and real application of civilian
aircraft [11], within 10 s, the acceptable difference between current and previous
ground speed should be less than 190 knots, and considering the measurement noise,
the thresholds of a1D10 and a2D190 are used to assure validation of acceleration
detection. Moreover, due to passenger comfort considerations, the absolute value
of roll angle should be less than 45ı, and the absolute value of track angle rate
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should be less than 8ı/s. And considering the measurement noise, the thresholds of
b1D0.02 and b2D360 are used to guarantee the detection of turning motion.

If the track angle rate is not available, we can calculate the angular velocity which
is related to the roll angle and true air speed by the following calculation [11]:

W .k � 1/ D g � tan .R .k � 1//
Vtas .k � 1/

(26)

where g is the gravitational acceleration and Vtas(k�1) is true airspeed at time k�1.
In the standard IMM filter [4], the default mode probabilities are used for initial-

ization since it is difficult to predict the motion model of aircraft at the beginning.
Therefore, if the default mode probabilities do not match the motion model or the
motion model changes during the initial tracking period, the prediction accuracy is
degraded. Moreover, during the later tracking period, the mode probabilities become
uniform since the difference of residual vectors between modes decreased through
the mixing process. As a result, if the motion model changes during the later tracking
period, the prediction errors increase because the response of filters is often delayed.
To solve this problem, based on the DAPs information, during the initial tracking
period, which means a new track is initiated for a new target, the mode probabilities
are presented below:

if .Ct D 1&k � 10/ ; then
�1 .k/ D PctPPT

cv

�2 .k/ D PctPPT
ca

�3 .k/ D PctPPT
ct

if .CtD 0&Ca D 1&k � 10/ ; then
�1 .k/ D PcaPPT

cv

�2 .k/ D PcaPPT
ca

�3 .k/ D PcaPPT
ct

if .CtD 0&Ca D 0&k � 10/ ; then
�1 .k/ D PcvPPT

cv

�2 .k/ D PcaPPT
ca

�3 .k/ D PcaPPT
ct

where	1(k),	2(k), and	3(k) are mode probabilities for constant velocity model,
constant acceleration model, and coordinated turn model at time k, respectively. P
is the mode transition probability matrix, and Pcv, Pca, and Pct are the transition
matrices for constant velocity model, constant acceleration model, and coordinated
turn model, given by

Pcv D Œ1 0 0� ;Pca D 	
0 1 0



;Pct D 	

0 0 1



In addition, during later tracking period, which means the difference between
mode probabilities is less than a certain threshold, the mode probabilities are revised
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as follows:

if .Ct D 1&	.k/ < 0:2&�3 .k/ < 0:5/ ; then
�1 .k/ D PctPPT

cv

�2 .k/ D PctPPT
ca

�3 .k/ D PctPPT
ct

if .CtD 0&Ca D 1&	.k/ < 0:2&�2 .k/ < 0:5/ ; then
�1 .k/ D PcaPPT

cv

�2 .k/ D PcaPPT
ca

�3 .k/ D PcaPPT
ct

if .CtD 0&Ca D 0&	.k/ < 0:2&�1 .k/ < 0:5/ ; then
�1 .k/ D PcvPPT

cv

�2 .k/ D PcvPPT
ca

�3 .k/ D PcvPPT
ct

where 	.k/ is the average of differences between mode probabilities

	.k/ D .j	1.k/� 	2.k/j C j	1.k/ � 	3.k/j C j	2.k/ � 	3.k/j/ =3 (27)

For other conditions, the mode probabilities will be updated by the standard IMM
algorithm.

4 Evaluation

4.1 Parameters

The performance of the proposed system is compared with the standard IMM
estimator. To obtain the best possible results, the system has to be properly designed
to meet the special requirements of the particular sensor. Based on the computer
simulation and practical experiments, the design parameters are given in Table 2.

Table 2 Parameters

Measurement Noise
Model Process Noise Range (m) Azimuth (deg)

Constant velocity 0.01 g 30 0.06
Constant acceleration g 30 0.06
Coordinated turn 0.1 g 30 0.06
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The model transition probabilities for IMM filter is designed as follows:

P D
2

4
0:95 0:025 0:025

0:025 0:95 0:025

0:025 0:025 0:95

3

5

The two methods are applied to evaluate the performance of the proposed
tracking system. One is a real data-based computer simulation. The other is a
real-time radar date-based practical experiment. Since the proposed algorithm can
use real-time DAPs parameters to accurately detect the current flight motion, it is
effective to improve the tracking performance through maneuvers compared with
the standard IMM algorithm.

4.2 Results

The first evaluation is a computer simulation. The simulated trajectory is generated
based on positions of a real flight trajectory and DAPs information obtained in the
practical experience. The smoothing GPS positions are used as the reference (true
positions with zero error).

The simulated trajectory starts with a maneuvering segment, followed by the
non-maneuvering segment and finally ends with another maneuvering segment, as
shown in Fig. 2. The Mode S update rate is 10 s and all DAPs are available.

The performance of the proposed algorithm is compared with the standard IMM
estimator through a Monte Carlo simulation. The results shown in Fig. 3 reveal
that the proposed system permits to significantly leverage prediction errors through
maneuvers in horizontal not only during the initial tracking period (from 10 s
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Table 3 RMS prediction errors in horizontal

RMS error (nmi)
Sampling time (sec) Measurement points Proposal IMM % Reduction

[0, 100] 62 0.0442 0.1006 56.06
[100, 200] 51 0.0657 0.1022 35.69
[200, 300] 49 0.0433 0.1022 57.63
[300, 400] 37 0.0673 0.1331 49.41
[400, 500] 44 0.0432 0.1111 61.09
[500, 600] 48 0.0427 0.0807 47.16
[600, 700] 64 0.0311 0.05 37.73
[700, 800] 57 0.0317 0.0601 47.33

to 100 s) but also during the later tracking period (from 260 s to 300 s). The
average improvement of the prediction error in horizontal is 60 % compared with
the standard IMM estimator. During the non-maneuvering periods (from 110 s to
250 s), these two methods have identical performance.

The second evaluation is based on the real-time Mode S radar data that spans
a time interval of about 800 s. The aircrafts with DAPs information during the
maneuvering periods are selected for comparison. To avoid signal interference,
the interrogations are just sent to the selected aircraft to get DAPs information
in the practical experiments. Because GPS positions of all flights cannot be obtained,
the smoothing measurement positions are used as the reference. In Table 3, the
“measurement points” are data points of selected aircraft with DAPs information
measured by the Mode S radar and processed by two tracking systems in the
sampling time. The actual prediction errors obtained using these two methods are
tabulated. These results not only demonstrate the error reduction obtained with the
DAPs-based estimator but also indicate the magnitude of the actual errors in a
typical ATC scenario. The RMS prediction errors in the horizontal aircraft based on
the measurements of maneuvering periods are given in Table 3. The results indicate
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approximately 50 % RMS prediction error reduction in the maneuvering periods
for the proposal over the standard IMM estimator. The performance comparison
of RMS on horizontal accuracy is shown in Fig. 4. We see that during the
maneuvering periods, the proposed system consistently yields lower errors and gets
much improvement over the standard IMM estimator.

5 Conclusion

In this paper, the development and evaluation of DAPs-based IMM tracking system
for aircraft surveillance are presented. Since the proposed system can use real-
time DAPs data to accurately detect the current flight motion and update the mode
probabilities, from the results of computer simulation, we can see that it significantly
reduces prediction errors through maneuvers not only during the initial tracking
period but also during later tracking period compared with the standard IMM-based
tracking system without applying DAPs data. The results of practical experiments
show a satisfactory and stable performance of the proposed system during tests,
and no significant disturbances due to false DAPs measurements and outputs can be
observed by the pre- and postvalidation check processes. For satisfying the desired
level of accuracy, it is required to further assure the quality of DAPs data and
improve the performance during the dynamic changing environment.
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Experimental Study of Photonic Based Radar
for FOD Detection Systems Using 90 GHz-Band

N. Shibagaki

Abstract This paper describes a concept and evaluation results of a Foreign
Object of Debris (FOD) detection radar system using Radio on Fiber technologies.
Demands for FOD detection system for airports runway is increasing due to
explosive growth of air traffic. Since very short wavelength and wide frequency
band allocation, 90 GHz-band Frequency-Modulated Continuous-Wave (FMCW)
radar with RoF technology is a good candidate for FOD detection system for
runway. We have started a R&D project for 90 GHz-band FMCW radar in 2012
and demonstrated in Sendai Airport using the licensed proto-type radar system. Our
demonstration system consists of two radar transmitter/receiver unit with rotating
antenna and one control unit with signal generation and data analysis capability.
These radar unit and control unit are connected with RoF technology. Precision
FMCW signal can be shared and transmitted through optical fiber. On Sendai airport
runways, we have demonstrated sample FOD (one inch metallic cylinder, etc.)
detection from150 m distance range.
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1 Introduction

The field of microwave photonics [1] has been growing recently and is considered
as a disruptive technology for microwave and millimeter-wave applications.
In this report, we have chosen 92–100 GHz band for radar frequency. The
frequency band is already allocated for Radio Location Service (RLS) by ITU-
R. Wide frequency range and small wave length can realize high range resolution
radar system. Therefore Foreign Object of Debris (FOD) detection system for
runway at the airport is a good candidate for applying the microwave photonics
technology with millimeter wave signal. This paper will describe recent studies
in Radio-over-Fiber (RoF) based radar system for FOD detection application.
[2–6]

Figure 1 illustrates the application for FOD detection system in airports. Optical
fiber is used to connect the different radar sub-system along a runway. Radar signal
is generated in the centralized control server. The configuration realizes not only
high quality signal distribution, but also radar antenna unit simplification and system
scalability.

2 90 GHz Band RoF Based RADAR System

Table 1 summarizes system specifications of the RoF based Radar systems. These
parameters are achieved using GaAs monolithic integrated circuits, high gain
antenna, broadband mixer, multiplier and optical components.

As shown in Table 1, the radar system consists of signal generation unit and
the radar unit. Signal generation unit generates Frequency-Modulated Continuous-
Wave (FMCW) signal of 10 GHz-band and convert it to optical signal using optical
modulator. The optical FMCW signal is transmitted to Radar unit via optical fiber.
Figure 2 shows simplified block diagram of a RoF based Radar unit. The optical
FMCW signal is converted to RF signal with Photo detector. The 10 GHz-band RF
signal can be multiplied to 90 GHz-band RF signal. GaAs monolithic integrated
high power amplifier amplifies the multiplied signal up to 100 mW power range to
realize 500 m detection range.

The optical FMCW signal is also multiplied and then supplied to a receiver mixer
to generate a beat signal with the reflection signal from FOD target. Figure 3 shows
an external view of the Radar unit. Tx module (multiplier, BPF and HPA) and Rx
module (multiplier, Mix. and LNA) are hermetically packaged and fixtured at back
side of IF and peripheral circuit board to realize ideal configuration with wave guide
antenna port.
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Fig. 1 Schematic view of a RoF based radar system for FOD detection system in runway at
airports
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Table 1 System specification

Spec./Block RADAR unit(RF) Signal generation unit(IF)

Output frequency range(GHz) 90 GHz-band 10 GHz-band
Output power 100 mW 10 mW
Sweep range 92.05�99.95 GHz 10.227�11.105 GHz
Sweep frequency �1250 Hz
I/F(Antenna) WR-10 N/A
Antenna type & FWHM Offset Parabola N/A

Elevation:1.0ı

Azimuth:1.0ı

Antenna rotation speed 15 rpm N/A
Detection range 500 m
Range resolution 5 cm

Fig. 2 Block diagram of a RoF based radar system
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Fig. 3 External view of a RoF based radar unit

3 Characteristics of 90 GHz-Band RF Module

3.1 Characteristics of Tx Modules for High Power
Transmission

The extremely wide frequency range can realize good range resolution. For this
purpose both Tx and Rx module should have wide band and flat frequency response.

Figure 4 shows the frequency responses of the Tx module. More than 20 dB
conversion gain and saturation power of 20 dBm is observed at 92–100 GHz
frequency range. Input frequency range is 10 GHz-band for this measurement. These
measurement results also indicate that conversion gain variation within the desired
frequency range is less than 2 dB.

3.2 Characteristics of Rx Modules for Low Noise Reception

Figures 5 and 6 show frequency response and IF output signal spectrum of the
Rx module respectively. Assume a 500 m distance between radar and target, time
difference between transmitted signal and reflected signal TD3.34 us (D2�500 m/c,
where c is the velocity of light). Since our radar system employs 8 GHz modulation
bandwidth and 800 us period, we can get “beat signal” of roughly 70 MHz
(D8 GHz/800us/2�T) using single ended mixer. The mixer has �10 dB gain and
flat frequency characteristic in the operating frequency range. The power level of
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Fig. 4 Frequency response of Tx module

Fig. 5 Frequency response of Rx module

Fig. 6 Frequency spectrum of IF output signal
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RF input for the measurement is �50 dBm so that the conversion gain of the Rx
module is 40 dB in the frequency sweep range. Since the S/N ratio of the IF output
signal is more than 60 dB for �50 dBm input RF signal, we can tentatively estimate
minimum receiving sensitivity of the Rx module is �110 dBm. Receiver conversion
gain and system noise level are vitally important and determine the maximum
detection range. According to the FAA Advisory Circular for Airport Foreign of
Debris Detection system [3], Airport Foreign of Debris Detection systems have to
detect metallic cylindrical target with 3 cm height and 3.8 cm diameter. Considering
the Advisory Circular, we have set our system goal is to detect objects of �20 dBsm
Radar Cross Section (RCS) at a 500 m distance. The �20 dBsm of RCS is equivalent
to RCS of metallic cylindrical target with 1 inch height and 1 inch diameter. Using
radar equation with Tx/Rx antenna gain of 42 dBi, and emission power of 100 mW,
we can estimate that receiving signal level from �20 dBsm RCS object at a 500 m
distance is �107 dBm. Although the tentatively estimated minimum receiving
sensitivity of �110 dBm is approaching the target, we need more noise performance
improvement and systematic evaluation for realizing good system margin.

4 System Evaluation

4.1 Detection Range

We have carried out a system evaluation of the RoF based Radar system with our
proto-type Radar system. The system noise level of the proto-type radar system
is 20–30 dB higher than we describe previous section. Due to this reason, we
use C5 dBsm RCS reference target instead of our final target (�20 dBsm RCS)
for maximum detection range evaluation. For this evaluation, we employ “Omni-
directional dielectric lens and wide angle lens reflector [4]” as reference target. As
shown small picture in Fig. 7, we have set-up reference target at a 500 m distance
position from the Radar. In the Plan Position Indicator (PPI) image, we can observe
not only the reference target, but also utility pole and curb at road-side etc.

4.2 Range Resolution

Theoretical range resolution R of FMCW Radar is simply estimated by equation
R D c/(2 � fBW), where c is the velocity of light and fBW is the modulation
bandwidth of the Radar system. Since we employ 8 GHz modulation bandwidth,
R is theoretically less than 2 cm. However, it is generally difficult to realize the
theoretical range resolution with actual hardware/software implementation due to
the effect of the spectrum fluctuation and the FFT window.
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Fig. 7 PPI image of 90 GHz-band RoF based radar

Fig. 8 Photograph of sample FOD set-up

Figure 8 shows two �20 dBsm targets of the range resolution measurement.
These targets are located at the position at exactly 60 m away from the Radar. One
target is fixed at 60 m and another is located at 60 mC5 cm or 60 m-5 cm.

The measured Radar range profile is shown in Fig. 9.
Red line in Fig. 9 indicates the target position of 59.95 m and 60 m, blue line

indicates the target position of 60 m and 60.05 m. The 60 m peak is observed both
case and 59.95 m peak is observed in red line, 60.05 m peak is observed blue line.

The measured 5 cm range resolution at 60 m distance range is a reasonable value
compared with the theoretical value.
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Fig. 9 Radar range profile at
a 60 m distance

5 Conclusion

We have demonstrated RoF based 90 GHz Radar system for FOD detection system
for airport runway. Using integrated monolithic GaAs module, we confirmed the
feasibility of reasonable detection range (500 m for C5 dBsm RCS) and range
resolution (5 cm separation at 60 m). We are planning a demonstration at Narita
Airport runway with four Radar units.
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