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Preface

The 4th Annual 2016 International Conference on Geo-Informatics in Resource
Management and Sustainable Ecosystem (GRMSE 2016) was held in Hong Kong,
China, during November 18-20, 2016. It aims to bring researchers, engineers, and
students to the areas of geo-spatial information science, engineering, and systems in
socioeconomic development, resource management, and sustainable ecosystem.
GRMSE 2016 features unique mixed topics of spatial data mining, geographical
information science, photogrammetry and remote sensing, data science, data engi-
neering, cloud computing, deep learning, and recent applications in the context of
building a smarter planet, healthier life, more enjoyable ecology and more sustainable
resources.

We received a total of 311 submissions from various parts of the world. The
international Program Committee worked very hard to have all papers peer-peer
reviewed before the review deadline. The final program consisted of 118 papers. There
were four key note speeches and five invited sessions. All the keynote speakers are
internationally recognized leading experts in their research fields, who have demon-
strated outstanding proficiency and have achieved distinction in their profession. The
proceedings are published as a volume in Springer’s Communications in Computer and
Information Science (CCIS) series. Some excellent papers were selected and recom-
mended to the special issue of Journal of Environmental Science and Pollution, a
Science Citation Index Expanded journal. We would like to mention that, due to the
limitation of the conference venue capacity, we were not able to include many fine
papers in the program. Our apology goes to those authors.

We would like to express our sincere gratitude to all the members of international
Program Committee and organizers for their enthusiasm, time, and expertise. Our deep
thanks also go to the many volunteers and staff members for the long hours and hard
work they have generously given to GRMSE 2016. We are very grateful to Professor
Fuling Bian, Professor Hui Lin and Professor Yichun Xie for their support in making
GRMSE 2016 possible. The generous support from Beijing Institute of Technology is
greatly appreciated. Finally, we would like to thank all the authors, speakers, and
participants of this conference for their contributions to GRMSE 2016.

January 2017 General Chair
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Name: Prof. Hui Lin
The Chinese University of Hong Kong, Hong Kong, China

Position held:

Chen Shupeng Professor of Geolnformation Science, Department of Geography and
Resource Management

Director, Institute of Space and Earth Information Science

Research Interests:

Microwave Remote Sensing Image Processing and Analysis

Virtual Geographic Environments (VGE) Spatial Database and Data Mining
Spatially Integrated Humanities and Social Science

Keynote Speech Title:
InSAR Remote Sensing for Urban Infrastructure Health Diagnosis

Abstract. The metropolitan area of Hong Kong is characterized by large reclamations
with high density skyscrapers and infrastructure. Any inevitable movement of the
infrastructure and built environment may pose a threat to infrastructure health and
public safety. The development of InSAR remote sensing technology has shown its
potential for the diagnosis of the infrastructure health.
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Name: Prof. Shuliang Wang
Beijing Institute of Technology, Beijing, China

Shuliang Wang, Ph.D., a scientist in data science and software engineering, is a
professor in Beijing Institute of Technology in China. His research interests include
spatial data mining, and software engineering. For his innovatory study of spatial data
mining, he was awarded the Fifth Annual Info Sci-Journals Excellence in Research
Awards of IGI Global, IEEE Outstanding Contribution Award for Granular Comput-
ing, and one of China’s National Excellent Doctoral Thesis Prizes.

Guest Editor:

International Journal of Systems Science

International Journal of Data Warehousing and Mining
Lecture Notes in Artificial Intelligence

Keynote Speech Title:
Spatial Data Mining Under Big Data

Abstract. It offers a systematic and practical overview of spatial data mining, which
combines computer science and geo-spatial information science, allowing each field to
profit from the knowledge and techniques of the other. To address the spatiotemporal
specialties of spatial data, the authors introduce the key concepts and algorithms of the
data field, cloud model, mining view, and Deren Li methods. The data field method
captures the interactions between spatial objects by diffusing the data contribution from
a universe of samples to a universe of population, thereby bridging the gap between the
data model and the recognition model. The cloud model is a qualitative method that
utilizes quantitative numerical characters to bridge the gap between pure data and
linguistic concepts. The mining view method discriminates the different requirements
by using scale, hierarchy, and granularity in order to uncover the anisotropy of spatial
data mining. The Deren Li method performs data preprocessing to prepare it for further
knowledge discovery by selecting a weight for iteration in order to clean the observed
spatial data as much as possible. In addition to the essential algorithms and techniques,
the book provides application examples of spatial data mining in geographic
information science and remote sensing. The practical projects include spatiotemporal
video data mining for protecting public security, serial image mining on nighttime
lights for assessing the severity of the Syrian Crisis, and the applications in the
government project ‘the Belt and Road Initiatives’.
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Name: Prof. Yong Wang

University of Electronic Science and Technology of China, Chengdu, China
East Carolina University, Greenville, USA

Current research activities

e Investigation of scale and scale effect on SAR application to urban target Evaluation
of water level variations in reservoirs using In SAR technique Thin cloud removal
for Landsat 8 imagery

e Submerged aquatic vegetation (SAV) assessment

¢ Flooding mapping using geo-spatial datasets in rural area

Keynote Speech Title:

Issues in Applying Geoinformatics and Big-Data as Additional Assessment Tools for
Macro-Socioeconomic Development

Abstract. Annual socioeconomic datasets released by governmental agencies at the
local, state, and national levels portrait socioeconomic statuses within different levels of
political boundaries. The data collection costs labor, time, and money. The collected
data may consist of errors. Remote sensors provide constant Earth observation.
Remotely sensed datasets are multi-temporal and freely available mostly. The datasets
are widely used to assess landuse and land cover (LULC) types changes through time,
and the changes intuitively reflect the socioeconomic status and development. Thus, the
development of additional assessment tools through analyses of remote sensed data is
of great interest. Unfortunately, analyzing both types of datasets, one constantly faces
analytical and/or statistical challenges. No matter what an approach is applied,
following issues must be considered. Otherwise, one will undoubtly concern the results
and decisions/actions made based on the outcomes. The issues include data selection,
distributions of selected datasets, data transformation, missingness of data, single or
multiple independent variables, sensitivity of results to sample sizes, and finally
alternative. In this study, we use socioeconomic development of Chengdu City, China
between 1978 and 2014 as an example to address above issues. In particular, areas
of the impervious surface and agricultural land are derived using spaceborne multi-
temporal Landsat data. The domestic gross productivity (GDP) per person released by
the statistic department of the municipal government of Chengdu is selected. Between
1978 and 2014, the area of the impervious surfaces and GDP per person increase
approximately exponentially. The area of agricultural decreased. Proper transformation
is individually applied so that each dataset varies linearly with time. Due to pervasive
cloud cover in Chengdu, areas of the impervious surfaces and agricultural lands cannot
be derived annually. The multiple imputation method based on the Monte Carlo
Markov chain (MCMC) approach is used. Then, GDP per person as the function of the
impervious surface area, and as the function of the impervious surface area and
agricultural area are statistically established and assessed. The result is satisfactory in
regression analysis and crosstab evaluation. It should be noted that the minimum
number of required sample size increase rapidly as the number of independent variables
increases. Therefore, the use of one or two LULC types as independent variables is
recommended.
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Name: Prof. Huada Daniel Ruan

Beijing Normal University, Beijing, China
Hong Kong Baptist University, Hong Kong, China
United International College (UIC), Zhuhai, China

Research interest:

e Synthesis, activation, modification and characterization of nanomaterials, their
applications as sorbents, catalysts, medications, pigments, additives in environment,
agriculture, chemistry and medicine, and their commercialization

e Applications of modified mineral-waste and organic-waste materials for the
removals of heavy metals and toxic organic compounds in relation to environmental
remediation

e The characteristics of environmental pollutants relating to human health Environ-
mental auditing and assessment relating to environmental management and evalu-
ation of climate change

e Interactions of soil minerals, heavy metals and microbes in contaminated soil
materials and bioremediation of contaminated soils

¢ Environmental chemistry including water quality; air, water and soil pollution; plant
nutrition; sediment chemistry; non-point pollution; eutrophication and heavy metal
transport, accumulation and contamination

e Renewable energy with emphasis on bio-fuel and solar energy

Keynote Speech Title:
The Application of Environmental GIS

Abstract. Geographic Information System (GIS) generally fulfils the following
applications: mapping, monitoring, modelling, measurement and management for a
number of fields including political science, education, health care, real estate, business,
urban planning and environmental science. The application of a GIS in environmental
science can be drawn in environmental monitoring; risk assessment; watershed,
floodplain, wetland and aquifer management; groundwater modelling and contamina-
tion tracking; hazardous or toxic facility siting; pollutant distribution and remediation;
and simulation of process in urban and natural environment. Fundamental investigation
of environmental pollution with case studies related to the application of GIS is
addressed, and the development of GIS for environmental research and education is
discussed in this study.
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Name: Prof. Qiang Gao
Beihang University, Beijing, China

Position held:
Professor in School of Electronic and Information Engineering, Beihang University,
Beijing, China

Research Interests:
Wireless Communication; Wireless Networks

Keynote Speech Title:
Outage Performance Analysis and Comparison of Two-Way Relaying Systems

Abstract. Cooperative communication has been an effective method for improving
system reliability by utilizing the spatial diversity to combat wireless impairments.
However, one-way relaying leads to lower spectrum efficiency because it consumes
more resources than conventional direct transmission. Recently, two-way relaying
(TWR) has drawn much attention since it can provide spectrally efficient transmission
with high reliability.

This talk first compares the outage performance differences between amplify-and-
forward (AF) and decode-and-forward (DF) in two-way relaying. It is well known that
outage performance differences between AF and DF in one-way relaying are apparently
related to the average signal-to-noise ratio (SNR). We reveal that it is the target spectral
efficiency rather than SNR that determines the superiority in outage performance of
different relaying schemes, i.e. DF outperforms AF in the low target spectral efficiency
region and the other way around in the high target spectral efficiency region.

Then we investigate the outage performance of two-way amplify-and-forward
relaying over block fading channels. Previous research on TWR has been mainly based
on the assumption that the channel quality remains constant for one round of data
exchange. However, this assumption does not realistically reflect the actual environ-
ment as channel conditions fluctuate over time. Our results show that the outage
performance of the TWR-AF system deteriorates over block fading channels compared
with that over constant-quality channels. Under block fading channels, the TWR
system exhibits the outage floor phenomenon, which is not the case for constant-quality
channels.
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Name: Prof. Tao Gong
Donghua University, Shanghai, China

Prof. Tao Gong received the MS degree in Pattern Recognition and Intelligent Systems
and Ph.D. degree in Computer Science from the Central South University respectively
in 2003 and 2007. He is an associate professor of immune computation at Donghua
University, China, and he was a visiting scholar at Department of Computer Science
and CERIAS, Purdue University, USA. He is the General Editors-in-Chief of the first
leading journal Immune Computation in its field, and an editorial board member of
some international journals. He is a Life Member of Sigma Xi, The Scientific Research
Society, a Vice-Chair of IEEE Computer Society Task Force on Artificial Immune
Systems, and Chen Guang Scholar of Shanghai. His research has been supported by
National Natural Science Foundation of China, Shanghai Natural Science Foundation,
Shanghai Educational Development Foundation and Shanghai Education Committee
etc. He has published over 100 papers in referred journals and international
conferences, and over 20 books such as Artificial Immune System Based on Normal
Model and Its Applications, and Advanced Expert Systems: Principles, Design and
Applications etc. His current research interests include computational immunology and
immune computation. He is also a committee member of intelligent robots committee
and natural computing committee in the Association of Artificial Intelligence of China.

Keynote Speech Title:
Cooperative Immune Computation Against Collaborative Attacks in Cyberspace

Abstract. A security problem of cooperative immunization against collaborative
attacks such as Blackhole attacks and wormbhole attacks, in the mobile ad hoc networks
such as the Worldwide Interoperability for Microwave Access (WiMAX) networks,
was discussed. Because of the vulnerabilities of the protocol suites, collaborative
attacks in the mobile ad hoc networks can cause more damages than individual attacks.
In human immune system, nonselfs (i.e., viruses, bacteria and cancers etc.) can attack
human body in a collaborative way and cause diseases in the human body. With the
inspiration from the human immune system, a tri-tier cooperative immune model was
built to detect and eliminate the collaborative attacks (i.e., nonselfs) in the mobile ad
hoc networks. ARM-based Network Simulator (NS2) tests and probability analysis
were utilized in the prototype for immune model to analyze and detect the attacks.
Experimental results demonstrate the validation and effectiveness of the model
proposed by minimizing the collaborative attacks and immunizing the mobile ad hoc
networks.
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Name: Prof. Ji Zhang
University of Southern Queensland, Toowoomba, Queensland

Research Interest:

Prof. Ji Zhang is currently working for the University of Southern Queensland (USQ),
Australia. He is an Australian Endeavour Fellow, Queensland Fellow and Izaak Walton
Killam Fellow (Canada). He received his degree of Ph.D. from the Faculty of
Computer Science at Dalhousie University, Canada. Prof. Zhang’s research interests in
the area of Computer Science include knowledge discovery and data mining (KDD),
Big Data analytics, bioinformatics, information privacy and security, and health
informatics. He has published over 90 papers, some appearing in top-tier international
journals including IEEE Transactions on Dependable and Secure Computing (TDSC),
Information Sciences, WWW Journal, Bioinformatics, Knowledge and Information
Systems (KAIS), Soft Computing, Journal of Database Management and Journal of
Intelligent Information Systems (JIIS) and international conferences such as VLDB,
ACM CIKM, ACM SIGKDD, IEEE ICDE, IEEE ICDM, WWW, DASFAA, DEXA
and DaWak. Prof. Zhang is the recipient of a number of prestigious grants and awards
including International Science Linkages Grants by Australian Academy of Science
(2012 & 2010), Australian Endeavor Award (2011), USQ Research Excellence Award
(2011), Head of Department Research Award (2011), Queensland International
Fellowship (2010), Izaak Walton Killam Scholarship, Killam Trust, Canada (2007-
2008) and IEEE ICDM Student Travel Award by Microsoft and IBM, USA (2006). He
was the visiting professor of Michigan State University, USA in 2010 and Nanyang
Technological University (NTU), Singapore in 2011.

Keynote Speech Title:
A Parallelized Graph Mining Approach for Efficient Fraudulent Phone Call Detection

Abstract. In recent years, fraud is becoming more rampant internationally with the
development of modern technology and global communication. Due to the rapid
growth in the volume of call logs, the task of fraudulent phone call detection is
confronted with Big Data issues in real-world implementations. In this talk, I will
present a highly-efficient parallelized graph-mining-based fraudulent phone call
detection framework, namely PFrauDetector, which is able to automatically label
fraudulent phone numbers with a “fraud” tag, a crucial prerequisite for distinguishing
fraudulent phone call numbers from the normal ones. PFrauDetector generates smaller,
more manageable sub-networks from the original graph and performs a parallelized
weighted HITS algorithm for significant speed acceleration in the graph learning
module. It adopts a novel aggregation approach to generate the trust (or experience)
value for each phone number (or user) based on their respective local values. We
conduct a comprehensive experimental study based on a real dataset collected through
an anti-fraud mobile application, Whoscall. The results demonstrate a significantly
improved efficiency of our approach compared to FrauDetector and superior
performance against other major classifier-based methods.
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Name: Prof. Quan Zou
Tianjin University, Tianjin, China

Editorial Board Member of Scientific Report, PLOS ONE

Special issue guest editor for Neurocomputing, Current Proteomics
Organizing Committee Chair of BIIP2015

Special Session Organizer of IICNN2016

Program Committee member of the CCIB2011 (Special Session on Computational
Collective Intelligence in Bioinformatics, during the 3rd International Conference on
Computational Collective Intelligence, ICCCI2011 Gdynia, Poland September 21-23,
2011); WAIM2014,2015,2016 (International conference on Web-Age Information
Management); FSDK2014(The 11th International Conference on Fuzzy Systems and
Knowledge Discovery); APWeb2016

Outstanding Reviewers for Computers in Biology and Medicine (Elsevier, top 10th
percentile in terms of the number of reviews completed within two years, 2015.2)
Reviewer of Bioinformatics, Briefings in Bioinformatics, IEEE/ACM Transactions on
Computational Biology and Bioinformatics, IEEE Journal of Biomedical and Health
Informatics, Scientific Reports, BMC Bioinformatics, PLOS One, Amino Acids, Gene,
Neural Networks, Journal of Theoretical Biology, Computers in Biology and Medicine,
Computational Biology and Chemistry, Molecular Biology Reports, BioMed Research
International, Current Bioinformatics, Protein & Peptide Letters, Computational and
Mathematical Methods in Medicine, Frontiers of Computer Science, etc.

Keynote Speech Title:
Computational Prediction of miRNA and miRNA-Disease Relationship

Abstract. MicroRNA is a kind of “star” molecular, and serves as a “director” since it
can regulate the expression of protein. In 2006, related works on gene silence won
Nobel price, which made miRNA be the hot topic in molecular genetics and
bioinformatics. Mining miRNA and targets prediction are two classic topics in
computational miRNAnomics. In this talk, we focus on the miRNA mining problems
from machine learning views. We point out that the negative data is the key problem
for decreasing the False Positive rather than exploring better features. miRNA-disease
relationship prediction is another hot topic in recent years. We introduce some novel
network methods on calculating miRNA-miRNA similarity, which is the key issue for
miRNA-disease relationship prediction.
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Name: Dr. Arun Kumar Saraf

Department of Earth Sciences, Indian Institute of Technology Roorkee, India
Research specialization: Geographic Information System (GIS), Remote Sensing &
Digital Image Processing

Honours and Awards:

INSA - Royal Society, UK Fellowship — 2002

INSA — Chinese Academy of Sciences Bilateral Fellowship - 2011
National Remote Sensing Award-2001

GIS Professional of the Year-2001

National Scholarship for Study Abroad 1986, Govt. of India
Indo-US S&T Fellowship, 1994—1995

Khosla Research Award 1996

Khosla Research Prize 1996

Khosla Research Prize 1997

Excellent Performance Recognition by IITR for the years 2001-2002
Excellent Performance Recognition by IITR for the years 2002-2003
Excellent Performance Recognition by IITR for the years 2003—-2004
Excellent Performance Recognition by IITR for the years 2004-2005
Best Paper Award in Map Asia 2004 (Beijing, China)

Nominated as Scientific Board Member of the International Geoscience Programme
(IGCP) Scientific Board of UNESCO and IUGS
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Keynote Speech Title:
Geoinformatics in Mapping of Fog-Affected Areas over Northern India and Devel-
opment of Ion Based Fog Dispersion Technique

Abstract. Fog is a phenomenon that affects the Indo-Gangetic Plains every year during
winter season (December — January). This fog is sometimes in the form of radiation fog
and other also occurs as a mixture with other gases, known as smog (smoke + fog).
There are various factors contributing to the formation of fog, that may be either
meteorological, topographical or resulting from pollution. Fog has been mapped for the
winter seasons of the years 2002-2016. In these winter seasons, fog affected areas were
found to be changing significantly. The net cover of fog during a season varies in space,
time intensity and frequency of occurrence. Presently, it is now possible to map and to
predict fog formation to some extent. However, so far it has not been possible to
disperse fog, though theoretically it has been discussed in literature. In the current
work, experiments were conducted to find out the possibility and effectiveness of a
negative air ionizer for fog dispersion. The experiments were carried out with fog,
dhoop smoke and a mixture of both to generate smog. Two different glass chambers of
different sizes were used in a closed room and the impact of air ionizer on dispersion
was studied by testing the time taken for dispersion with or without the ionizer. The
results show a significant performance with air ionizer indicating the effectiveness
of the ion generator, which reduced the time taken for dispersion (in comparison to
without ionizer) by about half.
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Name: Dr. Ismail Rakip Karas
Karabuk University, karabiik, Turkey

Research Interests:
Geolnformatics, Geographic Information Systems, GIS, Three Dimensional

Geographic Information Systems (3DGIS), Network Analyses, Software Development
for GIS, Web based GIS, Geo-Databases, Spatial Data Structures, Computer Graphics,
Computational Geometry, Image Processing, Graph Theory, Location Based Services

Speech Title:
3D Network Analyses Based on Smart Evacuation System for Indoor

Abstract. The number of buildings, which are very tall, complex and located on wider
areas, has been increasing in today’s modern cities. Having dozens of floors, hundreds
of corridors, and rooms, and passages, these buildings are almost like a city in terms
of their complexity and number of people accommodated. Due to size and complexity
of buildings, there are many new problems to be addressed. Evacuation of the buildings
quickly and seamlessly is the leading problem in case of emergency. Fire, power
outage, terrorism (explosions, bomb threat, hostage-taking incidents), chemical spills,
earthquake, flood, etc., are some of the extraordinary occasions that may be
encountered or affect indoors. In such kind of cases, formation of panic, crowd,
congestion, crush, unable to reach exit, etc. are frequently encountered.

In this talk, 3D Network Analyses and Interactive Human Navigation System for
indoor which consists of three components will be presented. The first component is
used to extract the geometrical and 3D topological vector data automatically from
architectural raster floor plans. The second component is used for network analysis and
simulations. It generates and presents the optimum path in a 3D modeled building, and
provides 3D visualization and simulation. And the third component is used to carry out
the generation of the guiding expressions and it also provides that information for the
mobile devices such as PDA’s, laptops etc via Internet.

In addition, an Intelligent Evacuation Model for Smart Buildings will be introduced in
this presentation. The model dynamically takes into account environmental (smoke,
fire, etc.) and human-induced (age, disability, etc.) factors and generates personalized
evacuation route by performing network analysis interactively and in real-time.
Intelligent Control Techniques (Feed-Forward Artificial Neural Networks) has been
used in the design of the model.
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Name: Dr. Huan Yu
Chinese Academy of Sciences, Beijing, China

Research Area:
Intelligent Simulation of Landscape Changes; Remote Sensing Application

Education Backgrounds:

2013 - Working as Associate Professor at Chengdu University of Technology;
2012-2014 Working as post-doctoral scientist at Chengdu University of
Technology;

2010-2013 Working as lecturer at Chengdu University of Technology;

Speech Title:
The Distribution Characteristics of Halogen Elements in Soil Based on RS and GIS
Methods

Abstract. Soil chemical elements are important parameters for soil origin diagnosis,
and are sensitive indicators of human disturbance process. The present study attempts
to evaluate the influence from human activities on halogen elements (fluoride and
iodine). This study also attempts to seek a route to explore the spatial relationships
between human disturbances and halogen elements according to geospatial theories and
methods. Moreover, the spatial correlations between element anomalies and human
disturbed landscapes are calculated to explore the influence from human activities on
halogen elements, thereby determining the specific response mechanism. The study
results indicate that landscapes influence halogen elements in diverse ways and that
element iodine is closely related with road and mine landscapes. Furthermore, strong
relationships exist between fluoride and road landscapes, which suggest that this
element is affected by road landscapes significantly. Fluoride and iodine are unrelated
with city landscapes, and fluoride is unrelated with mine landscapes. These provide a
reference for the research on the interaction mechanism between halogen and
environment. Therefore, it can be concluded that a response mechanism exploration of
soil element aggregation and human disturbance is practicable according to geospatial
theories and methods, which provides a new idea for studying the soil element
migration.
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Name: Prof. Chong-yi Yuan
Peking University, Beijing, China

Graduated from Department of mathematics, Nanjing University, 1964

Graduated from institute of Mathematics, Chinese Academy of Sciences, 1968
Switch from mathematics to the study of computer software, 1975

2 more years in Canada as a visiting scholar, Toronto University and Waterloo
University, 1977-1979

3+ years in Germany as a visiting scholar to learn Petri Nets from Prof. Carl Adam
Petri, 4 times in the 80s last century

Left Institute of Mathematics and started teaching in Peking University, Dec. 1992,
Department of Computer Science at that time, School of Electronics Engineering and
Computer Science now

Two master courses were taught: Petri Nets and Parallel Program Design from 1993 to
2009

Retired 2005

Professor and Ph.D. supervisor, named Chong-yi Yuan, born 1941

4 books: Petri Nets (1989), Petri Net Principles (1998), Principles and Applications of
Petri Nets (2005), Petri Net Applications (2013)

Speech Title:
OESPA: Semantic Oriented Theory of Programming

Abstract. Testing is now a necessary step before a program is put to use. Formal
semantics, including operational semantics, functional semantics etc., do not help in
this regard. OESPA is a new theory that combines syntax and semantics together to
allow program verification instead of testing. It consists of 3 parts: OE, operation
expression, for programming, SP, semantic predicates, for precise semantics descrip-
tion, a semantic axioms. To compute semantics from OE. Examples are included for
illustration.
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Abstract. Contradictions between population distribution and socio-economic
development has been taken as a major topic regarding to the realization of
coordinated growths of resource, society, economy and ecosystem, especially in
city region. Water resources carrying capacity (WRCC) can reflect the quanti-
tative relationship between the total regional population, economic scale and the
volume of water resources, which can objectively demonstrate the regional water
consumption level under a certain scale of population and economy. Indices of
WRCC (WCC and WCCI) were applied to analyze the WRCC of Ningbo city,
based on the relationship between population size and water resources of Ningbo
city. WCC and WCCI can effectively solve the uncertainty among the total
regional population, economic scale and the volume of water resources. Because
of different trends in counties, there are different WRCC in these counties.
Time-series and multi-scales of WRCC in Ningbo city were assessed using
geographic information system (GIS) method. Also, the future WRCC and its
regional variation of Ningbo city in 2020 and 2030 were analyzed based on the
practical situations using scenario analysis method. Results showed that in the
presence of water resources volume of Ningbo city fluctuated, affected by water
resource endowment in the past 15 years, the entirety of Ningbo city of WRCC
was from abundance to surplus, then surplus with relatively high, and when the
flow year was from high flow years to normal flow years, then to low flow years.
In terms of the differences of the WRCC among counties, the various WRCC
grades of prefecture-level counties should need different kinds of strategies
during different flow years to reach their stable states because that in average flow
years, water resources existed surpluses beyond balance in Cixi (county-level)
city and Ningbo city municipal district. In low flow years, critical overload
happened in both Cixi city and Ningbo city municipal district. In the context of
the year of 2020 and 2030, the overall WRCC of Ningbo city would stay in
abundant levels, whereas the contradictive relationship between population and
water resources would be fairly remarkable.
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1 Introduction

Resources and environmental carrying capacity assessment is a rapidly growing field
where measures of carrying capacity are used within an assessment framework to
evaluate and compare, WRCC is one of the major focuses in the research of resources
and environmental carrying capacity (Hester and Little 2013; Fang and Liu 2010).
There is a close connection between the regional water utilization, the population
growth and economic development, so, it is important to critically evaluate how water
resources support the population with the economic development (Zhu et al. 2010). The
key point of WRCC evaluation is to achieve conclusions by considering multiple
factors based on the supply-demand analysis with guarantee level, etc. (Song et al.
2011). Generally, water resources supply-demand relationship mainly contains two
aspects research: economy and population, and water resources carrying capacity for
population is the direct index for assessing the carrying capacity (Li et al. 2000; Yao
et al. 2002).

WRCC had already turned into a fundamental topic in the research of sustainable
development and water resources security strategies, which had attracted great attention
from academia (Sagoff 1995; Daily and Ehrlich 1996; Yan et al. 2013). Various WRCC
evaluation models and approaches had appeared, the categories of WRCC evaluation
can be divided into two major, one of the categories built mathematical models to
simulate the evolution of each factor, based on the interactive relationships of each
factor in the WRCC system include the fuzzy comprehensive evaluation and the
principal components analysis (Gong and Jin 2009; Fang and Liu 2010; Zhu et al.
2010; Dou et al. 2015), the other category of methods established evaluation approa-
ches and criteria from the perspective of phenomenon of the WRCC system, e.g., the
conventional tendency method and the multi-objective comprehensive analysis method
(Xu 1999; Song et al. 2011; Li et al. 2016).

In this paper, WRCC of Ningbo was studied in the context of the WRCC Measures
framework, conducted multi-scale and time series analysis, started from systematic
evaluation on water resources endowment in Ningbo. Specifically, research content of
water resources endowment characteristics included precipitation, surface and ground
water resources, and total volume of water resources. Then, WCC and WCCI
model were used based on the population-water relationship, which were widely
applied for WRCC calculation. The overall WRCC levels of Ningbo city during
2000-2014 were systematically reviewed and discussed. Also, the future WRCC of
Ningbo city was predicted using scenario analysis method by setting the compre-
hensive water consumption criteria per capita, for the years of 2020 and 2030. Also,
multi-scale analysis of Ningbo city WRCC and its regional differences, with different
level of hydrological flow years, was conducted (Song et al. 2011; Yulianto et al.
2014). The results of this paper would provide holistic view and scientific basis to
help policymakers to optimally utilize water resources and socioeconomic sustainable
development.
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2 Data and Methods

Ningbo is located at the coast of the East China Sea and southeast corner of the
Yangtze River Delta, with a typical north subtropical monsoon climate. There are
eleven counties in Ningbo city, considering district area and data constrain, we com-
bine the six municipal districts as one, so there are six counties in Ningbo city in this
article including Yuyao, Cixi, Fenghua, Ninghai, Xiangshan and Ningbo city district.
The city’s multi-year average precipitation is 1,517 mm, with the features of unequal
precipitation distribution over the year, large inter-annual variation, and alternate high-
and low-flow years. At the same time, the terrain with high altitude in the southwest
and low altitude in the northeast enhances the spatial-temporal uneven distribution of
water resources.

This paper primarily involved water-resource, socio-economic and basic geo-
graphic data of Ningbo city during 2000-2014 in two spatial scales, namely,
county-level and city-level. Information of water resources endowment was from the
water resources bulletins of Ningbo city. The permanent residential population data of
each country and district in 2000 and 2010 were from the Fifth and Sixth Population
Census data bulletins of Ningbo. The population projection data of 2020 and 2030
were from the research results of land planning of Ningbo. The basic geographic data
were obtained by scanning, registering, proofreading, and revising the standard state of
1:250,000 digital administrative area maps at both provincial- and city-level along with
the administrative area map of Zhejiang Province in 2010.

The WRCC reflects the relationship between regional population and water
resources, which can be expressed by the population scale that regional water resources
could constantly support under the comprehensive water consumption per capita (The
national population and family planning commission development planning and
information department, 2009), as shown in the following formulas,

WCCl = Wi/WpC,‘ (1)
WCCI,' = Pa,‘/WCC,‘ (2)

Where WCC represents water resources carrying capacity (persons or persons/km?),
W represents water resources volume (m?), W, represents comprehensive water con-
sumption per capita (m*/person), i represents one of the counties of the study area.
WCCi represents WRCC of county i, W; represents the water resources volume of
county i (m*), and WCCI, represents the water resources carrying index of county i.
According to the regional WRCC evaluation criteria, the WRCC of different
regions can be divided into three categories, water resources surplus (WCCI < 0.67),
population-water balance (0.67 < WCCI < 1.33), and water resources overloading
(WCCI > 1.33). The three categories are further graded into eight levels (Table 1).
This paper used the comprehensive WRCC indexes including WCC and WCCI to
conduct evaluation, in order to fully characterize the regional difference and temporal
variation of water resources carrying capacities. We chose the years of 2011 (low-flow
year), 2012 (high-flow year), and 2014 (normal-flow year) as typical years. We cal-
culated the WRCC of different hydrological years based on the comprehensive water
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Table 1. Ningbo WRCC evaluation criteria

Category Level WCCI

Water resources surplus | High abundance <0.33
Abundance 0.33-0.50
Surplus 0.50-0.67

Population-water balance | Slight surplus 0.67-1.00

Critical overloading | 1.00-1.33
Population overloading | Light overloading 1.33-2.00
Moderate overloading | 2.00-5.00
Severe overloading >5.00

resources volume per capita in the set “current” year, 450 m>. Besides, this paper took
470 and 550 m” per capita as Ningbo’s future conditions in 2020 and 2030 to assess the
WRCC of Ningbo city, based on the water resources utilization status quo and variation
tendency of Ningbo city.

We provided context for measures in the WRCC Measures section showed in
Fig. 1. There were two main stages for the WRCC Measure, (1) analyzed on the water
resources endowment which included (a) Precipitation (b) surface and ground water
resources (c) total volume of water resources. (2) calculated WRCC (Fig. 1), which
included (a) Levels of comprehensive water consumption per capita (b) calculation
combined with population. To be specific, WRCC could be at multiple scales, included
spatial and temporal patterns of WRCC, and spatial patterns indicated the region and all
kinds of sections which consisted of the region, while temporal patterns indicated
history, presence, and future.

( Precipitation ) (Surface and ground)

Endowment ( Total volume of water; resources )
subsystem

High flow, year, Normal flow, year, Low, flow year

Consumption capita

WRCC ( WRCC caculation
subsystem

history. presence future

Fig. 1. Schematic of the research process
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3 Results

3.1 Analyses of Water Resources Endowment in Ningbo

Precipitation. Figure 2 displayed obvious fluctuations of precipitation during 2000—
2014. According to the data from the Ningbo Water Resources Investigation and
Assessment, the perennial average precipitation of Ningbo was 1,517 mm, average
precipitation of the year of 2014 was 1620 mm, which was about 6.8% greater than the
perennial average value. The maximum precipitation occurred in 2012 (2,104 mm),
which was defined as a high-flow year, and the minimum precipitation happened in
2003 (1,015 mm), making it a low-flow year.

Figure 3 showed the regional distribution of precipitations at Ningbo city in 2014.
Precipitations were higher, with relatively large volumes in Yuyao, Ninghai, and

—©— Total volume of water resources

Surface water resources

—+— Ground water resources —e— Predpitation
140 2500

8

8
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8 & & 8
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Fig. 2. Water resources endowment of Ningbo city during 2000-2014
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Fig. 3. The spatial pattern of precipitation of Ningbo city in 2014
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Xiangshan, than the overall value of Ningbo city, and the precipitation were
1684.6 mm, 1745.6 mm, and 1790.3 mm, respectively. The precipitation was mod-
erate in Fenghua, which was 1583.2 mm, whereas Cixi and the Ningbo municipal
district had relatively low values, which were 1472 mm, and 1492.2 mm.

Surface and Ground Water Resources. As was shown on Fig. 2, the fluctuation of
surface water volume of Ningbo was almost similar with precipitation during 2000—
2014, because that volume of the surface water was affected by precipitation. The
volume of surface water was 7.831 billion m> in 2014, which was 6.7% higher than the
volume of perennial average surface water resources (7.336 billion m?). The maximum
and minimum values of surface water resources occurred in 2012 and 2003, respec-
tively. The maximum, second largest and minimum surface water resources volumes
possess were Ningbo city municipal district, Ninghai, and Cixi, respectively.

Figure 2 showed that the ground water volume declined with fluctuations during
the period of 2000-2014. In 2014, the ground water resources volume of Ningbo was
2.03 billion m3, or 0.21 billion m> after a deduction of the part of surface water (about
1.82 billion m?). To be specific, after deducting the overlapping part of surface water in
calculation, the ground water resources volume of Ningbo was 0.422 billion m> in
2001, then declining to 0.266 billion m’ in 2003, after the above declining, it saw a
certain rebound rising to 0.446 billion m® in 2005, yet the volume declined from 0.437
billion m* (2007) to 0.179 billion m> (2011), then slightly increased to 0.273 billion m’
(2012), and finally fluctuated to 0.21 billion m> (2014).

Total Volume of Water Resources. As was shown in Figs. 2 and 4, in the past 15
years, the total volume of water resources fluctuated within a large range, which was
influenced by the volume of surface water resources. To be specific, the years of 2012
and 2003 experienced the most and least water resources with a volume of 12.22 and
2.931 billion m?, respectively. In the year of 2014, the total water resources volume of
Ningbo city was 8.041 billion m>, 6.8% higher than the perennial average (7.531
billion m®). Among the total amount of water resources volume of counties from
maximum to minimum, the order were Ningbo municipal district (1.81 billion m3),
Ninghai (1.32 billion m?); Yuyao (1.264 billion m®), Xiangshan (1.149 billion m?), and
Fenghua (1.73 billion m?), and Cixi (0.768 billion m).

.
_F u)ghln

Lj m "angsliau

Water resources J Ninghai r‘\\/

perennial averagc'\ f,\’ A=t
total volume
surface

\7 </\P'ﬁgumclp'ﬂ d|slncl
s\
s ?{’”’%

Fig. 4. The spatial pattern of water resources endowment of Ningbo city in 2014
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3.2 Evaluation of Water Resources Carrying Capacity of Ningbo City

Previous and Present Evaluation of WRCC. As was shown in Fig. 5, the WCCI was
within the range of 0.28-0.97 during various hydrological years, and WRCC was in
surplus state overall. In normal-flow year, WCC was about 17.87 million, water resources
carrying index was 0.44. In high-flow year, WRCC was in the state of abundance, WCCI
was 0.28, WCC was about 27.16 million, substantially higher than that of normal-flow
years, or the current actual population of Ningbo city. In low-flow year, WCC of Ningbo
city was approximately 27.16 million, significantly lower than that of high-flow years,
with WCCI of 0.60, but the WRCC was still in the state of surplus.

030 - - 1.20
=
S 025 - - 1.00
§020 | - 0.80
E 3
§o.15 ] - 0.60 O
[=9 L
80.10 0.40
= 0.05 - F 0.20
0.00 e 0.00
8 38 83gg&s &8s 2z 3
S S 8 8IS I IR KRKR R
——WCC —&— population —8—WCCI

Fig. 5. WRCC of Ningbo city during 2000-2014

WRCC of various types of hydrological years for counties in Ningbo city showed
great differences from Table 2. In normal-flow year, WRCC of Cixi and Ningbo city
municipal district were relatively low, at the state of slight surplus. WRCC of Yuyao
was in the moderate with the level of abundant. WRCC of Fenghua, Xiangshan, and
Ninghai were relatively high with high abundant level. In high-flow year, the WRCC
of each county in Ningbo city was slight surplus overall. In low-flow year, critical
overloading occurred in Cixi and Ningbo city municipal district.

Table 2. WRCC of Ningbo city counties of flow years

Flow years | Yuyao | Cixi | Fenghua | Xiangshan | Ninghai | Municipal district
Low-flow 0.50 [1.29/0.22 0.30 0.25 1.09
High-flow 024 ]0.52/0.13 0.13 0.12 0.48
Normal-flow | 0.34 | 0.86|0.19 0.18 0.17 0.87

Prediction Results of WRCC in 2020. WRCC would show significant differences
during different hydrological year in 2020. If it was normal-flow year, WCCI would be
0.45, WCC would be 17.11 million. If it was high-flow year, WCC would be 26
million, substantially higher than that of normal-flow year, and WCCI would be 0.30,
which suggested a state of abundance. If it was low-flow year, WCC and WCCI would
be 12.23 million and 0.63, respectively, which indicated the state of surplus.
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Table 3 showed differences of WRCC for counties during different hydrological
year in 2020. If it was a normal-flow year, critical overloading would occur in Cixi and
Ningbo city municipal district. If it was a high-flow year, six counties would be in
surplus. If it was a low-flow year, numbers of surplus counties, balance counties, and
overloading counties would be 4, 1, and 1, respectively.

Table 3. Prediction of WRCC at Ningbo city counties during flow years in 2020

Flow years | Ningbo city | Yuyao | Cixi | Fenghua | Xiangshan | Ninghai | Municipal district
Low-flow 0.63 0.61 |1.58(0.27 0.37 0.31 1.33
High-flow | 0.30 029 0.64|0.16 0.16 0.15 0.59
Normal-flow | 0.45 042 |1.05/0.24 0.22 0.21 1.06

With the variation of hydrological year type from high flow to normal flow and then
to low flow, the number of WRCC surplus counties in Ningbo city would decline from
6 to 3, number of overloading counties would increase to 1, and number of balance
counties would increase to 2. Among all these counties, Cixi would be the main area of
overloading, while Fenghua, Xiangshan, and Ninghai would be areas with water
resources relatively abundant.

Prediction Results of WRCC in 2030. WRCC would be different during different
hydrological year at Ningbo city in 2030. If it was normal-flow year, WCC would be
14.62 million and WCCI would be 0.52. If it was a high-flow year, WCC would be
22.22 million, significantly larger than that of normal-flow year, and WCCI would be
0.34, suggesting a state of abundance. If it was low-flow year, WCC and WCCI would
be 10.45 million and 0.73, respectively, showing that the population-water relationship
would still be slight surplus.

WRCC would be different during hydrological year at Ningbo city in 2030. As was
shown in Table 4, if it was normal-flow year, Cixi and Ningbo city municipal district
would experience critical overloading of water utilization. If it was high-flow year, the
number of counties in surplus would be six. If it was low-flow year, numbers of
surplus, balance, and overloading counties would become 3, 2, and 1, respectively.

Table 4. Prediction of WRCC at Ningbo city counties during flow years in 2030

Flow years Ningbo Yuyao |Cixi |Fenghua Ninghai | Municipal
city Xiangshan district
Low-flow 0.73 0.72 1.86 032 |0.44 |0.36 1.58
High-flow 0.34 0.34 076 0.19 |0.19 |0.18 0.70
Normal-flow | 0.52 0.50 124 1028 [0.26 |0.24 1.25

With the variation of hydrological year type from high flow to normal flow and to
low flow, the number of WRCC surplus counties in Ningbo city would decline from 6
to 3, number of overloading counties would increase to 2. Cixi and Ningbo city
municipal district would be the main overloading areas.
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4 Discussion and Conclusions

This paper explicitly expressed the interaction between population and water resources
and indirectly discussed the interactive relationship between water resources and
socioeconomic development by analyzing water utilization prospects using WCC and
WCCI. The regional difference and spatial pattern of WRCC were revealed by quan-
titatively calculating WCC and WCCI during different horological years. The future
population distribution-based WRCC in 2020 and 2030 were systematically predicted
using WCC.

It could be seen that the total volume of water resources of Ningbo city fluctuated in
a relatively wide range, affected by precipitation and surface water resources volume.
And the WRCC study showed that WRCC of Ningbo city had been at the state of water
resources surplus primarily during 2000-2014, with obvious differences among various
hydrological year types. Yet, the WRCC would gradually declined and water resources
utility problems appeared with the variation of hydrological year from high flow to
normal flow then to low flow. Also, the WRCC decreased from high abundance to
surplus, and even WRCC overloading problems emerged in several counties, results for
the differences of precipitation, surface water resources distribution which lead to the
water resources distribution discrimination of counties.

From the whole region in Ningbo city, water resource carrying capacity can support
12 million population, even in low flow years, but from the county level, Cixi and
Ningbo city Municipal district will be overloading, so the main problem in Ningbo city
was the uneven distribution of water resources. So, it is suggested that Ningbo city
should coordinate the balance between water resources shortage and socioeconomic
development in the future resulted for kinds of situation. To establish and implement
comprehensive water resources management program and arrange water resources
among regions in Ningbo city would help avoid the WRCC overloading regions
problems, such as water diversion in Ningbo city or from other regions. And with the
help of decision-making above for Ningbo city, it can also promote water resources
sustainable utilization and accelerate the socioeconomic development at city regions.

Sustainable water resources management has become a critical issue for the
socioeconomic development of cities that suffer the shortage of water resources.
WRCC is common and typical measure to evaluate the state of sustainable water
resources, of which, WCC and WCCI model are flexible and explicitly represents time
and space. Water use is typically measured as volume, and can include water consumed
and water polluted. Considering spatial terms, water use includes internal and virtual
uses. Therefore, the assessment of the WRCC needs to focus on water
resource-environment-socioeconomic system, which can lead to the forcing and pro-
moting effects of water resources on population and socioeconomically clearly
examined (Li et al. 2016; Forokoro and Xie 2011). At the same time, it will also be a
detailed research of the mechanisms of environmental self-purification, which can
better quantitatively reflect the interactions between population, water resources, and
economic development and further answer the scientific problem of how to realize the
pursuit of development without degrading the water environment quality (Yao et al.
2002).
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Abstract. When the service region of ports overlap, consignors’ selecting
behaviors for shipping ports become homogeneous to commuters’ choosing
behaviors on trips. The commuters’ travel behaviors can be described through a
probabilistic model in transportation planning. In this study, we adopt the
transportation probabilistic forecast model to forecast port throughput. First, we
amend the model with a port attraction coefficient to forecast port throughput
distributions between different ports. Then, forecast for each port throughput is
obtained by reallocation of regional total port throughput to each nearby port.
We use the port of Fuyang as an empirical research in this paper to validate the
methodology. Results compared between this method and traditional regression
model indicate that this method provides more persuasive reasoning.

Keywords: Port throughput - Probabilistic forecast model - Port attraction
coefficient + Cargo distribution

1 Introduction

The inland waterways freight transport is an economic and environmental friendly
transport mode. Development of in land waterway transport, especially for freight
transport, not only promotes economic development, but also controls environmental
pollution [1]. Port throughput forecast is an important part of shipping development
planning. In recent years, with the accelerated process of urbanization in China, the
distance between cities along the inland waterways is gradually reduced. Therefore, the
distance between inland ports is as well decreased. Overlapping phenomenon appears
more and more often between adjacent ports. Cargo shippers in these overlapping areas
have more choices. Consignors’ selection between ports becomes similar to com-
muters’ choice of route for trips. In transportation research, probability model is usually
used to predict commuters’ choice for potential travel routes.

In this study, by both drawing from the travel route choice probability model in
traffic planning and introducing the port attraction coefficient, we build a
shipper-to-port selection model. The throughput of each port is obtained by reallocating
the regional total port through to each nearby port.

© Springer Nature Singapore Pte Ltd. 2017
H. Yuan et al. (Eds.): GRMSE 2016, Part II, CCIS 699, pp. 13-21, 2017.
DOLI: 10.1007/978-981-10-3969-0_2



14 Y. Chen et al.

2 Literature Review

Numerous scholars performed multi-angle studies on the forecast of port cargo
throughput using traditional mathematical model, intelligent algorithms, and some
other methods [2]. Traditional models perform statistical analysis to resolve the rela-
tions between port throughput and a variety of affecting factors by using conventional
mathematical methods. In forecasting the Northern Guangxi Port logistics demand,
Wang et al. [3] utilized a cubic exponential smoothing method. Chou et al. [4] adopted
a modified regression model to forecast the amount of containers imported from
Taiwan. de Gooijer and Klein [5] forecasted the incoming steel traffic counts at the port
of Antwerp using multivariate time series model.

Due to the extensive use of intelligent algorithms in transportation research, as well
as the great enhancement in computing capacities, a variety of intelligent algorithms
have been adopted to the forecast of port throughput. Wei et al. [6] used artificial neural
network to forecast the number of containers at the port of Kaohsiung. Based on
LSSVR, Xie et al. [7] applied mixed model for port throughput forecast. Xiao et al. [8]
forecasted port container throughput using Particle Swarm Algorithm. Xu and Wang
[9] forecasted the cargo throughput for the port of Qingdao based on TEI@I
methodology. Huang et al. [10] as well forecast container throughput for the port of
Qingdao using mixed model. Reside on the theory of Markov and Gray forecast model,
Zang et al. [11] forecasted waterway freight volume in Chongqing. Linsheng et al. [12]
used a combination of multiple linear regression method and the BP neural network to
study the Fangcheng port throughput.

Combination of different forecasting methods provides good forecast model for
port throughput, but only a few of them involves competition between ports that are
geographically adjacent or located in the same region. With the acceleration of
urbanization process in China, the scale of urban land is growing. Towns are getting
closer, and the distance between ports is decreasing. The rapid development of land
transportation, consignors are able to select from more distant ports to ship goods.
Thus, competition arouses between geographically adjacent ports. When forecast port
throughput, the consignors’ selective mind must be taken into account in order to
reassign the port cargo throughput effectively. For such situation, Yuan and Xie [13]
introduced the selection probability theory to construct a negative exponential model,
which was used to forecast port cargo throughput. Liu and Chen [14] further modified
the travel mode choice model based on the accessibility theory to improve the forecast
accuracy. In our study, we establish a throughput allocation model based on the
probability theory to obtain regional total port throughput, and then reallocate it onto
each nearby port.

3 Probability Distribution Model

In transportation research, travel time or travel distance is often being utilized as
impedance. Usually, commuters choose the shortest route when facing with multiple
choices. However, due to the constantly changing traffic conditions, commuters have
limited information on traffic. It always results in rather longer route choices. In fact,
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there is a higher probability that commuters choose shorter routes. The probability of
choosing each possible route can be calculated using LOGIT route choice model.
Based on such knowledge, probabilistic route choice model has been constructed for
transportation research purposes as follow [15]:

P(r.s.K) = expl=0 - 1)1 | > expl-0 (i) 0

i=1

Where:

P (r, s, k) represents the share of transportation mode k from area r to area s;
t(k) represents the impedance of route k;

t represents average impedance of each route;

0 represents the undetermined coefficient;

m represents the numbers of valid travel routes.

The shipping cost of goods can be divided into three segments, cost of delivery
from the origin point to departure port, cost of shipping from departure port to desti-
nation port, and cost of delivery from destination port to final destination. When there
are several choices at the point of origin where ports locate relatively close to each
other, the cost from departure port to destination port and the cost from destination port
to final destination are relative less distinctive. The major distinctive cost of choosing
different ports is relaying on the cost of delivery from origin to the departure port. This
cost can be treated as traffic impedance for goods transportation to the port. According
to function (1), we build port selection model as follow:

01k
Py =SS o (2)

i=1€

Where:
Py;  represents the probability of consignor in area k choose port j;
t(k) represents the impedance function of goods transportation;

The impedance function comprises two parameters, the generalized to-port cost
(Ejj) and the port attractiveness coefficient (A;) which reflects the port characteristics:

1(k) = E;/A; (3)

E; represents the generalized to-port cost;

Generalized to-port cost is the cost of transport from the origin point i to port j. It
includes cargo transport cost, transfer cost, cost of time, and other indirect costs.
A; represents the port attractiveness coefficient;

The port attractiveness coefficient reflects the attraction of the port to consignors. It
is mainly affected by the accessibility, shipping prices, service levels, and etc. Among
all of those factors, accessibility plays a decisive role. Port accessibility can be
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measured using average distance of cargo transport to this port, which is calculated as a
rate of port turnover over port throughput.

t  represents average impedance to each port;
represents the distribution parameter; In practical application, the average value is

between 3.0 and 3.5. We select the value of 3.3 representatively [15];
n represents the number of ports.

4 Case Study

Fuyang City is located in the northwest of Anhui Province. Based on the Fuyang City
Master Plan (2012-2030), the city will build two major ports, the Fuyang port and the
Yingshang port, and four 4 regular ports, the Taihe port, the Jieshou port, the Linquan
port, and the Funan port. From 2011 to 2015, the city’s total port throughput is
49,124,400 tons. Comparing to the period between 2006 and 2010, the total throughput

grew by 184%. From 2016 to 2020, 2.65 billion yuan has been budgeted to invest in
port construction hoping to reach 10 million tonnage increase [16].

Due to the shortage of statistics for Funan port, this study will only study the ports of
Fuyang, Taihe, Yingshang, Jieshou, and Linquan. The layout of each port is shown in
Fig. 1. All five ports are located relatively close to each other within the administrative
divisions of Fuyang. They have a large overlapping hinterlands area. The cargo shipper
may choose any port. This is a typical situation where ports compete within one region.
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The cargo throughput in recent years in ports of Fuyang is shown in Table 1.

17

Table 1. Fuyang City Port cargo throughput statistics (2006-2014) (unit: 10,000 tons) (Source:
“Statistical Yearbook of Fuyang City”, “China Port Yearbook 2012 Edition”, www.soshoo.com)

Year | Total | Fuyang | Linquan | Taihe | Yingshang | Jieshou
port port port | port port
2006 | 189 |49 17 49 48 26
2007 | 290 |43 20 96 77 55
2008 | 453 | 105 18 103 | 111 114
2009 | 366 |83 23 128 |86 46
2010|430 | 102 33 147 |98 50
2011|509 |108 47 105 |201 48
2012|681 | 121 61 62 356 46
2013 | 1020 | 229 118 151 |434 88
2014 | 1311 | 417 120 157 |522 96

Using the trend analysis, according to the data of Table 1, the relationship between
the cargo throughput and time is obtained as follows:

where

y =122.04x —21.

y: cargo throughput, unit: 10,000 tons,

X: year.

4)

By using formula regression analysis above, correlation coefficient is R2 equals to
0.84, indicating that the correlation is very well. Based on this formula, the total
throughput of Fuyang port will be 18.09 million tons in 2020. This result is comparable
with the 18 million tons prediction in the literature [17] (Fig. 2).
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Fig. 2. Port throughput for Fuyang prediction regression analysis chart
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The hinterland of Fuyang is relatively small. Most cargos transported by land
transportation to the ports. Usually, there is no transfer cost within this area. The
generalized to-port cost can be treated as the cost from origin to departure port. In the
study region, shipping prices between ports are comparable. The port attractiveness
coefficient is obtained from the ratio of the port turnover.

Aj=F/T (5)

F represents the average freight turnover volume over past years,
T represents the average cargo throughput over past of years.

Table 2 shows the freight turnover volume of each port in Fuyang in the recent
years.

Table 2. Statistics of the freight turnover volume for Fuyang port (2006-2014) (unit:
10,000 tons). (Source: “Statistical Yearbook of Fuyang City”, www.soshoo.com)

Year | Total Fuyang port | Linquan port | Taihe port | Yingshang port | Jieshou port
2006 | 95370 | 16793 7385 27973 30030 13189
2007 | 156494 | 15152 11085 53077 45627 31553
2008 | 129841 | 9586 9883 16999 58501 34872
2009 | 73881 9873 8308 9491 38568 7641
2010 | 87466 | 11688 9836 11236 45660 9046
2011 | 87372.5 | 9069 9915.5 6093 55613 6682
2012 | 87279 6450 9995 950 65566 4318
2013 | 86549 8006 12219 3090 61974 1260
2014 | 107085 | 18874 12452 741 74623 395

The attractiveness coefficient of each port is calculated according to Eq. (3) using
data in Tables 1 and 2. Table 3 shows the results.

The port cargo throughput in 2020 is calculated through GIS according to function
(1). And the throughput of each port is predicted through the traditional linear
regression mode. The traditional linear regression of each port are in Table 4. The
results of two models are shown in Table 5.

Table 3. Results of the average cargo throughput, freight turnover volume, and attractiveness
coefficient of each port. (Unit: 10,000 Tons)

Name Average Average freight Port attractiveness
throughput turnover coefficient

Fuyang port 140.10 11721.22 83.66

Linquan port 50.77 10119.83 199.34

Taihe port 110.90 14405.56 129.90

Yingshang port |217.72 52906.89 243.00

Jieshou port 63.22 12106.22 191.48
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Table 4. The linear regression of each port

Name Linear regression function | R?

Fuyang port y = 34.829x — 34.042 0.6653
Linquan port |y = 13.585x — 17.156 0.8117
Taihe port y = 8.1537x + 70.131 0.3367
Yingshang port |y = 59.951x — 82.035 0.8621
Jieshou port y = 4.0838x + 42.804 0.1489

Table 5. The port cargo throughput in 2020 based on two model (Unit: 10,000 Tons)

Name Fuyang Linquan Taihe Yingshang Jieshou Total
port port port port port

Throughput 520 198 220 750 181 1869

by Eq. (1)

Throughput by | 488 187 190 817 104 1786

Linear regression

function

Error value 0.06 0.06 0.14 -0.09 0.43

5 Discussion

(1) There are many factors that affect the attraction of the ports, and the accessibility

(@)

(©)

“4)

®)

plays a major role. The port of Fuyang and the port of Yingshang are located in
the central area. They are well connected with the industrial land use and storage
land use. The two ports are therefore more attractive to cargos.

The turnover of the port reflects its shipping scope. The greater the turnover, the
greater the attraction. The port of Yingshang has the largest turnover mileage.
Although its location is less favorable than the port of Fuyang, it is the most
attractive port.

There are differences between the results predicted by the probability distribution
model and the results forecasted by traditional linear regression model. Overall,
the smaller the R2 value of the linear regression model, the greater the difference.
It indirectly proved that the probability distribution model is more reliable.

By analyzing the port throughput at different locations, the port attraction coef-
ficient and port accessibility are found to be the most influential factors to the
throughput. This finding is in accordance with the basic laws of transportation.
Also, these two factors can be used as important basis for the port site selection
and construction planning.

In this study, the determination of the impedance coefficient is relatively simple. It
is only based on road length as the basis for calculation instead of using cost of
travel time in land transportation. The determination of the port attraction ignores
the evaluation criteria of the port service and the port infrastructure. The two
parameters can be further analyzed in follow-up studies.
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6 Conclusion

In a certain area, the behavior of cargo shippers’ selection of a port is similar to that of
the commuters’ choice of a trip route. In this study, we adopted the probability choice
model from transportation planning to construct a distribution model for port
throughput. We then applied this model to forecast the throughput of Fuyang port.
Results are compared with the traditional regression model. It indicates that our model
provides more explanatory logistics and more reasonable results. This study can as well
provide reference for ongoing and future ports planning and construction.

Acknowledgement. This research is funded by the Natural Science Foundation of Hubei [grant
number 2014CFB709] and the National Natural Science Foundation of China [grant number
51579182].
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Abstract. Building properties on a map can be represented by multiple
building characterization factors. In this paper, using principal component
analysis method, we analyzed multiple factors characterizing buildings. Also,
through dimensionality reduction transformation into a small amount of com-
prehensive factors, this paper proposed simplified expression of building
properties, to better meet the need of map generalization for buildings.

Keywords: Principal component analysis - Map generalization - Building
cluster factor

1 Introduction

Research on map generalization methods for buildings, the core element on large
scale base maps, is the focus and key point in the research field of map general-
ization. Based on the multi-constraint building group clustering method, aiming to
hierarchical clustering, Qianhu [1] presented global and local building cluster con-
straints is proposed for global and local constraints on buildings clustering, range, and
evaluated priority of orientation, similarity. Using Delaunay triangles and Voronoi
maps, Tinghua and Xiang [2] put forward distributed analysis model for building
cluster by computing some variables of cluster structure, such as distribution density,
topology neighborhood, adjacent distance and adjacent direction. In her intelligent
building clustering research, Boyan et al. [3] depicted buildings by integrating a series
of relevant parameters, such as centroid, spacing, location relationship between fea-
tures. Overall, although the above methods used more or less some characteristics
factors of buildings, a systematic and comprehensive study on building factors is
defective.

© Springer Nature Singapore Pte Ltd. 2017
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2 Definition of Building Factors

According to understanding of building characteristics on the map, this paper presented
9 building characteristics factors, which were applied to extract building characteristics
on the map.

(1) building area factor

It refers to the area of a single building polygon.
(2) contraction factor

It refers to the reciprocal of the shape factor of a building.
(3) density factor

It refers to area ratio, which is equivalent to the ratio of a total area of buildings to
the circular area in a circle.

(4) fractal dimension factor

It represents complexity of building polygons, and the formula for calculating the
fractal dimension factor is shown in formula 1, where 1 represents the long side of
building, and S is the area of building:

2.0 x log!

Fract = 7
logg

(1)

(5) factor of ratio of length to width

It refers to the ratio of the short side to the long side of the minimum bounding box
of a building, as shown in Fig. 1(a).

(6) minimum bounding box area factor

It is the product of length and width of the minimum bounding box.
(7) distance factor from the adjacent road

It refers to the distance to the nearest road, as shown in Fig. 1(b).
(8) direction factor

It refers to the orientation of building, which is defined as the angle between the
minimum axis and the horizontal axis of the minimum bounding box of a building, as
shown in Fig. 1(c).

(9) shape factor

It refers to the flat rate of building polygons. The smaller the shape factor of the
building is, the more flat the building is, as shown in Fig. 1(d).
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Fig. 1. Some factors. (a) factor of ratio of length to width, (b) distance factor, (c) direction
factor, (d) shape factor.

3 Principal Component Analysis

There are not only multiple building clustering factors, but also the coupling rela-
tionships among these factors. Using principal component analysis (PCA) can merge
multiple factors into several independent comprehensive factors, to reduce the mutual
interference among factors [4], and to be able to extract required information quickly
from linear combination of these indicators. Principal component analysis in multi-
variate analysis is to study how to replace the original variable with fewer compre-
hensive factors. The essence of principal component analysis is to describe a thing with
fewer description indicators. Secondly, it can also be used to arrange the weight of
multiple indicators [5].

4 Analysis of Building Cluster Comprehensive Factors

Firstly, principal components were determined by solving the correlation coefficient
matrix. And on the basis of this, we can establish a relatively complete system of
comprehensive factors which can reflect building characteristics.

As shown in Table 1, the correlation coefficient matrix of the data obtained from
the 9 factor variables on a certain urban map.

After constructing the correlation coefficient matrix, the initial eigenvalue and the
total variance contribution are obtained by matrix computation, as shown in Table 2.
The cumulative contribution rate of the first 5 factors can reach more than 89%. By the
factor load matrix (component matrix) in Table 3, the contribution rate of the 5 factors
to the 9 different building factors can be seen. Based on the results of Table 2, the 4
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Table 1. Building factor correlation coefficient matrix.

area |cont |dens |frac |ltwt |bxar |dist |dire |shap
area | 1.00|—-0.33| 0.63|-0.56| 0.08| 098 0.04|-0.14| 0.34
cont |—0.33| 1.00|-0.16| 0.11| 0.50|-0.39|-0.01| 0.05|-0.98
dens| 0.63|-0.16| 1.00/-0.49| 0.13| 0.61 0.13|(-0.13| 0.17
frac | —-0.56| 0.11|-0.49| 1.00 —0.43-0.53|-0.20| 0.37|—0.13
Itwt | 0.08| 0.50| 0.13/-0.43| 1.00| 0.07, 0.03|-0.20|—-0.44
bxar| 0.98|-0.39| 0.61|-0.53| 0.07| 1.00| 0.03|-0.13| 0.41
dist | 0.04|-0.01| 0.13/-0.20| 0.03| 0.03| 1.00|-0.12| 0.02
dire |—0.14| 0.05|-0.13| 0.37|-0.20|—0.13 | —0.12| 1.00|—0.04
shap| 0.34|-0.98| 0.17|-0.13|-0.44| 041| 0.02|-0.04| 1.00

Table 2. Initial eigenvalues and total variance contribution.

Component | Eigenvalue | Variance (%) | Cumulation (%)
al 3.855 38.554 38.554
a2 2.313 23.131 61.684
a3 1.160 11.603 73.288
a4 0.955 9.547 82.835
as 0.687 6.865 89.701
a6 0.452 4.517 94.218
a7 0.351 3.510 97.727
a8 0.203 2.033 99.760
a9 0.007 0.073 100.00
Table 3. Factor load matrix
al a2 a3 a4 a5
area | 0.826| 0.330| 0.346| 0.053|-0.106
cont | —0.730| 0.650| 0.124| 0.030|—0.037
dens| 0.620| 0.414| 0.249| 0.219|-0.169
frac | —0.595|-0.587| 0.211| 0.064 | —0.144
Itwt |—0.074| 0.779 | —0.164 | —0.282 | 0.453
bxar | 0.855| 0.266| 0.327| 0.036 |—0.063
dist | 0.116| 0.165|-0.514| 0.817| 0.102
dire | —0.252|-0.311| 0.658 | 0.318 | 0.543
shap | 0.735|-0.614|-0.123|-0.031| 0.071
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factors with the lowest contribution rate are excluded, and then the first five factors
with higher overall contribution rate in factor analysis are retained.

However, the resulting factors is not the principal components with all information,
but the eigenvalue of the matrix. Variable computation to the 5 factors is still necessary.
The values of these factors, namely the values of the characteristic vectors were

standardized.
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The 5 factors are computed by summing over the 9 building factor weighted by the
eigenvector corresponding to the factor, which can reflect 89% of all building shape
factor information. They can be used to represent all the morphological characteristics
of the buildings, from the above analysis, PCA method of multi factor can overcome
the defects of lack of information to the second clustering of single building factor.
Composite factor is composed of the principal components, and it has a comprehensive
information characteristic.
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Abstract. Vector data contains a lot of important features. Progressive trans-
mission is a key technology to solve the real-time rendering and network
transmission of vector data. By studying the traditional progressive transmission
method of vector data and considering the spatial position and geometric fea-
tures of vector data, we proposed an efficient progressive transmission method.
We divided the vector data into blocks based on spatial location, then applied a
Visvalingam-Whyatt algorithm to build a multi-scale model. Finally the pro-
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1 Introduction

Vector data is mainly managed on a single-machine environment. Cloud platform is the
development trend of vector data management. Networks transmission, distributed
access and 3D rendering of massive data are supporting technologies, but also a great
challenge of cloud platform [1]. Therefore, it is of great significance to study the
network transmission, distributed access and 3D real-time rendering of massive vector
data. The progressive transmission technology is the key to solve these problems.
Traditional vector network geographic information system needs to download the client
as well as vector data in one-time, which will take some time under the present
conditions of limited bandwidth, and gives a bad user experience. Thus, a new vector
data transmission thought of progressive transmission network began to emerge and
become one of the mainstream and the focus of the present research [2].

Researchers have proposed a number of progressive transmission methods in recent
years, i.e. the US Bertolotto and Egenhofer [3], Buttenfield [4], Weibel and Dutton [5]
Domestic Bi-sheng and Bi-jun [6]. But methods of progressive transmission of vector
data are still not perfect and need to be improved.

Based on the present progressive transmission methods and considering the char-
acteristics of vector data, we proposed an efficient progressive transmission method.
The main idea is that the vector data is abstracted to expressions of spatial distribution
and geometric characteristics for the study vector data organization. Vector data
organization is vector data placement method to facilitate the vector data management
and transmission.

For massive vector data, the basic framework to achieve progressive transmission is
shown in Fig. 1, and need to address the following four aspects:

(1) Spatial grid division. The problem that each layer data is too large is solved using
grid cell.

(2) The geometry simplification algorithm. Vector data consists of the complex shape,
multi-node curve. According to the different scales display requirements, the
geometric simplification algorithm is used to summarize and select nodes, and
simplify the curve.

(3) Multi scale data organization. Reasonable organization of spatial data can facil-
itate the transmission of vector data. In this paper, spatial grid cells and different
levels of spatial data are organized.

(4) The network transmission. Network transmission is the way organized vector data
converted into the client. It involves two aspects: the principle of data acquisition
and performance optimization.

2 Experimental Data

Experimental data is land use data in Chengdu in 2000. Planar data size is 22.2 M, and
linear data size is 11.3 M. Chengdu lies in between east longitude 102°54'-104°53" and
north latitude 30°05'-31°26'.
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Fig. 1. Massive vector data progressive network transmission frame.

3 Method

In the process of oriented mass vector data transmission, we first select the simplified
data to transfer before more detailed data, so that users can get a better experience.
Spatial grid, curve simplification algorithm and spatial data organization method are
key techniques to solve the transmission of massive vector data.

3.1 Spatial Distribution

From the overall composition of the map, spatial distribution is an important factor in
progressive network transmission. Spatial elements contain a large amount of location
information, involving a large spatial scope. Therefore, considering the spatial distri-
bution, we segment the map by latitude and longitude drawing on the idea of spatial
grid, expressing the elements in grid units.

Grid units are composed by the latitude and longitude lines. The size of line spacing
determines the transmission performance of spatial data. The size is 0.3° * 0.3° in this
paper. Block size value of planar vector data is averaged 1.29 M, and block size value
of linear vector data is averaged 0.58 M. The grid units is shown in Fig. 2.

In this paper, the grid division is carried out according to the latitude and longitude.
When the single element is located in a plurality of grids, the element are not divided,
and the grid cell to which the feature belongs is determined based on the starting point
coordinate value of the feature.
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Fig. 2. Map grid of land use data of the Chengdu.

3.2 Geometry Simplification Algorithms

Currently, the popular geometry simplification algorithms are Douglas-Peuker and
Visvalingam-Whyatt. The core concept of Douglas-Peuker is to compute the distance
from point to line, and the choice of the point depends on the distance and a threshold
[7]. Visvalingam-Whyatt algorithm can keep the original shape of the curve, and its
core idea is to compute the area near the three nodes constitute the triangle, and the
choice of a point depends on the size of the area [8].

In this paper, we use an improved Visvalingam-Whyatt algorithm to simplify land
use data, which can be described as.

(1) Calculate the curve vertex weights for each point, which is the area size.
(2) Terminate the calculation if the number of vertices on the curve is less than two.
(3) Select the vertex of the minimum weight value.

When the vertex with the smallest weight is smaller than the specified threshold,
delete it, return to the second step and continue judge until the weights of the remaining
vertices are greater than the threshold. The process is shown in Fig. 3.

In our approach, land use data is divided into five layers, and vertices of each level
is obtained within a predetermined range the area values on the basis of Visvalingam-
Whyatt algorithm obtained, in other words it is an incremental value. Improved
Visvalingam-Whyatt can be described as:

(1) Calculate the curve vertex weights for each point, which is the area size.
(2) Set area threshold range of each level;
(3) Put vertices into different level according to weight value.

After the actual test, data size of each layer is listed in Tables 1 and 2. In the current
environment, network transmission is able to satisfy user’s interaction experience.
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C. After treatment

Fig. 3. Visvalingam-Whyatt algorithm.

Table 1. Data unit size value (planar data).

Level Minimum value (byte) | Maximum value (byte)
1st-level | 97.7 405.0
2nd-level | 88.2 423.0
3rd-level | 101.3 396.9
4th-level | 86.2 401.1
Sth-level | 83.0 399.5

Table 2. Data unit size value (linear data).

Level Minimum value (byte) | Maximum value (byte)
1st-level | 97.7 405.0
2nd-level | 88.2 423.0
3rd-level | 101.3 396.9
4th-level | 86.2 401.1
Sth-level | 83.0 399.5
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3.3 The Organization of Multi-scale Data

After multi-scale construction of spatial data, it has been able to meet the needs of
progressive transmission, but we still need a reasonable spatial data organization
method. In this paper, we store space data in the form of files. The basic idea is as
follow:

(1) Partition vector data according to spatial grid;

(2) Divide data within a single grid unit into five levels. The first level stores sim-
plified vector data. The second, three, four, five level store incremental vector
data.

(3) A single data represents the data of a certain level within a certain grid cells. Data
storage format is json. The folder structure is: X:\Data\level number\latitude\
longitude-latitude.json.

3.4 Network Transmission

The main flow of progressive network transmission is shown in Fig. 4, including two
key methods:

(1) Data acquisition principles. When the user requests data from the client, we need
to obtain the current user’s visual angle range and perspective height, and
determine which level to return within spatial grid cells based on the eye alt. We
transport rough data from the server side to the client, and then a more detailed
data is transported [9].

(2) Performance optimization. To prevent the delay of loading data on the client, we
pre-download some data that is outside the boundary of the view range. When
the map is moved outside the current view range, it can be directly loaded locally.
We purge the loaded data which is not in the current range and proximity to save
memory.

T T
S S

! [ et |

~ ~

Service Client

Fig. 4. Land use data progressive network transmission process.
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4 Implementation of Progressive Network Transmission
Method

Progressive network transport system consists of server-side, client-side and vector
data. The key techniques of progressive network transmission were discussed earlier in
the paper. We will describe the implementation of network transmission of vector data
in the following part.

4.1 System Instance

In this paper, multi-scale vector data is constructed by OGR library, and vector data is
reconstructed by World Wind in the client. Client interface is shown in Fig. 5.

Fig. 5. Client interface.

4.2 Experiment Analysis

(1) Land use data reduction

The data used to be simplified is land use data. The number of elements is 94,700,
and contains 1,803,145 points. The vertices reduced to 309,530 after simplification, as
shown in Fig. 6.

(2) Vector data transmission progressive effect

In the process of progressive transmission, we select the land use data in Chengdu
and it is divided into five levels. Figure 7 shows the display effects of some local
regions in the data transmission process in five levels. It can be seen that there are
increasing details in the five levels from Fig. 7. When a user requests data, the rough
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level =3 level =4 level =5

Fig. 7. A display effect of drawing land use data transmission.

Fig. 8. Displayed renderings of a land use data in 3D scene.
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data is transferred from the server-side first, and then more detailed data was trans-
ferred. Figure 8 is land use data displayed in 3D scene.

(3) Transmission speed comparison

It can be seen from Table 3 that transfer rates of line and area data have little
difference. Both transmissions are fast enough for users to browse quickly. But it has an
unresponsive phenomenon in the process of browsing. It remains to be further studied
in future research work.

Table 3. Comparison of land use data transmission speed

Land use data | Size (MB) | Average speed (kb/s)
Line 11.3 365.3
Polygon 222 361.9

5 Conclusion

With the rapid development of computer technology, network has penetrated into
various fields. The bandwidth of the network is an important constraint of its devel-
opment. It has become a research hotspot in the field of network geographic infor-
mation that how to improve the transmission speed of vector data under the limited
bandwidth conditions. In this paper, we propose a grid-based, hierarchical and pro-
gressive network transmission method, which improves the efficiency of network
transmission, and the burden of computer memory is loosed through memory opti-
mization. But a more in-depth study on issues for the vector data networks progressive
transmission is needed, which can be summarized as two points: algorithms for vector
data simplification and storage methods of vector data.
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Abstract. Remote sensing image classification is an important technology to
get information. At present, different remote sensing monitoring methods has
been widely used in region land cover. To improve classification accuracy is the
key of remote sensing data processing and application. This paper selects
Xingyun Lake that the typical Plateau Lake area of Yunnan province and the
surrounding lakeside zone as research area. Based on the 30 TM Landsat remote
sensing image of the research area, using supervised classification, BP neural
network, and object-oriented classification to compare accuracy of three kinds of
classification methods. It was found that development of BP neural network and
object-oriented classification training produces more accurate results than
supervised training. Object-oriented classification also produced more accurate
classification than the BP neural network classification, but did not improve the
accuracy significantly. The results will help to promote surface coverage
information of remote sensing rapidly extraction and dynamic monitoring in the
Yunnan plateau lake, moreover, it has important scientific significance to protect
and formulate rationalization.

Keywords: Remote sensing monitoring - Surface coverage - Classification
technology - Plateau lakes - Xing Yunhu

1 Introduction

Identifying various features on the land by RS Image Recognition is an important part
of RS technology development, and Classification of RS image is extremely important
for thematic information extraction, dynamically change monitoring, thematic cartog-
raphy and construction of Remote Sensing Database. The initial remote sensing clas-
sification is through visual interpretation. However, visual interpretation is limited to a
single band or a three-band (RGB) color composite, which makes the result of the
classification with strong subjective. Therefore, automatic classification of remote
sensing is more suitable for mapping land-use in a large area. While land-use and
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land-cover patterns may be obvious to an image interpreter, automatically mapping
them could be difficult because automated classification techniques do not possess the
superior pattern recognition capabilities of the human brain, so that it is challenging to
achieve an accurate classification. Domestic and foreign scholars have been tire-
lessly engaged in it, With the generation of a series of new classification algorithms,
such as object oriented, BP neural network system, decision tree, support vector
machine, the traditional supervised classification system and non-supervised classifi-
cation system are obviously no longer meet the precision requirement.

2 Study Area

Located at 102°45' to 102°48' east longitude, and 24°17' to 24°23’ north latitude, the
study area is one of the typical plateau lakes in Yunnan, which plays an important role
in the production and life of local residents. In light of continuous land-use changes in
Xingyun Lake and lack of regard to regional environment of the plateau lake, there is a
need for creating a current land-use information database (Fig. 1). Based on related
research achievements to choose more quickly and efficiently classification methods
have become inevitable.

Yy L //

Fig. 1. Location of the study area

3 Methodology

The main research work of this paper is to analyze and compare the accuracy of the
different remote sensing classification monitoring technology on multi-scheme exper-
imental (Fig. 2). Several established methods for surface cover classification from RS



Comparison of Different Remote Sensing Monitoring Methods 39

o
Radiometric& Geometric o
. . Up-to-date -
Atmospheric Registration to b3
X Orthopheto 14
Corrections Orthophoto g
@
o
a
Supervised object-oriented BP neural network a
—_— _— =
classification classification classification =4
S
o
w
Overall accuracy Kappa coefficients 4 5
s 2
3

Fig. 2. Research flowchart

data were compared, it include traditional supervised classification, development of BP
neural network classification and object-oriented classification. The surface cover
classification technique presented in this work can be used to produce information
pertaining changes in land-uses, dynamic monitoring of water resources and land
exploitation and protection. The information could be further used to study the relations
between rapid extraction and dynamic monitoring of land cover information by remote
sensing and resource and environmental protection management of the lake region in
Yunnan.

Specific objectives of the current study are: 1. After image pre-processing, to
compare supervised, object oriented and BP neural network surface cover classification
techniques; 2. For each map, a confusion matrix was created and accuracy measures
were calculated. Compared it and choose the more feasible and reliable method
apply to the remote sensing monitoring in Yunnan plateau lake area.

4 Results and Discussion

The primary source for surface cover classification is a Landsat-5 TM image acquired
on 5-February-2014. The selected area appears cloud free. Pre-processing of the image
included one-step radiometric and atmospheric corrections using the dark-object sub-
traction method and the latest radiometric calibration coefficients published. For this
study. Level 1 of the Anderson classification system was used. The different
land-covers included Urban or built-up land, Agricultural fields, Rangeland, Forest,
Water bodies and Barren land in this study. A Landsat TM image was classified and
post-classification processed using three methods: supervised, BP neural network and
object-oriented classification methods. The different results are presented in Fig. 3.
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Fig. 3. The results of different classification methods

Following this, the classification products’ accuracy was assessed. A comparison of
the products’ accuracy was conducted to find out if the accuracy differences are
statistically significant (Table 1). It was found that development of BP neural network
and object-oriented classification training produces more accurate results than super-
vised training. Object-oriented classification also produced more accurate classification
than the BP neural network classification, but did not improve the accuracy signifi-
cantly. On the whole, judging by the overall accuracy and overall kappa statistics, it is
apparent that supervised classification’s overall accuracy is 78.03%, Kappa statistic is
0.73; BP neural network classification’s overall accuracy is 88.7043%, Kappa statistic
is 0.8572; object-oriented classification’s overall accuracy is 92.7551%, Kappa statistic
is 0.9060.

Table 1. Accuracy comparison of classification methods

Classification Overall accuracy | Kappa coefficients
Supervised 78.03% 0.73
object-oriented 92.76% 0.91
BP neural network | 88.70% 0.86

In order to further reflect the differences of the three kinds of classification methods
in remote sensing image, selected a part of study area which is possess of compre-
hensive land-cover type, and enlarged it (Fig. 4). It was found that there are too many
fragment patches and low accuracy in the image of supervised and BP neural network
classification, however object-oriented classification has relative regular patches.
Especially after supervised, there are obvious errors and leakage classified in the
remote sensing image (Red box section).



Comparison of Different Remote Sensing Monitoring Methods 41

Fig. 4. Processing results partial discharge (Color figure online)

(1) Traditional classification method like maximum likelihood method in supervised
classification needs fully understand land cover of the study area, for that kind of
method has presented limitation at the large area with complex and diversity
surface, which requires a combination of other classification method to process
hybrid classification for better accuracy. And there are large error like same
spectrum with different objects in supervised classification in the interpretive
charts, which makes supervised classification hardly to use.

(2) Network training was processed since the initial period of BP neural network
classification, which makes a better accuracy than traditional classification method
like maximum likelihood method.

(3) In constant, unlike the merging mechanism of bottom-up and recognition mode of
pixel based in traditional classification method, the object-oriented classification
evade individual error of training sample to a great extent. In particular, the
classification accuracy can be obviously improved by using object-oriented
classification method, while in the area with great distinct in specter signature, the
improvement was not so much obviously.

The accuracy of Object-oriented classification and BP neural network classification
is similar in the study of surface coverage monitoring by remote sensing technology in
central Yunnan, for the specter signature is of very distinct except same spectrum with
different objects between grassland, forest land and dry land, which makes easier in
distinguish surface features and obtain better accuracy. From the above, the selection of
classification method in different study area should be considered according to the
characteristics of different area.
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Abstract. In this paper, evaluation of southeastern guizhou province some
important tea-producing county soil heavy metal pollution adopts Nemerow
Pollution Index, Yao Index and Mixed Weighted Model of three different
composite index methods, and compares the suitability of three methods.
Nemerow Pollution Index adopts arithmetic mean of subindex to improve the
contribution rate of the most polluted elements and undermines the contribution
of each partial effect on comprehensive pollution. Yao Index uses the ratio of
index of the maximum and arithmetic mean value as weight, and diminishes the
status of the serverest pollution index. But it ignored the partial contribution to
the effect of comprehensive pollution. Mixed Weighted Model has good sen-
sitivity, and it can better differentiate the degree of soil heavy metal pollution
and reflect the real situation of soil environmental quality. According to the
calculation results of three different comprehensive index methods, the analysis
results of soil heavy metals comprehensive pollution index are obtained by
Geographic Information Systems and IDW. Results show that high concentra-
tions of heavy metals in the east and northeast of the study area.

Keywords: Comprehensive index method - The evaluation of soil heavy metal
pollution + GIS - Comparison and analysis *+ Beidou

1 Introduction

As we all know, it would polluted the soil if the content of heavy metal were more than
its natural content. And what’s more, if these pollution accumulated for a long time, then
it would entered our body through the food chain, caused serious damage to human
being health. That is why we said it is very significative to assess the heavy metal
pollution to soil [1]. Nowadays there are plenty methods of research about assessment of
soil heavy metal pollution. Such as Simple exponential method: Single factor index
method, Cumulative index method, Ecological risk coefficient method, etc. And
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synthetical index method: Nemerow Index method, Yao comprehensive index method,
mixed weighted, Ecological risk comprehensive coefficient, etc. These soil heavy metal
pollution evaluation model has been widely used in the research community [2-5].
Different evaluation methods have different application characteristics. the evaluation
method is mainly to study the overall pollution condition, but few scholars take a systemic
summary and comparison of the evaluation results, and even if ever, those are only a
theoretical introduction, lacking of quantitative discusses various methods of the eval-
uation results difference [6, 7]. Therefore, this study tries to show the advantages &
disadvantages of Mixed Weighted in assessing the soil heavy metal pollution, by using
GIS spatial analysis technology based on an important tea-producing county in south-
eastern Guizhou province, using Nemerow pollution index method, Yao comprehensive
index method and mixing weighted pattern, evaluating the applicability of these methods.

2 Evaluation Methods of Soil Heavy Metal Pollution

2.1 Single Factor Index Method

Single factor index method is a kind of relative dimensionless index method, which can
fully reflect the pollution degree of different pollution. At present, it has been widely
applied in the evaluation of soil and crop pollution or soil environmental quality grade.
It can evaluate soil pollution or soil environmental quality with single pollution index,
according to the national secondary standard (GB15618-1995), the formula is:

P, =C;/S; (1)
In this formula, P; is the environmental quality index of pollutants I; C; is the
measured values (mg/kg); S; is the evaluation standards of pollutants I(mg/kg). P; < 1

means no pollution, means pollution. And the greater of P; value means the more
serious pollution.

2.2 Assessment of Compositive Index Method

Nemerow Pollution Index Method. The formula of Mello pollution index method is:

n )
(% Zl Pi) + P?(max)
i=

P, = 5 (2)

In this formula, P, is Nemerow pollution index; n is the number of monitoring the
pollution index; P;(max) is the maximum of every index for the pollution index [8, 9].

Yao Comprehensive Index Method. Yao comprehensive index method determines
the main pollutant of partial firstly, and then draws the average of all pollutans partial,
finally worksout the geometric average of the two partial. Index formula is defined as:
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1 n
P, = P; - P; 3
: \/max< )+ 2P ()
In this formula, P; is a pollution index; n is the number of monitoring pollution;
max(P;) is the maximum of every index of the pollution index [10].

The Pattern of Mixing Weighted. The formula of mixing weighted is [11]:

P= Z Wil + ZZWQIi (4)

In this formula, [; is the single contaminate index of heavy metal; > ; is the sum of
all the single pollution index when I; is greater than 1; » _ , is the sum of all the I; single
pollution index. When I; > 1, W;; = Z"' o and as for all I,, W, = <&

14

22'1,“

3 Instance Analysis

3.1 Collection and Disposal

Soil sampling point from some important tea-producing country in southeastern Guizhou
province. There are 146 sampling point according to the characteristics of tea garden

. - N
P
Vs g
) N N,
Ve ./ 7
/ e u
J >
7
[ =/
= )
\ |
) \
) A
- 4 \\ «/ \'J"\a
~/ Y
\\ s /
< q
( N
N — / //
\»,\ ”/
\ /
\\ N
| Il
\ N\
5 A
\ AN
\ >
| r,.‘;
i R J
) N Y
¢/ N \ /
) /
/ /
o, /
Legend — ,
sampling LA S
points ol
county
— Yine 0 3 6 12Km

Fig. 1. Distribution map of soil sampling points in the study area
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distribution, and we collect by using serpentine method in soil of 50 m * 50 m, getting
each sampling point’s coordinate of latitude and longitude by using Beidou. What’s
more, we also record conditions of environment and the surrounding land for corre-
sponding sample. The sampling point and the study area distribution is shown in Fig. 1.

3.2 Analysis and Comparison

Because the number of sampling points is 146, which is more, we choose five repre-
sentative soil samples in the study area and evaluation within five single contaminate
index of heavy metals were calculated using Nemerow index method, Yao the compre-
hensive index method and the mixed weighted method. The results are shown in Table 1.

Table 1. Comparison of assessment results

Serial Hg As Cd Pd Cr Nemerow Yao Mixed
number index index | weighted
1 0410 [0.272 |1.120 |0.287 |0.458 ]0.378 0.285 | 1.822

2 1.580 [0.532 |1.257 |0.156 |0.493 |0.786 0.635 |2.589

3 0.327 [1.054 0393 |0.265 |0.194 ]0.328 0.235 | 1.717

4 1.327 |0.730 |0.713 | 0.158 |0.489 |0.557 0453 2.224

5 0.323 0.197 |0.333 |0.122 |0.523 |0.091 0.078 0.362

Experiments show that Nemerow comprehensive index method weakens the con-
tribution rate of each subindex influence on integrated pollution by using partial arith-
metic mean and strengthening the contribution rate of the most polluted element. Yao
comprehensive index method is the improvement based on Nemerow index method,
which chooses the index of maximum value and the ratio of arithmetic average value as
weights, abates the biggest pollution index in the evaluation of position, but also ignores
the contribution of each subindex on comprehensive pollution. So it is difficult to show
the soil environmental quality differences using Nemerow comprehensive index method
and Yao comprehensive index method. As for mixed weighted method, it compares and
analyzes the single pollution index first, and is divided into two part, which is single
pollution index exceeding official standards and single pollution index qualified, and
both of them have different weights. So the result is one to one correspondence. In others
words, if each heavy metal pollutans are not overproof of the monitoring sampling
points, the comprehensive pollution index is not overproof, and on the contrary, the
comprehensive will exceed official standards. So this method avoids the influence that
the elements always be changed with the change of pollution elements’s weights in
Nemerow comprehensive index method and Yao comprehensive index method.

3.3 Assessment of Soil Heavy Metal Pollution

Based on single pollution index to evalutate the siol heavy metal pollution, we get each
monitoring point’s comprehensive pollution index of Nemerow comprehensive index
method, Yao comprehensive index method and mixed weighted method. Then using
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Fig. 2. Map of comprehensive pollution indexes exceeding official standards, the map of
(a) exceeding official standards by Nemerow index, the map of (b) exceeding official standards
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pollution indexes by mixed weighted
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software Arcgis10.1space analysis, we draw a conclution of comprehensive pollution
indexes exceeding official standars, as shown in Fig. 2.

From the Fig. 2, we can know that the numember of exceeding official standards is
Yao index<Nemerow index<Mixed weighted. But the trend of three methods of
evaluation results is roughly the same.

The monitoring sampling points in the study area is 146, and single element
exceeds official standards total 31. From the results of Nemerow index method, Yao
index method and Mixed weighted method, we can learn about that it calculates the
excess points and the number of single element exceeding official standards being the
same, and statistical result is the same as the condition of assessment figure by using
mixed weighted method.

3.4 Analysis of Result

We can know that Nemerow index method and Yao index method can only distinguish
whether environment is clean or have been contaminated through comparing and
analyzing both methods. But if we evaluate single factor pollution index that is greater
than 1, and the results may not be exceeding official standards, which is not consistent
with actual situation. However, mixed weighted is a method that it compares and
analyzes single pollution index and weighed sum, so its results will be more accurate,
and it can reflect the real condition of the soil environmental quality. That is why we
said this method is better than others in evaluating soil quality.

4 Different Comprehensive Index Evaluation Based on GIS

With the support of ArcGIS10.1 system, we do spatial interpolation using IDW. And it
generates forecast surface based on the monitoring points according to the evaluation
unit. So that it can shows the area of spatial distribution of soil environmental quality
situation. As shown in Fig. 3, in the east and northeast of the study area, there are high
concentration of heavy metal, which is roughly the same as sampling points in Fig. 2.

5 Conclusion

(1) Compared with the different results of evaluation result about soil heavy metal
from Nemerow pollution index method, Yao comprehensive index method and
mixed weighted method, we can know that mixed weighted method can overcome
the shortcoming of Nemerow and Yao, and can better reflect the situation of soil
quality. And it is more sensitive than the others.

(2) The spatial analysis function of GIS can make analysis and evaluation of the study
area, which is an effective tool to analyze the spatial dimension of soil heavy
metal pollution. And evaluation results show that the concentration of heavy
metals of the east and northeast regions is high, which is the same as the exceeded
official standard sampling points.
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(3) Although mixed weighted can make up the shortfall of Nemerow index method
and Yao index method, yet mixed weighted method has not had corresponding
pollution grade division standard. We can only distinguish whether it is clear
according to standard, but can not distinguish the pollution degree and level, and
calculation is very complex, so we need further research in practice.
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Abstract. Hyperspectral images (HSIs) are often degraded by different kinds of
noises. Low rank (LR)-based methods have achieved great performance in HSI
denoising problem. However, the LR-based methods only consider the rank of
the whole spectral space, conducting no constraints on the intrinsic structure
within the LR space. In fact, the spectral vectors can be classified into different
categories based on the land-covers. As a result, the spectral space can be
modelled as a union of multiple LR subspaces. Regarding this structure, we
introduce the framework of subspace low rank (SLR) representation into HSI
denoising problem and propose a novel SLR-based denoising method for HSIs.
Experiments conducted on both simulated and real data show that our method
achieves great improvement over the state-of-art methods qualitatively and
quantitatively.

Keywords: Hyperspectral image - Denoising - Low rank representation -
Subspace low rank

1 Introduction

Hyperspectral images (HSIs) can provide abundant spectral information with hundreds
of spectral bands, thus is widely are widely used in various fields, such as agriculture,
environment monitoring and mineralogy. However, the environmental and sensor
noises always degrade the quality of HSIs during the acquisition process, which are
harmful to the subsequent tasks, including segmentation, classification, spectral
unmixing, and also target detection.

There are lots of outstanding works conducted on HSI denoising. Traditional
methods for the denoising of natural images, such principle component analysis
(PCA) [1], can be directly applied to HSIs band-by-band, ignoring the spectral infor-
mation, which is an important characteristic of HSIs. No convincing results were

© Springer Nature Singapore Pte Ltd. 2017
H. Yuan et al. (Eds.): GRMSE 2016, Part II, CCIS 699, pp. 51-59, 2017.
DOI: 10.1007/978-981-10-3969-0_7



52 M. Wang et al.

achieved by those methods. Combination of the spatial and spectral information in
HSIs is essential in HSI processing. Othman and Qian [2] proposed a hybrid spatial—
spectral derivative-domain wavelet shrinkage method for HSI denoising and achieved
quite good results. Zhang [3] extended the traditional total variation (TV) regularization
to a 3-dimensional (3D) one, termed as cubic total variation (CTV), for HSI denoising.
In further, Yuan et al. [4] improved CTV to be a spectral-spatial adaptive one.
Additionally, the conception of principle component of PCA is extended to 3D using
tensor analysis. For example, a low rank-(K7, K>, K3) tensor approximation method is
proposed in [5] for dimensionality reduction and joint denoising. Low rank (LR)-based
method is firstly introduced by Zhang et al. [6] for HSI denoising, based on the LR
property of the spectral space in HSI. Our recent work [7] combined the nonlocal
spatial correlation together within the LR framework. However the LR-based methods
have no constraint on the intrinsic structure of the LR space. According to the mixed
nature of HSI, the spectral space of HSI is constituted by a union of several LR
subspaces UX | S; (where S; represents the subspace). Samples drawn from the union
UK, S; will be treated as if they are sampled from a single LR space defined by a sum

ZlK: 1 Si in LR-based methods [8]. As the sum space contains and is much larger than
the union space, the recovery using LR-based methods may be inaccurate.

Subspace low rank (SLR) representation is proposed by Liu et al. [9] for subspace
segmentation and now is widely used in multiple fields, such as subspace clustering
[9, 10], saliency detection [11, 12] and subspace number estimation [8]. SLR repre-
sentation can structurally represent the data that are derived from a union of multiple
LR subspaces. Therefore, here we introduce the framework of SLR representation into
HSI denoising. Moreover, different from traditional SLR representation framework that
uses the observed corrupted data as the dictionary, our method uses the latent clean HSI
as the dictionary to achieve better representation, and the latent data is estimated during
the iteration solution procedure.

The rest of this paper is organized as follows. Section 2 introduces the SLR-based
denoising method. Experimental results and discussion are shown in Sect. 3, and
Sect. 4 draws the conclusion.

2 The Proposed Method

2.1 Noise Model in HSI

HSIs are often corrupted by noises during acquisition. The noises can be divided into
sparse noise and Gaussian noise, where sparse noise includes the salt & pepper noise
and stripe noise. Therefore an observed HSI X € R®*” (which is reorganized from the
HSI datacube X € R¥*¥*B with P = MN), where B is the band number and P is the
pixel number, can be modelled as

X=Xo+S+N (1)

where X is the latent clean HSI to be recovered, S is the sparse noise and N is the
Gaussian noise.
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2.2 LR-Based Denoising Method

LR-based methods [6, 7, 13] have been widely used in the recovery of X in Eq. (1) for
HSI, as the spectral space of HSI is highly LR, which can be derived from LMM [14].
According to LMM, all the spectral vectors in HSI can be represented by linear
combination of the spectra of the underlying materials. As a result, the limited number
of the materials promises the LR property of the spectral space of HSI. Therefore the
reconstruction of X is actually to restore the LR structure from X, for which robust
principal component analysis (RPCA) method is widely used. The formulation of
RPCA is as follows:

min rank(Xo) + [[S]lo + 21X — Xo — S|12 2)

Xo.S 2
where 1 and y are balance parameters among different regularization items.

However, Eq. (2) only conducts constraint on the rank of the whole spectral space,

without any regularization on the intrinsic structure within X,. Based on the class
property of the landcovers, the spectral space of HSI can be divided into multiple
subspaces, termed as {S;}X . The spectral vectors within each class are highly cor-
related, thus they should lie in a low-dimensional manifold, which means that §; is LR.
Therefore the whole spectral space can be seen as the union of such LR subspaces
UK, S;. But the LR-based methods using Eq. (2) will regard the samples drawn from
the union space as if they are sampled from a single LR space defined by the sum
Zf:l S; because ZIKZI S; is much bigger that U,K:1 S;, modelling the spectral space of
HSI using Z,K:1 S; may lead to inaccuracy in denoising.

2.3 SLR-Based Denoising Method

As the spectral space of HSI is a union of multiple LR subspaces, we introduce the
framework of SLR representation to structurally restore the spectral space from the
noise corruption, within which the observed data X is modeled as

X=AZ +S +N (3)

where A is a dictionary that can span each subspaces in X, and Z should be LR. When
A =1, Eq. (3) is equivalent to Eq. (1). So SLR-based method is actually a general-
ization of the LR-based method. Equation (3) is first proposed by Liu et al. [9], which
can structurally represent the union space. Here we introduce the framework into HST
denoising issue. Combining the constraint in Eq. (1), the cost function using SLR
representation is

. ) Y 2 2
min_rank (2) + 28]l + 3 {IX ~ AZ -S| +X - X0~ S[E}. (@)

where rank (Z) models the low-rankness of the coefficient matrix Z, ||S||, regulates the
sparsity of S using £o-norm, ||X — AZ — S||2 and ||X — Xy — S||% are both fidelity
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items, regulating the energy level of the Gaussian noise N. A and y are balance
parameters. Equation (4) is nonconvex, so we replace the rank minimization and -
norm with the nuclear norm and ¢;-norm, respectively,

. Y 2 2
min 2]+ 2080, + 2 {IX - AZ-SR+ X=X =S[2}. (9

It is demonstrated in [9] the recovery of X, can be guaranteed if A can well space
each of the subspaces. [9] recommended to use X itself as the dictionary. However in
HSI denoising issue, X is seriously corrupted, the representation by X may not be
accurate. According to the theoretically demonstration of the effectiveness in [9] for the
recovery of X, using Eq. (5), a choice of the clean data itself can guarantee the
recovery of its column space. Therefore, in this paper we use the latent HSI X, as the
dictionary and it can be estimated simultaneously during the iterative optimal proce-
dure. By setting A = X, and adding an extra matrix J, the optimization is converted to

Jmin 131+ 208+ 3 {IX = XoX = SI2 + X - X - 83}
0445 5
st. Z=1].

(6)

Equation (6) can be solved using the Inexact Augmented Lagrange Multiplier
(IALM) method [15]. According to IALM, the constraint Z = J can be removed by
introduction of a Lagrange multiplier Y,

L(Xo0,Z,8,J.Y) = [[J]I, + 4[]},
+ X=Xz -SR+IX-X - SIF},  (9)
+Tr (Y (Z—0) + 512 - T}
where 1 is a positive scalar, Tr(-) means matrix trace. The variables J, Z, Xo, S and
Y can be iteratively updated by fixing the others constant. The denoised HSI data can
be reconstructed using the optimal solution X of Eq. (7).

A detailed algorithm is given in Algorithm 1. For J, when remaining the other
variables constant, Eq. (7) can be written as,

o1 1
arg min ;||J||* + EHJ —(Z + Y/plp (®)

which can be solved using the singular value thresholding (SVT) operator [16]. When
the variables that are independent with Z are ignored, the minimization function will
be,

arg min X — XoZ — S| + Tr (Y'(Z — ) + £ 12— J|}. 9)
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Z can be solved by setting the derivative with respect to Z to be zero, as shown in
the equation in the step 2 in Algorithm 1. The update procedure for X is similar to
Z. The optimization of S is shown in the step 2, which can be solved using soft
thresholding.

Algorithm 1 JALM-based method for solving problem Eq.(7).
Input Corrupted spectral matrix X, balance parameters A, Y

Initialize k=0, Z=J=S=0, Xo=X, Y=0, £x=10"3, p=1.1,
max = 108, ¢ = 1078
Output XS, 7Z*, S*
while not converged do
1. Update J, with Z, Xg, S, Y fixed

J argngnill-lll* +3lI = (Z+Y/p)R
2. Update Z, with J, Xg, S, Y fixed
-1
J—Y
Z (XFXo+£1)  (H2X 4 XT (X - 8))
3. Update Xo, with J, Z, S, Y fixed
Xo (Z'+1) (X —8) (ZZ"+1) "
4. Update S, with J, Xo, 7, Y fixed
Xo(Z+1
s (x|

A 1 2
S« argmslngHSHl + 5‘

F
5. Update Y and [t

Y <Y +p(Z-J), p< min(pp, tmax)
6. check the convergence condition ||Z -J ||C>o <e€
end while

3 Experimental Results and Discussion

In our experiments, simulated data and real data are both used. To evaluate the
effectiveness of the proposed method, we compare our method with two other methods:
the LR-based method proposed in [6] and the group LR-based method proposed in [7].
The qualitative and quantitative results of the three methods are reported and discussed.

3.1 Experiments on Simulated Data

In the simulated experiments, the HSI of Pavia University acquired by the reflective
optics system imaging spectrometer (ROSIS) is used. There are 103 bands in it, with
610 x 340 pixels.

We add three typical noises into Pavia University in the experiments: the Gaussian
noise, the salt & pepper noise, and the stripe noise. The stripe noise often appears in
pushbroom systems. In the simulated data, the Gaussian noises with ¢ = 5% are added
to all the bands, the salt & pepper noises with a percentage of 20% are added to ten
randomly-selected bands, and the stripe noises are randomly added to ten bands with
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(a) (b) (©) (d)

Fig. 1. Examples of noisy bands in the simulated Pavia University data, (a)—(b) are the original
and noisy data of band 22, and (c)—(d) are those of band 84.

10-line stripes. Figure 1 shows two of the noisy bands: band 22 has the stripe noise and
Gaussian noise, and band 84 has all the three kinds of noises.

The close-up denoising results of band 22 and 84 are shown in Fig. 2. It can be
observed that the proposed method performs the best because it can eliminate all the
noises thoroughly and reconstruct the structure well. LR fails to remove the stripe noise
thoroughly in the enlarged area of band 22 and cannot reconstruct the spatial details in
band 84, as shown in the red ellipse area in Fig. 2(c). Group LR performs much better
than LR. However Fig. 2(d) shows that there are still some noises remaining in the red
ellipse area both in band 22 and 84.

(a) original band (b) noisy band (¢) LR (d) group LR (e) SLR

Fig. 2. Experimental results of band 22 and 84 in the simulated Pavia University data.
Top: band 22; Down: band 84. (Color figure online)
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Fig. 3. Quantitative evaluation of the three methods

To better evaluate the performance of our proposed method, peak signal-to-noise
ratio (PSNR) and structural similarity (SSIM) indices are selected for the quantitative
evaluation. They are both calculated band-by-band between the reconstructed data and
the ground truth. The higher values of the two indices indicate better performance.
Figure 3 shows the comparison results. It is obvious that our method achieves great

(c) group LR (d) SLR

Fig. 4. Experimental results of band 186 in urban (Color figure online)
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improvement upon both LR and group LR. In average, our method gets an improve-
ment of 5.28 dB and 1.98 dB in PSNR and that of 0.056 and 0.028 in SSIM upon LR
and group LR.

3.2 Experiments on Real Data

A hyperspectral digital collection experiment (HYDICE) data, Urban of Copperas
Cove, Texas (called as Urban for brief in the following) is used in our experiments as
real noisy data. There are 307 x 307 pixels and 210 bands in the data. Bands 104-108,
139-151 and 207-210 are heavily polluted by the atmosphere and water absorption and
thus are removed from the original data. In the Urban data, several bands are corrupted
by heavy Gaussian noises and stripe noises, such as band 186 shown in Fig. 4(a).

Figures 4(b)—(d) show the denoising results by LR, group LR and our proposed
method, with the sub-image in the downright corner showing the close-up of the area in
the red rectangle. It is obvious that LR fails in eliminating the stripe noise. Group LR
performs much better, but there is still some light stripe noise remaining. From
Fig. 4(d) we can observe that, our proposed method can eliminate all the noises and
reconstruct the spatial details simultaneously.

4 Conclusion

In this paper, we have proposed a novel HSI denoising method based on SLR repre-
sentation. In this method, considering the intrinsic structure of the spectral space in
HSI, SLR representation is introduced to reconstruct the corrupted HSI and the latent
clean data is chosen as the dictionary instead of the heavily corrupted data itself to get a
better representation. Experimental results both on simulated and real HIS data
demonstrate that, our proposed method outperforms the state-of-art methods both in
visual inspection and quality indices.
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Abstract. An ellipse fitting method based on boundary was proposed to esti-
mate the relevant parameters of ship target in SAR image which can effectively
solve the problem of the ship targets extraction and parameters estimation in
SAR image. For the least-squares ellipse fitting method, all of the sample points
on the boundary were involved in operation and causing deviation of the final
results of ellipse fitting. For this kind of situation, a least-squares ellipse fitting
method based on boundary was adopted. First extracting edge of the image and
piecewise fitting ellipse. Then evaluating the ellipse and choosing suitable
ellipse area for the target to be detected. The experiment shows that it is an
effective method.

Keywords: Ellipse fitting - Least squares method + SAR image

1 Introduction

According to the need of modern high technology war and in order to fully grasp the
details of the battlefield situation, Parameter information of the target has received more
and more attention. The characteristics of ship wake are closely related to the move-
ment characteristics of hull, so we can watch ships track or spectral characteristic to
indirectly measure its characteristic parameters. The backscatter coefficient of ships on
the radar image is a lot larger than ocean wave background and the pixels of the length
and width of ship hull can be directly counted from SAR image. The size of the ship
can be calculated based on the radar image resolution and the course can be directly
determined from the track characteristics [1].

The ellipse is an important feature in real life. Elliptical extraction is a precondition
for subsequent object recognition and measurement. It requests to achieve for ellipse
extraction with robustness and accuracy. Basically there are three kinds of ellipse fitting
method. They are ellipse fitting method based on HOUGH transform, invariant moment
and the least squares method [2]. The least square method is an optimal estimation
technology launched by the maximum likelihood when the random error obeys normal
distribution [3-5]. It can make the sum of squares of the measurement error minimum,
which is considered to be one of the most reliable methods to get a group of an
unknown quantity from a set of measured value. Some literatures use the least square
method to extract multiple elliptical targets in the images, but the effect of these
methods is poorer in the actual image under complex background [6].
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This article first introduced the basic way of the least squares ellipse fitting, and
then introducing the boundary fitting method to propose a least square method based on
boundary ellipse fitting method.

2 Ellipse Representation and Ellipse Fitting

2.1 Ellipse Representation

In the two-dimensional plane coordinate system, ellipse generally can be represented in
two forms; one is a gen

AX* + Bxy+Cy* +Dx+Ey+F =0 (1)

The other is a more intuitive way which is expressed with five geometric param-
eters of the plane coordinate system. They are the center of the ellipse (x., y.), the long
half shaft and short half shaft (a,b), long axis angle 0(—7,%), « and f8. The arbitrary
ellipse in the two-dimensional plane can be confirmed using the above parameters. The
geometric meaning of the parameters is shown in Fig. 1. The two kinds of parameters
representation can transform to each other through (2)—(10).

BE — 2CD
= AC— B 2)
BD — 2AE
YeT4ac— B2 (3)
“2F
a=12x 5 (4)

\A+C— /B + (%59

2 (5)
A+C+ /B + (8¢

o
Tw

Fig. 1. Ellipse in the two-dimensional plane
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2.2 The Least Squares Fitting Ellipse

Assumes that the general form of the ellipse is as listed in (1), and the ellipse is
expressed as two vector multiplication of implicit equation.

flo,X) = aX = Ax> + Bxy+ Cy* + Dx+Ey+F =0 (7)

In the type, o is (A,B,C,D,E,F) and the coefficient vector. X; = (x?,x;,y;, 7,
Xi, i, 1). Because error f (o, X;) in the point (x;,y;) is not zero, so f(«, X;) is considered
as algebraic distance from the point (x;,y;) to the implicit equation f (e, X). According
to the principle of least squares, the curve fitting problem can minimize the sum of
squares of algebraic distance to implement.

f(A,B,C,D,E,F) =Y (Ax} + Bxiyi + Cy; + Dxi + Ey; + F)* (8)
i=1

According to the extreme principle, to minimize the value of f(A,B,C,D,E,F),
there will be

OF _OF _OF o _ o _ o o
OA 0B OC 0D OE OF ©)

This is a system of linear equations, then using algorithm for solving linear
equations such as PCA gauss elimination and combining with the constraint conditions
to obtain the value of the coefficient of equation A, B, C, D, E, F. The ellipse equation is
obtained finally.

3 Ellipse Fitting Based on Boundary

Ellipse fitting by the least squares fit can only get a minimum error ellipse and it does
not take into account the fitting degree of the ellipse and the original boundary. So it
has a larger deviation between the ellipse and actual size and the algorithm results are
often not satisfactory. In this case, it is necessary to evaluate and screen the fitting of
the ellipse. In this paper, we proposed a least-squares ellipse fitting method based on
boundary. First the SAR image was processed by regional elimination method based on
level set segmentation and the boundary of the of ship targets in SAR image was
extracted by the Canny operator. Then least squares method was used for the ellipse
fitting of the target boundary [7].

Level set segmentation model (CV model) is a kind of flexible and effective image
segmentation method which is suitable for regional uniform image segmentation [8].
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The image slices in this paper can be divided into two parts; the target and the
background. Energy equation is defined with the level set method and it can achieve
segmentation by minimizing the energy functional.

The active contour (zero level set) is C while the image section [ is divided into the
target region Q; = {x € Q: ¢(x) >0} and background region Q,, = {x € Q:
¢(x) <0}, and it is homogeneous connected between areas. The domain is Q C R?.
The grayscale average is c¢; and c¢, respectively, and the energy function can be
expressed as

ECV(C,cl,cz):)q/ |17c1\2dx+;hz/ I — c2dx+v|C]| (10)

The first two are approaching, but v|C| is constraints which represent the length of
C and it is used to constraint the evolution of the curve. v, 4; and /, > 0 is weight
coefficient.

When ECV(C, ¢y, ;) in active contour C is in the boundary of the target, the type
(10) can obtain the minimum value. The type uses the global information of the image,
so it can get global optimal segmentation. Set ¢ is the level set function according to
active contour C that is {C|¢(x,y) = 0}. Further decomposing the type and the energy
function can be expressed as

ES (), c1,c2) :)q/\1—cl|2H(¢)dx+i2/\I—C2|2(1—H(q§))dx
Q Q

(1)
+v / 5(6)|V pldx

Q

H(x) is 1d Heaviside function. 6(x) = H’(x) is Dirac function. Based on the euler -
Lagrange equation, the partial differential equations of energy function can be obtained:

({I(XJ) - H((x,y))dxdy

a= fH ,y dxdy (12)
gl H(o(x,y))]dxdy
2 = g{u— H (o) sy )
% — S B — (T — 1)+ dall — )] (14)

Vol

The SAR image is binary processed after level set segmentation. Then the original
image is transformed from gray image to binary image. In theory, every piece of binary
area will correspond a goal. But because of various factors in the SAR image, there
may be also a lot of noise, burr and small area. At the same time, the ship targets
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are also existed as small white block areas in the sea. These small block areas need to
be removed for subsequent process.

Region elimination can be realized by region merger. This method calculates the
area of each region in segmentation image and the area which is less than a certain
threshold will be contained to its surrounding regions. Through region merger, the
number of the original binary image area decreased significantly and the noise of
the small particles were eliminated; leaving only the target area. It brings great con-
venience for the target detection. Algorithm is described as follows:

(1) Target active contour for ships is obtained through the level set segmentation,.

(2) The grayscale image is binary processed.

(3) Label white connected area by scanning the whole image.

(4) Calculate each connected component of the white area and set the threshold value
for S1 through the comparison of ship target area size.

(5) Remove the area which is less than S1 and get the binary image after region
elimination.

The important parameter that can describe an ellipse is its semi-major axis a and
short half axis b. The ellipse can be filtered by defining the ellipticity p and ellipse area
difference.

In mathematics, ellipticity is defined as:

p=b/a (15)

Ellipticity describes the extent of the ellipse tend to round. The size of the ellipse
can be determined through the limitation on the length axis and the short axis. The area
difference is:

AArea = |Areay — Areay (16)

Areay is the ideal ellipse area, Areas is the ellipse fitting area. Finally ellipse of
minimum area difference will be chosen. The ellipse which has a larger area will be
chosen as the optimal ellipse if the size of ellipse is not specified.

Algorithm principle is as follows:

(1) Carve up the target image by level set method; use the method of region elimi-
nation to deal with the image.

(2) Canny is utilized to extract edge image.

(3) If the number of boundary point is greater than the threshold, using the least
squares fitting ellipse; otherwise choose the boundary again.

(4) Calculate the fitting rate and ellipticity.

(5) If the ellipticity is greater than the threshold and the fitting rate is greater than 7,
recording the oval ellipse E.

(6) Calculate the area difference between ellipse E and ideal ellipse. Calculate the area
difference according to the formula (16).

(7) Execute steps (2)—(5) circularly and select the minimum area difference ellipse.
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4 Experiment and the Results

Figure 2 is the original SAR images of ship target slices. Figure 3 is the images after
level set segmentation and region elimination. Figure 4 is the ship target outline cut by
Canny operator. Figure 5 is the minimum circumscribed ellipse by least squares.

.

Fig. 2. Original SAR images of ship target slices

Fig. 3. Target slices based on level set segmentation and region elimination

Fig. 4. Ship targets outline cut by Canny operator

Fig. 5. The minimum circumscribed ellipse by least squares

The long axis of the ellipse corresponds to the length of the ship targets in SAR
image and the short axis corresponding to the width. The area of the ellipse is the area
of the target in the image. At the same time the ship course angle can be obtained by
calculating the angle of the long axis and the horizontal axis. The experimental results
are shown in Table 1:
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Table 1. Ship target parameter estimation (resolution: 3*3 meters per pixel)

Length | Width | Course angle(®)
67.3838 | 11.9309 | 32.1404
48.7097 | 10.0360 | 162.0453
42.8009 | 9.0298 | 20.0981
36.9080 | 8.3273| 15.1051
35.2310| 9.8931| 11.3279

DN AW =

5 Conclusion

This paper studied the estimation problem of the parameters of ship targets in SAR
image. Conventional least square ellipse fitting will use all sample points which will
obtain an excessive fitting ellipse, and the error is bigger. It can’t meet the needs of
parameter estimation of ship target. The experiment has proved that the algorithm
proposed in this paper eliminated the ellipse which does not conform to the requirement
in the process of calculating the optimal ellipse. The practicability of the algorithm is
enhanced and the accuracy is improved at the same time. The running time is shorter,
so it can fully meet the requirements of parameter estimation. It has important sig-
nificance to use the ellipse fitting method to estimate the parameters of the ship targets
in SAR image.
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Abstract. A novel platform and algorithms of Ternary Optical Computer
(TOC) are proposed to training Convolutional Neural Network (CNN). It can
significantly improve the concurrency and throughput of the training process of
CNN. Reviewing the irrelevance data and the inherent parallelism module of the
CNN, this paper discusses the preprocessing way of arbitrary number of
two-dimensional data which include feature maps, convolutional kernels and
mini-batches. Then strategies of parallel training of CNN based on the recon-
figurable flexible arithmetic operator are proposed. All these arithmetic units are
implemented by the optical Modified Signed Digit (MSD) adder and optical
MSD multiplier, which are carry-free differing from the electronic computers.
The massive data-bits of TOC are reconfigurable and redistributable, so fully
parallel pipeline of the CNN can be sufficiently achieved. The computational
complexity of the algorithms in time are analyzed. The result shows that TOC
has great benefits comparing to the GPU and FPGA in concurrency, needed
cycle and hardware resources resumed. This paper provides a new perspective to
efficiently address computation-intensive and data-intensive issues.

Keywords: Massive data-bits + Reconfigurable and redistributable processor -
Parallel processing + Convolutional Neural Network - Ternary Optical Computer

1 Introduction

The Convolutional Neural Network (CNN) introduced by Le Cun, is a multilayer
neural network trained with the back-propagation algorithm to learn complex,
high-dimensional, non-linear mappings from large collections of labeled samples [1].
In order to leverage the CNN ability to training data in the image and voice filed,
greater complex models are required and rich training data are needed to avoid overfit.
Therefore, parallel method to training CNN in a feasible amount of time and resources
is a trend at present. A mixed high-end, analog-digital processor ANNA chip was first
displayed, which could compute 64 8 * 8 sized convolutions by multiply-accumulate
operators simultaneously [2]. Mapping the iterative convolution kernel to the restricted
units of Field Programmable Gate Array (FPGA) can speed up the training process too.
Its performance is decided by the execution efficiency of the convolution kernel units
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and the design of the internal memory caches. Also a common alternative parallelism
hardware solution to accelerate the application is Graphics Processing Units (GPU) [3],
the model structure and the data structure of CNN contribute two aspects to analyze
parallel processing. Distribute the training data like samples, weight matrixes and
intermediate parameters to the several fixed-module GPU blocks, or asynchronous
sharing database to accomplish parallel processing.

The Ternary Optical Processor (TOP) retains many crucial advantages benefited
from it is a kind of structured computer: own ten millions extendable usable data-bits,
reconfigurable and redistributable processor, and MSD adders with no carry and so on
[4-7]. TOP is reconstituted as a structured processor in real time which contains many
different isolated arithmetic units according to requirements of the users. Ten millions
data-bits simultaneously manipulated within single executive instruction for different
independent functions. Taking full advantage of CNN characteristics like multi-
dimensional data, dense internal representations, two-dimensional convolution detec-
tors, and iterative filter windows, combine the above unique advantages of the TOP can
greatly improves parallelism performance of CNN. Optical algorithms for reconfig-
urable flexible convolution detector and sampling operator are discussed in detail. Fully
pipeline optical training system for CNN is introduced briefly. The performance of
optical method is presented in every perspective. This conceptual basis is only a first
step towards a full parallelism implementing of Convolutional Network properties.

2 Related Work

2.1 Convolutional Neural Network

A typical application of CNN is handwritten recognition which is proposed by Le Cun.
The vector sets of size-normalized images and corresponding ideal outputting class
indices feed into the network. Data be trained through a cascade of linear operators and
non-linearities. The hidden layer has two closely sub layers: convolution layer and
sub-sampling layer, and it has two crucial properties: dense local receptive field and
sharing weight. In the fed-forward propagating phase, output is obtained by calculating
the every function between the input and the weight matrix in each layer. Sharing
weights significantly reduce the number of training parameters and the complexity of
the network. The latter tasks exactly give special focus on this phase.

2.2 High-Speed Hardware Used to Training CNN

Cude-convnet algorithm is a classical parallel solution for training CNN which utilizes
the CUDA framework to program GPUs. It assigns the extract feature computations
and the rectifiers in the same layer to the different GPU blocks to achieve the parallel
execution of the data. Usual hardware designs based on FPGA needed to be changed
cause any small change, that is absolutely non-flexibly. Efficient implementation of
ConvNets on a low-end DSP oriented FPGA proposed by Farabet [8] which has been
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applied in a face detection system fixed the problem of flexibility. It uses a single
FPGA with an external memory module to train a 340 million connection network by
a sequence of instructions for the ConvNet Processor (CNP) which consumes less
than 15 W.

2.3 Ternary Optical Processor

TOC is an optical-electric hybrid computer which has the ability to tackle with
structured data. It uses three optical states (horizontal polarization, vertical polarization
and darkness) to present information. MSD adder uses a redundant value of the three
ones to accomplish carry-free addition, by carrying out the three-valued logic trans-
formation for each bit of the two operands [6]. It only costs three clock cycles for
calculating the sum of regardless of the bits of two operands, and so achieves a fully
parallel addition with on-carry. The basic implementation of MSD multiplier of TOC is
as following: Firstly, the multiplier manipulates the M transformation to each bit of the
operands to generate the partial product, then shift the partial product, finally uses MSD
adder to conduct binary iterative addition to the partial product to get result. The n-bit
MSD multiplier is implemented through n g-bit adders, meanwhile, q = n + s, the
sample s is the additional bit ensuring the precision, and the multiplying process costs
3 x [log, n] + 2 clock cycles.

3 Training Convolutional Neural Network Based on TOP

Parallel processing situation naturally exists during the fed-forward propagating phase
of training CNN, which is pointed out by many researchers, and this is precisely the
focus we will use optical method to accelerate. The parallel implementation involves
two iterative sub-processes: convolutional operation and subsampling operation. They
are aimed at obtaining the different representations of the samples, such as the presence
or absence of edges at particular orientations and locations of image. The input data
sets of convolution layer iterate on linear operators with a plurality of multi-scales
weight matrixes. The sub-sampling operation is used to reduce the resolution of feature
maps by calculating the partial average or maximum of mini-batches, which makes the
CNN having certain tolerance for partial transformation. The kernel learning algorithm
for convolution and sub-sampling will be introduced in first and second subsection.
Fully pipeline parallel action of CNN is the dream of CNN training, explained in third
subsection.

3.1 Implementing Convolution Based on TOP

First we fix some notations for convolution layer: Using a small Convolutional kernel
W[m][m] to do feature map extraction on the n X n sized feature map S[n][n] with p
sliding steps. Then get a result feature map C[g][g], and its dimension
g =[(n—m)lp] + 1. We assume the images and kernels are in square for simplicity
of notation, and later work trivially extended to non-square images and kernels. In the
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forward phase the feature map extraction operators use the way of the 2-dimensional
discrete convolution (*) and followed by non-linearities as in (1).

¢ :fl(zsi*wij+bi)~ (1)

[ denotes the non-linearity activation function. s; is one of the input feature maps and
means a 2-D vector of dimensions n X n. w;; is a trainable convolution weight kernel
(filter bank). b; is an offset coefficient, and ¢; is the result feature map convoluted from
s;. The unique advancement of the TOP is that it can manipulate ten millions data bits
once in two liquid crystal response time 2T, [9]. By preprocessing the training data and
convolution kernels to the correct structured data, we can act large amounts of
multi-scale data through general data path of processor. As shown in Table 1, we
transform the 2-D feature map S[n][n] into a linear discrete sequence ancillary data
along stride p. This ancillary data contains g* blocks in m x m sized match to g partial
receptive fields. These values of each component are exactly mini-batch pixels which
are uncorrelated with each other. The same goes for decompose the convolution kernel
W[m][m] into a linear discrete sequence and each component is equal to the values of
component 1, as shown in Table 1. That means g* components are assembled as a
structured data, and components of ancillary data with respect to each other too in a
linear space logically. We assume that optical q data-bits represent one
pixel-information.

Table 1. Ancillary data of S[n][n] and W[m][m].

Ancillary data of S[n][n]
2

Component m m+ 1 m 1
1 sfm — 1] s[11[0] s[0][m-1] s[0][0]
[m - 1]
Component 2m? m’ +m+ 1 m’ +m m’ + 1
2 sfm — 1] s[11[p] s[0] s[0][p]
[p+m—1] [p+m—1]
Component g2m2 (g2 -1) (g2 -1) (g2 1)
g2 me +m+ 1 m’ + m m’ + 1
s[n — 1] sln — m + 1] s[n — m] s[n — m]
[n—1] [n + m-1] [n—1] [n — m]
Ancillary data of W[m][m]
n’ m+ 1 m 1
Component wlm — 1] w[1][0] w[0] w[0][0]
1 [m— 1] [m—1]
Component w[m — 1] w[1][0] w[0][m-1] w[0][0]
2 [m — 1]
Component w[m — 1] w[1][0] w[0] w[0][0]

g2

[m—1]

[m—1]
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There are four crucial serial steps to training convolution layer based on TOP:

Step 1: Compute the ancillary data S with the corresponding weight matrix W,
outputting the partial product §'[g? x m?].

TOP puts g? x m> MSD multipliers together, and each has q data-bits. The g2 x m?
1-D vector of feature maps and kernels will respectively feed into the input of the main
optical path and control optical path of TOP, meanwhile every pixel of the ancillary
data corresponding to a q data-bits MSD multiplier. All components of structural data
are parallelism processed in single instruction, and sharing one cycle of MSD multiplier
as in (2).

t1 = (3 x [log, q] +2) x 2T.. (2)

An alternative strategy is that the TOP only reconstruct one m**q data-bits MSD
multiplier. The g% components of feature map structured data sequentially as the input
of the main optical path. Component 1 (convolutional kernel) is as the input of the
controlling optical path and it will remain unchanged during the g operations.
Meanwhile every component of the ancillary data are matched to m” * q data-bits MSD
multiplier. So that, each operation only increases the main optical path response time of
liquid crystal. The cycle of these g” operations is as shown in (3).

f, = (3 x [logym® x q] +2) x To x g%+ T.. (3)

The first method sacrifices the bit space for shortening the consuming time and each
operation cycle processes as much data bits as possible. The second method however
sacrifices the time for reducing space usage and uses as few bits data module to
processing the same functions of the large amounts data. For the two methods above,
the users should balance the data bits and the operating cycle to getting the proper
solution in practical situations.

Step 2: Tteratively process the intermediate result s'[g> x m?] with binary tree
method, and getting the sum s”[g?].

Treat each m? data of sequence s’ [¢2 x m?] as a component logically. Put com-
ponents and its copies respectively into the main optical path and the control optical
path. TOP will calculate the inner sums of each components for log, m? times. At per
iteration, TOP will reconfigure g* x |m?/2!|(i =1,...,log, m*) MSD adders with
g-bits, make g2 components manipulated at same time. The occupation of the data bits
will decrease exponentially with the increasing of cycles. The total iterative cycle is t,
as in (4).

’]

t = 2T, x 3 x [log, m*]. (4)

Step 3: Add offset coefficient b; to S"[g?].

Copy b; for g* times mapping to each value of §”[g?]. TOP assemble g” -bits MSD
adder and complete the operations in 3 x 2T, cycles.

Step 4: Conduct the non-linear transformation to the last product and get the final
result C[gz] which is the pixel values of the feature map C[g][g].
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The key insight is that the data-bits of the convolution layer are verily flexible and
scalable according to the real situation. Imagining that using 2304000
(24 * 24 * 25 * 16 * 10) data-bits partial of ten-millions data-bits of TOP can
simultaneously produce 10 representations in 24 * 24 sized in one convolutional layer
of MINIST which data set are 28 * 28 sized, if use 16 data-bits represent one pixel
information. And no-carry-delay MSD adder and fast-calculation MSD multiplier are
shining light on these procedures required cycles.

3.2 Implementing Sub-sampling Based on TOP

First we fix some notations for sampling layer: Sampling layer get the representation S
[h][h] from the previous layer by conducting no overlapping sub-sampling operations.
k x k sized mini-batches slide along the feature map C[g][g]. In the symbol S[h][h],
h = [g/k]. The subsampling is as shown in (5).

s; = fo(B; x down(c;) + b;). (5)

In (5) the f> is the rectified linear unit, such as ReLU, which is a simple half-wave
rectifier f{z) = max(z, 0). ¢; is the pixel of previous sub-layer. f3; is the weighting
coefficient. b; is a bias. s; denotes the product. down () is the down-sampling function.

The way of preprocessing sampling layer data is similarity with the method of
organizing convolutional parameters. C[g][g] is transformed into an auxiliary data
sequence that is shown in Table 2. This discrete sequence composes h” blocks which
are unrelated components. Each component covers one subsampling mini-batch as the
no overlap style.

Table 2. Ancillary data of C[g][g].
Ancillary data of C[g][g]

Component K k+1 k 1

1 clk — 1] c[11[0] c[0][k — 1] ... | c[o][0]
k- 1]

Component |2 & o P Hk+1 E+k K1

2 clk — 1] o e[1K] c[0][2 k-1] . c[0][K]
2k-1]

Component | h?k? (=1 (W -1) (=1

h? E+k+1 E+k P+l
clg — 1] c[g — k][O] clg —k+1] c
[g—1] [k —1] [e—k+1]

[0]
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The following steps are computations of subsampling unit based on TOP.

Step 1: Calculate the down() function produce the intermediates ¢’ [h?].

1-D auxiliary discrete data obtains h*> components. Take it and its copy respectively
into the main optical path and the controlling optical path. Calculate the internal
sums of each component for {log2 k2-| cycles. In each cycle, the TOP need to put
R x |[K*/27|(j=1,...,log, k*) MSD adders with g-bits together to calculate the
intermediate values using iteration binary tree.

These components share one operation cycle. The total cycle is (6).

5 =3 x 2T, x [log, K*]. (6)

Step 2: Adjust B; to ¢'[h*] produce partial result ¢”'[h?].

h? copies of f8 and ¢/[h?] are handed in data path of processor which contains h?
MSD multiplier with g-bits at this time. This reform operation will be completed in one
multiply instruction and its cycle is (7).

ty = 2T, x [log, h*]. (7)

Step 3: Plus the bias b; to C"[h?] in one MSD adder cycle.

Step 4: Decoder conducts non-linear transformation function f5, and produces the
output feature map S[h][h].

In conclusion, this bit-flexible sampling basic unit can be easily used by bigger
scale images.

3.3 Full Parallel Pipeline Strategy for CNN

Sequence-to-sequence learning with neural network gives the pipeline feature for CNN
and all output information of the previous layer will be the input of the next. A simple
CNN is built to show outperform in this section which implemented based on
TOP. The principle of design the layer after layer pipeline will be shown.

The architecture has one input layer, two hidden layers, one full connection layer
and output layer. Every hidden layer is C-S structured. Figure 1 shows a parallel
pipeline design with three samples and each one is marked as A’. The solid line mean
the input of the main optical path and the dotted line denotes the controlling optical

convolution

Fig. 1. Illustration of pipeline parallelism processing sample in TOP
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path. C]" denotes the feature map of convolution layer. ij is convolution kernel. Sf
represents feature map of sampling layer. Dj]f means the neighbouring window. The
index k and j represent the number j layer of training parameters in the number k
sample set.

Every bit of processor is reconstructed according to the function during each
pipeline cycle. Thus processor becomes a combination of many complex units. For
example, the TOP is configured as convolution unit to meet the demand bits of
(A", W!) during the first cycle T1. Then convolution operator produces the represen-
tation C] of the first layer which is exactly the input of the cycle T2. TOP is recon-
figured as a synthesis of convolution unit and sampling unit to simultaneously complete
the convolution of (A%, W?) and sampling operations of C!, D} within cycle T2. It
outflows the results Cf and S} to the next cycle. Calculations of cycle T3 involve
different action in different layers for sample A’, A%, A’. The rest can’t be done in the
same manner until complete the full-connection operations and obtain the final result.

The Sects. 3.1 and 3.2 clarify the preprocessing method which makes feature maps
into a discrete structured data according to patch size. This approach ensures the ten
millions-bits of the TOP having a unified data input channel. In this, structured data of
feature maps compound to a larger but simple structured data. The larger structured
data are passed to TOP through the general data channel. Meanwhile each component
is mapped to corresponding data bit of the platform. Then all these structured data will
be processed under a single TOP instruction.

4 Result

A general-purpose algorithm of accelerate CNN training with TOP is proposed, which
yield over several orders of magnitude compared to existing state-of-the-art imple-
mentations, such as modern GPU, FPGA.

The data-bit of scalar processor is fixed and an operation instruction can only
handle a single pixel. FPGA develops some arithmetic units whose data-bit is fixed.
Designed multiply-accumulate computes one kernel data in each processing cycle, and
to detect result score by reusing the units. A key advantage of CNN training on TOP is
that massive pixel can be simultaneously processed. Considering the following scene:
we use 16-bits MSD value to represent a pixel value of the MNIST handwritten digital
image. In the task of performing 6 convolutions with 5 * 5 kernels on the input image
size of 28 * 28, comparing with the FPGA only handling pixels in one window
(5 *5 * 16 bits) within a cycle, the TOP completes a bit calculation of
24 *24 * 5% 5% 6 neurons (24 * 24 * 5% 5% 6 * 16 bits) only in a liquid crystal
response period.

Considering the parallelism degree of processing feature map and pixel, TOP
provides a strong force. GPU achieves a kernel by completing a convolution operation
thread, and the modern GPUs check a full feature map or some kernel sized maps by
using the way of cross accessing sharing memory. TOP however can flow out one or
more complete feature map in one convolution operation cycle.
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It is worth mentions that comparing the utilization rate of the hardware resources,
the FPGA design computing unit with limited hardware gate array and a 5 * 5 sized
convolution unit even consumes about 73% of the DSP resources of the Virtax6
(SX475T). TOP can be successfully reconstructed as a complex unit in one operation
cycle in real-time and this unit include thousands 5 * 5 sized modules. Therefore, the
data processing ability of the optical processor is several orders of magnitude to FPGA
in theory.

5 Conclusion

Simple flexible and configurable convolution operator and sub-sampling unit were
designed benefit from the TOP which can deal with rich structure data, has
no-carry-delay MSD adder, and reconfigurable and redistributable processor. Tech-
nique of pre-process 2-D vector into 1-D discrete structure data is demonstrated for
training convenience. Certainly, series of instructions are analyzed. These approaches
do extendable to achieve concurrency such like CNN compute-intensive and
data-intensive training models. Although conceptually straight forward, a number of
challenges relating to TOP implementation needed to be addressed. In future work the
new effective algorithm will be adopted to accelerate training and inference, such as
Fourier domain.
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Abstract. In this paper, we study the foreground object extraction, the trajec-
tory extraction, the trajectory combination optimization and other key tech-
nologies of the surveillance video abstract generation technology. Put forward a
kind of improved algorithm, through the pre-processing based on Focus
Stacking, foreground object extraction of the foreground object shadow
removal, the trajectory synthesis optimization. As a result, the foreground
extraction accuracy rate was increased by 2.78 % because of shadow removal of
the foreground object, the collision rate of the foreground object in the syn-
thesized video is reduced by 15.77%; The use of Semi-Transparent Handling
Collision (STHC) makes the trajectory of the foreground object is not inter-
rupted, the video frame information is not lose and the compression rate is
increased by about 10%. The algorithm is applied in this paper, and the opti-
mization effect is observed through the whole system test. As a result, the clarity
of the synthesized video is increased, the integrity of the video’s information is
enhanced, and the compression rate of the video is improved.

Keywords: Video synopsis *+ Focus Stacking + Shadow remove - Trajectory
synthesis

1 Introduction

In recent years, with the increase of people’s demand of social public security, intel-
ligent video surveillance technology [1] has been widely developed. Major public
places are installed a large amount of surveillance cameras, forming a wide range of
video surveillance network, to improve the security system of detection and alarm
level, so that people can adjust and respond to emergencies according to their needs.

A large number of cameras record real-time video data. But the data utilization rate
of these massive video is extremely low, because viewer mainly through the playback
of the original video data to find the content of interest, which consumes a considerable
time. Therefore, how to accurately find the interesting video clips in massive digital
video has become the urgent needs of the industry and the great challenge.

Only within the scope of a camera monitor, if you want to know exactly what
occurred within 24 h of the record, you need to watch the events section of the
surveillance video from the beginning to the end. If only rely on manual to watch the
video to find clues, it is bound to consume a lot of time. At the same time, some
important clues and activities in videos may only appear in the monitor screen for a few
seconds, so the use of artificial view is very easy to miss these important information

© Springer Nature Singapore Pte Ltd. 2017
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scattered in dozens of hours of video data. According to the IMF study, we can draw
the conclusion that if the viewer watches the video continuous for 12 min, will miss the
45% of the scene information; if the viewer watches the video continuous for 22 min,
will miss the 95% of the scene information [2]. So many fleeting important information
will be neglected. Due to the traditional video browsing is time-consuming, high
workload and low efficiency for browsing problems, so most of the monitoring video
data almost never be browsed or reviewed. It is not active and efficient to respond to the
state of public security in the monitoring area, only relying on Artificial back to browse
after the occurrence of the incident.

Generally, people browse a large number of video with some purpose, and focus on
a part of the key information in the video. When using surveillance video to find and
analysis of crime, people tend to be more concerned about the picture of the active
object in the surveillance video. But there are often a lot of “static” picture in the
surveillance video. Although commonly used video player has quick forward function,
but does not distinguish between static parts and activities in video, rather than frame
skip constantly, leading to skip moving pictures that contain important clues.

So, how to condense a long video file into a short summary video, that viewers can
analyze the abnormal events and potential hazards only through browsing the brief
summary of the video quickly so as to shorten the response time, improve the efficiency
from the accident to find tracking and assist emergency response personnel to deal with
the incident in a timely manner.

With the increasing demand for video data processing and the increasing amount of
video data, people want to be able to build a summary for a long period of video to
browse it quickly and facilitate better use of it. The way to realize it is a hot and difficult
point of the digital video technology: video abstract [3].

Video abstract is a summary through analyzing the structure and content of the
video, extracting meaningful information from the original video, and recompose the
meaningful information to condense to video semantic content which can be fully
expressed. Video abstract is a summary of a static image or dynamic video sequences of
long video content. Video abstract can be provided people for a summary of the main
content of the original video, but its length is much shorter than the original video that it
has more concise information. Video abstract technology can be condensed the dozens
of hours of video for ten minutes even less according to user requirements to shorten the
time of video browsing. Besides, with the technology of video object feature retrieval,
video abstract can be used to help people to analyze the semantic characteristics of the
underlying video and quickly locate the target of interest. Video abstract and retrieval
technology can help users to fully excavate the meaningful information in the massive
video surveillance video, and to improve the analysis and response efficiency.

Video abstract can analyze and deal with the video through intelligent video
technology (including motion detection, the human body detection, vehicle inspection,
the sensitive area, the sensitive area, wandering detection, cross the line detection, etc.).
Removing still frame, invalid and redundant information in the video, extracting the
video segments contain valid information and saving video information effectively to
the database can let In-depth analysis, query and management; And then, re-planning
and organization of these effective information in time, space, density to constitute a
shorten time of the video file. Video files can be used for regular broadcast control, and
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people can click on the moving objects in the video. Smooth switch playback controls
between synopsis video files and original video can greatly reduce the time of watching
video, and allow user to focus on key information, improving the efficiency of video
browsing.

In this paper, the technology of video abstract that consist of foreground extraction
module based on ViBe [4], trajectory extraction module, trajectory optimization
module was analyzed and studied. Three optimization methods are proposed: first,
pre-process for the original video based on Focus Stacking; second, shadow removal
of foreground object; third, proposed STHC algorithm. Results of this paper can be
directly used in video abstract browsing under video surveillance system.

2 Related Work

The goal of video abstract system is to help users to browse video surveillance more
effectively and view any sports events in just a few minutes. It can take all events that
occur within 24 h in the form of condensed video clips and fully displayed in just a few
minutes. Video synopsis can present multiple objects moving and events occurring at
the same time, however they appeared at different times in original video that can be
displayed by clicking on any object or event of the fragment.

According to the different forms of video summary results, video synopsis can be
divided into two categories: static video abstract and dynamic video abstract.

2.1 Static Video Abstract

Static video abstract [5], is a series of static semantic units extracted from the original
video stream to represent the video content. The static semantic unit can be a key
frame, title, slide, etc., which can be summarized to express the static characteristic
information of the surveillance video.

At present, static video abstract research is mainly based on key frame selection
method. Key frame also known as storyboards, is extracted from the original video to
represent main information. This method allows users to quickly browse the contents of
the original video through a small number of key frames and provide rapid retrieval [6].

Classic key frame selection algorithm [7-10] mainly uses the color, motion vector
and other visual features to distinguish the difference between the frames. However, the
difference of the frames depends on the choice of threshold.

The video abstract based on the key frame has the advantages of simple structure
and easy browsing. But video content is easy to lose and the compression rate of video
abstract is very low.

2.2 Dynamic Video Abstract

Dynamic video abstract [11], is a much shorter video than the original video. It is by
extracting the object from the video frame and then re combining these objects into a
new video, so it is also called video abstract based object.
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Video abstract object based is put forward in recent years and mainly used in
surveillance video field [12]. The object extraction include background modeling,
moving target detection and tracking technology and visual analysis technology. The
recombination of the object is determined by user attention degree, compression ratio,
multi video fusion and other factors [13—17]. This method can effectively preserve the
characteristics of video content with time, reduce the redundancy of time and space.
But object extraction is difficult and it is difficult to solve the problem of video abstract
generation in complex scenes.

At present, video abstract technology in the field of video surveillance mainly
focuses on these two kinds of forms: static video abstract based on key frames and
dynamic video abstract based on object. Two can greatly shorten the length of video, to
facilitate the video viewing, analysis and retrieval. The minimum unit of video sum-
mary based on the key frame is “frame”, which is smaller and easier to transmit, but it
can’t represent the motion track of each target, which is not conducive to video object
retrieval. The video skimming based on object of smallest unit is “object”, can max-
imum reduce the temporal redundancy and spatial redundancy information, and video
retrieval upper development provide object structure, can quickly respond to emer-
gencies in the security monitoring, locate the events related to the “object”, but there is
a complex processing, generation problem of video skimming.

In this paper, the algorithm is improved based on the existing object based video
abstract, which makes it possible to generate a high quality, not lost object information,
high compression rate of synopsis video. Main research contents: first, research video
pre-processing algorithm and use Image Fusion algorithm to make the video more
clear; second, proposed a shadow removal algorithm for optimize foreground extract to
make the foreground extraction more accurate; third, proposed STHC algorithm to
solve trajectory collision problem and improve the compression ratio of video abstract.

3 Improved Video Abstract Algorithm

In order to achieve the high quality of picture, little lose of the object information and
high compression rate of video abstract, we will start with the following aspects, such
as Fig. 1.

. Video preprocessing Foreground extract Trajectory synthesis
Raw video » (Image Fusion) §> (Shadow remove ) §> ( Collision process)

Fig. 1. Video synopsis processing
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A. The Method for Improving Foreground Extraction Accuracy of Video
Abstract

When using surveillance camera, the video will inevitably have jitter and illumi-
nation change. Result in the video footage is not clear, fuzzy and exposure, etc. In order
to solve this problem, we proposed image fusion algorithm based on Focus Stacking
[18-23].

We use the following algorithm to achieve this goal.

Definition 1. Contrast: Using Laplacian filter to filter the gray image, will produce a
contrast index C. It is assigned a weight that represents the edge or texture of an
image.

Definition 2. Saturation: In order to make the image look clear and define a satu-
ration of S, calculated for each pixel in the standard deviation on the R, G, B channel.

Definition 3. Well-exposedness: The first observation of each RGB channel of the

i-0.5)2
-39

original light intensity, we use Gaussian curve e 22 ' to separate each channel and

produce metric variables E, which ¢ = 0.2, i is to measure light intensity variable.

In this way, we can use the weighted linear combination, using the Formula 1 to
calculate the pixel point weight W ; ;.
Wik = (Ciie) ™ * ()™ * (Eyx)™ (1)
In Formula 1, (i, j) for the location of the pixel point, k for the k-th image, wc, ws,
and wg for the weight index. When it is 0, the corresponding metric is not included in
the calculation.
We will calculate the weighted average value of each pixel to integrate two con-

secutive video frames. In order to get a stable result, we standardized the N weight
maps, using the Formula 2.

N

5 -1

Wik =D Wil ™ Wik 2)
k/

Output image R can be calculated using the Formula 3:
N ~
Ry =Y Wyl (3)

k=1

This will get a picture of the quality of the source video data, such as Fig. 2. This
provide a reliable guarantee for the accuracy of the foreground object extraction from
the video file.
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Fig. 2. Focus stacking

B. The Method for Improving Compression Ratio of Video Synopsis

Optimization of Foreground Object Extraction. After decades of development,
digital image processing technology has become more and more mature. But in the
application of video abstract, for foreground object extraction, shadow makes the
interesting region extraction of target is too large so that a video frame can not contain
too many objects. In other words, The larger the foreground object, the greater the
trajectory collision probability. In order to solve the collision problem proposed new
challenges. Therefore, to remove the shadow from the foreground, has great academic
value and practical significance for video abstract algorithm.

In this paper, the foreground extraction of video abstract add the shadow removal
function [24] to make the extraction of moving foreground target more accurately and
reduce the interest region of fore ground object. The ultimate goal is retaining the
complete information of the foreground objects in video frames reducing the trajectory
collision probability of foreground object. As the result, it makes video compression
rate higher.

In Fig. 3, from the raw video data to the shadow removal of foreground object,
which makes the foreground position more accurately. So that the trajectory collision
problem can be reduced a lot, and more convenient to deal with.

The basic idea is to use a texture-based method to detect large area shadows:

— First, using color feature selection of a plurality of possible regional, in order to
select the shadow of each pixel, and then use the texture gradient to calculation
each region to judge whether it is a shadow.

— Second, the association between the detection area and the background, because
the shadow tends to keep the bottom of the texture, so there is a high correlation
between shadow region and the background texture.

In the second step, for each selected area each point p = (x,y) to calculate the light
gradient |V, |, (Formula 4) and direction gradient 0, (Formula 5).

Vp=14/V2+ V2 4)

0, =tan"' 2(V,/V,) (5)
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A Raw video frame B Background

C.Foreground object extract D.Shadow remove of foreground

Fig. 3. Shadow remove

In Formula 4, V, is the horizontal gradients of the point p, Vy is the vertical
gradient of the point p, tan~'2 is a variant of the tan™!, return a angle value of a
[—7, 7). When V,, less than the threshold 7., then considered here is the shadow, the
first such a rough judgment.

Then in each point p = (x,y) for the following calculations, where the F for the
video frame tag, B as the background image tag, continue to calculate correlation
direction gradients A6, (Formula 6) between the original video frame and the back-
ground image.

VivE 4+ vivE
V(VE +VE)(VE + V)

Af, = cos™!

(6)

Correlation direction gradients between the frame and background ¢ =

Zp:l H(t,—Ab,)

n
number, H(.) as a unit step function, if 7, — AOP is greater than or equal to 0, just

H(.) = 1; if less than 0, H(.) = 0. According to the definition 7. of a shadow threshold,
compare C and 7. $, if C > 7, so the candidate area is shadow and should be removed
from the foreground mask.

This method can reduce the area of the foreground object and increase the spatial
redundancy, which can increase the foreground object trajectory in synopsis video. So
that we can raise the compression rate in video abstract.

to evaluate, 7, is gradient threshold, n for the selected shadow pixel
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Trajectory Optimization for Video Skimming Synthesis. In the synthesis of fore-
ground and background, in order to improve the compression rate of the video, you
have to put multiple objects in the same video frame, but this will inevitably produce
track collision of object. Usually, there is a track combination optimization algorithm
based on clustering. The energy function is used to define a value of the target conflict
and lost in the time and space. According to the start and end of the target space
position, using K-means to cluster; then planning these targets in space-time location in
the video abstract based on the segment tree [25].

However we use Semi-Transparent Handling Collision (STHC) algorithm to solve
this problem. After the foreground object extract from surveillance video and
re-combination in synopsis video, there is a trajectory collision, as shown ¢ image in
Fig. 4. When using STHC algorithm, two objects can be seen at the same time in the
track intersection as shown d image in Fig. 4. This module is mainly used to solve the
problem of trajectory collision during the synthesis of foreground object and back-
ground, which avoids the trajectory classification, and any track can be placed in the
same video frame, so that the compression rate of the video abstract is increased.

Out = iny x 0.5+ ing 0.5 (7)

In Fig. 4, a graph is the original video object trajectory of A; b graph is the
trajectory of the original video object B; c is the trajectories synthesis of A and B in
video abstract; d graph can also see two objects (semi-translucent) when the object
trajectory collision happened, using the Formula 7. In dealing with the trajectory, the
use of STHC algorithm make any trajectory can be compressed in the same video
frame, so as to improve the video compression ratio, thus forming a good video
abstract.

g P c q
\ ; ] B
v
Fig. 4. Trajectory collision optimization

4 Application Effect

The video abstract algorithm proposed in this paper, that through optimizing each
module of video summarization, result in the whole effect of video abstract algorithm is
improved.
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4.1 The Effect of Improved Foreground Extraction Algorithm

In the video pre-processing, the Fusion Image algorithm that based on Focus Stacking
is used to pre-process each frame of the video. So that the video is clearer and the
accuracy rate of foreground extraction is improved. Fusion image algorithm is designed
in this paper based on Enblend [23], and the algorithm is integrated into the
pre-processing module of video abstract algorithm. The experimental results are shown
in Fig. 5.

In Fig. 5, O image represents the original video frame, O; image and O, image
respectively expressed the adjacent two frames local magnification of original video,
D image is the result of after the Image Fusion. It is clearly that the head of the white
car become more clearer from the blur than in the original video frame. This is very
beneficial for the foreground object extraction. Thus, the final effect of the synthesis
video is better.

Fig. 5. Preprocessing effect of fusion image algorithm
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In the experiment using 2 h of 720P video that the frame rate is 25 frames per
second, the total frames is 180000 frames. The foreground extraction using the ViBe
algorithm for the integrated frame is 173430 frames, with the combination of Fusion
Image and ViBe algorithm bring about the integrated frame achieved 178434 frames.
Such as Table 1, the accuracy rate of foreground object extract is improved 2.78 %, so
this method is effective for the pre-processing of video abstract.

Table 1. Accuracy rate

Algorithm Accuracy rate
ViBe 96.35%
Improved ViBe | 96.35%

4.2 The Improvement Effect of Compression Rate for Video Abstract

(1) The Effect of Shadow Remove Algorithm. Because the size of a picture is
limited, it can contain the foreground object is also limited. So in order to make the
image can contain more foreground objects, improve the compression rate, it is
necessary to remove the shadow of the foreground object. We design a shadow
removal algorithm suitable for video abstract based on Large region texture-based
method [24], and integrate it into the foreground object processing module of video
abstract. As a result, the accuracy rate of the foreground objects extract is promoted
and for the trajectory synthesis module provides reliable guarantee.

As shown in Fig. 6, the O image is the original video frame, and the O; image is
the foreground object extracted from the video frame, and the D image is the fore-
ground object that the shadow had removed. Shadow removal can reduce the area of
the foreground object, and reduce the collision probability for the trajectory synthesis
of the foreground objects, thus making the synopsis video more beautiful and clear.

Also using the road monitoring video analysis, the original algorithm is used to
synthesize the trajectory leading to 42048 collision frames, however the improved
algorithm reduces the collision frame to 13662 frames. Such as Table 2, the rate of
object collision is reduce by 15.77%. By reducing the collision rate, the video frame
can contain more foreground object on the same frame so that the compression rate of
video abstract increased by about 50%.

(2) The Effect of STHC Algorithm. For trajectory synthesis, the use of STHC
algorithm, can further improve the compression rate of about 10%. In the previous
algorithm of collision avoidance and the traffic lights (an object move first, another
object wait for the former past then to move) algorithm, will bring track interrup-
tions problem [26, 27]. In order to make the trajectory synthesis of foreground
object continuous and uninterrupted, the paper proposed the STHC method, in same
time, two objects can be seen in the same position, so that the trajectory and video
frame information is not lost.
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Fig. 6. The effect of shadow remove algorithm

Table 2. Collision rate

Algorithm Accuracy rate
Old algorithm 23.36%
Shadow remove algorithm | 7.59%

In Fig. 7, 20 images respectively show the whole two people cross walk and
happening collision, among them, 6—18 images presented the effect of STHC algo-
rithm. The two people independent cross walk in the synopsis video, but actually they
are from different video frames at different time, the purpose to do so is to improve the
compression ratio of the video.

Previously, researchers took the collision detection and prediction algorithm to
reduce the collision, so that obtain a better video synopsis. But the STHC algorithm in
this paper can omit this process, through STHC allows collision, and the video
information is not lost, result in the trajectory without disruption in the synopsis video.
As for a further comment, the STHC algorithm, compared with the traffic light algo-
rithm, result in the synopsis video compression rate increased by about 10% in dealing
with the track collision.

An optimized video abstract algorithm is proposed in this paper, there are many
advantages: first, increase the clarity of the synopsis video; second, enhanced the
integrity of the video information; third, improved the compression rate of the video.
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17

Fig. 7. Trajectory collision processing of video

5 Conclusion and Future Work

The proposed algorithm effectively improves the video abstract extraction. Mainly in
three aspects: first, the accuracy rate of foreground extraction was increased by 2.78%;
second, because of the shadow removal of the foreground object, so that the rate of
track collision in the synthesis of video was reduced 15.77% and improves the com-
pression ratio; third, using the Semi-Translucent Handling Collision (STHC) algorithm
result in that the trajectory of foreground object continuous and uninterrupted, the video
frame information is not lost and the compression was effectively improve by about
10%.

In this paper, because of the optimization of each process module, leads to
increasing the amount of computation task of video summary. In order to get a good
synopsis video in a reasonable time, it also need parallel computing and big data
technology to speed up the video abstract algorithm. In future work, we will start from
big data algorithm of video summarization, use big data related technologies to solve
the synthesis technology of video abstract, so that achieve reducing the time required to
generate the synopsis video and reduce storage space for video storage.
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Abstract. Online advertising makes it possible to show different ads to dif-
ferent customer groups according to their own characteristics, which will defi-
nitely prove the efficiency of ads, and we manage to accurate advertising by
predicting the CTR of ads based on varieties of algorithm and models. This
essay presented a kind of merged model of GBDT and LR, whose accuracy
doesn’t heavily depend on the effect of building features artificially. In the
GBDT part of the new model, the ways to build the decision trees made it
possible to recognize the effective combination of features, on the other hand,
the LR part of model makes it possible to deal with large amount of data. At the
same test condition, the new model performed better than LR at the range of
1.41% to 1.75% with the standard of MSE, AUC and Log Loss. The results of
the experiment show that GBDT model did a great job on building features for
LR model without much help from human, which provides a new thought to
improve the current CTR prediction models.

Keywords: CTR prediction - Gradient Boosting Decision Trees - Logistic
Regression + Model fusion

1 Introduction

With the widespread of the Internet, the online advertising has come into being.
Compared with the traditional advertising, the online advertising has the ability to
record, track and research into the customers’ consumption habits and preferences,
which makes it able to target ads at specific users.

No matter what type of advertisement, the result that whether the customer clicked
the ads or not is an important evaluating indicator. The prediction of CTR plays a key
part in the procedure of accurate advertising.

Through years of practices and experiments, there are many models and algorithms
that can achieve satisfactory results with a large amount of training data as well as
appropriate manually-built features. However, building an effective feature requires
huge time and efforts on selecting, processing and constructing features from the raw
data, which also depends heavily on the work of data analysts and scientists. The
perform of these prediction models have obviously positive correlation with the
validity of the artificial features.

© Springer Nature Singapore Pte Ltd. 2017
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The problem is, we usually don’t have enough resources to figure out the best way
to build features by trial and error in many CTR prediction scenarios. In order to solve
this problem, we did a lot of research on the existing models and finally find a hybrid
model to reduce the dependence on human experience.

We merged a kind of decision tree model, Gradient Boosting Decision Tree
(GBDT) model, with the traditional Linear Regression (LR) model. In the GBDT part
of the new model, the ways to build the decision trees made it possible to recognize the
effective combination of features, on the other hand, the LR part of model makes it
possible to deal with large amount of data.

In this essay, we chose three types of assessment indicators to evaluate the fusion
model, Mean Square Error, Area Under Curve and Log Loss. Under the same exper-
iment condition, the merged model perform better than the LR model in the scale of
1.41-1.75%.

This article first described the theories and methods to combine these two models in
Sect. 2. Then Sect. 3 of this essay did an overview of the experiment. And we showed
the results of this experiments and had some discussions in Sect. 4. At last, the article
presented a brief conclusion.

2 Proposed Model and Approach

2.1 Logistic Regression

Logistic Regression [1] is a classic linear classifier designed to calculate the probability
of samples for the positive and negative class. It’s simple and linear structure gives it
the ability to deal with large amount of training data.

ewa+b 1
P(Y = 1|X, W) = 1_|_ewa+b = 1_|_ef(w7x+b) . (1)
1

In the formulas above, P stands for probability, x stands for the input vector which
is insist of the features of the predicted sample while w is the parameters of the LR
model which describes the weight of each feature. b is also the parameter of the model
which is used as an offset.

However, a linear classifier can’t perform well while facing the nonlinear data
which is very common in many application scenarios. In other words, the simple
Logistic Regression model is able to handle classification problems rather than the
regression problems that predict the CTR. We are supposed to take several pretreat-
ments to achieve a more satisfying result.

2.2 Two Major Ways to Improve the Linear Classifier

One major way to improve the accuracy of a linear classifier is transforming the input
features into a vector. For categorical features, we can use a technique called One-Hot
Encoding [2] to transfer it into a vector which only contains O s and 1 s.
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For instance, assuming a categorical feature that describes the type of the content of
the ads [sports, health, entertainment, food]. Instead of simply replace it by the vector
of [1, 2, 3, 4] which add some redundant sequence information to the model, we can get
a vector [0001, 0010, 0100, 1000] through One-Hot Encoding where ‘0001’ stands for
‘sports’ and so on. That is to say, we have encoded a feature that contains four states to
four binary features which makes it much easier to input to the linear classifier.

As for continuous features, such as the time when the ads are shown and how long
they have been shown, we can first split them into categorical ones according to some
logical relation, then deal them with One-Hot Encoding.

The other way is to merge a nonlinear model with the linear one to deal with the
nonlinear data [3]. In this essay, we managed to achieve this goal by introducing a kind
of Decision Tree model, the Gradient Boosting Decision Tree [4] model.

2.3 Gradient Boosting Decision Trees

The trees in Decision Tree models can be divided into three main types, classification
trees, regression trees and CART, which is the short of Classification and Regression
Trees. Classification trees are usually used to predict the category of samples while the
regression trees are used to predict the specific numbers. CART is a combination of
these two kinds of decision tree, which is also the type of tree that is used in the
Gradient Boosting Decision Tree model.

The trees in CART are binary trees. When they reach a sufficiently depth, every
samples that belongs to one leaf node can be seen as a class that shares a common
value. The key to the build this binary tree is that during each split, we choose the way
which achieves the smallest coefficient of heterogeneity, as well as the way that makes
the left and right sons become more distinguish classes. Below is a brief procedure of
building a CART [5] (Fig. 1).

CART procedure
For n = 1 to N do:
//N is the number of features that are not used yet
For each Split Way do:
Calculate Coefficient of Heterogeneity g
If g < gmin
gnin = g
Best Split Way = Current Split Way

EndFor
EndFor

Fig. 1. A brief procedure of CART.

There are different split ways for continuous or categorical features. In order to
ensure both the accuracy and efficiency of the model, we adopted the following split
ways in this experiment.
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For continuous features, we first ranked all the different values in the order from
height to low, then went through every mid-value of two neighboring values as the split
point. If the feature value set contains N different values, there will be N — 1 distinct
split ways.

On the other hand, for each categorical features, we first build a set consist of
distinct feature values, then split it into one of its non-void proper sub-set and the
complementary set of the sub-set. If the feature value set contains N different values,
the number of its non-void proper sub-sets will be 2~ — 2, and half of the sub-sets
complement with the other half, which provides us 28! — 1 different split ways.

There are three common ways to calculate the coefficient of heterogeneity, Gini (3),
Twoing (4) and LSD (5).

Gini(D) = 1 — Z p? 3)

i=1
i) = [Z Ip(iln) —p(im)ﬂ @)
F0) =3 (alx— by (5)

i=1

The first two are often used to solve the classification problems, on the other hand,
the LSD is used on regression problems. In this experiment, we choose the LSD to be
our way to calculate the coefficient of heterogeneity.

In the usual usage of CART, we are supposed to build the binary tree as deep as we
can until it reaches a certain depth or gets enough leaf nodes. But in GBDT, due to the
idea of boosting, we need a series of weak classifiers rather than a strong one. The way
we build the binary trees adopts the method based on gradient descent, the brief
algorithm is as follows (Fig. 2).

GBDT procedure
For m = 1 to M do:
//M is the number of trees that we need
For n= 1 to N do:
//N is the number of features that are not used
yet
Calculate the prediction value of current trees p
Calculate residual
Real wvalue = residual
EndFor
Build next CART
EndFor

Fig. 2. A brief procedure of GBDT.
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We use the least square method to calculate the residual. Below is the loss function.

2
Li.F) =20 (©

Its first order derivation is as follows.

5= |t ), )

What we can find after some formalization is that the residual can be describes as
shown below, which means the residual equals to the target value minus the predict
value in the current iteration, which is also the target value in the next iteration.

Vi = yi — Fno1(xi). (8)

When it comes to the prediction of CTR after finishing training the GBDT, the
procedure can be briefly described as follows. We can build a new feature vector for the
LR model using the intermediate result of the GBDT model.

As shown in the Fig. 3, this trained GBDT model contains n SubTrees and m leaf
nodes in total, where SubTree 1 has three leaf nodes, L, L, and L3, and its depth is
three, while SubTree n has two leaf node L,_,, L,—;, and its depth is two. Assuming
Sample X’s feature vector is [13:00, Food, ..., App], it will fall in the L, leaf node in
SubTree 1 and the L,,—, leaf node in SubTree n. And the final prediction value equals
to the sum of these leaf nodes’ target values.

Sample X

| Input
Samples

| GBDT
Trees

| Leaf
Nodes

Generate

Fig. 3. The structure of GBDT and how to generate vector.
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While generating the new feature vector, each leaf node decides the state in the
corresponding dimension. If the sample falls in the leaf node, the state is 1, otherwise is
0. Use Sample X as an example, the vector will be [0, 0, 1, ..., 1, O] which has m
dimensional.

In this experiments, we first transformed the original features into vectors through
One-Hot Encoding, then combined it with the vector that is generated by the GBDT
model, and finally input the joint vector to LR model to increase its accuracy.

3 Experiments

3.1 Data Descriptions

The data we used in this experiment is comes from the Click-Through Rate Prediction
match on the data mining match platform, Kaggle. The original dataset is provided by
Avazu, which contains 10 days detailed ads display record. We chose several key fields
to build our own experiment dataset (Table 1).

Table 1. Dataset description.

Field name Field description Field type

id The id of the ads Categorical
click Clicked-1, otherwise-0 Categorical
hour When the display happened Continuous
Cl Anonymous field Categorical
banner_pos On which part of the webpage the ad was shown | Categorical
site_category The category of site Categorical
app_category The category of app Categorical
device_type The type of device Categorical
device_conn_type | The type of device conn Categorical

Due to the limitation of memory, our own experiment dataset contains 3999999
samples from one day. Then we did a random split at the ratio of 9:1 to build our train
and test dataset. The CTR in both the train and test dataset is similar, which can ensure
the training effect and meet testing standard.

3.2 Evaluation Indicator

Mean Square Error: The MSE [6] of an estimator measures the average of the
squares of the errors. It is always non-negative, and values closer to zero are better. The
computational formula is as follows.

2?1:1 (Yi — Pi)2 ]

MSE =
N

©)
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N stands for the total number of the samples. Y; is the real value of the i,;, ample
(values 1 when it is clicked, otherwise 0), P; is the prediction value that the model gives
to the iy, sample.

Area Under Curve: The curve in AUC [7] usually means the Receiver Operating
Characteristic, whose horizontal axis stands for false negative rate and vertical axis
stands for true positive rate (Table 2).

N,
TruePositiveRate = ——"— (10)
N pt an
N,
FalsePositveRate = ——— . (11)
Nﬁ; + Nm

Ny, Np, N, and Ny, are the amount of true positive, false negative, false positive
and true negative results. The value of AUC ranges from 0.5 to 1, the bigger the value
is, the better the prediction is.

Table 2. Receiver operating characteristic.

True value | Predict

1 0
1 True positive | False positive
0 True negative | True negative

Log Loss: Also called cross-entropy loss or logistic loss. It is the logarithm of the
likelihood function for a Bernoulli random distribution. This error metric is used where
contestants have to predict that something is true or false with a probability (likelihood)
ranging from definitely true to equally true to definitely false.

Doy (Y xlog(Py) + (1 — ¥;) x log(1 — Py))

LogLoss =
ogLoss N

(12)
N stands for the total number of the samples. Y; is the real value of the i, sample

(values 1 when it is clicked, otherwise 0), P; is the prediction value that the model gives
to the iy sample.

3.3 Experiment Procedure
Here is the main procedure of the experiment:

(1) Build the test and train dataset according to the way described in Sect. 3.1.

(2) Train the GBDT model to find the best parameters to fit the scenario. Record the
best performance that the GBDT model achieved alone. Generate the feature
vector with the best parameters.
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(3) Train the LR model to find the best parameters to fit the scenario. Record the best
performance that the LR model achieved alone.

(4) Train the LR model with the feature vector and best parameters. Record the best
performance of the fusion model.

(5) Analyze the results and come to a conclusion.

Supplementary Explanation: Due to the effect of sampling rate, the training samples
of each experiment are not the exactly same ones. So the final result is an average of
three times of experiments.

4 Results and Discussions

4.1 Results

After several experiments, we found the best parameters for LR and GBDT model in
our experiment environment (Table 3).

Table 3. Parameter settings.

GBDT parameters LR parameters

Parameter name | Value | Parameter name | Value

Sampling rate | 0.8 Learning rate | 0.05
Iteration 10 Sampling rate | 0.8
Max depth 4 Sample name | 360000

Here are the detailed highest result of comparison experiments (Table 4).

Table 4. Experiments results.

Indicators | Models

LR GBDT LR + GBDT
MSE 0.14117947 | 0.13960281 | 0.13961235
AUC 0.56146128 | 0.60591896 | 0.56155468
Log Loss | 0.45544369 | 0.44955803 | 0.44932354

As it shows in Fig. 4. Using feature vectors generated by GBDT model decreased
the MSE, which means the improvement of the prediction accuracy.

Figure 5 shows the results measured by AUC, however, it is not able to prove that
the accuracy has been increased by merge GBDT and LR models. We will have a brief
discussion about this in the next chapter.

Figure 6 shows that the Log Loss of the combined model is lower than both the LR
and the GBDT model, which surely proved the accuracy is improved.
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Fig. 4. The structure of GBDT and how to generate vector.
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Fig. 6. The results measured by Log Loss.
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4.2 Discussions

As mentioned above, Fig. 5 shows the results measured by AUC, however, it is not
able to prove that the accuracy has been increased by merge GBDT and LR models.
We did a further research about the theory of AUC, in order to find out why it doesn’t
prove our thoughts.

What we can learn about AUC in Sect. 3.2 is that, unlike the MSE and Log Loss,
this indicator doesn’t concern about the exact prediction value. The only variable which
matters to AUC is the result of the prediction, that is to say, the ads will be clicked
(1) or not (0). For example, the LR model predicts that the probability ads X will be
clicked is 0.6, and the probability provided by merged model is 0.7. Assuming that ads
X is truly clicked, it is obviously that the result of the merged model is better, and the
MSE and Log Loss of the combined model can reflect the fact clearly, while the AUC
of these two model will be the same because both of them have made a correct
prediction.

So it comes to a conclusion that AUC cares more about the correctness of the
prediction results while MSE and Log Loss cares more about the values that the models
output, which is absolutely essential when we are dealing with the problems in the field
of Computational Advertising.

5 Conclusions

This essay presented a kind of merged model of GBDT and LR. In the GBDT part of
the new model, the ways to build the decision trees made it possible to recognize the
effective combination of features, on the other hand, the LR part of model makes it
possible to deal with large amount of data. At the same test condition, the new model
performed better than LR at the range of 1.41% to 1.75% with the standard of MSE,
AUC and Log Loss.

With the increasing diversity of advertising scenarios, using only one model to
predict the CTR of ads becomes less and less effective. The results of the experiment in
this essay show that GBDT model did a great job on building features for LR model
without much help from human, which provides a new thought to improve the current
CTR prediction models. In the future, the tendency of Computational Advertising will
be using multiple basic models to further prove the efficiency and effectiveness.
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Abstract. In previous clustering algorithms for wireless sensor networks such
as LEACH, the residual energy of the node is not considered into the election of
the cluster head, and there is no security mechanism for identifying malicious
nodes. In response to this phenomenon, we propose a WSN clustering routing
algorithm based on node’s trust value and residual energy to eliminate the
negative influence of malicious nodes as well as to balance energy consumption
of the network. The simulations show that the proposed algorithm prolongs the
network lifetime and has a better performance in the communication quality.

Keywords: LEACH protocol - Cluster head - Trust value - Residual energy

1 Introduction

Nowadays, with the development of sensor technology and radio frequency technique,
the low energy consumption and low-cost wireless sensors have been applied on a large
scale. So, the wireless sensor network (WSN) came into being accordingly. The correct
routing and data transfer are the necessary conditions to guarantee the normal work of
the WSN, while the routing protocol on network layer is responsible for providing key
routing services. Therefore, the security of routing protocol directly influences the
safety and availability of wireless sensor network (WSN), so it is a crucial issue in
WSN security research.

So far, different protocols have been designed for WSNs. Among these routing
protocols, the hierarchical-based routing protocols have more advantages than the
flat-based routing protocols [1]. The hierarchical-based routing is more flexible and it
has higher scalability, above all, it is an efficient way to lower energy consumption
within a cluster, so it can improve the network performance greatly. Hierarchical-based
routing is mainly two-layer routing where one layer is used to select cluster heads and
the other for routing [2]. The network is divided into several clusters, each cluster
contains one cluster head and many normal nodes, the normal nodes are used for data
collecting, while the cluster head is responsible for collecting data from normal nodes
and sending information to the base station after aggregating the data. Due to the
characteristic of self-organizing, hierarchical-based routing has a better network per-
formance with lifetime extension.

© Springer Nature Singapore Pte Ltd. 2017
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LEACH [3] is the earliest low-energy adaptive protocol based on clustering. It saves
power because the normal nodes are not involved in data transfer, furthermore, the
problem faced in cluster heads of COUGAR [4] is solved here as cluster head is selected
randomly over time in-order to balance the node energy dissipation rate [S]. LEACH
extends the lifetime of the network greatly; Then, LEACH-C [6] protocol was put
forward to use a centralized clustering algorithm which has the same steady-state as
LEACH. It avoid the random distribution of cluster heads; Younis and Fahmy. proposed
the HEED protocol [7] to generate distributed evenly clusters after several iterations of
clustering. In MCHCA algorithm [8], the mobile cluster heads move to the best location
for each round, and the best location depends on the residual energy of nodes in each
cluster to achieve the minimum differences in residual energy between nodes.

In general, the current hierarchical-based routings haven’t taken full consideration
of energy of cluster head and the security mechanism to eliminate the negative influ-
ence of malicious nodes. The algorithm presented in this paper has a malicious node
identifying mechanism and an improvement in clustering.

2 System Model

2.1 Network Model

In this paper, we consider a sensor network consisting of one hundred sensor nodes
randomly deployed over a field of 100 m x 100 m, assuming that the nodes and the
base station are all stationary after deployment.

2.2 Energy Consumption Model

The energy consumption model used in this paper mainly considers the energy
consumption of transmitters and receivers. There are two channel models, free space
(d&? power loss) and multi-path fading (d* power loss), depending on the distance
between the transmitter and receiver.

The energy spent for transmission of an /-bit packet over distance 4 is:

. IE e + lEﬁdz, d<d
ETX(Z’ d) N { lEelec + lEmpd4a d > dO (1)

where [ represents the packet size, E,,. represents the consumption of transceiver for
each bit. If the distance between two nodes exceeds the threshold dy = /Ej / E,p, the
energy consumption of transmission will increase sharply, so it turns to multi-path
fading model.

The energy spent for reception of an [-bit packet is:

ERX = lEelec (2)

Assuming that there are n nodes existing in the net currently, the average energy of
the network is:
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3 The Proposed Algorithm

3.1 Calculation of Trust Value

Trust value is the evaluation of one node’s reputation. It is valued by the node’s
neighbor nodes and the information exchange of the other nodes. The higher trust value
means the better reputation and that the node is more reliable. So the algorithm in this
paper let the nodes with high trust values have more competitive advantages to become
the cluster heads. In the other hand, the lower trust value of the node is, the more
suspicious of the node is. And if the trust value is below a pre-set threshold, the node
should be considered as a malicious node.

The trust value is calculated periodically. For example Ti" represents the trust value
of node i in the k-th time period:

T = Ry
! RIXL

(4)

where R, represents throughput rate of node i, R; represents the packet loss rate, while
L represents the latency of the transmission.

The trust value in each time period has different weight in the calculation of trust
value, which depends on the distance of time. The more recent of time, the greater the
weight of Tik is. In order to achieve it, an attenuation function is set as follows:

fi=p""* 0<p<l, 1<k<m (5)

then, this function is used to set the weight of T*:

m
S STF
k=1

’I‘i_

> Ji
k=1

Assuming that there are n nodes existing in the net currently, the average trust value
of the network is:

n
> Ti
i=1
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3.2 Clustering Algorithm

Election of Cluster Head. In the traditional algorithm LEACH, cluster heads are
selected randomly without taking the residual energy and the behavior of the node into
consideration. So, the new algorithm improve it by adding a precondition of being a
cluster head, and modify the election threshold Th,(z). Firstly, a trust value threshold is
set as TH, and the precondition of being a cluster head is that the node’s trust value
exceeds threshold TH. Node satisfying the precondition will get a random number in
the range of 0—1. If the random number is less than the election threshold Th,(z), then
the node will be select as a cluster head. The formula for calculating the Th,(t) of node
i is as follows:

{ e Ty 1006 € 6 ®)
0, else

among which p represents the percentage of cluster heads in the network, E; represents
the residual energy of node i, T; represents the trust value of node i, while E,,,
represents the average energy of the network and 7,,, represents the average trust value
of the network. In this formula, node; € G means that node i haven’t been selected as a
cluster head in the epoch (every 1/p rounds it begins a new epoch).

The energy consumption is quite high for being a cluster head, so this algorithm
adds energy parameter to the election threshold calculating to let the node who has
more energy get higher possibility for election. This will avoid the untimely death of
the node who has low power, so that it can extend the lifetime of the network greatly.
But usually, a malicious node will claim that it has high residual energy to defraud the
chance of being a cluster head, so that it can attack the network. So the trust value
threshold TH is set in the new algorithm to avoid this, because the malicious nodes
usually have low trust values due to the bad behavior, then, if their trust values are
below TH, they will be denied the chance to be selected as a cluster head. Meanwhile,
the threshold TH can also eliminate the normal nodes who are not suitable to become
the cluster head because of the low trust values. In Eq. (8), the factor T;/ T, is added
into it. Because trust value is the evaluation of one node’s reputation, it is calculated
from past and it can be used to predict the behavior of the node in the future. A node
with high trust value is supposed to behave well, so it will have higher possibility for
election due to the factor T;/T .

Through introducing the factors of trust value and residual energy, the good nodes
get higher possibility of being selected as a cluster head, which will improve the
communication quality and extend the lifetime of the network.

However, the two factors 7;/T,,, and E;/E,,, in Eq. (8) will make the number of
cluster heads in every round can’t meet the expectation: n X p. So, in this algorithm,
after election of cluster head in each round, it will check if the number of cluster heads
reaches n x p. If not, sort the other nodes by the value (E; x T;) in descending order,
and select the top (n X p-cluster) nodes as cluster heads (cluster refers to the number of
cluster heads in present). It can ensure the communication quality by controlling the
number of cluster heads.
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Control of Cluster-Heads Distance. In order to avoid the random distribution of
cluster heads, the cluster-heads distance should be limited to a value. The distance of
any two cluster heads should be above this value to achieve a uniform distribution of
cluster heads. The method of setting the limit value is as below:

Assuming that a field of M x M is supposed to be divided into k clusters, the radius

of each cluster (r) should be in the interval [ﬁ; J%] So, we determine the lower limit

value for cluster-heads distance as d,,,;,:

M
Vi

During the election of cluster heads, if there is a cluster-head distance below d,,;;,,,
one of the two nodes who has lower value of (E; x T;) will lose the chance of being
cluster head in this round.

©)

dmin = 2rmin =

Mechanism for Identifying Malicious Nodes. The worse one node behaves, the
lower trust value it has, then it is more suspicious. If one node’s trust value is too low,
we should suspect it as a malicious node. So another trust value threshold 7L is set for
identifying malicious nodes. Given that normal nodes may behave badly occasionally,
in order to avoid misidentifying the normal node as malicious node because its trust
value fall below TL occasionally, the algorithm in the paper adopt the twice identifying
trust model, specific as follows: check every nodes per round. If a node is found to have
a trust value below the threshold 7L for the first time, it will be added to a suspect list.
If a node is found to have a trust value below the threshold 7L and it is already in the
suspect list, which means it is suspected for the second time, then this mechanism
identify it as a malicious node and keep it out from the communication of the network.

4 Simulation and Analysis

4.1 Simulation Settings

Some experiments have been done with MATLAB to compare our algorithm with
LEACH and LEACH-ED in the performances such as the lifetime and communication
quality of the network. One hundred sensor nodes are randomly deployed over a field
of 100 m * 100 m. In the simulation, 6 malicious nodes with higher initial energy and
bad behavior are deployed randomly in the field. We assume that the malicious nodes
attack the network by dropping packets.

The main parameter settings are shown in the following Table 1:

4.2 Results and Analysis

Figure 1 shows the states of nodes while the network is running. The node which is
plot as “+’, represents the normal node; and the ‘0’ represents the advanced node which
has more energy than the normal node; the ‘<’ which is blue and in the middle of the
field represents the base station and the black ‘x’ represents that the node is selected as
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Table 1. The main parameter settings

Parameter Value Parameter Value
Amount of nodes (N) | 100 Packet length 4000 bit
Distribution area 100 m x 100 m | Control packet length | 100 bit
Location of BS (50m, 50 m) | Egpe 5 x 107" Jbit
Initial energy of node |3 J Ej 1 x 107" J/(bitem?)
Percentage of cluster | 0.1 E,, 1.3 x 107" J/(bitem™)
heads (p)
Maximum round 5000
100 : ; —_— —
+ it *
90t - ° i 1
o ¥+ o ®
80 + + +7 o 1
S © o4 + +
70r © o o + .
+
+
+
60 4l
- *
sof ©F o T 5
+0 +
40+ + 4 + * o 1
o} + o + o]
304 o S o +7
* * o o g
20+ ++ ot + o] -
o)
i
10} ¢ OF o 1
o o g O o+ & +
0 Lt 1 ! ! + I +, [
0 10 20 30 40 50 60 70 80 90 100

Fig. 1. The states of nodes during communication (Color figure online)

a cluster head; when the algorithm identifying a node as a malicious node, it will be
plot as a red “*’.

Simulation Results in Lifetime of Network. The number of survived nodes in each
round is counted during the simulation, the result is shown in Fig. 2:

It is clearly observed that the numbers of survived nodes decrease in different rate in
different algorithm. Among them, in LEACH, the death of nodes begins first, while in
LEACH-ED and algorithm in this paper the first deaths begin relatively late. And
apparently, in the three algorithm, the numbers of survived nodes decrease sharply after
the first deaths, which indicate that the residual energy do not vary much between
nodes of the network, so the time of nodes’ deaths are close. It is remarkable that from
about the thousandth round, the number of survived nodes in the improved algorithm
remains flat for a period of time, and it’s survived nodes are more than that in the other
two algorithms. The lifetime in the improved algorithm is extended.
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Fig. 2. The numbers of survived nodes change with time in different algorithm

Simulation Results in Quality of Communication. Assuming that the malicious
nodes only transmit invalid packets before they are identified, so the malicious nodes
seriously affect the communication quality of the network. Besides, the normal nodes
lost packets sometime, which also affect the communication quality. Assuming that the
node’s packet loss rate is related to its trust value, the amount of data transmitted to the
base station can be increased by selecting the nodes who have high trust values as
cluster heads. In this experiment, the ratio of valid packets delivered successfully over
the expected number of packets delivered to base station (PDR) is used to measure the
communication quality of the network. Figure 3 shows the change of PDR with time in
each algorithm:

It is clearly observed that the communication quality is significantly higher in the
improved algorithm than in the other two algorithms. Because the new algorithm has
improved in three aspects: first, the twice identifying trust model is used to find the
malicious nodes and keep them out from the network, so that they can not affect the
communication quality; second, through setting a trust value threshold 7H, the nodes
have the chance to compete for cluster heads only when their trust values exceed TH,
which makes the cluster heads have high quality on average; finally, factor of trust
value is added into the calculation of election threshold Th,(t), which further improve
the quality of cluster heads on average. Our algorithm gives more chances to the nodes
who behave better in several ways, so the amount of valid packets delivered to the BS
can be increased a lot which means a good communication quality. In the LEACH-ED,
the PDR is always lower than that in LEACH, because the malicious node usually has a
high level of energy in order to compete for the cluster head, however, the LEACH-ED
gives more chances to the nodes with high energy, which makes the malicious nodes
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Fig. 3. The change of PDR with time in each algorithm

become cluster heads more easily. When the malicious nodes become cluster heads,
they will attack the network, let alone the influence on communication quality.

5 Conclusion

With the rapid development of WSN, the security and energy efficiency become two
important parts. The paper proposes a new algorithm which combines the energy model
with the trust model and creates mechanism for identifying malicious nodes, so the
security and energy efficiency are both improved. The simulation and analysis have
proved that the new algorithm has a better performance than the traditional algorithms.
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Abstract. The Gray World algorithm can remove the green or blue cast in
underwater images. However, when one component of RGB is very little, it
would lead to supersaturate and color distortion. In this paper, an improved Gray
World algorithm, called Red Preserving is proposed. The minimum color
component has been least changed, and the green or blue cast in the underwater
images is suppressed. Experiments show that the proposed algorithm is simple
and efficient. Compared to the classic Gray World algorithm, it can better
suppress the cast and restore the images.

Keywords: Gray World - Green-blue cast -+ Red Preserving - Underwater -
Image processing

1 Introduction

When light travels through water, the absorption varies greatly depending on the
wavelength and water quality [1]. Figure 1 illustrates the absorption of sea water to the
light with different wavelength. We can see that the green-blue light has the strongest
penetrate capability, and the red light’s penetrate capability is the weakest. That is why
the green or blue cast is existed in underwater images. Contrary to this fact, traditional
image enhancement tools, e.g., high pass filtering and histogram equalization are
typically spatially invariant. Since they don’t model the spatially varying distance
dependencies, traditional methods are of limited utility in countering visibility prob-
lems. As the development of imaging equipment underwater, how to calibrate color in
the underwater images by image processing technology is one of the research hotspots.

Currently, the major issues in underwater image processing include enhancing
contrast, image denoising, color correction, and so on. In this paper, we will emphasize
on how to efficiently and automatically remove the green or blue cast, and correct color
distortion. At present, the classic algorithms, such as gray world, perfect reflection and
single or multiscale retinex, are widely used in underwater imaging. According to the
shortcomings of different algorithms, researchers are making their effort to improve
them. For example, the underwater images processed by Gray World algorithm will tend
to be faint red. It means that the processed images contain too much red component. To
solve this problem, this paper proposed a new algorithm, called Red preserving. In this
algorithm, the color components are inversed to its proportion. Since the Red component
is relatively very little in underwater images, it basically keeps unchanged.

© Springer Nature Singapore Pte Ltd. 2017
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Fig. 1. Absorption characteristics of water

2 Related Works

As mentioned in [2], the single-scale retinex [3] can’t simultaneously provide dynamic
range compression and tonal rendition. Its subsequent version, the multiscale retinex
with color restoration can solve this problem. This algorithm is quite automatic and
simple, and is well approximate the performance of human vision. The properties make
the multiscale retinex with color restoration used for smart camera and other wide
dynamic range color imaging systems.

The gray world algorithm is suitable for the image that has sufficiently varied colors
and the average of each color component tend to the same gray. Then the color of the
illuminant is determined by the shift from gray of the measured average on the three
channels.

The key issue of the white balance algorithm is looking for a white patch in the
image. And the chromaticity of white patch is been considered as that of the illuminate.
The white patch is evaluated as the maximum found in each of the three image bands
separately [4]. The scaling coefficients are now obtained comparing these maxima with
the values of the three channels of the chosen reference white.

Edwin Land proposed an image enhancement method, called Retinex method based
on color theory. This method [5] tries to simulate the adaptation mechanisms of the
human vision, performing both color constancy and dynamic range enhancement. It has
some relationship with the white patch algorithm, and the different of these two
methods are that the Retinex take into account the spatial relationships in the scene.

In 2013 Hitam et al. [6] proposed a new technique called hybrid Contrast Limited
Adaptive Histogram Equalization (CLAHE) on the RGB and HSV color spaces.
Experiment results show that the method considerably improves the visual quality of
underwater images by enhancing contrast, as well as dropping noise and artifacts.

In 2012, Shamsuddin et al. [7] presented an enhancement technique for underwater
images. Their work concentrated on color diminished. In the same year, Chiang and
Chen [8] researched on the underwater image enhancement by wavelength
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compensation and dehazing. Their new algorithm gives back the attenuation difference
along the broadcast path, and takes the pressure of the possible presence of a false light
source into consideration.

Compared the light attenuation in atmosphere to that in water, Wen et al. [9]
presented a new underwater optical model, and then proposed an effective enhancement
algorithm with the derived model to improve the perception of underwater images.

In 2010, Carlvaris-Bianco et al. [10] estimate the depth of the scene based on the
difference in attenuation among the different color channels, and proposed a new
algorithm for underwater imaging. Although the algorithm can reduce the effect of
haze, but it is still not perfect. The absorption in different environment will influences
the dehaze results.

Until now, how to remove the cast in underwater imaging is still an open problem.
Although some algorithms has better effects, but it needs more processing time.
Designing a simple and efficient algorithm to dehaze underwater images still has lots of
work to do.

3 Algorithm

3.1 The Gray World Algorithm

The Gray World algorithm assumes that the image contains sufficiently varied colors
and the average surface color in a scene is gray. From the perspective of physics, the
Gray World algorithm assumes that the average of the reflective mean value of the
objects in image is constancy. This idea is applied to reduce the influence of the
ambient light.

Let R, B and G denote three independent channels of an image. M * N denote the
number of the pixels. This algorithm can be expressed as follows.

(1) Compute the average of the total image pixels, and denote the result as Cayergge-

c _ 2 R+>G+3B ()
average 3*M*N

(2) The gain of each channel can be express as

Ko — MN*Conere
R

kG:w (2)
ZG
kB:M

>8
(3) The R, G and B of the output image are as follows.
outGWgr = R * kg

outGWg = G * kg 3)
outGWg = B x kg
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The Gray World is a basic, simple and efficient algorithm which has been widely
used in digital camera. However, it has some shortcomings since it is not designed for
processing underwater image. From the analysis of the following Sect. 4, we can see
that by using this algorithm, the processing results of the underwater image show faint
red. It means that the Red component is over computed and the color is distorted. This
shortcoming is what we want to overcome. Then the Red Preserving algorithm is
proposed.

3.2 The Red Preserving Algorithm

As we have mentioned above, our goal is to attenuate the green or blue cast in
underwater images. The algorithm called Red Preserving is designed for the underwater
environment in this section. The detailed steps are as follows.

(1) Compute the Total, which is the sum of the three channels R, G and B.

Total:ZR—F ZG-F ZB (4)

(2) Calculate the ratio of R, G and B, respectively.

Ratiog = —

Ratiog = e

Ratiog = —

Then we have following formulation.

> G+>B

1 — Ratior = Totar
1 — Ratiog = ZRT;GIZ:B (6)
1 — Ratiog = 2R+ DG

(3) The R, G and B in corrected image are as follows.

outg = R x (1 — Ratiog) = R * <w>

Total

outg; = G = (1 — Ratiog) = G (M) (7)

Total

outg = B * (1 — Ratiog) = B (M)

Total

The following verification experiments are composed of two steps. The first step is
to process the underwater images by using Gray World and Red Preserving, respec-
tively. The second step is to process separately the outputs of the last step by using
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CLAHE with same parameters. The experiment results show in Fig. 2. Let take the Red
component as example. The different between formulation (7) and (3) is how to cal-
culate the corrected Red component by using the proportion of the original Red
component in image. Compared to Red Preserving, the Gray World algorithm usually
tends to obtain larger Red value, and makes the hue of the image faint red. On this
point we can see from the marked area in the middle column in Fig. 2.

Fig. 2. From left to right, original images, images processed using Gray World algorithm,
images processed using Red Preserving Algorithm

4 Analysis

(1) Protect low brightness color.
Assume that R is the low brightness color, that means the distribution of the Red
is relative sparse, and the sum of value is low. Then we have following
expression.

hr% outg = hm R * (

>G+ > B
SR+ > G+ ZB) R ®)

In other words, if R is very little, then the Red Preserving algorithm will keep its
value basically unchanged. However, in classic Gray World algorithm, it is very
different. Let ourGWy denote the R channel output in Gray World algorithm, we
have
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R G B
lim ourtGWg = lim R * (Z 2.6+ ) 9)
R—0 R—0 3 % ZR

When the R is very little, the outz maybe too large to cause color distortion. This
will lead to change the hue of the image.

(2) The relation between the Red Preserving and the Gray World algorithm.
As described in formulation (9), the outGWy, is

>R+> G+ > B
3%xY R )

Then with formulation (10), the outg in Red Preserving can be re-presented as

tr=Rx (1 R (11)
OUlR = 3 % outGWp

With formulation (11), we come to the conclusion that outgz and outGWpg are
nonlinear relationship.
(3) Efficiently remove color cast.

outGWg = R ( (10)

The Red Preserving algorithm can efficiently remove the color cast. As we know,
the green is the major color that superimpose on the image in the environment of
underwater. From the formulation (7), we can see that the output brightness of a
channel is decided by the other two channels. Since the brightness of Red and Blue are
relatively low compared to Green in underwater environment, then the Green will
multiply a relatively small coefficient, and the green cast is suppressed.

5 Conclusions

Gray World algorithm is widely used in digital camera and some portable imaging
devices, since it is simple and efficient in color calibration. However, considering the
deficiency of Gray World algorithm, we propose an improved Gray World algorithm,
named Red Preserving. Experiments show that this algorithm overcomes the deficiency
of Gray World, at the same time keeps the properties of simple and efficiency.
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Abstract. A novel method based on distributed adaptive deflection projected
subgradient is proposed in this paper. By used of attenuation model of a gas
source in wind field, the method is able to process the distributed information
from sensors by using the developed algorithm, replace the original gradient
direction with deflection subgradient direction, and utilize the deflected sub-
gradient projection hyperplanes as the searching areas in the process of relaxed
projection, so as to obtain the gas source position. A related simulation provided
in the paper illustrates that this method can not only provide good convergence
property and accurate localization results, but also save large amount of energy.

Keywords: Wireless Sensor Network - Gas source localization - Distributed -
Deflection - Projected subgradient

1 Introduction

Wireless Sensor Network (WSN), is composed by a large number of randomly dis-
tributed sensor nodes, and it has the merits of low-cost and low-power through
self-organizing means. These tiny sensors nodes which consist of sensing, data pro-
cessing and communicating components are collaborated to perform different tasks.
Gas source localization technology in WSN has two types at present: centralized
localization schemes and distributed localization schemes. The centralized localization
schemes require each sensor node to send measured information to the center, and
consequently estimates the source position. In these schemes, not only the localization
results become unsatisfactory, but also they consume too much energy and easily make
the local networks paralyze. The distributed schemes can solve these problems. In the
schemes, the data of each sensor node is processed, the center is essentially liberated
and the amount of communication is reduced, thus the distributed scheme can enhance
the efficiency and prolong the lives of the networks. The algorithms of distributed
scheme include the Incremental Gradient (IG) algorithm [1], the distributed subgradient
projection algorithm [2], the Projection of onto Convex Sets (POCS) algorithm [3], and
so on. However, depending on the choice of the unknown initial values, these dis-
tributed algorithms may fail due to local minima and poor convergence. Especially, it’s
difficult to realize POCS algorithm because the exact expression of the orthogonal
projection is hard to obtain. Consequently, a Distributed Adaptive Deflection Projected
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Subgradient Method (DADPSM) for gas source localization is proposed. The method
can process the distributed information from the sensors, and utilize the deflection
projected subgradient hyperplanes as the searching areas in the process of relaxed
projection to achieve the gas source position. Computer simulation results show that
this proposed approach has better gas source localization performance than the results
of other distributed methods.

2 Gas Concentration Attenuation Model

With the presence of wind, the dispersal behavior of gas is, as well as diffusion, also
characterized by wind [4]. To obtain the gas concentration attenuation model for source
localization, we make the following assumptions:

The gas propagates outwardly at a constant rate, and there is no environmental
change throughout the propagation. We don’t consider the effects of temperature and
obstacles, meanwhile, the velocity and direction of wind are both fixed.

A single gas source is located at a stationary position § = (xg, o), which is also
randomly placed in WSN field, and the measured concentration at the source is at a
constant of Q(mg/s).

A set of N sensor nodes are stationary, randomly placed in WSN field at the
positions of 7; = (x;,y;), i = 1, 2, ..., N. Supposing that the sensors detect the presence
of the gas source if their concentration measurements are above 7, which is named as
the detection threshold.

Based upon the above conditions, we assume that there are M sensor nodes which
are employed to detect the presence of the source. By Fick’s law of diffusion [5], the
gas concentration received by the i th sensor node is expressed as

0 (7i —8) v —|ri — &[]V ,
-2 L i=12,. .MM<N (1
T ankfr — g F 2% e (m)

where k(m?/s) is the diffusivity, which is influenced by environment temperature, ¥ =
(vy, vy) is the velocity of wind, |[; — g| is the distance between the ith sensor node and
the source, ¢; is the additive Gaussian noise [6, 7].

In terms of the measured concentration of sensor node 7, we obtain the distance
function between the ith sensor node and the source position g.

2k V) vie(x; — x0) + vy (y; —
d;(x0,¥0) = = Lambertw (8|71]|<2Qc X exp( x( O)Zk it yo)>> (2)

V]

where Lambertw () is the Lambert W function. If the measurements of concentration C;
are disturbed by noise, the corresponding ovals don’t intersect at the source position.
To achieve its position, we formulate the objective function (3) for localizing the
source:
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M

=S 1 - 3l - diCxo, o)) 3)

i=1

as a matter of fact, the localization of the gas source g is also the problem to estimate.
% 2
argrr;jn](g) = argmginZH?f — 8| — di(x0,y0)] (4)
i—1

In the disturbed case J(g) it doesn’t become O for g being the intersection of the
ovals. We firstly apply adaptive projection sub-gradient method to solve this opti-
mization problem.

3 Adaptive Projected Subgradient Method (APSM) for Gas
Source Localization

We define d(d, 5) = HEI’ - Z;H in the real Hilbert space (y, <e,® > ), and abe y is the

distance between two points @ and bin 7. (8k) ek 18 assumed to be the estimation of gas
source position at the kth iteration by the ith sensor node, and K denotes the maximum
iteration. Let’s define d(g,Cx) = ||8 — Pc,(8x)||, V& € vy indicates the distance
between g and the closed convex set Cy. If the true position of gas source (gk),cxC ¥
is satisfied, a sequence of the source position estimation g € C; can be obtained iter-
atively as Eq. (5) [8-10],

Sk+1 =8+ P, (8) — 8], VkeK (5)

where 4 € [0,2]. Since the projection onto the convex sets Cy is difficult to be obtained
in most cases, it is necessary to substitute a new approximate method for the orthogonal
projection Pc,(gx) in Eq. (5). Thus the projected subgradient technology is introduced
to simplify the projection.

The closed convex set C;, = {X € 7 : @ (X) <0} is defined, here ¢, (¥),X € yis a
convex function. If (6) is satisfied,

<(F-8), 7> + (@) S g(¥), VEey (6)
7is called a sub-gradient of ¢, (¥) at point 7,. Taking the affine half space as
H @) ={Xey: fA) <0} ={X¥ey: <(¥T—&), 7> + &) <0}  (7)
If g & Cy, then gy € H-(X) C Cy, and the hyperplane H~ (¥) always separates gy
and C. Thus the projection onto the convex set C; can be expanded to the projection

onto the half space H™(X), which has a simple closed-form expression. If ¢, (X) is
continuous at point 7, g; has a unique value, i.e. the selected subgradient V¢, (g;), and
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then the projection from g, to H~ (X) has the form of Eq. (8) is the projection equation
of APSM.

gk 7§k eHi(gk)
Py :1(8) =< - — (3 - - —(= 8
H (gk)(gk) {gk+ %V@k(gk) ) 8k ¢ H ( k) ( )

According to Eq. (4), the set D; = {g’ ER: g7 < dlz(x)} is defined, thus,

we can solve the gas source localization problem by letting the estimator be the
intersection of the sets D;. We define the following convex function

o o 2112 = 1
@(8) = I8 = 7/I°—d} (x0,30), & € R 9)

and the convex set is as below
Culdi(xo,30)) = {8 € R+ g — 7l <d?(x0,30) } = {& € R": 0(§) <0} (10)

For the reason that the closed convex set C; contains the true position of gas source
with high probability, the issue of estimation of g is changed into the issue of projection
to the convex set C;. Here the gradient operator is 7 = V¢(g), then the half space based
on this convex function can be defined as

H (g ={8ecRrR": (- 807+ (@) <0} (11)

which satisfies g, ¢ H(g) and C;, C H™ (gx) if g« ¢ Cx. Hence the projection onto
Cr(di(x0,¥0)) can be expanded to the projection onto the half space H~(g), which has
the same expression as Eq. (9). The iterative update of gas source position can be
obtained by

Gk+1 = &+ M[Pu-(z,)(8x) — & (12)

4 Distributed Adaptive Defection Projected Subgradient
Method (DADPSM) for Localization

At some stage in the actual computation, the whole WSN may carry a large amount of
communication as shown in Fig. 1, all the measured information should be sent to the
center S, and the network congestion can increase the response time of WSN, however
reduce efficiency and easily cause the local network to paralyze. As a result, a dis-
tributed localization algorithm to deal with these problems is employed. Different from
the centralized localization method, the distributed localization method doesn’t require
all sensor nodes to participate in calculation, and the computation is performed at each
of sensor nodes. First of all, we assume that the network is in a cyclic fashion as shown
in Fig. 2. Messages are passed between nodes in the order 1,2,....M —1,1,2,.. .,
M—-1,M.
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Fig. 2. Distributed network structure

In Fig. 2, ¢; is the measured concentration by the ith sensor node, and g’;( denotes
the estimation of gas source position at the kth cycle by the ith sensor node. According
to Eq. (4), the objective function for localizing the source contains M component
functions as below:

M M
arg min.J(g) = arg min > IF — &l — di(xo.y0)]” = arg min > U@ (13)
i=1 i=1

Hence in the algorithm proposed in each cycle, each sensor node estimates the gas
source location by the Eq. (14),
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g, = arg minJ;(g} Le),1=1,2,...,M, where M <N (14)

Namely, the (i — 1)th sensor node sends its estimated location g}( ! to the ith sensor
node, and then the ith sensor node updates the estimation of gas source position using
its own gas concentration data and the received g;'. After obtaining the new estimated
location g’; the ith sensor node sends it to the (i + 1)th sensor node, and this procedure
is continued until it reaches convergence. However, to the APSM for localization, the
main point of this algorithm is to gain the subgradient V(g), if ¢; is disturbed by
noise, the objective function (10) becoming non-convex has multiple local optima and
saddle points, and the APSM may stagnate at one of these suboptimal solutions instead
of converging to the optimal one (i.e., poor convergence) Meanwhile, from Eq. (5),
when the direction of subgradient V(p(_’i) at the point g, forms an obtuse angle with
the previous subgradient V¢ (gi~!) at the point g !, the next estimated position will be
very close to the point g”rl Obv10usly, it’s not helpful for the estimated result to be
improved by this iteration gi-! — g — gjc“ so the convergence rate of it becomes
slow. Here, the subgradient V(p(_” 1) is obtained by the ith sensor node using gi~! at
the kth cycle. In order to form an acute angle between the next iterative direction and
the current direction of subgradient, we propose a scheme which is to apply the
deflection subgradient q.’)k to take place of V(p(_" 1) from the current sensor node i at
the kth cycle.

b=V ") +wix ¢ ', w,>0 (15)

Where wﬁ( is a deflection factor, and if i = 0, & = 0.

The nearer the distance between the gas source position and the sensor nodes, the
less the influence is caused by the noise, so the weight affecting the estimation of gas
source position should be larger. Therefore, we introduce a concept of weighting ratio
to reflect the distributed character of sensor nodes and gas source in the network field.

Simultaneously, with regard to the estimated source location g; = (xf)_k,yf]‘k), the

subgradient of each dimension possesses of different weights during the iteration, and
the large one can speed up the convergence. So we modify the deflection factor wi:

. HW () va o6
Wi = ; (16)
[vots] + [vous]| [wotsid] + [Voos]
Meanwhile, the Eq. (10) will be replaced by
, o g,';(l 7gklel_l(—'l l)
P H- (g~ l)(gk ) = §l 1_|_ *(/’(g,( ;{’g;( 1 QH (—'z 1) (17)

]l
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To avoid the algorithm exhibits an oscillation phenomenon, and to consider the
modulus of each dimension parameter’s projection, we obtain Eq. (18) by modifying
Eq. (15),

Py gn(0x) = X0k Py 064) = Yok

1P G| [P e 0621

g =8 "+ Ml i=1,2,...M (18)

Where M is the number of active sensor nodes, g0 = (xg.l, y8_1> can be arbitrarily

initialized, and g ; denotes the estimation of gas source position at the kth cycle.

5 Computer Simulation Results

The proposed DADPSM is employ to solve the gas source localization problem. In the
simulations, 40 sensor nodes are deployed uniformly at random in a 50 m * 50 m field,
and each sensor node is used to measure the gas concentration. The detection threshold
T is adjusted against the current noise evaluation p to guarantee constant false ratio,
meanwhile, at least three sensor nodes is needed to uniquely find § = (xo,yo). Thus T'is
needed to be set to a suitable value. The gas source is located at ¢ = (17 m, 21 m), and
Q = 24 mg/s. The gas diffusivity k = 0.08 m%/s, the wind velocity || = 0.03 m/s and
wind direction = 30° are known by anemoscope.

Figures 3 and 4, have performed simulations to compare the performance of our
method (DADPSM) with POCS, APSM and IG, where T = 0.8 mg/m3 and the
background noise has N(0, 0.02) distributed, the initial points of these algorithms are all
set to the origin(0, 0).

201 B

—— DADPSM localization algorithm

— POCS localization algorithm
APSM localization algorithm
IG localization algorithm

R [T True value xD:W

Estimation of kN of the source position

. : n n n n
0 10 20 30 40 50 60 70 80 90 100
Murnber of cycles k

Fig. 3. X-coordinate’s estimation of source’s position by different distributed localization
algorithms
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Fig. 4. Y-coordinate’s estimation of source’s position by different distributed localization

algorithms

Figures 5 and 6 show the localization error comparison of different algorithms with
different numbers of active sensor nodes, and different background noise, respectively.

3 T T T I T I
: : : —©— POCS localization algorithm
—B— APSM localization algorithm
—4+— DADPSM localization algorithm
|G localization algorithm

RMSE of localization /m

5 10 15 20 25 30 35
Murnber of active sensors

Fig. 5. RMSE vs. active sensor nodes

Figure 5 illustrates that the RMSE of the four distributed algorithms decreases with
the increasing of active sensor nodes, however when the number of the nodes increases
to a certain extern, the RMSE descending becomes unobvious. The cause for this is to
suppose that the participation of many sensor nodes in the computation reduces the
RMSE, however much more background noise is applied to localize the gas source.
Nevertheless, in case of same number of sensor nodes, the DADPSM localization
method performs better results than other three distributed localization methods.
Figure 6 shows that the accuracy of localization is affected by background noise, the
RMSE of estimated source position increases with the enhancement of the background
noise variance.
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Fig. 6. RMSE vs. the variance of background noise

The localization results and time-consuming of these four distributed localization
algorithms are shown in Table 1.

Table 1. Comparison of localization results and time-consuming of different algorithms under
different noise and source’s position

Background noise standard variance | Background noise standard variance

g =0.1 g=02
Gas source position Time Gas source position Time
(8 m, 13 m) consuming | (15 m, 20 m) consuming

POCS algorithm (7.1502 m, 14.5622 m) | 3.7871 (s) | (17.3287 m, 21.5218 m) | 4.3071 (s)
APSM algorithm (9.3055 m, 13.6393 m) | 3.8555 (s) |(16.1222 m, 22.0931 m) | 4.3294 (s)
DADPSM algorithm | (9.1568 m, 13.2784 m) | 3.5268 (s) | (16.6746 m, 21.1654 m) | 4.2835 (s)
IG algorithm (9.6280 m, 14.0381 m) | 3.9162 (s) |(17.0231 m, 21.8142 m) | 4.5162 (s)

Table 1 shows that the proposed DADPSM algorithm is the most robust and can
implement rapidly. The larger the background noise standard variance, the more the
time-consuming of each algorithm. The reason of this is that the objective function for
localization has more local optimal saddle points, and then each distributed localization
algorithm is more difficult to reach the gas source location.

6 Conclusion

This paper constructs an objective function for localization based on the attenuation
model of a gas source in the wind field, since the objective function is quite complex,
it’s easy of the network to be paralysis by some centralized localization method.
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However, this paper proposed a distributed localization approach called DADPSM,
which can converge to the vicinity of the true gas source with less time, yields much
better results for the source position and performs very well in energy-saving. For the
communication, the active sensor nodes only communicate with neighboring sensor
nodes in the distributed localization algorithm, but in centralized localization algorithm,
all the information must be sent to the center, so the former consumes less energy.
Future research is directed to the multiple gas source localization with the proposed
distributed localization approach in WSN.
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Abstract. Most of the existing license plate localization algorithms have a
parameter that is related to the size of the license plate. There is no parameter
that is suitable for all the cases. In this paper, an algorithm is proposed to
automatically compute the size-related parameter. Then a hierarchical system
based on the self-adaptive parameter is proposed to locate license plates. Both
connected component based methods and vertical edge based methods are used.
The parameter is first used as the local window size to suppress the shadow.
Then it is used to connect the discrete vertical edges to form a license plate
region. The proposed system is used to locate license plates with shadow, and
experiments are taken on images with different resolutions. The total localization
accuracy achieves 94.40%. It can compete with the state-of-the-art methods and
need not determine the optimal parameter by trial and error.

Keywords: License plate localization - Self-adaptive window size + Shadow
suppression

1 Introduction

License plate localization is an important part of an intelligent transportation system,
because the license plate is a vital component of a vehicle. It can be used to track
vehicles, supervise vehicle behavior, and so on. There are three significant properties of
a license plate: (1) it is composed of several characters with similar size; (2) it is rich in
textures; (3) it has a rectangular shape and a fixed aspect ratio for a specific country. In
fact, most of the existing license plate localization methods are based on the three
properties. Connected component (CC) based methods [1, 9, 16] use the first and third
properties. Vertical edge (VE) based methods [5, 8, 14] and the machine learning
(ML) based methods [3, 4, 13, 17] typically rely on the second and third properties.
However, no matter what properties they use, most of them have a parameter that is
related to the size of the license plate. That is, by selecting a parameter value, the
algorithm is adapted to detecting license plates whose size is in a specific range.
Image binarization is the first step of CC-based methods. Generally speaking, the
thresholding algorithms are divided into two categories: global thresholding methods
[7, 12] and local thresholding methods [2, 6, 10, 15]. Given the complex illumination
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condition of the image, global thresholding methods are inferior to local thresholding
methods. However, when using the local thresholding methods, a block size should be
manually set. This parameter determines how much pixels around the central pixel are
used to compute the local threshold value. Its value should be carefully selected
depending on the size of the characters.

VE-based methods usually connect the discrete vertical edges by mathematical
morphological operations. The mathematical morphological operations have a param-
eter that defines the neighbor pixels used by the operator. This parameter also depends
on the size of the character and the distance between the characters.

The sliding window technique is typically used by the VE-based methods and the
ML-based methods. The size of the window and the search step are related to the size
and position of the license plate. If multi-scale search is used, the algorithms will be
more robust. However, the scaling ratio still influences the size of the detected license
plates.

By the analyses above, a technique is proposed to compute the size-related
parameter at each pixel automatically in order to avoid the tedious manual work to
select the optimal parameter. A hierarchical localization system is then proposed based
on the technique. First, a CC-based method is used. If there is no result, a VE-based
method is applied. Finally a window based method without multi-scale search is used.
The order of the three process is important since the restrictions change from strict to
loose. In this way, the system can achieve high accuracy with low false positive rate.
The system is tested on images with different resolutions, and the experimental results
show that the proposed system can compete with the state-of-the-art method.

The paper is organized as follows: the proposed system is presented in Sect. 2; the
experiment and comparison are shown in Sect. 3; Sect. 4 summarizes the paper and
makes a conclusion.

2 The Proposed System

A hierarchical localization system is proposed in this paper. Figure 1 shows the flow
chart of the system. A technique is proposed to automatically compute the window size
at each pixel. The window size is used in the following detection process to make the
system flexible to locate license plates which vary a lot in size. The system is elabo-
rated in detail in the following paragraphs.

2.1 Window Size Surface Generation

To find a suitable window size automatically, a simple technique is used in this paper.
For pixel (x, y), firstly, scan horizontally from (x, y) to its left. Let

l

FO) = pl=i+xy)/(+1) = plxy), (1)

i=0
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Fig. 1. The flow chart of the localization system.

where p(x, y) denotes the gray scale value at point (x, y), and [ stands for the half
window size. If f{l) > 0 and f{l — 1) > f(l), then the window size at pixel (x, y) is set as
21 + 1. fi) > 0 ensures that the lighter background is included. f{l — I) > f{) means
that the scanning reaches the edge of the next dark stroke.

Similarly, scan horizontally from (x, y) to its right. Let

l

FO) = plitx,y)/(I+1) =p(x,). (2)

i=0

If fil) >0 and fil — 1) > f{I), then a new window size is computed. Choose the
smaller one as the final window size at pixel (x, y). Figure 2 shows the window
computed by the technique for the pixel marked in red.

Fig. 2. An example of the automatic window size selection technique. (Color figure online)
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Generally, the range of [ is not limited. The process ends when the conditions are
satisfied or the scanning reaches the bound of the image. However, if the stroke width
of the detected characters has an upper limit, the process can be accelerated. I < 50 is
used in this study.

The process mentioned above computes the window size for all the darker pixels.
Inverse the image and repeat the process to compute the window size for the lighter
pixels if lighter objects are to be detected.

2.2 Shadow Suppression

After obtaining the window size surface W, the mean matrix M and standard deviation
matrix S are computed by using Egs. (3) and (4).

I W)/ W)/2
M(x,y) = X I(x+i,y+)) 3)
W) x Wy) o 55 -t 2
1 Wxy)/2  W(xy)/2 s
S(x,y) = X > > Ulx+iy+)) - Mx,y) (4)

W y) X Wey) N 5 2t 2

W(x, y) and I(x, y) denote the window size and the gray scale value at pixel (x, y),
respectively. The integral image is used to improve the time efficiency. Subtract M from

the original image 7, and then divide the result by S to obtain the differential image G as
Eq. (5) shows. In G, the shadow is suppressed. Figure 3(a) and (c) show the results of

Eq. (5).
G=(-M)/S (5)

(©) (d)

Fig. 3. (a) and (c) are the differential images G; (b) and (d) are the blobs detected by using
MSER on G.

2.3 CC-Based Detection Process

CC-based detection methods usually remain two kinds of regions: regions whose
aspect ratio is similar with the characters and regions whose aspect ratio is similar with
a license plate. To make the restriction tight, only the first kind of regions are detected.
Since the shadow is suppressed in the last step, a global thresholding method is
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sufficient. The maximally stable extremal regions (MSER) algorithm [11] uses multi-
threshold values to find stable regions. By using this algorithm on G, candidate
character regions will be generated.

The blobs detected by MSER algorithm are always overlapped with each other.
A blob is a candidate character if there are blobs with a similar height around it.
Algorithm 1 shows the process of removing the overlapped regions.

The candidate blobs detected after removing the overlapped regions are shown in
Fig. 3(b) and (d). Finally, blobs with a similar height are grouped to locate the license
plate. Because the regions have been sorted by their x coordinate values, two regions
can be grouped if they have similar height and similar y coordinate values and are close
to each other in the horizontal direction.

Algorithm 1 Remove overlapped regions

1: Sort all the regions by their x coordinate values;
2: for i := 1; i < regions.size; i++ do

3: forj:=i+1;j<regions.size; j*+ do

4 if ric rj A riarea> 0.9%r.area v ric ri A ri.area > 0.9*r.area then
5: Remove the smaller region;

6: end if

7: end for

8: end for

9: for i := 1; i < regions.size; i++ do
10: forj:=i+ 1;j < regions.size; j++ do

11:  ifric rjvryc rithen

12: Extend 7; horizontally, count the number of blobs which have similar height with r; in
the enlarged region, and record it as C1;

13: Extend r; horizontally, count the number of blobs which have similar height with 7; in
the enlarged region, and record it as C2;

14: if C1 > C2 then

15: Remove r; ;

16: end if

17: if C1 < C2 then

18: Remove 7 ;

19: end if

20: if C1 = C2 then

21: Remove the region whose neighbor regions have a larger variance in height;

22: end if

23:  endif

24:  end for

25: end for

2.4 VE-Based Detection Process

The CC-based method is used first since it generates fewer false license plates than the
VE-based detection process. If there is no detection result, the VE-based detection
process is used. The simplest way to connect the discrete edge points is using the
mathematical morphological operations. However, the operator size has to be carefully
selected. A large size may connect the license plate with the edges around it. A small
size will make the license plate broken. And once a value is selected, the algorithm can
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only detect license plates whose size is in a specific range. In our work, since the
window size is computed at first, it can be used to guide the connection of the edges. The
connection process is shown in Algorithm 2. The parameter / is set as 1.5 in our work.

The detection process shown in Algorithm 2 and the CC-based method use strict
restrictions to detect the license plate. If characters are hard to detect separately and the
license plate touches some textures around it because they have similar window size, then
it will be left out. Therefore, after the two detection processes, another method is used for
supplementary. The method is based on a dynamic window technique. For a point on the
character, its window size is related to the size of the character. So the window size at each
edge point is used to estimate the size of the license plate. Then the license plate region
computed at each pixel is evaluated by its edge density and the average window size. The
process is shown in Algorithm 3. o is set as the ratio of the standard license plate width and
the character width, and it is 10 in this paper. f§ is the standard aspect ratio of the license
plate. #hr is set as the 60% of the maximal edge density.

Algorithm 2 Detection process by connecting discrete edges

1: Generate the gradient image by using the Sobel operator on the shadow suppressed image G;
2: Perform Otsu’s method on the gradient image to get the vertical edge map E;
3:fori:=0;i<E.rows; i++ do

4: forj:=1;j < E(i).size; j++ do

5 wi=W(E®G]). x, E(,j)y), w2:=W(E(G, j-1). x, E (@{,j-1).y);

6: if [w1 - wo| <A min(wi, w2) A wi/2 + w2/2 > E(i, j ). x - E(i, j-1). x then
7:

8

Connect E(i, j ) and E(i, j-1);

else
9: Disconnect E(i, j ) and E(i, j-1);
10:  end if
11: end for
12: end for

13: Find all the regions which have a similar aspect ratio with the license plate in £;
14: Select the region with the highest edge density as the license plate;

Algorithm 3 Detection process by dynamic windows
1: Get the initial vertical edge map £ as it is stated in Algorithm 2;
2: for each edge point in £ do

w=W(EG]). x, E(1,])y);
x=E@j). x;
y=EG,j)y;

width == axw;

height == width/p,

Compute the average window size avg w of the edge points in the extended
window (x, y, width, height)

9: ifedge density > thr A lavg w - w| <min(avg w, w)/2 then

10: Reserve the extended window (x, y, width, height);

11: endif

12: end for

13: Merge the overlapped windows;

14: Select the regions whose aspect ratio is similar with the standard aspect ratio as
the license plates;

A A
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3 Experiment and Comparison

3.1 Experiment

Image database: The proposed system is tested on four image sets. Each of these
images contains one or more American license plates. Most of the license plates are
partly covered by shadow. More information is listed in Table 1.

Table 1. The information of the image database.

Data set HD1 HD2 SD LD

Size of images 1920%1080 1280%720 720%480- 352%240
800*600

Size of license 48%14-461%127 | 101¥27-372*110 | 62*18-367*99 | 29*11-109*56

plates

Number of images 269 170 329 191

Number of license 328 170 329 191

plates

The proposed system is implemented in C++ and run on a computer with a 4.0 GB
memory and a 2.8 GHz processor. In addition, to accelerate the computation of the
window size, GPU is used for its powerful parallel computing ability. Table 2 shows
the experimental results of the proposed method. Note that the images in set “LD” are
re-sized to 704*480, in order to use the same detection process as the other sets.

Table 2. Experimental results.

Data set HD1 HD2 SD LD
Location rate 91.46% | 97.65% | 94.22% | 96.86%
Time (ms) 685.554 |271.712 | 104.595 | 105.660
Total location rate 94.40%

Total false positive rate | 33.31%

3.2 Comparison

Niblack’s method [10], Sauvola’s method [15], the NICK method [6] and MSER are
used to find CCs on the original gray image in order to make a comparison with the
proposed CC-based algorithm. To get the best performance, the parameters of the three
local thresholding methods are searched in an enumerated way. The value of w in-
creases from 3 to 51 with a step of 2, and k increases from 0.01 to 3 with a step of 0.02.
Then select the values when the total location rate is the highest.

The comparison is shown in Table 3. LR denotes the location rate, FPR denotes the
false positive rate, and F-measure = 2*(1-FPR)*LR/(1-FPR + LR). The highest loca-
tion rate and the largest f-measure value of each data set are in bold. It shows that
Niblack’s method obtains the highest location rate among the three local thresholding
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Table 3. Compare other CC-based methods with the proposed CC-based method.

Method The [10] [15] [6] MSER
proposed w =11, w=17, w =09,
k=0.55 k=0.11 k=0.13
HD1 |LR 82.62% 83.23% 62.80% 72.26% 68.90%
FPR 28.87% 72.48% 60.15% 51.83% 40.21%
F-measure 0.76 0.41 0.49 0.58 0.64
HD2 |LR 92.94 % 86.47% 78.82% 79.41% 65.88%
FPR 23.67% 58.36% 17.28% 15.09% 20.00%
F-measure 0.84 0.56 0.81 0.82 0.72
SD LR 87.54% 89.97 % 75.38% 82.37% 57.14%
FPR 17.48% 36.75% 19.74% 12.86% 21.99%
F-measure 0.85 0.74 0.78 0.85 0.66
LD LR 91.62 % 87.96% 88.48% 81.15% 64.40%
FPR 22.91% 38.01% 14.21% 18.42% 17.45%
F-measure 0.84 0.73 0.87 0.81 0.72
Total LR 87.62% 86.84% 74.36% 78.39% 63.75%
Total FPR 23.37% 57.58% 36.12% 30.73% 28.52%
Total F-measure 0.82 0.57 0.74 0.74 0.67

methods. However, its f-measure value is less than the other two methods because it
locates more false plates. MSER is a special global thresholding method, and as we
have stated, the global thresholding methods are inferior to the local thresholding
methods when considering uneven illumination conditions. Overall, the performance of
the proposed method is better than the other methods since it locates more license
plates and fewer false plates. At the same time, the proposed method does not need a
manual process to select the optimal parameters. Figure 4 shows a comparison of the
binary images created by Niblack’s method, MSER and the proposed method. The
binary images confirm the results listed in Table 3.

To confirm the performance of the proposed system, a ML-based method is used to
make a comparison. It uses a cascade classifier with the Haar-like features to detect the
license plate. The cascade classifier is used to detect all kinds of objects and obtains
good results. And the Haar-like features are the most common features that are used to
represent the objects. The ML-based method has two important parameters: the scale
factor sf which specifies how much the image size is reduced at each image scale and a
parameter kN specifies how many neighbors each candidate rectangle should have to
retain it. The first parameter is related to the size and position of the license plate. The
second parameter controls the false positive rate. To make the comparison fair, we
range sffrom 1.01 to 1.5 and kN from 1 to 8, and record the results on all the data sets.
Then the results are sorted by the total localization accuracy in a descending order.
Figure 5 shows the top 34 results of the ML-based method. Since the accuracy
increases accompanying with the raise of the false positive rate, it can be seen from
Fig. 5 that when the accuracy of the ML-based method is higher than that of the
proposed system, almost all the f-measure values are lower than that of the proposed
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a2

Fig. 4. Binary images created by three different algorithms. Images in (a) are the original
images; Images in (b) are the binary images generated by Niblack’s method; Images in (c) are the
binary images generated by MSER; Images in (d) are the binary image generated by the proposed
algorithm.
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Fig. 5. Localization accuracy and f-measure of the top 34 results obtained by the ML-based
method, and the accuracy and f-measure of the proposed system.

system and vice versa. The 28" result (sf = 1.02, kN = 8) is the only one that has both
higher location rate and higher f-measure value than the proposed system. It means that
the proposed system finds a balance between the location rate and the false positive
rate. At the same time, it should be noted that the proposed system does not need to
select optimal parameter manually. It is more stable than the ML-based method.
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4 Conclusions

Shadow generated by uneven illumination can destroy the integrity of objects, thus
making the localization of such objects a thorny issue. At the same time, most of the
existing localization algorithms have a size-related parameter. Therefore, when the
license plates are partly covered by shadow and their size varies a lot, selecting an
optimal parameter becomes a tedious work. A new technique is proposed in this paper
to compute the window size surface automatically. The proposed localization system
building on this technique then avoids setting the size-related parameter by trial and
error and becomes more flexible. The experiment shows that the proposed system can
compete with the state-of-the-art method.

The main disadvantage of the proposed system is that the time efficiency decreases
a lot when the size of the image increases. This problem will be considered in our
future research.
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Abstract. In energy harvesting wireless sensor network (EH-WSN), many
energy harvesting technologies are developed to sustain the long-term operation
of wireless sensor network. However, the prediction of harvested energy plays
an important role for energy management. In this paper, we focus on energy
prediction for EH-WSN. We first analyze the factors of affecting energy har-
vesting and the characteristic of the solar array. Then, the kernel partial least
squares (KPLS) is proposed as the energy prediction model. According to the
difference of energy intake for the days, months, season and year, the four
energy prediction models are established. By extensive experimental analysis
for real solar data in different areas, the proposed prediction model improves
prediction accuracy than existing energy prediction algorithms in EH-WSN.

Keywords: Energy prediction - Kernel partial least squares - Energy
harvesting wireless sensor network

1 Introduction

Wireless sensor network (WSN) is widely used for information gathering in many
sensor fields (such as environmental monitoring, automatic monitoring of agriculture,
disaster management and so on. For traditional WSN, since the energy supply based on
the battery is limited, most of research problems in traditional WSN are studied based
on energy efficient [1]. These algorithms mainly focus on minimizing energy con-
sumption or maximizing network utility for battery-power WSN. However, due to the
limited lifetime of sensor node in battery-power WSN, nodes may fail. A failed node
may result in a disconnected network which can affect the information transmission in
some monitoring application domains.

Recently, many energy harvesting technologies (e.g., solar, thermal, wireless, and
piezoelectric) are developed to solve the energy limitation of traditional WSN [2]. The
energy harvesting wireless sensor network (EH-WSN) uses the rechargeable power
supply instead of using the traditional battery. In order to achieve near-perpetual
lifetime of network, the power management is the necessary. The energy prediction is
one of the key technologies for effectively power management, which provide accurate
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energy harvested in a period of future time. This prediction will allow exploiting fully
the available energy, achieving the maximum network performance, and minimizing
the energy waste. Therefore, many works about energy prediction are proposed. In
existing researches, Kansal et al. [3] presented an energy prediction algorithm based on
Exponentially Weighted Moving-Average (EWMA). The method is suitable to the
diurnal cycle in solar energy but at the same time adapt to the seasonal variations. The
prediction error of the EWMA is approximately equal to twenty percent. In order to
improve the accuracy, Piorno et al. [4] proposed a short-term energy prediction method
of solar energy harvesting, namely, weather-conditioned moving average (WCMA).
In WCMA, the current and past-days weather condition is taken into account in pre-
diction model. Compared with EWMA model, the WCWA obtain gain of more than
90% in energy utilization. But, the prediction model only predicts the energy of a day
or several days. Therefore, Bergonzini et al. [5] proposed an improved WCMA predict
method, WCMA-PDR. The WCMA-PDR reduces the average error to less than 9.2%
at a minimum energy cost by using a phase displacement regulator (PDR). In [6], a new
solar energy prediction based on additive decomposition (SEPAD) model was pro-
posed. In this model, seasonal and daily trends along with Sun’s diurnal cycle are both
considered. In [7], aiming at one future slot and multiple future slots prediction model
with high accuracy and low complexity, a novel weather-aware solar prediction
scheme, WC-EWMA, is proposed to meet the requirements of both long-term seasonal
and short-term daily solar profiles. The prediction accuracy is better than EWMA and
WCMA-PDR prediction method. However, the mean prediction error still has 18.7%.

However, most of existing energy prediction algorithms only achieves the energy
prediction at timescales between several hours to several days for the EH-WSN. They
do not consider the prediction on future energy harvested for different time period, such
as days, months, season and year.

In this paper, we study an efficient energy prediction method with high accuracy in
EH-WSN. According to the difference of energy intake for the day, month, season and
year, we established four types of energy prediction models to predict the harvested
energy based on kernel partial least squares (KPLS) method according to the appli-
cation demand. In practical deployed EH-WSN, the energy management of EH-WSN is
supported by the energy prediction of different time periods, which can utilize fully the
harvested energy and maximize the network performance. Therefore, our objective is to
seek an effective energy prediction method to prolong the predict time and increase the
predict accuracy. Our major contributions are summarized as follows

(1) We illustrated the factors of affecting energy prediction in EH-WSN and defined
the input and output variables based on KPLS with multiple parameters. Fur-
thermore, we gave the analysis for real solar data in different areas.

(2) According to different time length of energy prediction. We present different
energy prediction method based on KPLS, which improve the prediction
accuracy.

(3) The extensive simulation results showed the prediction error delivered by the
proposed method is less than the existing energy prediction method and achieves
the energy prediction for different time periods.
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The rest of the paper is organized as follows. Section 2 presents related problem
description of energy prediction for EH-WSN and the principle of KPLS. Section 3
presents the prediction method based on KPLS according to the different prediction
interval length in EH-WSN. In Sect. 4, we evaluate the proposed method performance,
followed by concluding remarks in Sect. 5.

2 Paper Preparation Problem Description and Kernel Partial
Least Squares Model

2.1 Problem Description

In EH-WSN, each sensor node requires forecasting harvested power in a period of
future time. Therefore, the application of energy harvesting technologies is required to
deal with the variable behavior of the energy sources. By selecting the predictable,
non-controllable power sources (such as the solar one) and recording the harvested
energy of each time interval, the methods of energy prediction are required to forecast
the source availability and estimate the expected energy intake [8]. For example, the
Fig. 1 show solar power varies smoothly and fluctuates on different days. The objective
of energy prediction is to forecast energy intake in future time periods by the harvested
energy data of past time periods. The existing energy prediction methods mainly focus
on the prediction of short term, such as several hours or several days. In this paper, we
put the time periods divide into four phases, which are respectively days, mouths,
season, and year. The different time periods use different prediction model.
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Fig. 1. Variance of solar power on different days

2.2 Kernel Partial Least Squares (KPLS)

Rosipal and Trejo [9] first integrated the kernel function into partial least squares
regression model, which have extended the linear PLS model into its nonlinear kernel
form. This model overcomes the limitation that the partial least-squares regression can
only deal with the linear relationship. Moreover, it can make fully use of the
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distribution information of sample space, establish a relationship model between
response variables and explanatory variables, and greatly improve the fitting precision
and prediction precision. The specific principle of KPLS is as follows.

Assume having a mapping @ : x; € R — ®(x;) € F—a nonlinear transformation
of mapped the input variable X in feature space F. The goal is to establish a linear
model in feature space F. The ® denotes an (n X S) matrix obtained by ®@(x;). To
overcome the limitation of processing the linear problem for PLS, the dimensional of
feature space depends on the nonlinear transformation ®(.). The specific calculation
steps are as follows [9].

Setp 1: Randomly initialize u.

Step 2: t = Ku, t = t/||t||, K; = K(x;, x;) where K represents the (n x n) kernel Gram
matrix of the cross dot products between all input data points {®(x;)};_,, that is,
K = 007, K;; = K(x;, x;) where K(.,.) is a selected kernel function.

Step 3: ¢ = Y't.

Step 4: u = Ye, u = ul||u|

Step 5: Repeat step 2 to 5 until convergence

Step 6: Calculating the residual matrix of K and Y. K= — ttT) KU — ttT),
Y=Y-4Y.

Step 7: Repeat Step 2-Step 7, until reach the required number of principle
component.

Step 8: Calculating the regression coefficient,

a=0"U(T"kKU) 'TTY
Step 9: The prediction formula is
Y = ®a=KUT'KU) 'T"Y

where the K is obtained by Step 2 and K, = {K, — LLITK}K{1 — 111"

3 Establishing Energy Prediction Model Based on KPLS

In this section, we present our energy prediction model to predict the harvested energy
of senor node in a period of future time. Our proposed models include days, months,
season, and year prediction models, respectively. According to the model of KPLS in
Sect. 2, each energy prediction model is established by past harvested energy data.
First, we define the input variables and output variables of energy prediction model.
For the input variables, we select the solar radiation, average wind speed, ambient
temperature as input variable. The total solar radiation includes T timeslots in pre-
diction time period. The output variables refer to the output power of each timeslots in
total prediction time period. In procedure of energy prediction, the prediction includes
two aspects. The first aspect mainly considers the demand of energy prediction for
different time period, such as days, months, season, and year. The second aspect
reflects the energy prediction according to the prediction demand. Our objective is
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suitable for the energy prediction from short term to long term. The description of the
prediction algorithm based on KPLS model is as follows.

Algorithm 1: Energy prediction algorithm
Input: The specific prediction interval length L, input variables X.

Output: Output variable Y.
1. Input the value of L.
2. Establishing @, and K based on the training of KPLS model and the value of L
. Calculating regression coefficient based on KPLS model
ai=®,"U(T"KU)'T"Y , where 1<i<5
. Select corresponding prediction model according to prediction interval length L.
Energy Pred(L, a;, @)
. Procedure Energy Pred (L, a;, ®i)
If L="days’
Then y==o
If L="month’
Then Y = D,,a,
10. If L="season’
Then ¥ =®,a,
11. If L="year’
Then ¥ =®,,a;

(O8]

2ta2

Vo Nov s

For above energy prediction algorithm, we first require to input prediction interval
length L. Then according to the value of 7, the corresponding variables are calculated,
such as @;, and K(line 2). In line 3, the regression coefficient of KPLS g; is calculated,
where i denotes the type of prediction interval length. For example, when i = 1, the ¢;
is regression coefficient of predicting the energy value in several days. In line 4 and line
5, the procedure of energy prediction is called to calculate the final value of energy
prediction. The specific procedure of energy prediction is described in line 6-11.

4 Performance Evaluation

In this section, we evaluate the performance of the proposed energy prediction algo-
rithm based on KPLS model. All simulations were based on the public solar database
[10]. Solar cells are technically named photovoltaic cells because they change light (or
in Greek, photo) into electricity. PV modules come in sizes from 10 W to 300 W. We
utilize the model of solar cells in [10]. The specific description is as follow: Systems
that are oriented generally south and on a 4/12 pitched roof (18.5 degree tilt) or steeper
produce at least 95% of the electricity of an optimally oriented system. Solar radiation
is approximately 1,000 W/m?. Mono-crystalline (single crystal) and multi-crystalline
solar panels change about 15-18% of the incident sunlight into electricity. The inverter
is usually about 90% efficient in turning DC current to AC current. Other factors such
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as line losses and dirt on the array typically cause another 10% decrease in performance
[10]. Photovoltaic (PV) cells use the same technology that is used to make computer
chips and other solid state electronic components. We compared the performance of the
proposed algorithm with the classic scheme EWMA [3] and WCMA [4], based on real
solar data [10]. For all experiments, the L denotes prediction interval length and each
prediction interval length divide into 24 time slots. Here, we give the comparison
results of energy prediction based on prediction interval length L = ‘days’ and L =
‘months’. The specific results are shown in Figs. 2 and 3.

S — Precdicted solar energy of proposed algorithm
1ol Real solar energy ]
----- Precdicted solar energy of WCMA
o e Precdicted solar energy of EWMA

Energy(KJ)
[e)]

4 [ 1 |
2 ]
0k PR L RTINS
0 1 1.5 2 3
days

Fig. 2. Comparison of Energy prediction for prediction interval length L = ‘days’

From Fig. 2 as we know, the proposed prediction algorithm presents better pre-
diction precision than WCMA and EWMA. The prediction error of EWMA is less than
that of WCMA, which is different from the result in literature [4]. By the further
analysis, we found that the ambient temperature play an important role in the precision
of the energy prediction. In [4], the prediction model doesn’t consider these factors of
average wind speed, ambient temperature. For Fig. 3, the performance of the proposed
algorithm similarly is better than others. But the prediction errors of all energy pre-
diction algorithms are larger than the result in Fig. 2.

In order to further evaluate the performance of the proposed algorithm, the pre-
diction errors for the proposed energy prediction algorithm, EWMA and WCMA for
different prediction interval length L are shown Table 1.

From Table 1, the prediction errors of the proposed prediction algorithm are less
than other algorithms. Moreover, the prediction errors of all the energy prediction
algorithms increase with the increasing of prediction interval length. The results
indicated the proposed algorithm present a valid energy prediction.
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Fig. 3. Comparison of Energy prediction for prediction interval length L = ‘months’

Table 1. Comparison of prediction errors

Days | Months | Season | Year
The proposed algorithm | 7.3% | 82% |13.6% |18.3%
EWMA 10.6% | 159% | 18.1% | 25.4%
WCMA 30.2% | 40.5% |46.4% | 50.2%

5 Conclusion

In this paper, we proposed an energy prediction algorithm based on KPLS for energy
harvesting WSN. The energy prediction interval length of the existing energy predic-
tion algorithms mainly focus on the hours and days. Our proposed energy prediction
algorithms achieve different prediction interval length, including the days, months,
season and year. We first analyze the factors of affecting energy intake in EH-WSN and
present the input and output variables. Based on the analysis of KPLS model, the
energy prediction algorithm is proposed. The simulations based on real solar data show
that our proposed algorithm has less prediction error than existing typical prediction
algorithms in different energy prediction interval length.
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Abstract. Convolution neural network is a method that can extract features
automatically of deep learning. It has a better recognition effect compared with a
variety of face recognition algorithms. In view of the problem that the number of
face training samples is reduced and the recognition performance is reduced too,
the recognition algorithm based on maximum scatter difference criterion is
proposed. The maximum scatter difference criterion is introduced to minimize
the error when the gradient descent method is used to adjust the weight. And the
within-class scatter of the sample should be the minimum and the between-class
should be the maximum. Finally, the weights can be more close to the optimal
value of the classification and the recognition rate of the system can be
improved. A large number of experiments show the effectiveness of the
algorithm.

Keywords: Deep learning - Convolution network - Maximum scatter
difference criterion * Face recognition

1 Introduction

In recent years, face recognition is one of the hot topics in the field of pattern recog-
nition, image processing, computer vision and so on [1, 2]. And the method of deep
learning has gained remarkable success in machine learning tasks such as face
recognition [3, 4]. Deep learning network has a strong ability to function, and it has a
good effect on complex function representation and classification. Under the premise of
inheritance automatic learning feature extraction, convolution neural network as one of
the deep learning approaches ensures the spatial structure of the original signal and
shares weights to reduce the need to train the parameters, so in many fields have good
effect.

LeCun firstly applied the convolution neural network to the field of handwritten
character recognition and proposed a gradient descent method. When adjusting the
weights, the BP algorithm which is based on the minimum error method should carry
on the back propagation [5]. It is worth noting that the model is also used in other
feature extraction. However, the existing convolution neural network accuracy in

© Springer Nature Singapore Pte Ltd. 2017
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dealing with the problem of face recognition is still to be improved, especially when
faced with the lack of training samples or the attitude changes of face images. Its
convergence speed is slow and the recognition accuracy is not high enough. According
to the above problems, deep convolution neural network recognition algorithm based
on the maximum scatter difference criterion is proposed in this paper. The ability of
classify of the convolution neural network should be improved when the training
samples are small and the orientation of the face samples are changeable. This paper
introduces the maximum scatter difference criterion, taking into account the error is
minimized at the same time to keep the sample within-class scatter minimum and
between-class scatter maximum, the weight can be more conducive to the classification
of the approximation of the optimal value, the recognition rate of the system can be
improved. The experimental results show that a better effect can be achieved when the
training sample is insufficient or the human face has the attitude change.

2 Depth Convolution Neural Network

2.1 Convolution Neural Network Architecture

Convolution neural network (CNN) has developed on the basis of traditional neural
network and has aroused wide attention on highly efficient recognition [6]. Because
the original image can be directly entered into the network, which avoids the pre-
processing of the image, hence, it has been widely used.

The core idea of the convolution neural network is that local receptive fields,
weight sharing and down sampling were used to optimize the neural network structure
and reduce the network of neurons in both the number and weight. At the same time,
the pool technology was used to keep the feature having the displacement, scaling, and
distortion invariable [7].

Convolution neural network includes forward propagation, back propagation,
convolution layer and the down sampling. The processes of convolution kernel down
sampling are that a training of the convolution kernel and different combinations of
feature map are convoluted, then added bias, and finally got the current layer of the
feature map. The sub sampling layer can greatly reduce the dimension, and it has a
advantage of translation invariable. The process is shown in the following manner.

(ﬁldown( )—i—bl) (1)

X
multiplicative bias, b’ is the additive bias, f (x) is the activation function, xl l'is the

Where: down( - ') is the [ — 1 layer of the jth feature map sub sampling, f/ is

[ layer of the jth characterlstlc diagram. Under the combination of more than one of the
above convolution sampling process constitutes the deep convolution neural network.
The typical deep learning neural network structure schematic diagram is shown in
Fig. 1.
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Fig. 1. Sketch map of deep convolution neural network

2.2 Convolution Neural Network Cost Function and BP Algorithm

A sample set consisting of m samples is {(x’), ey (yl) }, they belong to the n cate-

gories, y'¥) is the corresponding category label of x!). The basic cost function of the
convolution neural network is

J(W,b) = R(W,b)
1 & . .
_ L PRGN
PSS

1.1 : 112
= [E;E ([ () = ¥7|°]

Formula: W is the weight for each layer of the connection among the parameters; b
is the bias term; hy ,(x') is predictive value for the final layer of the neural network
output. The goal of the training network is to find the minimum value of the function J
(W, b) for the parameters W and b, and the objective function is optimized by using the
gradient descent method.

o _wo .0
ij
B = b0 — 5% yw.p) )
ij ij o J
y

o is a learning rate, type (3), (4) can be solved by BP algorithm. When using BP
algorithm, we should first spread to calculate the network’s final output value of
hw »(x'). Then the gap is calculated between the output value and actual value, which is
5;’1. Finally, through the compute residuals for each layer calculate the partial derivative
of the (3) and (4).

The formula for calculating the residual error of the last layer of the traditional
neural network is
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——:——th.b(x(i)) —)’(i)H (5)

3 Depth Convolution Recognition Algorithm Based
on Maximum Scatter Difference Criterion

Maximum scatter difference criterion is put forward based on Fisher criterion, and it is
a kind of supervised classification criteria. Its basic purpose is searching for an optimal
projection direction to implement the smallest of the within-class scatter and the largest
of the between-class scatter. Its classification effect is better [8]. In order to make the
algorithm more beneficial to the classification, the energy function based on the scatter
of the between-class and the within-class is proposed, which is based on the idea of the
maximum scatter difference criterion. §,, is similarity measure function within class
which is defined as the sum of scatter between all samples and their class mean values.
S, is similarity measure function between class which is defined as the sum of scatter
between the average of all the samples.

m n

Su =3 D s @) —m| (6)

i=1 j=1

m m

1 ; A2
S =520 2 M7 - M7 7

i=1 j=1

The mean value of the class i sample is expressed in the formula MY, i.e.

(8)

When using S, as the cost function to compute the gradient, each iteration step
makes the sample predictive value to average predictive value of the categories of
samples smaller. When using S}, as the cost function to compute the gradient, each step
of the iteration makes the scatter between different classes larger.

In order to make the characteristics of each layer of the deep learning network more
favorable to the classification, the energy function model of constraints between class
and within class is proposed. It is J = R+ 9S,, +1S)

R is the cost function of neural network. The total cost function is J. Considered the
error makes the scatter of within class is the smallest and between classes is the largest.
When the weights are adjusted, the weights of each layer can be adjusted to the
direction of the classification, so that the sample quantity is small or the face direction
is changed, the target of the classification can be more quickly close.
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It is most important that using BP algorithm to update the weights is to find the
target function of the final output layer of each output unit of the residual error. S,, is a
function of measure of similarity within class, and the formula for calculating the
residual error of each output unit in the output layer is:

S &

ZZ ) = M

8Z-(nl> 8Z nl e

=233 () — M0) - () = (119

nl __
5! =

m n (ill) (nl)
\ 1—a
_ 5 (%W) B M<’)) ) (“5”1) (1 ocl("”)) % (1—o;"")
i=1 j=1 n
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S, is a function of measure of similarity between classes, and the formula for
calculating the residual error of each output unit in the output layer is:

B a Sb m m

Z(nl) = 8Z (nl) 2mzz ||M

1

(=%
~2
o))

!

(MY — M9y [(MD) — (M(i>)] (10)

S|I—3~

(MO — M0 @ - (L= g0y — g (g0
n n

In the model, each sub function can be obtained after the last layer of residual error
can be iterated through the BP algorithm and get all the weights.

4 Experimental Results and Analysis

4.1 Experiment Results on ORL Face Database

ORL database is created by the AT&T Laboratory of University of Cambridge. It
contains 400 face images of 40 individuals. For each individual, 10 pictures are taken
various attitude changes and expression changes. Each image resized to 92 * 112 for
PGM format, as shown in Fig. 2.

Because of the small number of samples of ORL face database, it is found that a lot
of iterative training needs to be carried out to achieve a better recognition effect.
Figure 3 shows the experimental results on NN, CNN, and MCNN in the ORL
database.
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Fig. 2. Part of the face images in ORL face database
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Fig. 3. The error rate of different methods of training samples in ORL database

From the graph, we can see that when the training samples are less, the overall
recognition rate of the depth learning algorithm is not very good. However, with the
increase of the number of training samples, the recognition effect has been increased to
a certain extent. Even when the number of training samples is small, the error rate of
MCNN algorithm is still lower than that of the other two methods. And when the
number of training samples is less, the advantage is more obvious. This is the MCNN
algorithm which added to the class of constraints, so that the classification performance
is better.

In this experiment, 9 images of each person were selected as a training sample, and
1 image was used as test samples. The experimental results were as Table 1.
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Table 1. The recognition rate of the classical CNN and MCNN in the ORL database

Test times | Training frequency | Method | Error rate | Increase %
1 500 CNN | 0.2250 11.37

2 500 MCNN | 0.1113

3 1700 CNN [0.2188 10.80

4 1700 MCNN | 0.1108

5 2500 CNN |0.2105 10.00

6 2500 MCNN | 0.1105

4.2 Experiment Results on IMM Face Database

IMM face database contains 7 women, 33 men and a total of 240 individuals of 40
human face color images. Each of the 6 images contain a human face pose, angle, light
and expression. Each image resized to 92 * 112 for PGM format, as shown in Fig. 4.

Fig. 4. Part of the face images in IMM face database

2, 4, 6 pictures were selected from each of the 6 pictures, and the 2 images were
tested in the experiment. Experimental results are shown in Table 2. From the table we
can see this algorithm recognition rate is higher compared with other methods. That is
to say, when the training sample is less, the method is more effective.

Table 2. Experimental results on IMM face database

Sample number experimental method | 2

4

6

NN
CNN

0.9138
0.8503

0.8342 | 0.6160
0.7942 | 0.4839

MCNN

0.6228

0.5939 [ 0.4208
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5 Conclusion

In this paper, a new algorithm for the recognition of neural network based on the
maximum scatter difference criterion is proposed. In the iterative adjustment of the
weights, it is not only to consider the minimization of error, but also to make the
sample to keep the smallest of scatter within the class and the largest of scatter between
the classes. Thus the weight can be more quickly approaching the optimal value of the
classification. The follow-up study of this paper is to optimize the structure of the
neural network, to improve the recognition rate and reduce the complexity of the
network.
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Abstract. Clustering and multi-hop routing algorithms substantially prolong
the lifetime of wireless sensor networks (WSNs). However, in multi-hop rout-
ing, the nodes near the sink are burdened with heavy relay traffic and tend to
exhaust their energy very quickly. Thus, the energy hole arises. In this paper, we
propose an SDN-based Unequal Clustering Routing (SDUCR) protocol for
WSNSs, which consists of a Centralized Unequal Clustering algorithm (CUCA)
and a Connected Graph Based Minimum Energy Consumption (CGMEC)
multi-hop routing algorithm. We use the centralized intelligence of Software
Defined Network (SDN) to implement clustering and routing. Our CUCA is
used to partition the network into clusters of unequal size based on residual
energy and degree of sensor nodes. The CGMEC algorithm constructs a routing
tree among cluster heads which ensures the connectivity among nodes and
balances the communication cost of all nodes. Simulation results show that our
SDUCR protocol balances the energy consumption among sensor nodes and
achieves an obvious improvement on the network lifetime.

Keywords: Wireless sensor networks : Energy hole problem - Software
Defined Network * Unequal Clustering + Multi-hop routing * Routing algorithm

1 Introduction

WSNs are characterized by limited power, computation ability and memory constraint.
As the energy is non-rechargeable, the energy should be managed carefully. In order to
achieve high energy efficiency and assure long network lifetime, sensor nodes can be
organized hierarchically by clustering [1]. Previous research [2] has shown that
multi-hop communication is more energy efficient than direct transmission because of
the characteristics of wireless channel. However, the “energy hole” problem arises in
multi-hop forwarding model because in this model nodes near to the sink are burdened
with more data transmission task which make them die earlier than nodes away from
the sink.

© Springer Nature Singapore Pte Ltd. 2017
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Clustering and multi-hop routing can reduce energy consumption obviously.
Therefore, many energy-aware clustering and routing algorithms have been proposed
[3]. However, these algorithms run under the distributed structure which need amount
of information exchange.

Software Defined Networking (SDN) is an emerging network paradigm that
decouples data forwarding path and the control path. SDN was developed to facilitate
innovation and enable simple programmatic control of the network datapath, which
allows network administrators to manage network services through abstraction of lower
level functionality. Recently, some researchers apply SDN in WSNs [4, 5]. Most of
these researches design the architecture for WSNs based on SDN.

In this paper, a new protocol named SDN-based Unequal Clustering Routing
protocol (SDUCR) proposed which use the centralized intelligence to implement
clustering and routing. Utilizing the global view of the network, we complete the
process of clustering and construct routing path in the Controller which provides the
optimum solution for clustering and routing.

The remainder of this paper is organized as follows. Section 2 describes the related
work. Section 3 describes the network model and the energy consumption model.
Section 4 presents our CUCA clustering algorithm and CGMEC multi-hop routing
algorithm in detail. Section 5 presents our experimental results with discussions.
Finally, Sect. 6 offers the concluding remarks.

2 Related Work

In the past few years, many clustering protocols have been proposed to prolong the
lifetime of WSNs. A hybrid energy-efficient distributed (HEED) clustering algorithm is
proposed in [7], which chooses cluster head base on node’s residual energy. Sensors
that are not covered by any cluster heads double their probability of becoming a
cluster-head. This procedure iterates until all sensors are covered by at least one
cluster-head. Hence, it needs many times of iterations and incurs high overhead.

In EEUC [8], the authors propose an Energy-Efficient Unequal Clustering mech-
anism for periodical data gathering applications in wireless sensor networks. EEUC is a
distributed competitive algorithm, where cluster heads are elected by localized com-
petition. The node’s competition range decreases as its distance to the base station
decreasing. In UCRA [9], authors use vote mechanism to choose cluster head (WCA),
the rest of the nodes choose the best cluster head to join according to fitness or other
mechanisms. This procedure iterates until all nodes are covered by at least one
cluster-head. For inter-clustering phase, UCRA uses Minimum Energy Consumption
(MEC) routing algorithm which makes the energy more efficient. In CAUCR [10],
authors use an Optimized Weighted Unequal-Clustering Algorithm (OWUCA) which
is also vote-based algorithm to execute the clustering phase. In RME routing phase, the
cluster head has known the cluster heads around itself according to the clustering
phase’s information. RME starts routing construction from the cluster heads close to
the sink, and finishes in certain steps.
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3 Network Model

We consider a square sensing field and N nodes uniformly distributed within the field.
The sink node in WSNs collects data from sensor nodes periodically. We use the system
model just like [4] which introduces SDN architecture into WSNs. The Controller runs
on the sink and sensors transmit data packets following the rules in flow table. The
Controller identifies the cluster head with unequal aggregating size using the informa-
tion gathering from topology discovery phase and builds the routing tree between the
cluster heads. Cluster members send their data to the cluster head. The cluster head
receive and aggregate these data, then relay them to the sink via routing tree.

We make the following assumptions and the underlying network model (just like
previous researches [8—10]):

1. There is a sink in the network; sensors and the sink are all stationary after
deployment.

2. All nodes are homogeneous and have the same capabilities. A unique identifier
(ID) is assigned to each node.

3. Nodes can use power control to vary the amount of transmission power, which
depends on the distance to the receiver.

4. Each node knows its own location through GPRS or RSSI localization [11].

We use a standard energy consumption model as described in [6]. The energy
consumption for transmission of a k-bit packet over distance d is:

o ke + k§f5d2 d<d,
Enlk,d) = {ke,x + keypd*  d > dy (m)

where, e, depends on factors such as the digital coding, modulation, filtering, and
spreading of the signal. The distance d is the threshold defined as /& / Emp- &fs and &,
are the power amplification factors. In addition, to receive this message, the radio
energy consumption is:

Erc(k) =k - ey (2)

where, e, is the receiver electronics energy for each bit. The total aggregation
energy is:

Epo(m,k) =k -m- eqq (3)

where m is the number of cluster members and e, is the data aggregation energy per
bit, k is the size of aggregation data.

4 Proposed Routing Framework

In this section, we describe our routing protocol in detail. Our protocol contains four
phase: topology discovery, cluster building, Data transmission, re-clustering and
rerouting.
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4.1 Topology Discovery

In topology discovery phase, the topology manager module in the WISE-Visor builds a
consistent view of the current network status. Therefore, it requires to collect local
topology information generated by sensor nodes. The Topology Discovery (TD) layer
of sensor node maintains its current neighbors with transmission range dy. It will
deliver their neighbors’ information to the WISE-Visor, then the WISE-Visor con-
structs the network topology graph [4].

For the reason of reducing control overheads, the controller runs TD phase only
when the initialization of the network and the residual energy of one of the current
cluster heads is less than the energy threshold.

4.2 Unequal Clustering Protocol

We propose Centralized Unequal Clustering Algorithm (CUCA) to complete the pro-
cess of clustering. The Controller holds the topology graph containing nodes geography
location information and the residual energy of each node. The Controller calculates
dpax and d,,;,, then, calculates the competition radius based on the formula [8]:

dpax — d(v;, sink)

Ri =(1—-cx
( ‘ dmax - dmin

)R (4)
R; is the competition radius of node i. d,,, and d,,;, are calculated based on nodes
geography location information. d(v;, sink) is the distance between node i and sink.
R,qx 1s the maximum competition radius. ¢ is a constant coefficient between 0 and 1.

Topology Reconstruction. The Controller utilizes the competition radius of each node
and nodes geography location information to reconstruct topology graph which means
neighbor list of each node will be changed.

Cluster Head Selection. In this phase, the Controller uses CUCA to select the optimum
nodes to be cluster head. The node which has more residual energy will have more
chance to be cluster head. CUCA chooses the node whose energy ratio in among it’s
neighbors is biggest to be cluster head, then its neighbors become member nodes.

The node set “node” contains all the sensor nodes in the sensor field. Each node
sums the energy of all its neighbors in rNb(i) up as SE(i).

SE() = Y E+E (5)
)

JErNb(i

where, rNb(i) is the neighbor list of node i after topology reconstruction. E; is the
residual energy of node j. SE(i) is the total energy of node i and its neighbors. Then
each node calculates its own priority to be cluster head.

E;
Pro(i) = — 6
0= 3 i ©)
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where Pro(i) is the priority of node i to be cluster head where the higher priority means
the higher probability to be cluster head. We apply a greedy algorithm to determine the
cluster heads candidates.

After the calculation of Pro(i), the Controller sorts the node with the value of Pro
(i) from largest to smallest indicated as set Chpr. The node set CH represents the nodes
which are selected to be cluster head. The Controller selects the node with the maxi-
mum value in Chpr to be cluster head. The neighbors of the cluster head node which is
in the list before reconstruction are marked as the member node. Delete the node in
Chpr which is marked as member node. Each node in sensor node set “node” has a
ChToJoin domain which records the cluster head candidates that the node will join in.

Cluster Formation. To balance the energy distribution, more sensors should subscribe
to a high-energy cluster head. If the node’s ChToJoin domain just has one element, the
element is the cluster head in which the node will attend. If the domain has multiple
elements, then it uses the following formula to determine which cluster head to join in:
fitness(i) = B d(i.j) +(1— ﬁ)M
dmaxtoCH Emax

(7)

where, d(i, j) is the distance between node j and cluster head i, dmaxtoCH 1is the
maximum distance between a member node i and CHs that cover it. ff represents impact
factor to determine which factor makes greater impact. The node chooses cluster head i
with biggest fitness as its cluster head. Each node in CH maintains a Cmb domain
indicating the cluster member of the cluster head. The cluster head constructs Cmb
according to the ChToJoin domain in each node.

Cluster Head Notification. The Controller generates cluster head notification packet
(i.e. CH_NTF). The CH_NTF packet contains the member information. The sink
transmits the CH_NTF packet to the corresponding cluster heads. When the cluster
head receives the CH_NTF packet, it creates corresponding flow table entry in its
WISE flow table. The cluster head checks the member information and generates
member notification packet (i.e. Mb_NTF) that notifies its member nodes. For reducing
the congestion, the cluster head generates the time-slot schedule for cluster members
based on TDMA [12] and sends it to the cluster members.

4.3 The Multi-hop Routing Mechanism

Routing Tree Construction. In this phase, clusters have been formed. Cluster heads
transmit their data to the sink via multi-hop communication. We propose Connected
Graph Based Minimum Energy Consumption (CGMEC) multi-hop routing algorithm
for inter-cluster communication. The Controller calculates the distance from cluster
heads to sink (DisToSink) and builds connected graph about cluster heads using
TD_MAX Let CH_Nb represent the neighbors set of cluster heads, NextHop represents
the next hop of cluster head to sink and EnToSink represents the energy consumption to
sink. At the beginning, all cluster heads in TD_MAX range around sink directly
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communicate to sink, set NextHop to the ID of sink, calculate energy consumption to
sink (EnToSink) by:

kepd(i)®  d(i) <do ®)

EnToSink(i) = k
(i) = kew + { Kenpd(i)* d(i) > do

Then, calculate the NextHop of each cluster head. Check node’s DisToSink and the
value of nodes in its CH_Nb, and insert the node whose DisToSink is smaller than in its
NextHop. We consider the sink as the source point, perform the breadth first search
(BFS) of graph theory, and calculate EnToSink of the element in NextHop for all cluster
heads layer by layer. The EnToSink is calculated by:

N ..
EnToSink(i) = EnToSink(j) + ke, (j) + ke (i) + { kepd(i,)° - d(Bj)<do (g

kewpd(i,j)* d(i,j) > do

The Controller updates the NextHop of each node based on minimal energy con-
sumption to sink for the purpose of energy conservation. So, the NextHop has only one
element whose EnToSink is minimum. Then, the routing tree has been constructed. The
detail of CGMEC algorithm is given in Algorithm 1.

Algorithm 1. Routing Tree Construction

Let G={Connected graph constructed based on CH _Nb};
bfs={Set of the result of BF S(G) };
for all x € node do
if x.DisToSink < TD MAX then
Calculate x.EnToSink by (8);
x.NextHop = sink;
else
for all y € x.CH_Nb do
if y.DisToSink < x.DisToSink then
x.NextHop = x.NextHop U y;
end if
end for
end if
end for
for all x € bfs do
for all y € x.NextHop do
Calculate x.EnToSink by (9);
end for
Choose the node z which has the min value in x.EnToSink;
x.NextHop = Zz;
x.EnToSink = x.EnToSink(z);
end for
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Flow Table Entry Issued. After routing tree construction, the Controller generates
packet that contains flow table entries and transmits to the corresponding cluster heads.
The cluster head receives the packet and updates the WISE flow table.

Cluster Head Rotation and Rerouting. For the purpose of energy conservation, the
Controller monitors the residual energy of each senor node in the network. If any
cluster head falls bellow the threshold value (E,, = E,,/2, E,,, is the average of
residual energy of the nodes in cluster), it initiates cluster head rotation or rerouting.
The Controller selects the node in the cluster whose Ej, is larger than E,,./2 and
distance to current cluster head is minimum to be new cluster head. The Controller
decides NextHop of this node and the nodes whose NextHop are old cluster head
according to EnToSink calculated based on 9. Then, the Controller generates and
transmits corresponding flow table entries to the corresponding nodes and transmits
cluster member ID of the new cluster head to it. Cluster heads receive the packets and
update their flow table.

5 Simulation Processes
In this section, we evaluate the performance of our SDUCR mechanism via simula-

tions. Simulation are carried out in the network simulator OMNET++. Only one
controller used in the simulations. The simulation parameters are given in Table 1.

Table 1. Simulation parameters

Parameter Value
Network coverage (0,0) (400,400)
Sink location (200,400)

N 200

Initial Energy 11J
Transmitter circuity, e, 50 nl/bit
Receiver circuitry, e, 50 nl/bit

& 10 pJ/bit/m*
Emp 0.0013 pl/bit/m4
Aggregation energy per bit, e, | 5 nJ/bit

dy 87 m

Control packet size 400 bit

Data packet size 4000 bit

We focus on the overall performance of HEED [7], EEUC [8], UCRA [9], CAUCR
[10] and SDUCR. The performances of the protocols were compared based on the
network lifetime which is expressed as the round of the first node die.

We investigate how SDUCR prolongs the network lifetime. We define the network
lifetime as the number of rounds until the first node dies. For each simulation, 200
sensor nodes were deployed in a square of 400 * 400 m?, uses 20 different location
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sets and ran 100 times to get the average value. The simulated networks use the energy
model mentioned in Sect. 3.

In Fig. I, we compare the network lifetime for the four different algorithms
(¢ = 0.4, N = 200). Figure 1 shows SDUCR prolongs the network lifetime more than
the other three. Because HEED is based on equal clustering it does not consider the
problem of unbalanced energy consumption among cluster heads. EEUC uses an
unequal clustering algorithm based on competition radius, so it generates a longer
lifetime than HEED. UCRA uses vote mechanism in clustering phase, it can choose

1200 ——r——r—v—
—&—HEED
—+—EEUC

1000 CAUCR
—*—UCRA
—*—SDUCR

8

rounds until first node die(ronud)

01 02 03 04 0505 07 08 09 10 11 12 13 12 15
Rmax(d0)

Fig. 1. Network lifetime with different Rmax

1200 x
——rEED
1900 ——EEUC
CAUCR
1000 | —H—UCRA

4&)1/
30
100

rounds until first node die(ronud)

150 200 250 350
number of nodes(Rmax=d0)

Fig. 2. Network lifetime with different numbers of nodes
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more suitable cluster head than EEUC. CAUCR reduces the control overheads in
inter-cluster communication phase, thus, it is more energy efficient than UCRA. Our
proposed protocol reduces the overall control overheads and generates more suitable
cluster and routing path by SDN intelligence and prolongs the network lifetime.

Figure 2 shows the impact of different numbers of nodes on the network lifetime
about different protocols. The number of nodes doesn’t have much impact on HEED
because HEED chooses the cluster head randomly. With the increase of nodes, the
network lifetime increases in EEUC, UCRA, CAUCR and SDUCR.

In SDUCR, the centralized clustering and routing tree construction successfully
balance the energy consumption and prolong the network lifetime.

6 Conclusion

In this paper, we firstly introduce CUCA to balance the energy consumption among
cluster heads and reduce the control overhead by SDN architecture which rotates the
cluster heads only if the residual energy of one of the current cluster heads less than the
energy threshold instead of rotating every round. Cluster heads closer to the sink can
maintain some energy for inter-cluster data forwarding because they have smaller sizes.
Secondly, we design CGMEC multi-hop routing algorithm for inter-cluster data
communication with minimum energy consumption. Simulation results show that, the
SDUCR protocol significantly prolongs the network life cycle.
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Abstract. As the era of big data comes, numerous research works have been
directed to focus on the massive, multi-source data acquisition, transmission,
storage and management. The wireless sensor network is an important way and
means to get “metadata” for big data. However, restricted energy resources and
poor security have always been the bottleneck of wireless sensor network. In
this paper, based on the method of software and hardware co-design, we
introduce non-volatile memory (NVM) into memory system and propose an
algorithm DAEE, managing the NVM dynamically to reduce energy cost and
meanwhile adopting the security model of dynamic set theory to improve the
data security. Experimental results show that the proposed method effectively
guarantees the data security, reduces the network data flow and the whole
network energy consumption, providing an efficient way for data processing in
wireless sensor network.

Keywords: WSNs - NVM - Dynamic set + Software-hardware co-design

1 Introduction

Cloud computing, internet of things, social networking and other emerging services
have maked the types and scale of human society data growing at an unprecedented
rate. Thus data has become a very important factor in production. Big data [1, 4] has
attracted wide attention, and more and more studies focus on the data acquisition,
storage, transmission and management.

The wireless sensor network [5, 6] is a hot research field which combines various
topics including sensing, wireless communication and embedded computing. Wireless
sensor networks can sense, collect and measure various information in real time by
collaboration of many integrated micro-sensors. Then the information is transmitted
wirelessly and aggregated through multi-hop ad-hoc networks, which connects the
physical world, computing world and human society dynamically. It is critical to ensure
the stability and efficiency of the data-centric wireless sensor network, making the data
stored and transformed safely and effectively. Besides, the wireless sensor node is an
important component of wireless sensor network. Owing to the unique characters of
wireless sensor network, such as it being deployed widely and applicable to open
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H. Yuan et al. (Eds.): GRMSE 2016, Part II, CCIS 699, pp. 164-172, 2017.
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environment, the wireless sensor nodes usually have less energy resources, storage
capacity and computing power compared with other computing devices.

In this paper, based on the method of software and hardware co-design, we
introduce non-volatile memory (NVM) into the wireless sensor node to extend the
memory capacity and propose a software-controlled management scheme that adap-
tively switches off and on the NVM device to reduce the energy cost, and meanwhile
adopt the security model of dynamic set theory to improve the data security in storing
and transmitting.

2 Collaborative Design of Software and Hardware

Various application scenarios of wireless sensor networks require wireless sensor nodes
to be equipped with the characteristics of cheap, low power consumption, small size
and short-range wireless communication, which limits the nodes when it comes to
storage, energy consumption and computing power, etc.

2.1 Extending Memory Capacity with NVM

The Big Data era brings opportunities for innovation of data storage technology. With
the rapid development of NVM technology, the bandwidth of NVM becomes much
higher with decreasing latency. It begins to shake the monopoly position of traditional
main memory that is based on volatile dynamic random access memory (DRAM). And
increasing capacity and lower price make non-volatile memory (NVM) to become
more and more suitable for being one part of main memory system.

The non-volatile memory used in the hardware design is phase change memory
(PCM). Compared with the traditional dynamic random access memory (DRAM),
PCM has higher density, lower energy consumption and comparable read speed, as
shown in Table 1. In this paper, an extra PCM memory chip is added to the wireless
sensor node for extending the memory capacity, as Fig. 1 illustrated. Meanwhile we
propose a management scheme, which can adaptively switch off and on the PCM
device, to dynamically use the space of PCM and reduce the energy cost. With the
extended PCM memory capacity, the forwarding packets can be temporarily stored and
processed in transmitting nodes, which can reduce the network congestion and achieve
the balance of network energy.

Table 1. PCM and DRAM

PCM DRAM
Density power | 2-4X100-500 mW/GB | 1X ~W/GB
Idle <0.1'W ~W/GB
Refresh No Yes
Write latency | 150 ns ~10 ns
Read latency |55 ns ~10 ns
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Fig. 1. Extended PCM memory board.

2.2 The Design of Secure Storage Based on Dynamic Set Theory

In wireless sensor network, if the data stored in the non-volatile memory (NVM), such
as the PCM used in our hardware design, an unavoidable problem is the security of
stored data. Owing to the non-volatility characteristics and wear-leveling mechanism of
NVM, which make it possible to generate residual data so that effective information can
be obtained from these residual data by data recovery techniques, and the leakage of
private and confidential data is an unavoidable result. Data encryption technology is the
most common and effective technique to ensure the security of data storage and
transmission. However, traditional data encryption mechanisms can’t work well in the
embedded environment which has limited resources and lower computing power. In
this paper, we adopt the dynamic set theory to ensure the security of data storage and
transmission.

Set theory is one of the basic theoretical tools used in modern mathematic, infor-
mation science and system science. For classical sets, they have the following three
important characteristics — accuracy, boundary certainty and stability. Zadeh proposed
fuzzy set by replacing ‘boundary certainty’ with ‘boundary uncertainty’ [7]. Pawlak
proposed rough set theory by introducing vagueness instead of accuracy in classical
set [8]. Shi proposed packet sets theory called P-sets, which are composed of interior
P-sets XF and outer P-sets XF and have dynamic characteristics [14].

In this paper, based on the P-sets theory, we treat the data stored and transmitted in
network as a set. The data are dynamically changed based on the data transmission path
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and recovered at the sink node. Take the network topology depicted in Fig. 2 for
example, there are four sets: ID = {ID;, ID,, ID;, ID,, IDs} (the set of node identity),
o = {og, 0 03 04 o5} (the set of node attribute value), F = {f}, f>, f3, fs f5} (the set of
function rules of each node), F~' = {f;’, %, f3°, fz', f5'} (the set of corresponding
inverse function rules of each node).

There are the following constraints:

(1) ID; is the unique identifier of the i, node; o; is the exclusive attribute of the i,
node; f; is the only function rule of the i, node, and its unique inverse function
rule belongs to the set F~'.

(2) Sink node records the ID of all nodes and the corresponding attributes and inverse
function rules.

From Fig. 2, we can see that Node 4 and Node 5 have data X and Y respectively.
The data need to go through Node 3 and Node 1 to arrive at the sink node and Node 3
is regarded as an intermediate node which stores data in temporarily. The process is as
follows:

Fig. 2. The evolution process of data during transmission

(1) Data X is processed by Node 4 and becomes X,, which is sent to Node 3:

Xy = (fy(X, 04),1D4) (1)
(2) Data Y is processed by Node 5 and becomes Y5, which is sent to Node 3:

Ys = (f5(Y,as),IDs) (2)

(3) Data X, and Y5 are combined at the Node 3 and becomes Z3, which are sent to
Node 1:

Zy = (f3(X4+ Ys,03),ID3) (3)
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(4) Data Z; is processed by Node 1 and becomes Z;, which is sent to sink node:
Zy = (f3(Z3,04),1IDy) (4)
5) Sink node analyzes data Z, by using F set and restoring the original data X and
Y layer by layer.

The sink node maintains the information table of nodes in the whole network, as
shown in Table 2.

Table 2. Information table of nodes
ID fla
D, | fi" | oy

3 Algorithm

The energy cost of wireless sensor network mainly comes from the cost of data
receiving, sending, collecting, computing and storing, especially the data sending.
When the distance of data transmission is constant, the energy cost depends on the
length and frequency of data transmission. In this paper, we propose a dynamic
adaptive energy efficient algorithm (DAEE), aiming to reduce the frequency and
redundancy of data transmission.

Considering that the data packets in wireless sensor network usually have the
characteristics of small-size and high-frequency, DAEE algorithm dynamically uses the
extended NVM memory space to temporarily store the data needed to be transmitted in
a period of time and meanwhile integrates the related data to reduce data redundancy,
as a result achieving the goal of reducing energy cost.

The algorithm maintains two variables, Ga and Ge, which indicate the number of
packets collected by node itself and received from other nodes, respectively. For
indicating the different impact on energy cost caused by the above two types of packets,
we add two extra impact factors, p and §, as illustrated in Algorithm 1.

In Algorithm 1, variable R is used to record the amount of data transmitted during r
time. If R is larger than the threshold ¢, it means that the frequency of data trans-
mission is much higher. So the extended NVM memory space is waken up and used to
store the data and reduce the data redundancy. Otherwise the state of the extended
NVM memory space is set to be idle for reducing storage energy cost.
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Algorithm 1. DAEE Algorithm

® Maintain the time variable T
@ Ga=Ga+1l //when data is collected by node itself, Or,
Ge=Ge+1 //when data is received from other nodes
®R= (nGa+SGe) /T;
@If R>¢ // Waking expanded NVM memory space
Pcm=1, Ge=0, Ga=0,T1=0;
®Else //Making expanded memory space sleep
Pcm=0;
®EndIf
@1f Pcm=0, Sending the data collected or received di-
rectly;
®Else Storing the data collected or received into the e
xpanded storage space; W = 1;
@EndIf
®While W
() Making the data stored in the expanded memory space in
tegrated and sending it; Maintaining W flag;
@ Endwhile
®) Goto ®

4 Simulation and Analysis

In our simulation environment, 200 sensor nodes are deployed statically in random, and
the data collected by all other nodes converges at the only sink node. There are some
assumptions about the sensor node. Firstly, the transmission radius of each node is
constant and same. Secondly, the frequency of collecting data varies among nodes.
Thirdly, the energy cost of data collecting, receiving and sending is the same in all
nodes. Lastly, the energy cost of waking and accessing the extended NVM memory
space is same in all nodes. Owing to the extremely lower static power of NVM, we
ignore the energy cost of NVM when its state is idle.

In this experiment, DAEE algorithm employs a proactive table-driven routing
method to maintain the state of routers. Each node forwards data based on the local
routing table. Owing to the fact that the location of node is stable, router maintenance is
needed only when the node’s energy is used up.

Firstly we propose an experiment about surviving periods of network, and at the
same time we study the impact of different threshold ¢ values (@1 > ¢2.). The cor-
responding experimental result illustrated in Fig. 3 indicates that our DAEE delays the
appearing time of disabled sensor node and prolongs the surviving periods of network,
compared with the traditional wireless sensor network algorithm LEACH [9] and
DSDV [10]. With the appearance of disabled sensor node, the speed of other nodes
becoming disabled in DAEE is faster than that in LEACH, which is caused by DAEE
not considering the comparison of remaining energy among nodes.
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Fig. 3. Surviving periods of network

In DAEE algorithm, when the frequency of data transmission(R) is bigger than the
predefined threshold (¢), the extended NVM memory space will be woken up and used
to store the data in temporarily, which can reduce the blocking probability of networks.
As Fig. 4 illustrated, the ratio of packet arriving when the threshold value is set to @1 is
relatively higher than that when the threshold value is @2. The reason is that the higher
the threshold value, the less the number of nodes in which extended memory space is
waken up. Figure 5 illustrates that it delays the time of packet arriving at the sink node
to store data in extended NVM memory space. The more nodes with waken-up NVM
space, the greater the impact on the delay.
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Fig. 4. Ratio of packet arriving in different threshold

The threshold value (¢) determines the number of nodes in which NVM memory
space is waken up. Figure 6 illustrates the number of waken-up nodes in different
threshold values. To obtain a reasonable delay, the threshold value should be to make
the percent of waken-up nodes accounting for all nodes should be about 20.
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In our simulation environment, the unique attribute (@) of each node is a random
value ranging between 0 and 65536. Considering the limited computing performance
and energy of node, the complexity of function F is O(n). During the process of data
transmission, the data will be encrypted every once arriving at a node, which constructs
a chain structure of encryption. Because the attribute values and computation functions
of each node are different, the data stored and transmitted in networks have better
security.

5 Conclusion

In this paper, based on the method of software and hardware co-design, we introduce
the NVM of lower static power into the wireless sensor node to extend the memory
capacity, which can improve the ratio of packet arriving and prolong the surviving
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periods of networks. Meanwhile we propose a mechanism of chain encryption based on

the

dynamic set theory to guarantee the security of data in networks.
Taking the inner-node residual energy and inter-node relationship of energy con-

sumption into account is our future research direction.
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Abstract. In printing business, a lot of printing products have no apparent
marks for registration, which cause the difficulty of printing image quality auto-
detection. Aiming to this problem, a novel quality detection approach for
non-mark printing image is proposed in this paper. The proposed approach
mainly consists of the region feature based registration region selection and fast
shape-based image matching method and an improved difference matching
method to detect the printing defects. The proposed approach is realized by the
well-known machine vision software HALCON. The experiment results show
that the proposed approach can detect the printing defects efficiently with high
accuracy, fast speed and strong robustness.

Keywords: Printing image - Defects detection - Registration region
Non-mark printing image - HALCON

1 Introduction

In printing business, the quality of the products is evaluated by the degree of recovering
the original pattern, the higher the better. However, in fact, for the imperfection of the
printing technique and unavoidable factors, defects often appear on the surface of
printing products. The traditional quality inspection is realized by manual work, which
costs a great amount of time, manpower and resource. In recent years, the machine
vision technique has found application in the printing inspection. The emergence of this
new technique effectively solves the problem of time-consuming and poor work effi-
ciency of the conventional manual way [1-3].

In the process of the quality detection based on machine vision technique, image
registration is a step of great importance directly deciding the detecting speed and
performance. Usually, the printing product has a particular mark, such as solid block
with certain color, circular ring, square frame, color bar and so on. These marks can be
utilized in the registration process. However, there are still a lot of printing products
without apparent marks, such as cigarette brand [1]. Therefore, how to select appropriate
registration regions is significant for non-mark printing products. In this paper, a novel
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quality detection approach for non-mark printing image is proposed, which is able to
select registration region automatically, match speedily and detect defects efficiently.

2 The Proposed Approach

The detection procedure involved two stages, detection preparation and detection, as
shown in Fig. 1. Firstly, the reference image is acquired and used to generate the detection
template. Secondly, the registration region based on the region features is selected and the
registration template is generated for matching. Thirdly, the fast shape-based image
matching method is carried out between the acquired and reference image. Then an
improved difference matching method is proposed to detect the printing defects.

Detection preparation Detection procedure

reference image [ . k
.o . acquired image
acquisition
\ J
F '’ 4 ‘ '
the generation of registration region 1mage processing
detection template L selection ) L
S S ——
the generation of —> image matching
registration template
. J *
detection

Fig. 1. The detection procedure

2.1 Image Matching Algorithm

Image registration is a process building a relationship between the acquired image and
reference image via a certain registration algorithm. It is actually a similarity based
optimal searching problem according to a certain matching criteria [4]. The
shape-based image matching algorithm was used in the paper, which mainly included
three steps, i.e. feature space, similarity measure and search strategy [3, 5].

Feature Space and Similarity Measure Feature space is the feature extracted from the
image and used for matching. The correlation characteristic of every registration test
depends on the similarity measure. Firstly, the edge gray images of reference and
acquired images are calculated and then direction vectors of the edges, which are the
feature space, are calculated. After every registration process, the sum of the scalar
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products of the direction vectors of every pixel in the reference image and the corre-
sponding pixel in the acquired image are calculated as matching score, which is called
similarity measure.

The similarity measure s is calculated by
1 1 T 1 - / !
§ = ;Zdl €q+p = ;Z (t iVrorctd +u iwr+ri"c+c’) (1)
i=1 i=1

where p; = (ri,¢;)" is the point coordinate of the reference image, d; = (t;,u;)" is the
direction vector related to the point, g = (r, c)T is the corresponding point coordinate in
acquired image which can be found by affine transformation of the reference image,
erc = (Vrg, wr,c)T is the direction vector related to the point, and i =1,---, 5.

When the similarity measure s reaches the user defined threshold sy, it is regarded
as a successfully matching example.

Search Strategy In this paper, hierarchical search using graphic pyramid data structure
shown in Fig. 2 was proposed as the search strategy. It mainly consisted of five steps:

a. Calculate the graphic pyramid with an appropriate number of levels for both ref-
erence and acquired image;

b. Carry out the matching process in the highest layer of the pyramid and search the
example matched with the reference image;

c. Map the above result to next layer of the pyramid and define the region around the
matching area as new searching region;

d. Carry out a new matching process in the new searching region and map the result to
next lower layer;

e. Repeat the search process until to the lowest layer of the pyramid.

Because the search region is small in every layer using graphic pyramid hierar-
chical search, it is efficient to realize the search process and reduce the amount of
calculation.

the jth layer
j- g A\
the (j-1)th layer ﬁ/\

N

o
the second layer . "‘ »
|
] 1
7 -
the first layer > X
1z i
ya -

Fig. 2. Graphic pyramid [6]
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2.2 The Selection of Registration Region

The shape-based image matching algorithm utilizes the image edge to registration. If the
registration region is too small, the edge obtained will be too little, it will reduce the
registration precision, even cause false results. Otherwise, there will be too much edge
which will reduce the speed and precision. In order to increase the registration speed and
precision, the region including the outer edges of biggish shape instead of the entire
shape is used as registration region in the paper, as the white area shown in Fig. 3(b).

(a) the gray reference image (b) the selected region of registration(white area)

Fig. 3. The selection of registration region

In this paper, the common used region features, such as area, rectangle descriptor
and circular descriptor [6] are used. The detail strategy is shown as below:

a. Detect the edge of the image, delimit and fill the connected region to obtain the
solid circular regions.

b. Calculate the area of all the circular regions and select the circular regions with
areas not smaller than the threshold.

c. Calculate the rectangle descriptor and circular descriptor of the selected regions and
select the region with areas not smaller than the threshold.

d. If there is no satisfied region, reduce the previously set threshold and do step b and ¢
again.

e. To obtain the region including only the outer edge of the selected region.

2.3 Defect Detection

Considering the advantage of difference image matching, such as simple implement
and real time, it is adopted to detect the defects in the paper. The difference image
matching is calculated according to
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Lips(ryc) = |f(r,c) — h(r,c)| (2)

where f(c,r) is the acquired image, h(c,r) is the reference image, I(c, r) denotes the
difference result.

As the gray value of pixels can’t be minus, the absolute value of the result is used.
In order to obtain a complete defect image, the minus difference needs to be shown.
The complete defect image can be obtained by

(3)

bl Iahx 2 8thred
g(r,c) =

by Lups <8ihred

where gueq 18 the threshold, by = 1 (white), bg = 0 (black). The value bigger than
8thred 18 regarded as defect.

However, artifacts will exist in the defect image using the difference matching
algorithm directly. The artifacts appear after the affine transformation, for the affine
transformation is transformed in pixels integer times, while the offset of the image
usually is not an integer. Assume the registration precision reaches 100%. If the offset
of the acquired image is not an integer, for example, (189.4, 789.8), after affine
transformation, it will round up and round down to (189, 790). And the offset deviation
(0.4, —0.1) will produce and therefore the artifacts appear after the difference matching
process. Obviously, no matter how precise the registration process, it is impossible to
eliminate the artifacts. Since the offset deviation is quite small, the artifacts between the
qualified and reference printing images will occur only on the edge.

To solve the problem of artifact, an improved difference matching algorithm based
on soft and hard thresholds is proposed in the paper. gmeq denotes a global hard
threshold. gsr(7,c) denotes the soft threshold which are the gray values after dilating
the edge gray image. The image constructed by ger(r,¢) is called difference image.
Combine the soft and hard thresholds, the new threshold g, ., (7, ¢) for each pixel, as
shown

(4)

, gthread(r; C), gthread(ra C) > gsoft(ra C)
gthred(r7 C) =
gsoft(ra C), glhread(r7 C) <gsoft(r7 C)

It is effective to eliminate the artifacts and detect the accurate defect image using
g{hred(r’ C)'

3 Results

3.1 The Construction of the Detection Platform

The quality detection system of printing image based on machine vision is required to
be able to acquire, recognize the printing pattern, detect different types of defects and
give a report about the type and frequency of the defects. In this paper, a driven roller
was used to mimic the workings of the printing conveyor belt. The pending products
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gu source
optical source
8 conveyor belt z
image
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. image processing unit
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and detect report unit

==

Fig. 4. The construction of the detection platform

were pasted on the roller for detection. The detection platform primarily consisted of
optical source, image acquisition unit, rotary encoder, image processing and detect
report unit, as shown in Fig. 4. The image acquisition unit was composed by CCD
color digital linear camera (Dalsa-PC30-04K80, digital acquisition card (Dalsa-X64
Xcelera-CL PX4 Dual) and camera lens (Myutron FV5026L-F).

To meet the requirement of printing quality detection, LED white strip source were
used as optical source. In the detection process, CCD color digital linear camera was

il

© (d)

Fig. 5. The detected result with the proposed approach. (a) printing image with defects marked
with ellipses. (b) (c) and (d) are the magnification image of the detected result detected image.
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working under the way of linear scanning and acquired the image when rotary encoder
triggered. Then the acquired image was transmitted to software HALCON which is a
powerful machine vision software that provides a comprehensive vision processing
base, including all the standard and senior image processing methods, such as fuzzy
analysis, pattern match, 3D correction and so on [7].

3.2 The Detected Result

Figure 5(a) is a non-marking printing image scanned with 600 dpi and gray model. It
contains three defects. After acquiring the printing image, registration template was
searched in the acquired image. The black rectangle frame represents the matching
region. Then the defects were detected by the proposed detection algorithm. Figure 5
(b), (c) and (d) are the magnification image of the detected result which marked all the
defects correctly. As shown in Fig. 5, (b) represents surface mark. (c) represents a small
ink spot. (d) represents an ink stain.

oy e s
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Fig. 6. The detected result with small point defects (a) printing image with small point defects.
(b) is the magnification image of the detected result detected image. (c) is the zoom in image of
defects.
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Figure 6(a) is a non-marking printing image scanned with 600 dpi and gray model.
It contains four small point defects. After acquiring the printing image, registration
template was searched in the acquired image. Then the defects were detected by the
proposed detection algorithm. Figure 6(b) is the magnification image of the detected
result. And Fig. 6(c) is the zoom in result of the defects area. As shown in the result, all
the small defects were detected correctly.

4 Conclusion

In this paper, a novel quality detection approach for non-mark printing image is pro-
posed including the registration region auto-selection, rapid registration and quality
detection schemes. The well-known machine vision softeware HALCON is used for
realization. The experiment results show the efficiency of the proposed approach. It is
believed that the machine vision technology will find more and more application in
printing detection with the development of production automation and capacity.
Comparing to the methods for particular marks, the proposed approach is much more
adaptable. It can used in not only printing detection for various marks, but also other
auto-detection fields.
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Abstract. With the increasing deployment of various medium, the transmission
performance has become a key issue of the Internet research. An important
impact on the performance is the packet reordering, which is well-known in
packet transmission. First, this paper provides a brief review of the existing
packet reordering metrics. We also explore the flexibility of existing passive
metrics. As a new rising transmission medium, the satellite-based Internet
covers widespread areas nowadays, and its transmission performance is sus-
ceptible to the packet reordering. We carried out the experiments in practice
network environment, and compare the results of the terrestrial-based and
satellite-based Internet. Experimental results show the reordering ratio on
satellite-based Internet is less than that of terrestrial-based Internet. Finally, we
present a novel perspective to explain the reordering phenomenon in TCP/IP
flows.

Keywords: TCP/IP - Network traffic + Passive metric + Packet reordering -
Terrestrial-based Internet - Satellite-based Internet

1 Introduction

As the key role-played in the architecture of Internet, TCP/IP is designed to provide the
best-effort service, various bandwidth-sharing algorithms are implemented for elastic
traffic in TCP/IP stack. As a result, the routing packets are delivered without effective
guaranty of their ordering, validity or timeliness through the intermediate nodes. An
important impact on the performance of transmission is the packet reordering, which is
also a common, inevitable, and not pathological behavior in the Internet [1, 2, 14]. The
main reason is the local parallelism within routers and switches, and the multipath
routing for packet flows. Besides the inherent factors, the packet loss, timeout,
retransmissions on link layer, differential service, route fluttering, forwarding lulls may
be also the causes of reordering [15].

Because of the content recovery from packets, the receiver needs to reassemble the
packets in order, especially for connection-oriented protocols such as TCP. Even for
some connectionless applications, it also need to keep packets to render services based
UDP, like voice over IP, video on demand and IP videoconferencing. To alleviate the
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affects of packet reordering and improve the performance of transmission, a few
metrics are proposed to identify and measure the out-of-order flows [4]. According to
whether injecting packets to the network or not, we categorize the metrics into active
and passive groups. Active methods employ a test bed through the network on one end
or both, then check the order of packets transmitting between sender and receiver. On
the contrary, passive methods only take advantage of receiving flows, and make the
reordered packet awareness based on the continuity of sequence number of packets.
Despite the result of active measurement is precise, some scenarios remain unsolved,
and should be tackled in passive way.

(1) Free of disturbing normal traffic. The purpose of packet reordering measure-
ment is to reflect the perturbation of network traffic, but probing traffic is possible
to disturb real features of existing traffic, and change the pattern from original.
However, in passive way, the patterns of network traffic are derived from traffic
sampling, it is not harmful to the existing traffic.

(2) Online processing. Some passive metrics can be implemented while the traffic
passing by. Thus, it is a real-time measurement of packet reordering. Further, the
reordering helps to adjust the flow scheduling, adapt the dynamic routing path,
and improve the transmission performance promptly.

(3) Widespread applicability. Without any configuration of a test bed on specific
ends [5], the passive measurement only makes use of sampling traffic at a few
observation points in routing paths. It is flexible to be expanded and applied in
large-scale network.

Different from present researches, our work gives a comparison of packet
reordering in the terrestrial-base and satellite-based network. There are three main
contributions in this paper. First we provide the comparison of empirical results
between two different networks. Second, we discover a phenomenon of packet
reordering in satellite-based network against intuition. Finally, according to the
behavior of packet reordering, we offer a way to distinguish the transmission medium,
which is in favor of QoS (quality of service) improvement.

The rest of this paper is organized as follows. In Sect. 2, we take an overview of
packet reordering and its application. In Sect. 3, we give the difficulties of passive
packet reordering measurement, and describe the principle of reordering metrics. In
Sect. 4, we show our results of the practical network, and discuss the different
reordering performances between terrestrial-based and satellite-based network. In
Sect. 5, we conclude our work and point out the considerations of future work.

2 Background

2.1 The Principle of Packet Ordering

In this paper, we mainly focus on the packets encapsulated in TCP/UDP over IP. For
measuring the packet reordering passively, we take advantage of the fields related to
the order, such as the identification of IP fragments (IPID), and sequence number
(SEQ) or acknowledgment number (ACK) of TCP segments. The IPID sequence can
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be used in the packet reordering measurement of both TCP and UDP flows, while the
SEQ and ACK sequence can only be used to measure the reordering of TCP flows.

(1) IPID. To guarantee the uniqueness, a counter is implemented to labeling IP
packets. The counter is set to a positive number at the initialization. Commonly
and theoretically, when an IP packet is about to send out, the current value of the
counter is assigned to the identification field of IP packet, and the counter
increases by one [6]. However, the way of the counter working depends on
operation systems in fact. Many of them are implemented as a global counter in
commercial operating system, including various versions of Windows, Linux
version 2.2 and earlier. The value of IPID is maintained with a unique counter in
the host. Others are implemented as a per-flow counter, as a random number or a
constant [7].

It is apparent to obtain nothing from a random or constant sequence. Using a global
counter also has some problems. Because it may be confused by multiple flows. That
means if the host is sending out two flows simultaneously, the packets of IPID k and
k + 1 are separated into two flows. As the packet reordering is defined by flow, the
discontinuous points do not pertain to the reordering. So the value of IPID implemented
per flow is satisfied the measurement requirement best, but it is not common in the
captured flows. Thus, we still use the value of IPID of a global counter in our
experiments. Another trivial problem of IPID counting is the number will roll over if it
reaches the upper bound, but it is easy to be adjusted.

(2) SEQ and ACK. When there are TCP flows in traffic sampling, it is better to take
use of the numbering system of TCP instead of IPID, because the counter is
defined by flow. There are SEQ and ACK fields in a TCP segment header, the two
fields aim to keep the track of the segments transmitted or received, and the value
of them is a byte number, not a segment number. The numbering is independent in
forward and backward direction, and started at a random number in the range of 0
to 22 — 1.

During the establishment, transmission, termination, and abortion of TCP flows,
each segment consumes one sequence number when it carries one byte. So in practice,
the SEQ[k + 1] of the next segment equals to SEQ[k] 4 L], where L; is the length of
TCP payload in the kth packet. In addition, the communication of TCP is full duplex,
the ACK number of the kth packet is cumulative, which means that the arrived bytes in
a TCP flow are unbroken and in order till the ACK[k]. In other words, if the packet of
SEQ;ender[k'] responds to the packet of ACK eceiver[k], SEQsender[k'] = ACK eceiver [K]-

2.2 The Difficulties of Passive Reordering Measurement

We have address the difficulty of using IPID as passive reordering metric briefly. But It
is more complex for TCP numbering First, the connection-oriented TCP suffers in
various network environment, such as:
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(1) Unnecessary segment retransmission. All TCP segments are numbered by SEQ
and ACK. Once there is a gap in arriving segments, segment retransmission will
be triggered by duplicate ACKs, even if the out-of-order packet will arrive a little
later. These spurious loss of packets leads to the congestion collapse possibly [3],
and increase the difficulty of passive reordering measurement.

(2) Reducing congestion window inaccurately. To control flows, TCP use a sliding
window. The size of the window is determined by the smaller of receiver window
and congestion window. When the arriving packets miss their orders, it often
implies congestion occurs in the routing path. The congestion window should be
shrunk, even closed to avoid heavier congestion. As the result, the utilization of
bandwidth and the performance of transmission both decrease.

(3) Loss of self-clocking. Besides confirming the integrity of receiving data, ACK is
also used to measure the round-trip time (RTT) and retransmission time-out
(RTO), which are important parameters for the ends to be aware of the dynamic
routing. TCP sets up a clock when it sends out a data segment, and calculates the
delay in round-trip by the receipt of self-clocking, then estimate RTT and RTO
respectively. Thus, packet reordering may lead to the loss of self-clocking, and
arouse bursty traffic and transient network congestion [3].

Because of the interaction of the controlling mechanisms and packet reordering, the
passive metrics may be confused in forecasting packet ordering. However, the no
decreasing property of SEQs and ACKs can still be used to measure the reordering in
packet sequence. Moreover, as the SEQ and ACK is related to the direction of TCP
flows, there are forward path reordering and backward path reordering. For passive
measurements, it is obscure to distinguish the directions of sampling traffic. So in this
paper, we do not consider the direction of packet reordering.

3 Passive Metrics of Packet Reordering

Several packet reordering metrics are proposed in corresponding application field in
recent years. We categorize them into three groups based on their usage and principle.

3.1 Native Reordering Metric

The inequality of sk + 1] <s[k] is the basic and native rule to identify the out-of-order
packet in sequence. In RFC 4737 [4], reordering packet ratio (RPR) use this rule to
compute the degree of packet reordering. RPR forecasts the next expected sequence
number ne by default step one, which is suitable for the active measurement. We
improve the method to be compatible with passive metrics, and the major difference is
the rule of ne updating. RPR updates when the condition s[i] > ne is satisfied, but the
problem is it is low robustness against the network perturbation. For example, if the
sequence number of arriving packets is (1,99,3,4,5, .. .), where the 99th packet seems
to be too early to arrive, the follow-up (3,4,5,...) would cause a false reordering ratio
drastically. However, the packets may be all in order, except for the one affected by the
disturbance or bit error, especially in wireless environment.
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Instead, our modified algorithm identifies the reordering only by the previous
packet, and ne is updated to s[i] + step for every arrived packet, where step equals one
in IPID sequence, or the length of TCP payload in SEQ sequence. It can prevent the
diffusion of burst error in the sequence. And the loss and timeout of packets also are
taken in consideration of the modified algorithm to fit the practice situations. Note that
ACK sequence cannot be calculated by this metric, because the next expected number
cannot be forecasted in ACK sequence.

Another metric grouped in this type is named reordering-free runs (RFR) [4]. It is
defined based on a count of consecutive packets in order. RFR does not only quantize
the reordering, but also measure the fluctuation of reordering-free runs in a sequence,
which can be applied in network evaluation. In our experiments, we advance this
metric in the same way to overcome the problem as we mentioned in RPR.

3.2 Reordering Extent Metric

The remained methods proposed in RFC 4737 are all based on lateness. The key point
of the metrics is the definition of reordering extent rex. Reordering Late time offset
(RLTO), reordering byte offset (RBO), reordering gap/gap time (RG), and n-reordering
(NR) are either based on or derived from the rex. Here we describe these metrics
briefly, the details can be reference to [4].

Reordering extent only concerns the continuity of the receiving sequence, and it is
independent of ne. This simplifies the computation for all kinds of sequences men-
tioned previously. The main idea is to find out the maximum distance between a
reordered packet and the earliest arrived packet which contains a larger sequence
number. If a packet is in order, its rex is undefined. Formally, consider a sequence of
packets (1,2,...,N), and a distance function d;(j) =i —j between the ith and jth
packet, rex is defined as:

rex; ;= maxd;(j) (1)

The merits of this metric is it combines the frequency of reordering in time and the
gap of reordering in space. It helps to estimate the cache memory for order restoring.
One bug of computing rex; is that, in some cases, the rex; tends to be overestimated
because of too early packet arrivals. This bug can be fixed by setting a threshold, such
as the upper bound of extent, late time or byte offset. If rex; is out of the bound, the ith
packet should be discarded, and the order of packet i,i+ 1,... should be also
reassigned.

Based on the rex;, several metrics are derived. RLTO calculates the interval of
packet i and i — rex;. RBO sums up the payloads of packet j where s[j] > s[i] and
i—rex; < j <i. RG computes the gap between two discontinuities k¥ and k’, where
k =1i—rex;,k' =j— rex;,i<j. NR can be deemed as a variant and special case of
basic reordering extent metric. The ith packet is called n-reordering if and only if
V; —n < j<i,3s[j] > s[i]. Notice that the definition of reordering is bias, different from
the reordering extent [8]. For instance, if s[i — 1] <s[i], s[i + 1] <s[i],s[i — 1] > s[i+ 1],
then only packet i could be defined as n-reordering.
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In general, this group of reordering metrics can reveal precise and diverse esti-
mations of the reordering performance in different kinds of flows. They are in favor of
predicting the boundary of memory or delay, particularly for jitter-sensitive applica-
tions. For the purpose of our work in this paper, the major advantage of these metrics is
their feasibility of passive measurement.

3.3 Reordering Density Metric

There are two metrics, reordered density (RD) and reordered buffer-occupancy density
(RBD). They are both presented by Jayasumana et al. [9, 10, 16] recently. The metrics
performs the reordering degree of packets one by one, and shows a probability density
distribution of reordering in sequence. Both the metrics are based on the reordering
extent as well, though, there are called displacement or buffer-occupancy, and differs
from the previous definition.

RD captures displacements of packets from their original positions, Consider a
sequence of packet (1,2,4,3,5) without any loss or duplicate, and the index sequence
of the receiver is assigned to (1,2,3,4,5). Then the displacement of each packet is the
deviant of the reordered sequence number against the index sequence, it is
(0,0,—1,1,0) for this case. The reordering density is the frequency of the displace-
ments. The requirement of the index sequence implies its active usage. When a packet
is lost and repeated, its index is not assigned, in other words, the aim of index sequence
is to restore the order of arrived packets. But in passive way, it is hard to accomplish
the aim.

RBD defines the displacement of each arrived packet in another way. It defines an
occupancy of a virtual buffer. For the same example of (1,2,4,3,5), the expected
number of packet 2 is 3, but packet 4 is reordered, when packet 3 arrives, the occu-
pancy of virtual buffer is 1. RBD can help to make sense of cache buffer planning.
Subject to the practice limitation, a threshold can be used to filter the time-out or
duplicate packets. However, the problem of this metric is the same as we discussed
previously, if the former packet is lost, the sequence number of expected packet cannot
be predicted. If we reset the counter after a lost and unpredictable point, the mea-
surement can still work in someways.

4 Experiments and Results

In order to observe the reordering behavior and compare the differences of packet
reordering inherent in wired and wireless network, we choose two kinds of represen-
tative backbone networks to accomplish our experiments. The one is the fiber network,
the another is satellite-based network. The traffic collectors are set near local hosts.
Figure 1 illustrates the setting of our experiments. Furthermore, to protect the privacy
of users, all of the collected traffic are anonymized, only a few related fields of protocol
header are extracted from raw data.

In terrestrial-based Internet, we capture daily traffics in an OC-48 link of CERNET,
and we access into the satellite-based Internet through an iPSTAR terminal. The
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Fig. 1. The illustration of experiment settings

bandwidth of OC-48 is 2.5Gpbs, while for each iPSTAR terminal, the bandwidth of
downlink is 8Mpbs, and uplink is 4Mbps. The transmission speed of iPSTAR is
commensurate with ADSL in wired network.

There are some substantial differences between terrestrial-based and satellite-based
Internet, which may influence the reordering behavior of transmission. Because of the
high delay and error rate in wireless environment, the rules of transmission are different
from the original design of TCP/IP. For example, there is no onboard processing on
iPSTAR satellites to relay the communication of two remote hosts on the ground. All
routing operations are processed at the gateway on the earth. It can raise the trans-
mission rate to the best of its ability. Due to the high latency, whose typical value is
250-280 ms in round-trip, and error-prone of satellite links, several improvements are
dedicated to enhance TCP performance. TCP acceleration acts as a proxy to handle the
connections between terminals and satellites. Three approaches are implemented for
transparent and seamless TCP transmission, including TCP spoofing, TCP splitting and
Web caching.

In our experiments, we use the SEQ sequence of TCP to measure the reordering
ratio of transmission. Table 1 gives an overview of reordering flows in iPSTAR and
OC-48 links by RPR metric. The percentage of reordered flows and the average RPR
are much lower in iPSTAR links than OC-48 links. Intuitionally, high error rate and
mobility would cause more retransmissions and multiple path routings in wireless
environment. But in fact, the practice results show that OC-48 links suffer more

Table 1. An overview of packet reordering in iPSTAR and OC-48 links

Link type | Total | Reordered | Reordered ratio | Average RPR
iPSTAR [3579 |61 1.70% 39.70%
0C-48 11642 | 464 3.99% 60.94%
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heavily. The reason lies in the high speed of parallel forwarding in fiber network.
Several empirical studies also confirmed this phenomenon [5, 13] in different speed of
wired links, and our results of wired links are consistent with theirs.

To understand the reordered sequence more precisely, we use the metrics based on
reordering extent to measure the flows over iPSTAR and OC-48 links. We still take use
of the SEQ sequence. Figure 2 shows the results of reordering extent metric and the
derived metric RLTO. It is clear to find out the reordering extent and its late time offset
of OC-48 are smaller than that of iPSTAR. Considered the results of Table 1 and
Fig. 2, the conclusion is, there is high reordering ratio in OC-48 link, though, small
reordering extent occurs in each flow, and for iPSTAR vice versa. In other words, flows
over satellite link do not tend to be reordered by the affection of error-prone and high
latency, but once the flow is reordered, the reordering extent may be affected severely.
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Fig. 2. The reordering extent and time offset of iPSTAR and OC-48

Figure 3 illustrates the results of n-reordering measurements. The peak of NR over
iPSTAR is 4, that means with a high probability the reordered packet would arrive after
4 packets on the average. Thus, if the threshold of DUP-ACK in an implementation of
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TCP is reset to 4 instead of 3, it reduces a plenty of retransmissions caused by 3
duplicate ACKs. While the peak is 1 over OC-48, that indicates frequent occurrence of
packet reordering because of the parallel forwarding.

For the third group of reordering metrics, we use RBD to measure the SEQ
sequences of TCP in OC-48 and iPSTAR links. Because RD is not suitable for passive
measurement, RBD is considered only. Figure 4 shows the results. We set a threshold
of buffer occupancy for OC-48 and iPSTAR respectively, 20 for OC-48 and 12 for
iPSTAR. There is a significant difference in the two types of links. The peak of buffer
occupancy is not conspicuous in the flows of OC-48. In fact, if we set a larger
threshold, a smooth line of buffer occupancy will stretch all the same. By contrast, it is
clear in Fig. 4(b) that the cumulative buffer occupancy, which nearly holds 90 percents,
is less than 5. The reason is many connections in OC-48 contain duplicate 5-tuples of
IP, due to our definition of flows, some different connections are mixed, but the order of
sequences in different connections are irrelative, so there is a untrue large buffer
occupancy in OC-48 link. For the iPSTAR, there is a valuable deduction. If the buffer
of the terminal is limited to 6 cache units, it can endure most of the reordering packets,
and restore them without any retransmission.
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Fig. 4. Reordered buffer-occupancy density of iPSTAR and OC-48

5 Conclusion

In this paper we take an overview of the passive reordering metrics, and measure the
packet reordering of TCP/IP flows in terrestrial-based and satellite-based links: OC-48
and iPSTAR respectively. Based on the survey of the reordering metrics proposed in
recent years, we address the usage of passive metrics, and discuss the applicability of
proposed reordering metrics, some of them are not suitable for passive measurements,
the others should be adjusted. Then we use the passive metrics to accomplish several
experiments in practical environment. The results of reordering ratio in OC-48 and
iPSTAR are against the intuition. Though error-prone and high latency may raise the
probability of retransmission in wireless links, but the reordering ratio of iPSTAR is
less than that of fiber links. Besides the comparison of the reordering ratio between
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terrestrial-based and satellite-based Internet, the reordered extent can provide more
efficient and flexible estimation of TCP parameters to improve its performance, and this
will be our future work.
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Abstract. The thesis firstly analyzed the disadvantages of the weak service
extensibility in traditional network service model, and summarize the status quo
of the research on network service extension. Secondly, it introduced the fun-
damental principles of Extensible Network Service Model (ENSM), more
importantly, it focused on the ENSM’s kernel about the definition and con-
ceptual model of atomic services. The description method of atomic service is
studied in detail, and two specific descriptions of atomic services were enu-
merated as examples. The paper finally conducted two experiments about data
transmission from a new best-effort service model constructed by the dynamic
combination of atomic services to a traditional best-effort service model. On the
basis of experiments’ results, the correctness and feasibility of the atomic ser-
vices’ description method has been demonstrated.

Keywords: Atomic service combination - The Extensible Network Service
Model ‘- Network service model - Network architecture - The description
method of network service

1 Introduction

With the gradual development of network application requirements, the extensibility of
network services has become the key to computer network research. The best-effort
service model in the traditional IP network, the integrated service model which can
guarantee end-to-end QoS, and the differentiated service model which can provide
better service quality assurance and support real-time application, they are exploring
the way of service delivery and the ability of service extension in the traditional
network architecture. Traditional network lacks a unified service delivery model. It
extends the service by continually deploying new protocols and making adjustments to
the original hierarchy. This approach is gradually showing a series of drawbacks, just
as the network system will be more and more complex, the network protocol will be
functional redundancy, the cycle of developing and deploying protocol will be longer,
the network system efficiency will be lower [1].

There has been a large number of studies about the extensibility of network services
in the field of computer network at home and abroad. A. Lazar (1997) proposed a
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programmable network model which can customize network services according to the
needs of application [2]. It attempted to change the static model in the traditional
network which can only provide a fixed service for all applications. Braden et al.
(2002) proposed a non-hierarchical role-based network architecture [3] hoping to solve
the difficult problem of expanding new services in traditional network. The SILO
structure [4] (2007) was proposed in the plan FIND which defines the smallest func-
tional building blocks to provide independent network services. In addition to, the
recursive network architecture RNA [5] proposed by Joseph D. Touch and the service
unit based network architecture [6] proposed by Zeng Jiazhi are related researches
around the next generation of extensible network services. These studies are trying to
break down the concept of the inherent level in traditional system to flexibly organize
network services, but they did not give a unified network service model and their
service expansion capacity is also inadequate.

Extensible Network Service Model (ENSM) explores and improves the traditional
network service model from the perspective of service extensibility. It decouples the
control logic and the business logic, based on abstracting and decomposing the basic
functional unit of the traditional hierarchical protocol then dynamically combining
them on demand. It can provide and extend network services by programming to
implement dynamic composition of atomic services. The atomic services’ dynamic
composition, as one of the key elements, is the foundation of the ENSM system to
provide network services and maintain service extensibility. So the definition and
description of atomic services is the core of the Extensible Network Service Model.

The thesis firstly introduced the fundamental principles of Extensible Network
Service Model, then it focused on the ENSM’s kernel about the definition and con-
ceptual model of atomic services. Secondly, the description method of atomic service is
studied in detail, and two specific descriptions of atomic services were enumerated as
examples. Finally, it demonstrated the correctness and feasibility of the description
method by two experiments.

2 The Fundamental Principles of ENSM

The ENSM which is a new network service model decouples the control logic and the
business logic. Firstly, the common mechanisms and processing modes of traditional
protocol implementation are abstracted and summarized. It breaks down the network
services in the traditional protocol into sub-services with smaller granularity, which can
complete an independent and no longer distinguishable service function. These
sub-services are called atomic services. Secondly, according to user’ needs, the ENSM
dynamically combines multiple independent atomic services into service instance. Run
the service instance to provide the required service. Especially, atomic services and
service instances belong to two different levels. The atomic services provide service to
service instances, while the service instances provide service to user by dynamically
combining the atomic services. The ENSM implements the dynamic extensibility of
network services by dynamic extension of the set of atomic services and the dynamic
combination of atomic services. Figure 1 shows the evolutionary process from tradi-
tional network service model to Extensible Network Service Model.
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Fig. 1. The evolution from traditional network service model to ENSM

Formula 1 expresses the form of ENSM.
xSery = (AS, SR) (1)

xSery expresses the ENSM, AS expresses the atomic service set of ENSM, and SR
expresses the set of relationship between atomic services. Every network service is
equal to an instance of xSery, and the SR is equal to the control logic of the service
instance. As to the same AS, there are many different combinations of atomic services,
so that the ENSM can provide many different kinds of services. The ENSM can
dynamically add new atomic services to AS to implement the extensibility of network
services.

3 The Definition, Conceptual Model and Key Characteristics
of Atomic Service

As the kernel of the ENSM, the atomic services provide the most basic functional
services. The atomic service is a functional unit which can provide indivisible mini-
mum network service. They are independent of each other and support parallel
execution.

Based on the fundamental principle of the ENSM, this paper starts with the basic
elements of atomic service. Each atomic service needs to have three basic elements:
meta-operation (MO), behavior or constraint operation (BCO), attribute information
(AI). So the conceptual model of atomic service is expressed by the triplet method as
Formula 2.

AS = (Al, MO, BCO) )

Al expresses the relevant information of atomic service like name, path, and so on.
MO expresses the core function of atomic service which is an indivisible minimum
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network service provided by itself. In the process of implementing MO, some internal
auxiliary operations (behavior operation, BO) and related binding operations (con-
straint operation, CO) like self-management operation, message-exchange operation.
Of the three elements, only MO can provide service, while BO and CO can indirectly
determine the relationship between atomic services. And Al is mainly used to distin-
guish between atomic services.

Based on the definition and conceptual model of the atomic service, atomic service
has three obvious characteristics: minimum corpuscular property, parallelizability, and
independence.

(1) Minimum Corpuscular Property. Each atomic service provides an indivisible
minimum network service. So compared with the protocols embedded with many
complex functions as a service provider in the traditional network service model,
the minimum corpuscular property of atomic services will guarantee atomic ser-
vices can more flexibly provide more corpuscular network services. So that the
ENSM with atomic services will overcome the difficult problem about protocol
functional redundancy in the traditional network service model.

(2) Parallelizability. Based on the fundamental principle of the ENSM, the ENSM
dynamically combines multiple independent atomic services into service instance.
Service instance is the provider of network service. An atomic service must
support the running of multiple service instances at the same time. This is the
parallelizability of atomic service. The characteristic can meet the needs of the
extension of the network services and guarantee the basic performance of the
network system.

(3) Independence. Atomic services come from network protocols, but they are not
limited by the level of traditional network protocols. They are independent of each
other, and there is no fixed affiliation. No matter which layer the network service it
needs to provide belongs to, the ENSM will dynamically combine atomic services
needed according to a specific combination mechanism. Completely breaking the
traditional network-level restrictions, it makes the provision and extension of
network services are more flexible.

In summary, the atomic services’ characteristics of minimum corpuscular property,
parallelizability, and independence provide the most powerful support for the ENSM,
which has a highly efficient, flexible, and non-redundant extensibility of network
services.

4 The Description Method of Atomic Service

The conceptual model of atomic service will be described in an approach with two
modules: information description and function description. The description method
must be highly recognizable on information and non-redundant on function. Infor-
mation description of the atomic service includes attribute information such as atomic
service class, path, and parameter type of meta-operation. And function description
includes three types of operation such as meta-operation, behavior operation and
constraint operation.
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(1) Information Description. It needs to describe the atomic service’s own attribute
information such as name, storage path, category and functional overview. To
facilitate the control engine system (the system to support the running of ENSM)
to load and combine atomic services, the information description needs to record
parameter type used in meta-operation. The types of parameter can be some
simple system types, such as int, double, bool, string or complex user-defined data
types.

(2) Function Description. It needs to describe three types of operation: the
meta-operation (MO) which provides external network services as the nature of
atomic service, the internal behavior operation (BO) which assists in the running
of meta-operation, and the constraint operation (CO) which implements
self-management and message-exchange. For example, as to the Construct
DataPacket service, its MO is constructing a data packet in the specified format.
When this data packet is being constructed, it needs populating the fields and
checksum. The two operations are its BO. While its initialization and message-
exchange with the SendDataPacket service are its CO. BO and CO do not provide
network service outward.

Especially, In order to ensure the independence of atomic service, the description of
the relationship between atomic services will be involved in the combination of service
instances, and will not be considered at the atomic service level.

With reference to the concept of object-oriented programming (OOP), atomic
service can be regarded as a service object which comes from the instantiation of the
corresponding atomic service class. For each atomic service object, its data member is
equal to its information description, and its member function is equal to its function
description. Based on the three characteristics of OOP, such as encapsulation, inheri-
tance and polymorphism, many atomic service classes can inherit from a unified atomic
service base class.

According to the atomic service description method given above, two specific
atomic services are described in detail as examples. They will be used in the experi-
ments in Chap. 5.

(1) ConstructDataPacket Service

Define the service that this atomic service needs to provide: constructs a complete
TCP/IP packet according to the fixed TCP/IP packet format, then print the packet on
the screen.

The information description of the service: ID number is 6, name is “Construct
DataPacket”, storage path is “ConstructDataPacket.dll” in the local path, the parameter
types are “dataPacket” and “psdTcp_header” as user-defined data types (used to store
the TCP/IP packet constructed). The function description of the service: (D Initial-
ization, @ Receive the command message, @ Calculate the checksum, @ Populate the
fields, ® Construct the packet, ® Print the packet on the screen, @ Return message,

Clear.
Among them, MO is ®), BO is @@®), COo is D@D®.
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(2) SendDataPacket Service

Define the service that this atomic service needs to provide: send the TCP/IP packet
constructed to the NIC equipment, then print the result of sending.

The information description of the service: ID number is 7, name is “SendData-
Packet”, storage path is “SendDataPacket.dll” in the local path, no parameter type. The
function description of the service: @ Initialization, @ Receive the command message,
@ Populate the fields, @ Send the packet, B Print the result, ® Return message, @
Clear.

Among them, MO is @, BO is @B, CO is DO®D.

5 Experiment and Analysis

In order to demonstrate the correctness and feasibility of the description method, many
atomic services have been programmed according to the description method and
software architecture given above. Structuring the traditional TCP/IP network
best-effort service with these services, implement the basic network function of data
transmission through dynamic combination of atomic services rather than traditional
network protocol.

The experiment needs to break away from protocol-encapsulation in traditional
network model. So the paper decided to use WinPcap technology [7, 8] to conduct
transmission and capture of data packet.

There had conducted two experiments.

(1) The transmission and reception of data packets between service instance nodes

Loading service instance combined by atomic services at two nodes on the net-
work, the transmission and reception of data packet between two nodes were completed
through the ENSM.

(2) The transmission and reception of data packets between service instance node and
traditional network node

At one node, loading the service instance combined by ConstructDataPacket Ser-
vice and SendDataPacket Service, a complete TCP/IP packet was constructed and sent
to the traditional network. At the other node, capture the data packet via Wireshark then
match the packet constructed and the packet captured.

The results of the two experiments are analyzed below.

5.1 The Transmission and Reception of Data Packets Between Service
Instance Nodes

Some atomic services were programming implemented according to the description
mothed above, such as Initialization Service, Checksum Service, Construct Service,
Populate Service, Split Service, Send Service, Capture Service, and other Message
Services. Respectively, run the control engine system at two computers (in the
experiment, named Host F and Host R) connected with network cable. Among them,
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Host F loaded Initialization Service, Checksum Service, Construct Service, Populate
Service, and Send Service, combining into a service instance. It successfully con-
structed a data packet with the content “this is a greeting message” and sent it to
Host R. Host R loaded Split Service, Capture Service, Parse Service, and Print Service,
combining into a service instance. It captured the data packet, parsed it, and printed the
corresponding content on the screen.

Figures 2 and 3 show the result of the experiment. Host R successfully constructed
the data packet constructed by Host F, demonstrating that the service instance nodes
combined by atomic services implemented by the description method above in the
ENSM are interworking.

Host F running...

. . R running. ..
art the service instance manager
1t

-Start the service instance manager
sful?
input the name of seruice-instance file: example2.xml

..Suce '
Please input the name of service-instance file: example.xml

-Initializing the service instance
.. .Successful!
.1 Atomic Service
2 Atomic Service
.3 Atomic Service
.4 Atomic Service
.5 Atomic Service uccessfully!
..All atomic services needed load successfully!
StateMachine begin to run---
..Initialization
. .Checksum
...Construct
. .Populate
s

Lo
Atomic Service Lo
Atomic Service Lo
Atomic Service Lo
Atomic Service Lo
.All atomic services needed load
e StateMachine begin to run-
...Initialization
..Split
Capture
Parse
...Print
---------- StateMachine has finished
Capture a data packe
The data packet sent
this is a greeting m

-StateMachi
The data packet sent
this is a greeting m

Fig. 2. Host F successfully sent the data Fig.3. Host F successfully sent the data
packet constructed. And host R successfully packet constructed. And host R successfully
constructed the data packet constructed the data packet

5.2 The Transmission and Reception of Data Packets Between Service
Instance Node and Traditional Network Node

Using WinPcap technology can directly send the original data packet to the NIC
device, getting rid of the encapsulation and population of network protocols. Taking
advantage of this feature, this experiment sent a complete TCP/IP packet constructed
by ConstructDataPacket Service to the traditional network, in order to demonstrate that
the service instance node combined by atomic services implemented by the description
method above and the traditional network node are interworking.

The ConstructDataPacket Service constructed a complete TCP/IP packet structure
according to the fixed TCP/IP packet format. The data packet was sent to the NIC
device directly using WinPcap technology. When sent successfully (as Fig. 4), Host R
captured the data packet with Wireshark and found the packet’s data was correct after
compared (as Fig. 5).

As can be clearly seen from Figs. 4 and 5, the IP Source Address of the packet sent
is “192.168.1.9”, and the IP Destination Address is “192.168.1.24”, matching the
source address and destination address of the captured packet. The content of data
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TCP Data Packet has heen sent!?

Showing on...

The Total Length of Data Packet:17664
MAC Source Address:@@:1a:4d:7@:a3:89

MAC Destination Address:BB:11:

IP Source Address:192.168.1.9
IP Destination Address:192.16
TCP Source Port:1888

TCP Destination Port:88

22:33:44:55

8.1.24

TCP Data:Construce a Tcp Data Packet!?

Fig. 4. Host F successfully sent the data packet constructed.

packet constructed is “Construct a TCP Data Packet!”, matching the content of the

captured packet.

The results of the two experiments are combined to demonstrate the correctness and
feasibility of the description method of atomic service. And the service instances can
indeed provide the corresponding network services through dynamic combination of
the atomic services implemented as the description method above.

13
Fie ot Vew Go Capwre Andlyze Statstcs Tekphony Toos Itemds Hep
counm X2 a4 9F2 Qep #B®% 8
Fiter:  ipsrc==192168.19 | epression..  clear
No. ~Time Source Destination Protocol  Length
2738.965246000  192.168.1.9 192.168.1.24  IPvd

Save

Info
200 Fragmented IP protocol (proto=IPv6 hop-by-hop opti

Frane 27: 200 bytes on wire (1600 bits), 200 bytes captured (1600 bits) on interface 0
Ethernet 11, Src: Giga-Byt_70:a3:89 (00:1a:4d:70:a3:89), Dst: Cimsys_33:44:55 (00:11:22:33:44:55)
0:

Destination: Cimsys_33:44:55 (00:
Source: Giga-Byt_70:a3:89 (00:1a:
Type: IP (0x0800)

22:33:44:55)
3:89)

Internet Protocol Version 4, Src: 192.168.1.9 (192.168.1.9), Dst: 192.168.1.24 (192.168.1.24)

version: 12

Header Length: 52 bytes

Differentiated Services Field: Oxcd (0SCP 0x33: Unknown DSCP; ECN: 0x01

Total Length: 17664

Identification: 0x0045 (69)

Flags: 0x00

Fragment offset: 8

Time to live: 0

Protocol: IPv6 hop-by-hop option (0)

Header checksum: 0x8006 [validation disabled]

Source: 192.168.1.9 (192.168.1.9)

Destination: 192.168.1.24 (192.168.1.24)

[Source GeoIP: Unknown]

[Destination GeoIP: Unknown]

Options: (32 bytes), No Operation (NOP), End of Options List (EOL)
Data (134 bytes)

Data: 61205463702044617461205061636b657421020000000000. .

[Length: 134]

0000 00 11 22 33 44 55 00 1a 4d 70 a3 89 08 00 cd cd .."30U.. Mp......
0010 45 00 00 45 00 01 00 00 80 06 c0 a8 01 09 c0 a8 E...

0020 01 18 01 18 03 €8 00 58 00 00 00 Ob 00 00 00 00 ....... S PP
0030 50 18 02 00 da b2 00 00 43 6f 6e 73 74 72 75 63  P. Construc
0040 65 20 61 20 54 63 70 20 44 61 74 61 20 50 61 63 cp Data Pac
0050 6b 65 74 21 0a 00 00 00 ﬂﬂ 00 00 00 00 00 00 ﬂ(Y

0060 00 00 00 00 00 00 00 00 00 00 00 00 0f

00 00 o
0070 00 00 00 00 00 00 00 00 DU 00 00 00 00 00 00 na
0080 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
0090 00 00 00 00 00 00 00 ’)’) U 00 00 00 00 00 00 00
00a0 00 00 00 00 00 00 )0 00 00 00 00 00 00
00b0 00 00 00 00 00 00 00 OU UD 00 00 00 00 00 00 00
00c0 00 00 00 00 00 00 00 00

ECT(1) (ECN-Capable Transport))

Fig. 5. The format of the packet Host R captured.

6 Summary

With the requirements of network application increasingly diverse and complex, the
ability to provide network services has become increasingly demanding. It is more and
more evident that the traditional network service model has many drawbacks such as
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protocol redundancy, development difficulties, and more difficulty to extend services.
The Extensible Network Service Model introduced in the thesis can indeed resolve the
conflict. Furthermore, the core of the ENSM is the research on the description method
of the atomic services.

In this paper, the definition of atomic service and triplet expression of its conceptual
model are given, and the description method of atomic service is described in detail.
The data transmission experiment is completed by constructing the best-effort service
with atomic service dynamic combination, according to the description method. The
results of two experiments demonstrates the correctness and feasibility of the atomic
services’ description method. And the service instances can indeed provide the cor-
responding network services through dynamic combination of the atomic services
implemented as the description method.

In the future, according to the description method of the combination with infor-
mation description and function description, the network protocols and network
functions will be summarized, classified, and abstracted, then many atomic services
will be implemented. So that the ENSM can assist in getting rid of the shackles of
hierarchy structure, enhancing the extensibility of network services. The drawback of
difficulty in the extension of network services will be resolved from the root, and the
ENSM can provide more possibilities for further development of next generation
extensible networks.
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Abstract. The unmanned vehicle shows great potential in national economic.
The risk level of unmanned vehicle has direct impact on the development of the
unmanned transport industry. The Bayes net for the risk of unmanned vehicle
are created. The parameters of net are analyzed, and the quantitative computa-
tional method for the evaluation is given. A case study on the typical scene is
introduced. The simulation proved the feasibility of the method.

Keywords: Transport security - Risk assessment - Bayesian network -
Unmanned vehicle

1 Introduction

Nowadays, with the development of driverless techniques, Volvo and Uber created the
unmanned taxi which fused the multi-sensors (GNSS, non-GNSS) and integrated the
safety systems and self-control models. Will this unmanned car that arrive on its own to
pick up passengers and safely drive them and drop them off at their destination? It’s a
complicated question and some penetrating evaluation work is needed. To avoid the
insecurity affairs caused by GNSS failure, the integrity concepts of GNSS were pro-
posed in the past, such as the GPS integrity [1] and the GALILEO integrity [2] etc.
However, the integrity concepts designed for navigation system, like GNSS, do not
work for the unmanned vehicle (UV). For example, an unmanned car using the
multi-sensor navigation goes along the road. When one of the non-GNSS sensors or
the control system provides the wrong signal, the accident may be happened, while, the
GNSS integrity is OK. Moreover, which parts of the system responsible to the accident
is unclear. This brings a big challenge to the application of UV in the future. Although
some literatures about the assessment of UV risk are proposed [4-6], they focus on
some specific aspects. Therefore, it’s necessary to study one method of the assessment
of UV which synthesized many factors into one framework.

A quantitative evaluation method based on the Bayes net for the UV risk is
introduced in this paper. First, the Bayes net of the UV risk is created by causality.
Second, the models to compute the parameters of Bayes net are presented. Subse-
quently, the joint probability of events about the UV risk and the assessment algorithm
are deduced. Third, a typical example is demonstrated and the simulation results are
discussed. Finally, a conclusion is drawn.
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2 Methodology

2.1 Bayes Net for the Risk Assessment of UV

The Bayes net for evaluation of the UV risk is created as follows (Fig. 1):

Navigation Control
= System

uv
Related
Events

UV Security HEF
Requirement (Have Fault)
Event

Monl:t\tlarin il S
8 (Have Alarm) (Exceed Time To Alarm)
Events

Fig. 1. The directed acyclic graph for the risk assessment of UV.

Observing from up to down, the set named {Evidences} provides the information
necessary to compute the prior probability of events connected. Taken as input, the
{Evidences} can be acquired from online estimation, manufacturers or other
third-parts. Based on the prior probability and the conditional probability deduced by
causality, some joint probability of event could be obtained. Finally, the probability of
UV risk is computed, which could be used to evaluate the security level of UV.

The causality events are classified as UV Related Events, UV Requirement Event
and UV Monitoring Events. The event and type of each node is specified in Table 1.

2.2 Parameters of Events and Risk Assessment

The parameters in the set of {Evidences} for Bayes net could be obtained by online
estimation, manufacturers or other third-parts, which could also be used as the qualified
tags of security.

e UV Related Events

To simplify, the navigation source errors are projected to some dimensions (e.g.
east, up, north and time) and assumed independent. Then, the methodology of
over-bounding is applied to describe the error distribution with an over-bounding
Gaussian distribution [1]. The navigation errors could be expressed as follows,
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Table 1. The causality events

Causality
events
category

Event name

Descriptions

UV related
events

uv
requirement
event

uv
monitoring
events

{Evidences}

Navigation (NV)

Anti-attack (AA)

Device State (DS)

Driver Operation
(CS)

Have Fault (HF)

Have Alarm (HA)

Exceed Time To
Alarm (ETTA)

It’s the set of prior information about the UV, such as,
the statistical characters of the navigation error, the
capability of anti-attack, the reliability of device and the
validity of control instruction, etc. In brief, this set
provides parameters to describe the probability models
of following events

The NV event is binary. NV = True means the result of
navigation wouldn’t exceed an allowable level called x
Alarm Limit (xAL, x could be some dimension of the
space-time information). NV = False is the opposite
The AA event is binary. AA = True means the
anti-attack ability is valid, which proves the protection
measures satisfy the requirement. AA = False is the
opposite

The DS event is binary. DS = True means the UV
device is functioning normally, which indicates the
device’s function and performance satisfy the UV
requirement. DS = False is the opposite

The CS event is binary. CS = True means the operation
of control system on the UV is correct. CS = False is the
opposite

Other events affect the security of UV

The HF event is binary. HF = True means something
wrong occurs to the UV which do not meet the security
requirement. HF = False is the opposite

The HA event is binary. HA = True means the UV
monitoring unit works and gives alarm. HA = False is
the opposite

The ETTA event is binary. ETTA = True means the
alarm is not received within the specified TTA (Time To
Alarm). ETTA = False is the opposite

Num

g =), WEiXE i
i=1
Num

Xy = ; WNJ;CNJ
o 1)
v = 21 Wy .iu.i

P

Num

Xy = z% WriXT,i
iz
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Num
Xg = Z Wg l‘xEl
It/;m
Xy = 2% WN.,i;CN,i
Num (2)
Yy =) WU,iXU.,i
i=1
Num
Yr=) WT,ich,i

=

Where Xg; ~ N(pg G%‘i) is the estimation of the i-th navigation source error in the

east direction and. wg; is the i-th weight determined by the specific data fusion method
N

of navigation and ) wg; = 1. Because most of the data fusion method of navigation is
i=1

linear, the Eq. (1) in the form of best linear unbiased estimation (BLUE) is reasonable

for most cases. Therefore, Xg ~ N (,uE7 aE) The estimations in the north, up and time

dimensions are similar. Thus, we have the failure probability of NV event as follows,

Pnv_uitare = P(NV = F) = P(% > EAL) U P(Zy > NAL) UP(%y > UAL) UP(ir > TAL)

o) () () - (F)

P(NV=T)=1—P(NV =F)
Num Num Num Num

Heg = ZWEJMEJ? Hy = ZWN.iluva Hy = ZWU,i#U,ia Hr = ZWTJIUTJ
i=1 i=1 i=1 i=1

Num Num Num Num

_ ) 2 ) 2 ) 2 _ 2 2
= E WEiOEi ON = E WniONni» Ou = E WuiOu,» Or = E :WT,iO-T,i
i=1 i=1 =1 =1
(3)

Where Num is the number of available navigation sources, F = False, T = True,
XAL is the alarm limit in the x-dimension determined by the UV requirement,

erf(u) = \/%—[fg e dx.
Parameters of other events, such as AA, DS, CS, are provided by manufacturers,
other third-parts, or experience. The probability distributions are follows (Table 2),

Table 2. The probability of events in the UV related events

Event | P(NV) P(AA) L P(DS) P(CS)
F PNV_failure PAA_failure ------ PDS_failure PCS_failure
T 1‘PNvaailure 1‘PAAﬁfailure ~~~~~~ l‘PDSvfuilure 1_PCSvf[lier€

Note that the P(AA), ..., P(DS), P(CS) could be some functions of environment.
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e UV Requirement Event

The main problem of UV risk evaluation is how to determine what can be con-
sidered unsafe. This depends on the requirements of different standards of trans-
portation. Therefore, we define the UV failure event (Have fault, HF) happened as

P(HF =T) = P(NV = F)UP(AA = F)UP(... = F)UP(DS = F)UP(CS = F)
(4)

The conditional probability can be obtained in Table 3.

Table 3. Conditional probability table of P(HF|NV,AA, ..., DS, CS)

P(NV) | P(AA) | ... P(DS)|P(CS) |HF=F HF =T
F F .. F F 0 1
T F .. F F 0 1
.............................. 0 1
T T ... T T 1 0

Assuming the events are independent, we have

P(HF = F) =P(NV =T,AA=T,....DS=T,CS = T)

— P(NV = T)P(AA = T)...P(DS = T)P(CS = T)

= (1 — Pnv_gaiture)(1 — Paa_gaiture)- - -(1 = Pps_jaiture) (1 — Pcs_faiture)
P(HF = T) = 1 — P(HF = F)

(5)

e UV Monitoring Event

The UV monitoring unit protects the UV against the failure. The probability of
False Alarm (FA), Missing Detection (MD) are used to define the performance of the
UV monitoring. The conditional probability of event (Have alarm, HA) can be obtained
in Table 4.

Table 4. Conditional probability table of P(HA|HF)
HF HA=F HA=T
F |1-Ppa | Pra

The alarm must be received within a given period of time and with a given
probability. The probability of the event that delivering alarm exceed TTA (Exceed
Time To Alarm, ETTA) is defined as Pgrra. The conditional probability can be
obtained in Table 5.
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Table 5. Conditional probability table of P(ETTA|HA)

HA ETTA =F ETTA =T
F 1 0
T | 1-Pgrra PErTa

e UV Risk Assessment

The joint distribution is

P(HF,HA, ETTA) = P(HF)P(HA|HF)P(ETTA|HA, HF)
— P(HF)P(HA|HF)P(ETTA|HA)

The UV risk probability is

Ppis = P(HF = T,HA = F,ETTA = F)UP(HF = T,HA = T,ETTA = T)
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()

By comparing with the failure rate levels defined in the requirement of UV, the
Prisc could be used to assess the security of the UV.

3 Simulation

A typical dynamic scene is used to demonstrate the proposed method. A car equipped
with GNSS/INS going through a city canyon is simulated as follows (Fig. 2).

100s

Blockage

Car

20s

60s

Fig. 2. The dynamic simulation scene of city canyon.
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The simulation time is 100 s totally. The blockage of the GNSS navigation signals
begins at 20 s and end at 60 s. Assuming no attack (no jamming or hacker), no device
failure and no wrong control operation, the prior probability Paa_ pimre = O,
PDS_failure =0, PCS_failure =0.SetPry =1.0e — 8, Pyp = 5¢ — 9, Perra = 4.6 — 11.
The poisoning errors of GNSS and INS follow N(0, 10) and N(0, 2.5) respectively, and
the timing error follows N (0, 1). The number of Visible Satellite (VS) is 10 initially. The
alarm limit EAL = 5, NAL =5, UAL =5, TAL = 1. To simplify, the weights of the
estimation in the data fusion of navigation are calculated by the BLUE,

O-%NS 5ZGNSS
WGNSS = =33 WINS = =55 — (8)
OGnss T Ons OGnss T Ons

Where G2, is the online estimation of GNSS error variance and a7 is the INS

error variance provided by manufacturer. The simulation results are shown in Fig. 3.

Simulation with Navigation Source Changing
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—&— UV Risk with 5 Visable Satellites

Time(s)

Fig. 3. The simulation results.

As can be seen, during the GNSS signal blockage, the number of VS is decreased
from 10 to 5, and the estimation variance has doubled for the loss of navigation source.
The weights are adjusted adaptively according to the BLUE in the data fusion
step. The UV risk rises up when the navigation sources reduced. It could provide some
dynamic simulation results to the UV designer in the aim to getting a deep view of the
UV system and finding the key factors of UV security.
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4 Conclusion

The article proposed a flexibility framework synthesized most factors of UV to assess
the risk level. According to the characteristics of the UV, we design a Bayesian
network for risk evaluation and analyze the network parameters. Use the Bayesian
network theory to evaluate the risk level of UV. An example is given, and the simu-
lation results proved the feasibility of the method. More factors or events related to the
UV security would be considered in further study.
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Abstract. Delay-constrained least-energy-consumption multicast tree con-
struction is an important problem in wireless ad hoc networks and sensor net-
works to support multimedia applications such as audio and video. In the past
few years, delay-constrained least-cost multicast tree construction had received
much attention. However, these algorithms in wired networks cannot be directly
used in wireless networks, because energy consumption are not considered in
protocol design. In this paper, we focus on the problem of delay-constrained
least-energy-consumption multicast routing in unreliable wireless multi-hop
networks. Link error rate is considered in the process of multicast tree con-
struction. We proposed a heuristic genetic algorithm to solve the problem.
Simulations are performed to demonstrate the effectiveness and efficiency of the
proposed algorithm.

Keywords: Link error rate - Energy - Delay - Wireless multi-hop networks -
Genetic algorithm

1 Introduction

Ad hoc networks and sensor networks are important wireless multi-hop networks
because they have a wide range of potential applications in military and civil areas.
Multicasting is one of key services in resource-constrained wireless networks to sup-
port multimedia applications such as audio and video. Through multicasting, source
node can send the same information to a group of destinations concurrently in an
efficient way. To support delay sensitive applications, wireless multi-hop networks
must ensure that end-to-end delay is smaller than the applications’ requirement. Since
nodes in wireless multi-hop networks are usually powered by batteries with limited
capacity, routing protocols must minimize the total energy consumption to prolong
network lifetime. Thus, delay-constrained least-energy-consumption multicast routing
is an important problem in wireless multi-hop networks.
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In the past few years, delay-constrained least-cost multicast routing problem has
received much attentions in wired networks [1-3]. However, the proposed protocols for
the problem cannot be used in wireless multi-hop networks directly, because the energy
consumption are not considered in protocol design. We had earlier studied the problem
of delay-constrained energy-efficient multicast routing in wireless multi-hop networks
[4]. However, we didn’t take link unreliability into consideration and simply assumed
that the link error probability is 0. The problem of constructing delay-constrained
least-energy-consumption multicast tree is known to be NP-hard. Conventional algo-
rithms is difficult to solve this problem.

Genetic algorithm (GA) is one class of evolutionary algorithm (EA), which mimics
the process of natural selection. GA uses techniques inspired by natural evolution, such
as inheritance, crossover