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Preface

Optical networks have moved from laboratory settings and theoretical re-
search to real-world deployment and service-oriented explorations. New tech-
nologies such as Ethernet PON and optical packet switching are being ex-
plored, and the landscape is continuously and rapidly evolving. Some of the
key issues involving these new technologies are the architectural, protocol, and
performance aspects.

The objective of this book is to present a collection of chapters from lead-
ing researchers in the field covering the above-mentioned aspects. Articles on
various topics,  spanning a variety of technologies, were solicited from ac-
tive researchers in both academia and industry. In any book on such a quickly
growing field, it is nearly impossible to do full justice to all of the important
aspects. Here, rather than attempting to cover a large ground with a limited
treatment of each topic, we focus on a few key challenges and present a set of
papers addressing each of them in detail. It is our hope that the papers will be
found to have sufficient detail for the new entrant to the field, and at the same
time be a reference book for the experienced researcher.

This book is aimed at a wide variety of readers. The potential audience
includes those who are interested in a summary of recent research work that
cannot be found in a single location; those interested in survey and tutorial
articles on specific topics; and graduate students and others who want to start
research in optical networking. We hope that readers gain insight into the ideas
behind the new technologies presented herein, and are inspired to conduct their
own research and aid in further advancing the field.

Organization of the book

The book is divided into six parts, each dealing with a different aspect: net-
work architectures, switching, signaling protocols, traffic grooming, protection
and restoration, and testbeds. At least two chapters have been selected for each
part, with three or more chapters for most parts.

Part I is on network architectures and contains four chapters. The first chap-
ter by Cline, Maciocco and Mishra from Intel Labs takes a look into the ser-
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vices and architectures for next generation optical networks. The second chap-
ter by researchers from NEC Labs and UT Dallas presents a hybrid hierarchi-
cal network architecture wherein both all-optical and OEO switching co-exist
within a cross-connect. Chapter 3 summarizes recent developments in passive
optical network (PON) architectures. This chapter is written by researchers
from UC Davis, Teknovus, and Nokia Research. Chapter 4, by Nasir Ghani
of Tennessee Technological University, presents a detailed survey of the recent
activities in regional and metro network architectures.

Part II focuses on switching and consists of three chapters. The first chapter
presents an overview of optical packet switching and is written by Rouskas
and Xu of North Carolina State University. Chapter 6, by researchers from
the SUNY at Buffalo and Brockport, presents waveband switching OXC ar-
chitectures, and algorithms for grouping wavelengths into wavebands. The
last chapter of Part II is on the third main switching paradigm, namely op-
tical burst switching (OBS). The article, written by researchers from Alcatel
and Samsung, reviews OBS concepts and describes the work on OBS done at
Alcatel USA.

Signaling protocols are the subject of Part III. The first chapter, by Tomic
and Jukan of the Vienna University of Technology, discusses the architecture
and functionality of GMPLS-enabled exchange points. The second chapter
by David Griffith of NIST presents the GMPLS protocol framework includ-
ing RSVP-TE, OSPF-TE, and LMP. Chapter 10, authored by three researchers
from Tellium, explains the benefits and operational aspects of mesh optical
networks.

Part IV contains two chapters on traffic grooming. The first chapter by Hu
and Modiano introduces a simple traffic grooming problem and then presents
various modifications and solution techniques. The next chapter by Mad-
hyastha and Murthy presents a specific architectural solution for efficient traffic
grooming.

Part V is dedicated to protection and restoration. The first chapter by Sivaku-
mar, Shenai, and Sivalingam presents a survey of survivability techniques.
The next chapter by Somani focuses on routing “dependable” connections and
presents a novel solution. The following chapter by Sahin and Subramaniam
presents a new strategy of scheduling restoration control messages to provide
quality of protection in mesh networks using capacity sharing. The last chapter
in this part, written by Mas, Nguyen, and Thiran, discusses methods to locate
failures in WDM networks.

The final part of the book consists of two chapters describing the testbeds
built at UMBC and Stanford. In Chapter 17, a multi-layered GMPLS optical
network testbed is described and Chapter 18 describes the HORNET packet
switched metro network developed at Stanford.
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We invite you to sit back and read about the recent research in optical net-
working presented in these chapters and hope that it stirs your creativity and
imagination leading to further innovations and advances in the field.

Acknowledgments

Naturally, this book would not have been possible without the time and ef-
fort of the contributing authors, and we are grateful to them. Each of the chap-
ters selected were proofread by the editors and their graduate students who
have also spent considerable time in taking care of the little details that make
the book right. We also like to acknowledge the valuable assistance of Minal
Mishra, Rama Shenai, Manoj Sivakumar, Mahesh Sivakumar and Sundar Sub-
ramani, graduate students at the University of Maryland, Baltimore County;
and Tao Deng, Sunggy Koo, and Venkatraman Tamilraj at George Washington
University.

We also gratefully acknowledge our research sponsors who provided partial
support for this work. This includes DARPA under grant No. N66001-00-
18949 (co-funded by NSA), National Science Foundation under grant Nos.
ANI-0322959 and ANI-9973111, Cisco Systems and Intel Corporation.

We thank Kluwer Academic Publishers for the opportunity to publish this
book. We are especially thankful to Alex Greene and Melissa Sullivan at
Kluwer Academic Publishers for their constant help and patience, without
which this book would not have been possible.

Krishna Sivalingam
Associate Professor
University of Maryland, Baltimore County
Email: krishna@umbc.edu

May 2004

Suresh Subramaniam
Associate Professor

George Washington University
Email: suresh@gwu.edu



This page intentionally left blank 



Computer Science and Engineering in 1988 from Anna University, Chennai
(Madras), India. While at SUNY Buffalo, he was a Presidential Fellow from
1988 to 1991.

His research interests include wireless networks, optical wavelength divi-
sion multiplexed networks, and performance evaluation. He holds three patents
in wireless networks and has published several research articles including more
than twenty-five journal publications. He has published an edited book titled
“Wireless Sensor Networks” in 2004 and an edited book titled “Optical WDM
networks” in 2000. He is serving as a Guest Co-Editor for a special issue of
ACM MONET on “Wireless Sensor Networks” in 2004 and, in the past, served
as Guest Co-Editor for a special issue of ACM MONET on “Wireless Sensor
Networks” (2003) and an issue of IEEE Journal on Selected Areas in Com-
munications on optical WDM networks (2000). He is co-recipient of the Best
Paper Award at the IEEE International Conference on Networks 2000 held in
Singapore. His work has been supported by several sources including AFOSR,
NSF, Cisco, Intel and Laboratory for Telecommunication Sciences. He is a
member of the Editorial Board for ACM Wireless Networks Journal, IEEE
Transactions on Mobile Computing, and KICS Journal of Computer Networks.

He is serving as Steering Committee Co-Chair for the First International
Conference on Broadband Networks 2004 (www.broadnets.org); and as Tech-
nical Program Co-Chair for the First IEEE Conference on Sensor and Ad Hoc
Communications and Networks (SECON) to be held in Santa Clara, CA in
2004. He has served as General Co-Chair for SPIE Opticomm 2003 (Dallas,
TX) and for ACM Intl. Workshop on Wireless Sensor Networks and Appli-
cations (WSNA) 2003 held on conjunction with ACM MobiCom 2003 at San
Diego, CA. He served as Technical Program Co-Chair of OptiComm confer-
ence at Boston, MA in July 2002. He is a Senior Member of IEEE and a
member of ACM.

PREFACE xvii

Book Editor Biographies

Krishna M. Sivalingam (ACM ’93) is an Associate Pro-
fessor in the Dept. of CSEE at University of Maryland,
Baltimore County. Previously, he was with the School
of EECS at Washington State University, Pullman from
1997 until 2002; and with the University of North Car-
olina Greensboro from 1994 until 1997. He has also
conducted research at Lucent Technologies’ Bell Labs
in Murray Hill, NJ, and at AT&T Labs in Whippany,
NJ. He received his Ph.D. and M.S. degrees in Computer
Science from State University of New York at Buffalo
in 1994 and 1990 respectively; and his B.E. degree in



xviii EMERGING OPTICAL NETWORK TECHNOLOGIES

Suresh Subramaniam received the Ph.D. degree in
electrical engineering from the University of Washing-
ton, Seattle, in 1997. He is an Associate Professor in
the Department of Electrical and Computer Engineer-
ing at the George Washington University, Washington,
DC. He is interested in a variety of aspects of optical and
wireless networks including performance analysis, algo-

rithms, and design. His research has been supported by DARPA, DISA, NSA,
and NSF.

Dr. Subramaniam is a co-editor of the book “Optical WDM Networks: Prin-
ciples and Practice” published by Kluwer Academic Publishers in 2000. He
has been on the program committees of several conferences including IEEE
Infocom, IEEE ICC, and IEEE Globecom, and is TPC Co-Chair for the 2004
Broadband Optical Networking Symposium, part of the First Conference on
Broadband Networks (www.broadnets.org). He serves on the editorial boards
of Journal of Communications and Networks and IEEE Communications Sur-
veys and Tutorials. He is a co-recipient of the Best Paper Award at the 1997
SPIE Conference on All-Optical Communication Systems.



I

NETWORK ARCHITECTURES



This page intentionally left blank 



Chapter 1

ENABLING ARCHITECTURES FOR
NEXT GENERATION OPTICAL NETWORKS

Linda Cline, Christian Maciocco and Manav Mishra
Intel Labs, Hillsboro OR 97124

Email: linda.s.cline@intel.com, christian.maciocco@intel.com

Abstract As the demand grows for higher network access speeds, technologies such as
optical fiber have begun to overtake traditional copper wire for data transport in
short haul networks as well as long haul networks. Optical networking plays a
growing role in next generation networks with new capabilities such as LCAS
(Link Capacity Adjustment Scheme) and Virtual Concatenation (VC), and ser-
vices such as dynamic provisioning and traffic grooming. While these emerging
capabilities hold the promise of an intelligent optical network, there are still ob-
stacles. Protocols and standards to support these capabilities are still evolving.
In addition, in order to realize the new benefits, carriers and providers must in-
vest in new optical equipment, as well as upgrades to existing equipment. In the
current economic environment, a choice which leverages lower cost equipment
with software which can provide advanced functionality is significantly more
attractive than expensive alternatives. In addition, upgradeable software- based
components provide future cost savings as well as flexibility in supporting new
and changing protocols and standards. In this paper, we discuss each of these
issues in detail and present a solution for optical services and applications, in-
cluding Optical Burst Switching, using a network processor based platform to
overcome the obstacles facing next generation optical networks.

Keywords: Optical Networking, SONET/SDH, Network Processors, GMPLS, UNI, Link
Capacity Adjustment Scheme, Traffic Grooming, Optical Burst Switching.

1.1 Introduction

New capabilities and services for optical networks combined with optical
fiber pushing toward the edge require continued investment in equipment and
upgrades to support these new functions. This equipment needs to be flexible
to support the networks of today as well as the capabilities for tomorrow. An
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architecture that is flexible enough to support this type of investment for the
future is one that leverages software to augment less complex, and thus less
expensive, hardware. Optical network nodes need to support changing net-
work protocols and increased complexity in functionality. Use of a mass pro-
duced, inexpensive network processor that is optimized for network processing
functions and completely programmable in software, provides an appropriate
platform for these nodes. By implementing the complexity in software, there
is increased adaptability to protocol upgrades for continued cost savings.

In this chapter, we discuss the problems and requirements of an intelligent
optical network, and provide a solution describing the use of a software frame-
work implemented on a network processor based optical platform.

In Section 1.2, we discuss several of the emerging optical services which are
required by next generation optical networks, as well as some of the issues sur-
rounding them. In Section 1.3, we provide an overview of network processors.
Section 1.4 discusses the various software building blocks which can be used
to implement the next generation optical services. In Section 1.5, we present
a solution for Optical Burst Switching, which is a next generation optical ap-
plication. Finally, Section 1.6 summarizes the choice of a network processor
platform as an enabler for the continuously evolving optical networking tech-
nology.

1.2 Next-generation Optical Services

Next-generation optical services will support more customers and provide
greater bandwidth in access networks. This capability requires new supporting
services to be provided by the underlying networks. These services include
automated optical provisioning, sophisticated traffic grooming, and services
that ease management of networks with ever increasing complexity. These
services are described in more detail in the subsequent sections.

1.2.1 Optical Provisioning

In current networks, setting up an optical connection to send SONET/SDH
[11,12] frames from one location to another is a manual process. Typically, a
Network Management System (NMS) is configured by one or more humans to
add each new connection. It is not unusual for the turnaround time for a new
connection to take up to six weeks to configure after the initial request has been
submitted. Once a human has begun directly configuring the NMS software,
the completion of the task may still take several minutes or hours. Provisioning
that takes months or minutes may be acceptable, if not desirable, for setting up
long haul connections which may be in place for long periods of time. How-
ever, as optical networking moves to the metro area network (MAN), this delay
in provisioning connections becomes less acceptable. Access connections for
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the MAN have a finer granularity in bandwidth requirements and are more tran-
sient than long haul connections. Quantities of service connection or service
modification requests will increase rapidly, which can swamp a provisioning
system which is accomplished manually. Dynamic, automated provisioning is
vital if service providers are going to meet the rigorous turnaround time and
scalability requirements of MANs. Dynamic provisioning can also improve
operational expenditures by reducing the need for human control, improving
time to revenue for new services.

Support for dynamic provisioning is beginning to emerge, although today
this is typically implemented using proprietary means. Such proprietary
schemes make end to end automated provisioning not possible except where
certain carriers control the complete paths. Efforts are underway in standards
groups to define protocols for dynamic provisioning, which may solve the
end to end problem eventually. Currently, these standards are moving targets,
which magnifies the need for programmable network nodes which can easily
be updated as new versions are defined or protocols modified. We talk about
just a few of these protocols for illustration.

One aspect of automation in provisioning involves the configuration of end
to end connections. In the past this has been primarily accomplished through
manual means, but there are currently efforts underway to define standard
signaling protocols such as the GMPLS (Generalized Multi-Protocol Label
Switching) suite of protocols [1][2][3], to automate some of this process. One
such standards effort is UNI (User-Network Interface) [4], defined at the Opti-
cal Internetworking Forum (OIF). In brief, UNI provides an interface by which
a client may request services (i.e. establishment of connections) of an optical
network. By supporting dynamic connection requests, end to end provisioning
can be accomplished.

LCAS [8] is another area where efforts are being made in automation of
provisioning. LCAS is a recent SONET based protocol that allows a partic-
ular connection to be resized (to adjust the capacity or bandwidth). It uti-
lizes Virtual Concatenation (VC) [9], a method for providing SONET/SDH
virtual connections in a variety of sizes, that supports flexibility as well as
better bandwidth utilization. Combined, these two mechanisms can support
dynamic changes to connections and their capacities, which allows new virtual
connections to be easily integrated into the SONET/SDH multiplex, or existing
connections to be given more or less bandwidth. Smaller granularities of band-
width can be supported and increased dynamically, making SONET/SDH a
viable alternative to Ethernet for metro carriers. Addition of bandwidth on de-
mand will allow service providers to be much more responsive to transient cus-
tomer bandwidth needs, enabling better utilization of empty fiber along with
addition of premium services for short term bandwidth bursts.
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Once connection provisioning can be automated, additional services can
be developed that utilize this automation, such as intelligent protection and
restoration schemes that do not rely on expensive hardware redundancy, and
may provide better restoration by creating fall back routes which avoid points
of failure. Network Management Systems (NMS) can take advantage of these
services for more resilient and fine grained manageability of the optical net-
work.

1.2.2 Traffic Grooming
Another service which has great importance in the next generation optical

network, especially for access networks, is traffic grooming. Traffic groom-
ing refers to efficient multiplexing at the ingress of a network. Typically, it
is used to group lower-rate traffic flows into higher-rate traffic flows in such
a manner that add/drop operations are minimized. Grooming is a composite
solution employing various traffic pattern, engineering, topology and routing
schemes. Grooming can be employed at MAN gateways to exhaustively utilize
bandwidth in an intelligent manner. There are three main components of traf-
fic grooming for next generation optical networks: admission control, traffic
management, and LCAS/VC.

Admission control ensures that the customers adhere to their Traffic Con-
ditioning Agreements as specified by their SLAs (Service Level Agreements).
This helps to support Authentication, Authorization and Accounting (AAA)
of the customers. It also supports policing of the customer traffic flows and
enforcement of domain policies. If a customer’s flow exceeds the SLA, then
a back pressure message (i.e. Ethernet PAUSE flow control message) can be
sent to the customer to initiate a slow-down in the rate of traffic.

Once traffic has been authenticated and authorized, traffic management
deals with queuing and scheduling of the incoming traffic flows onto the
various egress queues available. The scheduler usually doubles as a shaper as
well and thereby ensures that the traffic is pumped onto the network based on
a profile characteristic to the network.

Use of the LCAS/VC feature of next-generation SONET networks allows
the service provider to over-provision bandwidth on existing channels, which
ensures rapid provisioning of services to customers. This feature also enables
the service provider to add new customers to its clientele without making fork-
lift or cumbersome upgrades to the network infrastructure.

Figure 1.1 illustrates a deployment scenario for traffic grooming at a metro
gateway where numerous gigabit Ethernet lines are aggregated and provisioned
over an outgoing PoS (Packet over SONET) or EoS (Ethernet over SONET)
line for transport across the core of the network. Unlike traffic engineering,
which is end-to-end, traffic grooming is done primarily at the ingress of the
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Figure 1.1. Traffic grooming switch.

MAN, as this is where a major aggregation of trunk lines and gigabit Ethernet
lines happens.

1.2.3 Automated Device Control

Network management in optical networks has traditionally been im-
plemented as a centralized control. As complexity in optical devices and
networks increases, and the number of managed devices grows, it becomes
an increasingly difficult management problem to centralize all functions.
Network elements can off-load some of the NMS tasks, if they are capable of
handling additional processing. This may include better statistics gathering
and alarm/event correlation, support at the device level for some levels of
automated provisioning, support for some policy administration at the device
level, and higher level, easy to use interfaces for device configuration to ease
the work of administrators.

One of the scalability problems with a large optical network is the sheer vol-
ume of statistics and events that must be analyzed and processed at the NMS. A
single hardware failure can escalate into a large number of alarms which need
to be handled with great efficiency to isolate the failure and select a solution or
a workaround. A link failure can cause these alarm notifications to be gener-
ated from all affected network elements. As the size of the network grows and
the number of elements increases, this can swamp a centralized management
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system. The network element can handle some correlation of multiple alarms
and events if it can accommodate the analysis processing. Gathering of fine
grained statistics and coherent summarization can be supported at the network
element level and propagated in summary form to the NMS. This can relieve
some of the obvious scalability problems.

While end to end path provisioning may be better served by a central NMS,
some levels of provisioning as well as policy administration can be supported
at the network element level. The NMS could delegate select policies for ad-
ministration directly at the optical device level. This might include SLA infor-
mation for traffic flows, or certain admission control policies. Local decisions
about LCAS initiation and processing based on information provided by the
NMS could support lower levels of automated provisioning directly at the de-
vice level.

Obviously, as the capabilities of optical network devices become more so-
phisticated, there is additional complexity in programming these devices. Re-
mote administration, compatibility with existing as well as emerging manage-
ment interface standards, and high level, easy to use functions with fine grained
control are among the requirements of the interfaces supported by the optical
network element.

All of these new capabilities and services that will be present in the next gen-
eration optical platform impose new demands on the network and the equip-
ment used to support it. In addition, standards for the new protocols and in-
terfaces to support these new services are still in development and subject to
industry acceptance. Some of these standards are described in the next section.

1.2.4 Standards for Tomorrow’s Optical Networks
We briefly describe some of the standards efforts that are geared toward

improving automation of provisioning and adding intelligent capabilities to
the optical network. The primary efforts in this space are GMPLS and UNI.

GMPLS Overview. GMPLS [1-3] is not a single protocol, but a collection
of protocols being defined by the IETF, offering a consolidated control plane
and extending topology awareness and bandwidth management across all net-
work layers, thus enabling new, more efficient and cost effective core network
architectures. The potential of GMPLS is that it makes possible the evolution
to peer-based networks where all network elements have information about all
other elements. The GMPLS suite of protocols is applicable to all types of
traffic and provides mechanisms for data forwarding, signaling and routing on
a variety of data plane interfaces. GMPLS enhances MPLS to additionally
support Packet Switched Capable interfaces (PSC), Time Division Multiplex-
ing Capable interfaces (TDMC), Lambda Switch Capable interfaces (LSC) and
Fiber Switch Capable interfaces (FSC).
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GMPLS extends IP technology to control and manage lower layers. In order
to establish a connection, the GMPLS control plane is using a routing proto-
col, e.g. OSPF or IS-IS, to maintain route information, and also a signaling
protocol, e.g. RSVP-TE or CR-LDP, to provide the messaging functionality.
GMPLS also manages TE (Traffic Engineering) links, where combining mul-
tiple data links for routing purposes forms a single TE link, through the use of
LMP (Link Management Protocol) running between neighboring nodes.

The intelligent optical network uses GMPLS to dynamically establish, pro-
vision, maintain / tear down, protect and restore, groom and shape traffic to
make efficient use of SONET/SDH, WDM, or OTN networks. These features
allow operators/service providers to offer new services over these networks
such as bandwidth-on-demand, efficient traffic grooming, etc. GMPLS sup-
ports the establishment of labels with traffic engineering attributes between
end-points. A GMPLS domain consists of two or more Label Edge Routers
(LER) connected by Label Switched Routers (LSR). Label Switched Paths
(LSPs) are established between pair of nodes along the path to transfer packets
across the domain. An LSP consists of an ingress LER, one or more LSRs or
OCX (Optical Cross-Connect) and an egress LER. For all packets/frames re-
ceived at the ingress, the LER determines which packets should be mapped to
which particular LSP based on packet classifications, i.e. destination address,
source address, protocol port, etc. Multiple LSPs can be established between
any ingress and egress LER pair. Figure 1.2 shows a GMPLS domain consist-
ing of two LERs and two LSRs.

Figure 1.2. GMPLS Overlay Model (UNI).

UNI overview. New technologies in optical networking such as Dense
Wave Division Multiplexing (DWDM) have evolved to provide a cost effective
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means to increase the bandwidth capacity of optical fiber networks as well as
create a new optical network layer that can provide intelligent transport ser-
vices to allow IP routers, MPLS label switching routers, ATM switches, etc.,
to interconnect using SONET/SDH or other future interfaces. To support pro-
visioning of end to end connections across multi-vendor networks, a standard
method of signaling to create these connections is required. The Optical In-
ternetworking Forum (OIF) has been working toward defining such standards.
The standard interface that provides a service control interface between the
transport network and the client is called the User- Network Interface (UNI)
[4]. The initial specification developed is Optical UNI 1.0.

UNI 1.0 allows a client from the user network to dynamically initiate and
establish an optical connection with a remote node using GMPLS signaling. A
neighbor discovery mechanism is defined, which allows a client (termed UNI-
C) and the network node (termed UNI-N) which supports the client’s request,
to discover each other. In addition, a service discovery mechanism is included,
which allows the client to discover the services offered by an optical network.

UNI 2.0 specification is underway and addresses features such as security,
bandwidth modification, extension to physical layers such as Ethernet, and the
ability to establish multiple connections with a single request.

While the work with UNI holds promise for paving the way to fully auto-
mated provisioning and advanced optical network services and management, it
is still very much a work in progress. OIF and IETF are separate standards or-
ganizations, and thus may not be completely in agreement or consensus. IETF
has not settled on a single signaling protocol for GMPLS, but OIF has se-
lected CR-LDP as the signaling protocol for UNI. IETF supports a peer to peer
model for GMPLS, whereas OIF, heavily guided by telecom companies, de-
fines an overlay model. It can be difficult for equipment vendors to decide how
to develop their implementations if they wish to become early adopters. The
standards are currently moving targets, which means that any implementation
of the protocols in these standards needs to accommodate frequent modifica-
tions and updates. The most flexible and cost-effective solution for this is to
provide as much of the implementation in software as possible.

1.2.5 Optical Services: Advantages and Issues

In summary, emerging optical services provide the following advantages
and features:

Automated provisioning for finer grained and more efficient network
management

Traffic grooming for better traffic and customer management
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Network management capabilities to support scalable and more resilient
and flexible networks

Standards to allow inter-vendor interoperation

However, the following obstacles remain:

Standards specifications are still unstable

Implementions require increased complexity

Upgrades to legacy optical equipment may be unavoidable

Next, we talk about network processors and the solution they provide for
overcoming these obstacles.

1.3 Programmable Silicon and Network Processors

Historically, manufacturers have employed fixed-function ASICs (applica-
tion specific integrated circuits) to perform packet processing in network de-
vices at line rates. However, ASICs can be expensive to revise if adding or
changing protocol functionality, and can be difficult to program. The com-
plexity of required packet processing is directly related to the number and so-
phistication of the supported protocols. For IP networks, protocols such as
IPv6 and MPLS are being added to the required lineup of supported protocols
in network devices. For optical networks, the list grows with the addition of
protocols such as LCAS, VC, GMPLS, CR-LDP, etc.

Instead of utilizing fixed-function ASICs to support growing and evolving
packet processing functions, a network processor is a fast, but more flexible
and programmable device that could constitute a better choice. Network pro-
cessors are capable of processing packets at line rates, but provide users with
the programmability of a generic processor. Use of commercial off-the-shelf
network processors can eliminate development time for custom ASICs, and
better support adaptation to changing customer requirements or evolving stan-
dards by allowing software updates [6].

A typical lineup of packet processing functions handled by a network pro-
cessor could include header classification, deep packet inspection and analysis,
packet processing, policing, statistics, and traffic management. The network
processor could work in conjunction with a control plane processor to handle
control and exception packets that are detected. Routing tables can be stored
in SRAM, TCAM, or DRAM. Packets can be stored internally or in an exter-
nal DRAM. Standard interfaces such as SPI-3, SPI- 4, CSIX [5], etc. can be
used to connect network processors to framer or switch fabric devices, or to
co-processors such as those used to perform encryption, etc.
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Figure 1.3. A generic network processor.

PCI or generic bus interfaces can be used to connect the network processor
to a control plane processor. Figure 1.3 shows the architecture of a generic
network processor and the functionality of the various components.

1.3.1 Network processor programming and software
framework

With a software based platform, it becomes possible to create modular and
reusable components that can form the basis for more sophisticated processing
functions. These components become software building blocks which are ag-
gregated in different ways to suit different and more sophisticated applications.
This type of software development strategy can be followed and implemented
in software development kits that are made available with network processors.

Such development kits emphasize network elements which support separate
but interoperating control and data planes. This allows independent develop-
ment of control and data path software. Typically, a host network processor,
host operating system, higher-layer software, and client APIs run on a control
plane processor. Software which runs on the control plane includes protocol
processing for routing and signaling, exception handling and control protocols.
Data plane software includes packet processing functions which need to han-
dle data at line rates, also known as fast-path code. The fast-path code runs
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on a network processor. Many network nprocessor vendors supply reference
fast-path code as part of their development kits.

Another model that is an integral part of the development strategy is the use
of pipelined processing to handle packet data along the fast-path. An ingress
software module receives packets from a hardware interface, and passes these
along to one or more modules for classification, filtering, policing and shaping
before passing to an egress module for transmission on hardware once again.
As network processors gain in capability and speed, this type of fast-path han-
dling could grow from simple functions such as filtering and forwarding, to
deep packet analysis and more. If these processing modules represent differ-
ent aspects of protocol handling, they can be replaced, or mixed and matched
with future modules for updated or layered protocol handling. Vendors can
take modules with standard protocol behaviors and insert their own special
processing functions within a pipeline for value added functionality, without
having to implement all of the standard behaviors themselves.

The software building block and pipelined processing model has the flexi-
bility and potential to support a suite of network processing and protocol func-
tions that can grow and adapt with the needs of future networks. We next
discuss some specific examples of building blocks that can help solve some of
the problems with development for next generation optical networks.

1.4 Software Building Blocks for the Intelligent Optical
Network

The control and data plane separation and the pipelined functional build-
ing blocks models as described above provide an architectural platform im-
plemented in software which utilizes the flexibility of a network processor
and supports development for the services and applications of the next gen-
eration optical networks. Designed well, these functional blocks are modular
and reusable, and can be used to build various combinations to suit a wide va-
riety of networking functions. When protocols are updated to reflect changes
in evolving standards, or to include value added vendor processing, only the
affected blocks need to be updated. Common blocks can be provided with
equipment in the form of libraries or reference code, and can be utilized as is,
or modified for differences or additions in supported features. In this section,
examples will be presented which illustrate in detail the way in which several
next generation optical services can be implemented.

1.4.1 Traffic Grooming Data Plane Blocks
An example architecture of a traffic grooming switch is shown in Figure 1.4

below. The figure shows control plane based software modules which are re-
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Figure 1.4. Traffic grooming architecture.

sponsible for policies, signaling, and management. These communicate with
the data plane blocks through the ForCES [7] (Forwarding and Control Ele-
ment Separation) protocol defined by IETF. The traffic grooming data plane
blocks are responsible for authenticating, authorizing, accounting, provision-
ing of QoS of the incoming packet data, based on information downloaded
from the control and management planes. The various data plane components
for traffic grooming are shown in Figure 1.5. A brief overview on these blocks
is provided below.

Classifier. A classifier is a functional data path element which consists
of filters that select matching and non matching packets. Based on this selec-
tion, packets are forwarded along the appropriate data path within the gateway.
Therefore, a classifier splits a single incoming traffic stream into multiple out-
going streams. This traffic grooming solution could employ an IEEE 802.1 p/q
based classifier, or a Layer 3 classifier or a MPLS classifier. The IEEE 802.1
p/q classifier is employed for metro gateways with incoming Gigabit Ethernet
or 10-Gigabit Ethernet links, as the VLAN ID in the header maps to the client’s
identity, and the priority bits map to the class of service for the flow.
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Figure 1.5. Traffic grooming data plane blocks.

Meter. A meter is a data path functional element that monitors the temporal
characteristics of a flow and applies different actions to packets based on the
configured temporal profile for that flow. A token bucket meter is used for
the traffic grooming solution as it measures the conformance of a flow profile
against the traffic profile specified by the SLA.

Bandwidth Manager. The bandwidth manager is a control block respon-
sible for: Resource Management Admission Control through Ethernet back-
pressure based throttling Provisioning of Bandwidth using LCAS, when over-
subscription occurs and excess bandwidth is available.

Buffer Manager. A buffer manager is a queuing element which modulates
the transmission of packets belonging to the different traffic streams and de-
termines their ordering, possibly storing them temporarily or discarding them.
Packets are usually stored either because there is a resource constraint (e.g.,
available bandwidth) which prevents immediate forwarding, or because the
queuing block is being used to alter the temporal properties of a traffic stream
(i.e., shaping). A simple, static buffer manager serves the purpose of traffic
grooming.

Scheduler. A scheduler is an element which gates the departure of each
packet that arrives at one of its inputs, based on a service discipline. It has one
or more inputs and exactly one output. Each input has an upstream element
to which it is connected, and a set of parameters that affects the scheduling of



16 EMERGING OPTICAL NETWORK TECHNOLOGIES

packets received at that input. The service discipline (also known as a schedul-
ing algorithm) is an algorithm which might take any of the parameters such as
relative priority associated with each of the scheduler’s inputs (or) the absolute
token bucket parameters for maximum (or) the minimum rates associated with
each of the scheduler’s inputs (or) the packet length or 802.1p QoS bits of the
packet (or) the absolute time and/or local state as its input.

A leaky bucket based scheduler is employed as it implicitly supports traffic
shaping on each outgoing queue according to a leaky bucket profile associated
with that queue.

Figure 1.6. GMPLS/UNI data plane blocks.

1.4.2 UNI/GMPLS Example

An example architecture for a network element which supports UNI / GM-
PLS is described in this section. At present, UNI / GMPLS is a developing
technology with continuously evolving specifications, and illustrates an appli-
cation which would particularly benefit from a flexible software architecture
which supports frequent protocol updates. GMPLS networks support three
distinct functionalities, namely, ingress LER processing, LSR switching and
egress LER processing. The various GMPLS data plane blocks used to man-
ifest the GMPLS switching functionalities is shown in Figure 1.6. A brief
discussion on the functionality of these data plane blocks is provided below.
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GMPLS Manager. The GMPLS manager populates the FEC (Forward
Equivalence Class), NHLFE (Next Hop Label Forwarding Entry) and Incom-
ing Label Map (ILM) tables required for data processing. The GMPLS man-
ager also configures and manages the SONET channels through the driver for
the SONET Framer.

Classifier. The classifier classifies the packets to a FEC. The FEC could
be the destination network prefix, source IP address or five-tuple based. The
results of the classification are used for determining the NHLFE for the packet.

Mapper. The mapper maps the flow to an outgoing label and an outgo-
ing interface. The outgoing label could be a physical label, a TDM slot or a
wavelength. The mapper also provides the next-hop for the outgoing flow.

Label Mapper. This module is used in the LSR mode for PSC LSPs
only. The label from the incoming packet is mapped to an entry in the ILM to
generate the outgoing label which could be a physical label, a TDM slot or a
wavelength and the outgoing interface.

Figure 1.7. A programmable Next Generation Optical Platform.

1.4.3 Next Generation Optical Platform (NGOP)

A composite data plane solution for a multi-service provisioning plat-
form that provides traffic grooming and multiple types of mappings such as
GFP[10], PPP, EoS, etc., is illustrated in Figure 1.7. The figure shows blocks
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for the traffic grooming functionality in white boxes. Addition of the GMPLS
LER building blocks shown in the dotted boxes illustrates easy integration
of a new functionality with an existing functionality. This example serves
to demonstrate how the network processing building blocks that implement
various protocols can be combined into a single architecture. Additional
services such as GMPLS based label switching can be easily incorporated into
the architecture defined through the integration of software building blocks
which implement those specific functionalities. This enables faster time to
market of newer services and technologies.

Figure 1.8. Optical burst switched network architecture.

1.5 Future Applications for the Intelligent Optical
Network

In the future, optical network technologies will continue to evolve and gain
the intelligence required to provide the level of services required by more so-
phisticated and demanding customers. The flexibility of a network processor
architecture combined with optical hardware and software will continue to pro-
vide an appropriate platform for these technologies.

One such example is optical burst switching (OBS), a solution for high
speed bursty data traffic over WDM optical networks, such as that which is typ-
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ically observed around datacenters and in enterprise networks. OBS provides
an intermediate granularity between existing optical circuit switching schemes
and newer schemes based on optical packet switching. OBS switches on bursts
of data of variable length, uses an optical switching fabric, and utilizes an end
to end bandwidth reservation scheme [13][14]. Thus, it provides advantages
of packet switching in the optical domain, but avoids some of the problems
associated with optical packet switching, such as electrical/optical conversion
at switching nodes. An OBS network has a combination of ingress and egress
nodes at the edges, and switching nodes inside the OBS network, as shown in
Figure 1.8. Ingress nodes classify data flows from LAN/WAN/MAN sources
and form photonic control and data bursts. Control bursts include the signal-
ing traffic for bandwidth reservation, using GMPLS signaling which has been
extended to accommodate burst characteristics. Data bursts include groups of
IP packets or Ethernet frames. Intermediate switching nodes and egress nodes
process the control bursts to reserve bandwidth on the path.

Egress nodes perform the conversion from photonic bursts to LAN / WAN
/ MAN traffic once again. All of these nodes require some intelligence to
perform control processing and conversion of the data flows into the appro-
priate traffic types. A network processor with appropriate software modules
and hardware interfaces, performs tasks such as classification and other packet
processing tasks, as well as burst assembly and framing, burst scheduling, and
control processing. Control processing includes extraction of the routing infor-
mation from the control burst (which can either be sent in-band or out-of-band
with the data bursts) [15][16], reservation of the required switch resources on
the local node, and formation of the outgoing control burst to the next switch-
ing node on the path to the egress node. An example high level diagram of an
optical burst switching node is illustrated in Figure 1.9.

The control and data plane architecture and building blocks are shown in
Figure 1.10.

In addition to optical burst switches, future optical devices will include
smart optical framers with the capability to perform packet inspection or ma-
nipulation level processing for ingress or egress SONET data. Many future
applications will require intelligence to be pushed toward the network de-
vices. For these applications, software building blocks, network processors
and emerging optical hardware can be combined to support the sophistication
required in the future.

1.6 Enabling the Smart Optical Network
New technologies, standards and development methods are all moving to-

ward a vision of an intelligent optical network. Technology needs to keep pace
with demand, from increased bandwidth capabilities, to platforms and proces-
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Figure 1.9. Block diagram of an OBS switching node.

sors which support more complex and sophisticated services and protocols.
In addition, the sheer magnitude of the increase in network size, and quanti-
ties of devices and clients, requires better network management automation.
At the same time, the current economic environment dictates that carriers and
providers need to choose cost-effective and flexible equipment upgrades, that
benefit them not only today, but grow to support tomorrow’s environment as
well. In this article, we have outlined some of the issues and problems which
face the evolving optical network, and discussed possible solutions available
for developers to choose today.

The obstacles include instability in standards, the need for implementations
to support new and complex protocols, and the need to invest in new hard-
ware that continues to provide cost savings as the networks change. We have
shown how a network processor based platform can have advantages in cost of
equipment, adaptability and flexibility for changing standards and a building
block approach to development of software. It is evident that an optical net-
work architecture which is derived by using network processors with software
implemented protocols and services, has many advantages that can help ride
the economic and technological waves to the next generation intelligent optical
network.
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Figure 1.10. OBS software architecture and building blocks at ingress / egress nodes.
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Abstract

Keywords:

The chapter presents a comprehensive discussion on the benefits of a hybrid op-
tical WDM network solution while introducing the concept of waveband switch-
ing for port cost reduction. The chapter provides a detailed overview of different
wavebandrouting and assignment algorithms that exploits the logical hierarchy
in terms of wavebands and wavelengths. Cost effectiveness of the hybrid solu-
tion is also discussed through simple analytical and simulation results.

Optical network, routing,paths,wavelength, waveband, optimization, aggrega-
tion, wavelength division multiplexing, optical cross- connects, demultiplexing,
multiplexing, optical switches, packing.

2.1 Introduction
Telecommunication networks based on optical communication have been

constantly evolving for the last decade following the changing industry land-
scape as shaped by the market conditions, technological innovations and regu-
latory decisions. Current optical networks [21] are expected to support the in-
creasing network load by employing advanced transmission (wavelength divi-
sion multiplexing (WDM)) and switching (optical switches and cross- connects
(XC)) and routing [2,3] technologies. To cope with the growing data traffic,
boosting line capacity is the most obvious strategy, albeit by itself not as attrac-
tive as a comprehensive long-term solution. While building trenches and laying
multiple fibers helps to reduce the transportation cost, the key cost components
and underlying complexity are being shifted to the bottleneck switching and
regeneration nodes. In order to satisfy the growing bandwidth demands, more

1
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diverse and more intelligent management of capacity is thus required at the
network nodes.

Hybrid hierarchical optical cross-connect has a potential to become one
of the key elements for finding a comprehensive mid to long-term solution
that will enable telecommunication carriers to create, maintain and evolve
scalable networks in a cost effective and profitable way. This potential stems
from significant capital expenditure savings that can be delivered by hybrid
technology, which can replace a large part of expensive opto-electronic
fabric with all-optical one [7]. The potential is a ugmented by hierarchical
technology, which further reduces capital expenditure since the same optical
port can process multiple wavelengths simultaneously [17]. Finally, the
flexible structure of non-uniform wavebands reduces the capital expenditure
even more by improving the optical throughput of the node [14].

The next section outlines the main optical technologies that enable hybrid
hierarchical optical cross-connects. Section 2.2 describes the routing issues
in hybrid hierarchical optical networks. Sections 2.3 and 2.4 describe the
concepts of uniform and non-uniform wavebands, their applications and
performance implications on node and network levels. Section 2.5 covers
general architectural issues of hybrid hierarchical optical cross-connects.

2.2 Hybrid Hyerarchical Solution

The concept of hybrid solution is based on the combination of two
promising technologies: all-optical (OOO) cross-connects and optical-
electrical-optical (OEO) cross-connects. The concept of hierarchical solution
includes different granularities of optical switching: from wavelengths to
wavebands to fibers. These concepts are elaborated further in this section.

2.2.1 Hybrid Solution

All-optical cross-connects and optical-electrical-optical cross-connects
are based on different technologies that determine their respective
advantages and disadvantages.

All optical OXC: All-optical XC transparently switches the incoming
optical signal through the switching fabric; the optical signal remains in
optical domain when it emerges from the switching fabric. A variety of
technologies can be used: arrays of tiny tilting mirrors (MEMS), liquid
crystals, bubbles, holograms, and thermo- and acousto-optics.

All-optical XCs are less expensive than OEO-based XCs: they have a
smaller footprint; consume less power and generate less heat. All-optical
XCs are highly scalable: multiple wavelengths can be handled using the
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same port. Being naturally protocol-independent and bit-rate independent,
they are able to carry services in their native format, providing for a future-
proof alternative for OEO-based systems. However, the absence of optical
3R functions (required to clean up accumulated optical impairments) and
wavelength conversion (required to resolve wavelength contention) restricts
the capabilities of all-optical XCs. The lack of interoperability limits the
deployment of all-optical XCs as well. Transparency of optical, signals also
makes it harder to monitor performance in all-optical XCs.

OEO OXC: OEO-based XC converts the incoming optical signal into
electrical signal for subsequent switching and grooming; the electrical signal
is regenerated as a new optical signal at the output port. OEO-based XCs are
based on mature and reliable technology (O/E, Digital cross-connect, E/O).
They can provide a variety of functions such as optical 3R (regeneration,
reshaping, retiming), grooming and wavelength conversion. Each
wavelength is thus processed individually, which becomes expensive as
traffic volume grows. OEO-based XC can be controlled with a distributed
control plane. The systems from different vendors can interoperate, and
standards are already in place to extend the interoperability to the control
plane. However, these functionalities need to be supported by expensive
hardware, which, being protocol-dependent and bit-rate dependent cannot
scale very well. OEO-based XCs are also characterized by large footprint
and large power consumption, generating significant amount of heat.

Hybrid OXC: A hybrid cross-connect essentially consists of the all-
optical (OOO) layer and the electronic OEO layer [20]. The benefits of
hybrid solution are derived from leveraging the individual benefits of each
of the above technologies [7]. Effectiveness of a hybrid cross-connect is
based on the observation that most of the data passing through the optical
nodes (as much as 75%) consists of transit traffic. A hybrid cross-connect
can use its all-optical part to switch the transit traffic while the OEO part is
used for grooming and adding/dropping the local traffic. Electronics is thus
used to perform necessary and expensive processing of the traffic, while
optics is used for inexpensive and transparent forwarding. In a WDM optical
network, dominated largely by the switching cost, hybrid solution has the
potential to reduce the average switching cost of wavelengths.

2.2.2 Hierarchical Solution

Main advantage of a hybrid cross-connect is based on the possibility of
having waveband switching at the all-optical layer [18,26]. In waveband
switching, multiple wavelengths forming a waveband are switched using
single input port thus reducing the port complexity [8,19,4].
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Figure 2.1. Waveband switching in hybrid cross-connect.

A simple architecture of a hybrid cross-connect with waveband switching
is shown in Figure 2.1. The incoming wavelengths from an input fiber are
grouped into a set of wavebands where each waveband consists of
contiguous wavelengths. Each of these wavebands can be switched optically
at the OOO layer to an output fiber (in Figure 2.1, waveband 1 from input
fiber 1 is switched to output fiber 2). Transparent switching of a waveband
from input fiber to output fiber is possible if all the individual wavelengths
that are part of this waveband needs to be switched to the same output fiber
(transit traffic). In the other case, the waveband is dropped to the OEO layer
for individual wavelength processing/switching. The OEO layer apart from
adding and dropping individual wavelengths also functions in grooming a
waveband, which is then forwarded to the OOO layer for further switching.

The cost advantage of waveband aggregation is shown in Figure 2.2. Let
each waveband be formed by aggregating G wavelengths. Each waveband
consists of contiguous wavelengths (the waveband number m contains all the
wavelengths with numbers from (m–1)G+1 to mG.
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Figure 2.2. Aggregation benefit in a hybrid cross-connect.

Assume that the cost of an OEO port is five times the cost of an OOO port
and define the total cost in terms of cost of a single OEO port. In a linear
network of N links or N+1 nodes, the cost of routing G wavelength paths
using OEO ports requires 2G(N+1) ports. In the same network, if the
wavelengths are aggregated or groomed into a waveband and switched using
OOO layer, the total cost is 4G+2(N+1)/5. At the origination node, 2G OEO
ports are required to aggregate the wavelengths into the waveband and
similarly at the termination node resulting in 4G ports. Routing this
waveband requires two OOO ports at each node resulting in the cost
2(N+1)/5. The aggregation benefit is defined as the port reduction by
employing waveband aggregation. In the example shown in Figure 2.2, the
aggregation benefit is 62%.

2.2.3 Problems and Challenges

The waveband aggregation benefit is maximized if all wavelength paths
can be aggregated into waveband at source node and switched through OOO
layer at each intermediate node. In such a case, OEO ports are required only
for adding and dropping wavelengths at termination nodes. Unfortunately,
such an arrangement is difficult to attain for realistic traffic patterns where
there may not exist demands in multiples of G wavelengths for each source
destination pair. Aggregation and waveband switching also may not be
possible due to the waveband continuity (no waveband conversion is



available at OOO layer). As a result, when there is a waveband contention at
a node, one of the wavebands needs to be dropped to OEO. The amount of
aggregation benefit then depends upon how the wavelength paths are routed
(including primary and protection paths [25], where waveband aggregation
is performed and what are the waveband assignment strategies. The main
challenge, therefore, is in maximizing total aggregation benefit for a given
network topology and traffic demand matrix based on efficient routing and
provisioning strategies. The next two sections discuss these issues for
uniform and non-uniform wavebands.

Routing in WDM networks towards minimizing the cost of wavelength
conversion has been extensively studied as in the landmark papers [3,22]. In
an optical cross-connect that is equipped with multi-granularity switching
[9] where wavelengths, wavebands and fibers can be switched. Such a
switching leads to tunnels of various sizes between node pairs. Routing in
such a network was studied in [9]. Detailed ILP formulation for optimization
of the routing cost was proposed in [17,26]. The goal of this routing is
reduction of the switching cost, which is accomplished by trying to
accommodate traffic demands by using larger size tunnels as much as
possible.

An online routing algorithm for dynamically changing traffic scenarios
is proposed in [9]. In this algorithm, for a given traffic request between
source and destination nodes, a combination of tunnels of different sizes is
assigned (the cost of using a tunnel with larger size is lower since it uses less
switching resources). Since creating new tunnels leads to reserving
additional capacity along the tunnel, the routing of new lightpaths is directed
towards using already established tunnels as much as possible. The problem
of finding the optimal combination of routes has exponential complexity, so
the proposed algorithm orders the tunnels based on their costs and then
assigns tunnels in that order to the lightpaths while discarding other tunnels
that conflict with the already assigned tunnel.

The offline version of the tunnel allocation assumes that the traffic matrix
is known a priori. The offline version is therefore useful at the network
planning stage. A simple heuristic algorithm was proposed in [17] where a
two level hierarchy (wavelength and waveband) was considered. In this
algorithm, lightpaths are first classified based on their destinations and then
sorted based on their hop counts. Subsequently, for each class, G-1
lightpaths in the sorted order are grouped into a waveband based on a
common segment and assigned a waveband number.
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2.3 Hierarchical Routing on Optical Cross-Connects
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In another offline algorithm proposed in [9], multi-level hierarchy was
considered. In this algorithm, each node is given two weights: potential and
sink. The node with the largest potential has the highest priority to be the
ingress of a tunnel, and the node with the largest sink has the highest priority
to be the egress of a tunnel. Potential of a node is determined based on the
total weights W(l) of the outgoing links l from the node. W(l) for a link l
indicates the probability of using this link based on the traffic matrix and k
shortest paths between source and destination. For example, if a link belongs
to m alternate paths between a source and a destination pair with traffic load
T, then W(l) is mT.

Based on weights assigned to nodes, ingress-egress pairs of nodes are
determined by sorting the nodes on weights. In creating such a pair, ingress
node is taken as a node with a high potential and egress as a node with a
high sink. Tunnels are then assigned between ingress and egress nodes of
pairs in a sequential manner. After the tunnels are formed, lightpaths from
the traffic matrix are assigned tunnels such that each tunnel is used to the
fullest extent. Further details about the above-described algorithms can be
found in [9]. Offline algorithm for hierarchical routing in multi-fiber case
can be found in [26].

2.3.1 Hierarchical Routing on Hybrid Cross-Connects:
UniformWavebands

2.3.2 Routing Algorithms

Hybrid cross-connects with switching at two (OOO and OEO) layers
create the opportunity to aggregate “express” optical wavelengths into
wavebands (also called “fat pipes” or “super channels”) that can be optically
(transparently) switched for most part of their path through the network
without being segregated into separate wavelengths at every node. The
optical paths thus form a hierarchy in which higher-layer paths (waveband)
consist of several segments of lower layer paths (wavelengths). The resulting
hierarchy of wavelengths and wavebands is a mixed one: logical wavebands
coexist on the same fiber with individual wavelengths. On the level of paths,
one can view a wavelength path as a set of nodes traversed by the path and
switching element used at each node (OOO or OEO). A waveband path can
also be defined as set of nodes traversed using only OOO layer.

A variety of waveband routing algorithms were explored in the literature
[9,12,10]. Based on the sequence of routing and waveband aggregation,
waveband routing algorithms can be classified into two models: integrated



routing and separate routing [23]. Under the integrated routing model, the
routes are computed for both the wavelength and waveband paths in the
same module. The routing and resource allocation decision is based on the
status of the advertised wavelength and waveband resources. Integrated
routing can achieve a more cost effective use of resources, although it may
require a more complex routing algorithm.

Under the separate routing model, there are two independent modules
acting on wavelength and waveband layers, respectively. First, the
wavelength module computes the routes for the traffic demands taking into
account wavelength resources. Next, the waveband module determines the
possibility of wavelength aggregation into wavebands taking into account
waveband resources. If needed, wavelengths may have to be reassigned to
create a new waveband path between intermediate nodes.

Depending on the number of hybrid cross-connect nodes, the network
can be classified into two cases: homogeneous and heterogeneous. In the
homogeneous case, all nodes are hybrid hierarchical OXCs, where a
waveband path can be set up between any two nodes. In the heterogeneous
case, some of the nodes are hierarchical while others are not. Since the latter
nodes do not have waveband switches, a waveband path can only be set up
between two hierarchical nodes.

Further, routing strategies can be explored for offline and online cases.
Since the current wavelengths can carry a lot of aggregated data traffic, and
traffic demands change infrequently, only the offline case is considered here.
Routing strategies in the offline case assumes that the complete traffic
demand is known a priori. The offline routing algorithm [24] works for
general topologies in the following way.

First, a wavelength path along the shortest (in terms of hop count) route
from the source node to the destination node is created. Then, starting from a
large value MaxHops (the number of hops in the longest path) the algorithm
tries to locate a common segment of length MaxHops belonging to G
wavelength paths. If it is found, the corresponding waveband is created and
the search is continued until no such segments could be found. In the
subsequent steps, MaxHops is decreased by 1 and the procedure is repeated
until MaxHops reaches the minimum value of 2. Since a waveband path
formed over one link does not use any optical ports, the procedure is
terminated for MaxHops=2.

Since the maximum aggregation cost benefit is created by longest
wavebands, the offline algorithm attempts to maximize the cost benefits by
locating the longest possible waveband paths first. The order of segments
analyzed by the algorithm (longest segments first) facilitates the creation of
longer wavebands. Figure 2.3 illustrates the algorithm for G=4. Wavelength
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path LP4 is set up after paths LP1,...,LP4 are computed. The longest
waveband path is found for MaxHops=3 as shown by BP1 in Figure 2.3.

Figure 2.3. Offline waveband routing algorithm in mesh network.

The performance of waveband routing and aggregation algorithm can be
analyzed on a ring consisting of 2M+1 nodes [23], one of which (node 0)
functions as a hub, receiving and sending traffic to all other nodes (Figure
2.4). Suppose that each node of the ring establishes the same number L of
wavelength paths (L is the load parameter) to the hub node 0. Then the
traffic generated by the upper half of the ring (Figure 2.5) contains L
wavelength paths of M links (which use 2(M+1)L ports), L wavelength paths
of M–1 links (which use 2ML ports), etc. In total, these paths utilize

Figure 2.4. Ring network with a single
hub.

Figure 2.5. Wavelength and waveband
paths in a ring.

2.3.3 Performance in Ring Networks

D=LM(M+3) ports.



32 EMERGING OPTICAL NETWORK TECHNOLOGIES

For simplicity, suppose that G is divisible by L: G=kL. Then, the aggregation
of traffic flows from k most remote nodes (from the hub) produces a
waveband from node M–k+1 to the hub node 0. This waveband uses 2(M–
k+1)+4G additional optical ports, while releasing 2G(M–k+1) OEO ports.

Figure 2.6. Aggregation benefit for various G and L (M=20).

Similarly, aggregation of flows from node M–2k+1 to the hub node 0,
which uses 2(M–2k+1)+4G additional optical ports, releases 2G(M–2k+1)
OEO ports, etc. In total, these M/k wavebands use (M/k)((M+2G+k+2)
additional optical ports and release (M/k)G(M-k+2) OEO ports. Since k=G/L,
the reduction of number of ports is

To compute the aggregation benefit, the reduction R is divided by the
default ports count D. The resulting aggregation benefit reaches its
maximum

for the optimum waveband size Figure 2.6 shows the
behavior of aggregation benefit A for various G and L (for M=20).

As granularity G increases to the aggregation benefit first increases
and then falls off. The optimal granularity slowly increases (as
with the load L. It also slowly increases (as with the size (equal to
2M+1) of the ring. For rings containing 10, 20, and 40 nodes, where each
node sends L=6 wavebands to the hub, the optimal waveband sizes are
6, 8, and 11, respectively. If the load L increases, the maximum benefit
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converges to (M–2)/(M+3). For rings containing 10, 20, and 40 nodes these
benefits are 37%, 62%, and 78%, respectively.

2.3.4. Performance in Mesh Networks

Simulations of offline routing algorithm were carried out using the
topology of European optical network (EON) shown in Figure 2.7. The
results [23] show the cost performance benefit by employing the above
offline algorithm on is shown in Figure 2.8.

Figure 2.7. European optical network (EON).

Simulation scenario assumes that each link can carry up to 160
wavelengths and each hybrid hierarchical node had full wavelength
conversion capability at OEO layer. Since the wavelengths could be
aggregated into wavebands consisting of G wavelengths each, the
granularity G determines the maximum number 160/G of wavebands on a
link. The horizontal axis of Figure 2.8 shows different traffic load created by
scaling the traffic demand.

The simulation results shows how aggregation benefit depends upon the
size of the waveband G. As can be observed, at low load (60%), G=10
provides maximum aggregation benefit, while at higher load (90%), G=8 is
better. At lower load, due to small number of wavelength paths, there are not
enough wavelengths paths sharing same links that can be packed into a large
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size waveband. Thus at lower load, small waveband size is appropriate and
the situation is reversed at higher load.

More recent studies [16] have been carried out for online routing
algorithms in mesh topologies. The performance results are consistent with
those obtained for offline routing.

Figure 2.8. EON: offline algorithms on load.

2.4 Hierarchical Routing on Hybrid Cross-Connects: Non-
Uniform Wavebands

2.4.1 Non-Uniform Wavebands

Aggregation of wavelengths into uniform wavebands (each comprised of
G wavelengths), introduces the aggregation overhead adversely affecting the
hierarchical node’s performance. Consider an optical switching node with M
output fibers and suppose that the input fiber carries N wavelengths to be
switched to any of M outputs. Depending on the breakdown of N input
wavelengths among M output ports (i.e., the set of the numbers of
wavelengths switched to each output ports), the packing efficiency of their
aggregation into wavebands may vary.
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Figure 2.9. Example of uniform and non-uniform wavebands.

Consider the example in Figure 2.9. It shows an input fiber carrying N=8
wavelengths that have to be switched into M=4 output fibers (shown as four
pipes in the right side of Figure 2.9). The numbers of wavelengths to be
switched to the four output fibers are equal to (3,1,2,2). In Figure, the
wavelengths to be switched to the same output fiber are painted in the same
color as that of the output fiber; for example, the upper three “light”
wavelengths are to be switched to the uppermost “light” output, one “dark”
wavelength is to be switched to the “dark” output, etc. Figure 2.9 shows the
uniform waveband granularity G=2: the wavelengths can be aggregated into
pre-configured uniform wavebands of the size of two wavelengths each.

In this example, two switching solutions can be employed. In the first
approach (OEO solution, shown in the upper part of Figure 2.9), two
expensive OEO ports are used to switch two of the wavelengths in the OEO
layer, while three wavebands are used to switch the remaining wavelengths.
In the second approach (all-optical solution, shown in the lower part of
Figure 2.9), five wavebands are used to switch all the traffic in the all-optical
domain. However, the same wavelength demand (3,1,2,2) could have been
switched optically if the wavebands had been pre-configured in the way
shown as non-uniform solution (shown in the middle part of Figure 2.9): two
wavebands containing two wavelengths each, one waveband containing
three wavelengths and one waveband containing one wavelength.
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Figure 2.10. Switching costs of uniform and non-uniform wavebands.

Figure 2.10 illustrates all breakdowns of N=8 wavelengths between M=2
output fibers and the equipment costs required to carry those wavelengths
(for uniform and non-uniform wavebands). Depending on the particular
approach, uniform wavebands approach requires up to five wavebands (all-
optical solution) or three wavebands and two OEO ports (OEO solution) to
carry all possible traffic loads, whereas the approach based on non-uniform
wavebands consistently requires only four wavebands for all traffic
distributions. In general, depending on the cost assumptions, mechanisms of
filling the wavebands, etc., the packing improvement provided by non-
uniform wavebands can be anywhere between 20% and 40%.

The non-uniform wavebands framework is a unique optical solution that
expands the flexibility of wavelength aggregation. While uniform
wavebands can be compared to “one-size-fits-all fat pipes”, non-uniform
wavebands are in fact, “diverse pipes”, which can be manipulated and
assigned in a way that creates a system of appropriately sized all-optical
shortcuts through the network with minimum aggregation overhead.

The example shown in Figure 2.10 gives rise to the following two issues.
The first one, the waveband selection problem, is how to pre-configure a
minimum set of wavebands that can be used to represent an arbitrary
breakdown of input flow of N wavelengths into M output fibers. The second
one, the waveband assignment problem, is how to assign these pre-
configured wavebands for optical switching of N wavelengths into M output
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fibers. Both problems can be formally defined in the context of partition
theory [11].

The optimal answer to the waveband selection problem is given the
following algorithm where B denotes the set of optimal waveband sizes.

Waveband Cover Construction (WCC)
1)
2)
3)
4)
5)
6)

Input the parameters N and M.
Create the set
Assign
Add the element N* to the set B.
Assign N = N – N*.
If N = 0, stop. Else go to step 3.

Example. Let N=6, M=2. Following WCC algorithm gives B={1,2,3}.
The wavebands from B can represent any arbitrary breakdown of N
wavelengths into M fibers:

{0, 6} is covered as 6 = 3 + 2 + 1;
{1, 5} is covered as 1 = 1, 5 = 3+2;
{2, 4} is covered as 2 = 2, 4 = 3+1;
{3, 3} is covered as 3 = 2 + 1, 3 = 3.

The assignment problem is solved using the following algorithm. Let
denote an instance of a breakdown of N wavelength into M

fibers. Let denote the optimal waveband sizes. Both V and B
are ordered sets with elements are given in descending order.

Waveband Cover Assignment (WCA)
The input (N,M)-partition is stored as a heap. At the

step of the algorithm, the following steps are taken.
1)
2)
3)

The topmost element of the heap is deleted from the heap.
The element is assigned to

heap; it requires time. Since these steps are carried k times in order
to assign all for j = 1,...,k the overall assignment can be completed in

time.

2.4.2. Performance of Switching Nodes

Consider now the switching throughput of non-uniform wavebands for
the case of an optical switching node with M output fibers with N input
wavelengths from a given fiber. Depending on the breakdown of
wavelengths among the output fibers, it may or may not be possible to
aggregate them into wavebands for optical switching.

The element if it is non-zero, is inserted into the heap.
The step of the algorithm includes a deletion and an insertion to the
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Denote the number of input wavelengths to the hierarchical node by N.
Also, denote the number of wavelengths that can be aggregated into
wavebands and switched in OOO by P. The switching throughput S is then
defined as P/N. The switching throughput thus refers to the ratio of the
wavelengths that can be transparently switched to the total number of input
wavelengths. The switching throughput is the key component of the
aggregation benefit: if more traffic can be switched transparently, the
number of expensive OEO ports can be reduced.

Consider first the example in Figure 2.11. It shows an input fiber
carrying N=8 wavelengths that have to be switched into M=4 output fibers.
Let the number of wavelengths switched to four output fibers are (3,1,2,2)
respectively. The case of using uniform wavebands with size two is shown
in Figure 2.12. Since P=6 wavelengths can be aggregated into wavebands
and switched optically, However, the same wavelength demand
(3,1,2,2) could have been switched optically if the wavebands had been
preconfigured in the way shown in Figure 2.12: two wavebands containing
two wavelengths each, one waveband containing three wavelengths and one
waveband containing one wavelength. In this case, P=8 results in

Figure 2.11. Example of uniform
wavebands.

Figure 2.12. Example of non-uniform

wavebands.

In order to compare the performance of non-uniform wavebands versus
that of uniform wavebands, consider a switch with a single input port
receiving N wavelengths that are switched to M output ports. In this model,
input wavelengths that are aggregated into wavebands are switched optically
in OOO. A valid aggregation of L wavelengths into a waveband has to meet
the following two conditions.

1)
2)

There exists an unused waveband of size L.
All L wavelengths are switched to the same output ports.
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Consider a single node with different numbers of output ports (4,6, and
8) serving an input fiber with 40 input wavelengths. The input wavelengths
are randomly switched to the outputs ports. For fairness in comparison,
consider uniform and non-uniform wavebands having the same number K of
bands.

The results for uniform traffic distribution are shown in Figure 2.13.
They demonstrate that non-uniform wavebands consistently deliver superior
switching throughput, which translates into a significant increase in
aggregation benefits of the hierarchical optical switching. As the number of
wavebands increases, the switching throughput for both uniform and non-
uniform wavebands also increases. The difference between the respective
throughputs is larger when higher number of wavebands switching
wavebands throughput wavebands are used. For example, with 4 output
ports, at k = 4, the difference between the throughputs is 5.15% whereas at k
= 10, the difference is 15.7%.

Figure 2.13. Switching throughput for uniform traffic.

As the number of output ports increases, the switching throughput
decreases since the routing of wavelengths becomes more diverse
(wavelength divergence) and less suitable for aggregation. For example,
consider M = 4 and M = 8 with k = 10. In this case, the difference between
the throughputs is 15.7% for M = 4, while it is 20.77% for M = 8. This
example illustrates that non-uniform wavebands can handle wavelength
divergence in a more efficient manner than uniform wavebands.
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2.4.3. Non-Uniform Wavebands in Ring Network

In this section, the Waveband Cover Assignment algorithm is analyzed in
case of a single hub metropolitan ring topology. Ring topology was studied
in the context of wavebands in [5]. Specifically, consider the ring network
that is used as an access network, where all the traffic is from the access
nodes in the ring to the hub and routed along shorted path. Our objective
here is to aggregate the lightpaths from access nodes to the hub into
wavebands, in a way that minimizes the overall port costs.

Consider a ring with M access nodes and a single hub. For each access
node, let and be the two incoming and outgoing links (all links are
assumed to be able to accommodate N = 160 wavelengths), in the clockwise
and counterclockwise directions, respectively (Figure 2.4). For a given
access node i denote by the traffic load (number of wavelengths) from
node i to the hub using the link similarly, define as shown in Figure
2.4. As a result, there are two sets (clockwise and counter-clockwise) of
traffic flows denoted by for j=1,2 (shown in Figure
2.4).

Consider now the waveband aggregation for each of the two sets
Denote by D the number of all wavelengths for a given set in other
words, If D=N, the problem of aggregating N
wavelengths converging to a single hub from M access points is similar to
the problem of arbitrarily breaking down N wavelengths into M ports.
Therefore, a pre-configured set of wavebands B can be constructed (as
discussed in Section 2.2) so that any breakdown of wavelengths is covered.
Given the set of wavebands B, the wavebands are assigned to each traffic
flow for i=1,...,N, using the WCA algorithm described in Section 2.2.
The same method for aggregation is used in the case of the other set
Because of the way of waveband construction and assignment, it is ensured
that each traffic wavelength path is aggregated into a waveband that
originates at the corresponding access node and extends to the hub node. As
a result, the only OEO ports used are those at the source (access) nodes for
add/drop purpose; the remaining paths are completely in the optical domain.

If D<N, the problem is slightly modified in the following way. Assign
imaginary traffic load R=N-D from the node closest to the hub. The problem
then becomes the same as the one analyzed in the previous paragraph and
can be solved in the same way. For computing the overall performance, the
wavebands that are assigned to the imaginary traffic are excluded from cost
computation.

The performance of the described approach was simulated on four rings
of different sizes (M=10,20,30 and 40) using the same assumptions of OEO
and OOO port costs a in Section 0. For simplicity, assume the traffic is
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routed along the shortest path to the hub node. For each of the four rings,
multiple instances of traffic matrices were simulated by assuming that each
node sends to the hub node a random number of wavelengths.

Simulation results are shown in Figure 2.14. This figure shows the cost
benefit (relative cost reduction, as compared to the uniform wavebands) that
can be achieved using non-uniform wavebands. For all simulated scenarios
(ring sizes, loads and traffic distributions), the cost benefit provided by non-
uniform wavebands is consistently within the range 25%-30%. This cost
benefit is smaller than the average value observed in Section 2.3. The node-
level benefit of non-uniform wavebands demonstrated in Section 2.3
becomes smaller in network-level scenarios due to relative aggregation
efficiency of ring networks.

Figure 2.14. Ring networks: aggregation cost benefit.

2.4.5. Non-Uniform Wavebands in Mesh Network

In the previous section, non-uniform wavebands were used to aggregate
wavelength flows from the access nodes to the hub. With a few
modifications, the same approach can be applied to general mesh topology.
Consider a specific node i that receives non-zero wavelength flows from a
number M(i) of sources. The wavelength path for each flow connects the
node i through one of its incidence links. Denote by N(i) the maximum
number of wavelengths paths that use any of the incidence links of node i. In
these definitions, and WCC
algorithm with and can now be employed to find the
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optimal set of non-uniform wavebands to be used in the hybrid nodes of the
mesh network.

Since the waveband cover construction is obtained for the worst case
scenario, one or more wavebands can always be used to aggregate traffic
from all sources to the single destination (by following the WCA algorithm
as in the case of a ring network). This strategy will not work with multiple
destinations for the following reason. Consider two nodes i and j that are
receiving traffic flows from a source s and assume that the wavelength paths
for these flows share a common link. There might arise a case where the
same waveband needs to be assigned to traffic from s to i and from s to j,
something that will make the waveband assignment infeasible.

The above case can be dealt if it is assumed that wavebands do not have to
be completely filled: a waveband of size G does not necessarily have to have
exactly G active wavelengths. The assumption of incomplete wavebands is a
natural step in network evolution: by provisioning incomplete wavebands,
the benefits of all-optical layer can be obtained from the start, while the
wavebands can be filled as the traffic load increases. Under this assumption,
WCA algorithm can be modified so that assigns the maximum size
waveband that is available in the entire path from source to destination. The
formal description is as follows.

Figure 2.15. Mesh network: aggregation cost benefit.

First, WCC algorithm is used create the set of wavebands B. Next, for any
undirected link l of the network, we denote by A(l) the set of available
wavebands in the link. Initially, A(l) = B for all links in the network. Let T[i,
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j] denote the total number of wavelengths used by the traffic flow from node
i to node j. Next, the following steps are performed for assignment.
Waveband Assignment in Mesh Networks (WAM)

1)
2)
3)
4)
5)
6)
7)
8)

Find for which T[i, j] is the maximum.
If stop; else goto step 3.
Let L be the set of links from to
Find the largest waveband size available in all links in L.
Assign Bmax to traffic from to
Update
Exclude the waveband from all links in L.
Goto step 1.

Simulation of the WAM algorithm is performed for a general US network
(shown in Figure 2.15) with relative traffic distribution proportional to the
population in the source nodes. Four scaled versions of the traffic
distribution were simulated (matching the doubling of traffic volume every
year). The port cost using wavebands is discussed in Section 0.

The results shown in Figure 2.15 compare the cost benefits that could be
obtained by replacing OEO cross-connects with hybrid hierarchical nodes
with both uniform and non-uniform wavebands. In consistency with the
previous sections, the results illustrate the competitive cost reduction
provided by non-uniform wavebands under different traffic load conditions.
In particular, the advantage becomes greater as the traffic load increases.

2.5 Architecture and Technology

The preceding sections discussed various cost and performance
characteristics of hybrid hierarchical cross-connects. In this section, general
architecture is described in order to show how to implement such cross-
connects using existing optical technology.
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Figure 2.16. Hierarchical cross-connect node.

A general architecture for optical cross-connect with multi-granularity
switching without using OEO can be found in [17] and is show in Figure
2.16. In this architecture, if the switching cannot be performed in the fiber
layer at FXC, the fiber input is forwarded to next waveband layer WBXC
where the fiber input is demultiplexed into wavebands. Similarly, if the
wavebands cannot be switched at WBXC, they are forwarded to WXC or the
wavelength layer for final switching.

An example [1] of hybrid hierarchical optical node is presented in Figure
2.17. It shows an OXC with M input and M output fibers, each carrying N
wavelengths The wavelengths in each input fiber are deaggregated
(using waveband deaggregators) in K wavebands The optical
processing of wavebands is done at K waveband switches forming the OOO
part of the hybrid OXC. A waveband at any fiber is connected to a
corresponding waveband switch i, which optically switches only wavebands
with index i from input to output fibers. Similar architecture was proposed in
[17].

The optical processing of wavebands may not be possible. A contention
for the same output fiber among different wavebands cannot be resolved in
the waveband part of the device (in waveband switch). The waveband switch
also cannot process a waveband if different wavelengths in it have to be
switched into different output fibers. For these and other related tasks (such
as adding a wavelength into a waveband), one or more wavebands have to be
dropped to the OEO part of OXC.
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Figure 2.17. Hybrid hierarchical cross-connect node.

With properly designed routing and resource assignment algorithm, most
of the incoming wavelengths are being switched by the all-optical (OOO)
part of the hybrid, while the OEO part of the hybrid handles add/drop traffic
along with contention resolution and signal regeneration.

Figure 2.18. Waveband deaggregators.

As shown in [15], the performance of this architecture, under general
assumptions of wavelength switching requirements, exhibits the
characteristics similar to those discussed in Section 2.4: there exist a natural
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granularity of wavebands (around 4-6 wavelengths per waveband) delivering
the best cost-performance ratio.

Figure 2.19. Three-port filters and waveband deaggregators.

A WDM DEMUX separates the set of wavelengths on an incoming fiber
into a number of wavelength subsets. These wavelength subsets can be
uniform or non-uniform fixed groups (wavebands), shown in Figure 2.18. A
DEMUX subsystem may produce both fixed and arbitrary wavelength
subsets. Non-uniform waveband deaggregators can be used instead of
DEMUX in hybrid hierarchical optical cross-connects (shown in Figure
2.17), further reducing the cost of the optical cross-connect node by
employing flexible set of wavebands containing different number of
wavelengths.

In order to maintain the best optical performance, the preferred way to
separate waveband and wavelengths is a three-port filter, which allows some
of the wavelengths to pass through and reflects the rest. A three-port optical
wavelength selective component is shown in the upper part of Figure 2.19.
The component consists of three optical fibers, a self-focused GRIN lens,
and a thin-film interference filter. The upper part of Figure 2.19 shows
wavelength band separation, where a wideband DWDM filter passes a band
of three wavelengths to output fiber 1 and reflects all others back into output
fiber 2.

Three-port filters can be aggregated into a multi-stage system (waveband
deaggregator), which delivers the desired waveband separation. The
architecture of the waveband deaggregator is a cascade of (non-uniform)
bandpass operations and recombinations, as illustrated in the lower part of
Figure 2.19: the incoming set of 40 wavelengths is being separated into four



fixed wavebands containing 18, 6, 8 and 8 wavelengths
respectively. The waveband sizes are determined by the bandpass
operations.

In this chapter, we outlined the concept and potential advantages hybrid
hierarchical approach for optical networking. By leveraging the strengths of
opto-electronic and optical technology along with flexibility and cost-
efficiency of employing wavebands, this approach carries the promise of
becoming a part of the scalable and profitable solution for long haul and
metro core networks.

Hybrid hierarchical optical nodes have a potential of providing various
benefits to optical networks. The hybrid technology promises significant
capital expenditure savings by replacing a large portion of expensive OEO
part with optical one (along with reduction of power consumption and the
footprint). The hierarchical technology further reduces capital expenditure
since the same optical port can process multiple wavelengths
simultaneously. The non-uniform wavebands reduce the capital expenditure
even further by improving the optical throughput of the node and provide for
diverse and flexible system of waveband paths. The all-optical part of the
hybrid, being bit-rate free and protocol free, provides operational
expenditure savings. Wavebands can be created and filled up with
wavelengths in service, thus simplifying the network management, providing
seamless upgrade and further reducing the operational expenditure. The all-
optical part of the hybrid also provides necessary future proofing, while the
electronic part delivering a seamless migration path to all-optical networks.

While promising a high switching and routing performance in a cost-
efficient manner, the concept of non-uniform wavebands comes with new
challenges. On the node level, new architectural solutions have to be
explored for further improvement of switching performance. On the network
level, new elements (uniform and non-uniform wavebands) are introduced
into the traditional control and design problems. For hybrid hierarchical
optical networks, the relationship between various components of optical
control plane becomes tighter and requires intelligent routing and resource
(wavelength and waveband) assignment for optimal performance.
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2.6 Summary
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This chapter describes the recent advances made in broadband access network
architectures employing Passive Optical Networks (PONs). The potential of
PONs to deliver high bandwidths to users in access networks and their advan-
tages over current access technologies have been widely recognized. PONs have
made strong progress in terms of standardization and deployment over the past
few years. In this chapter, we first review the Ethernet PON (EPON) [3], which
is currently being standardized by the IEEE 802.3ah task force. Next, we discuss
the ATM PON (APON) and the Gigabit PON (GPON). We then review the tech-
nologies available for introducing wavelength-division multiplexing (WDM) in
PONs, and the progress of research in this area. Finally, we examine the issues
related to deploying PONs in access networks.

Broadband Access, Passive Optical Networks, Ethernet PON, ATM PON, Giga-
bit PON.

The access network, also known as the “first mile” network, connects the
service provider central offices to businesses and residential subscribers. This
network is also referred to in the literature as the subscriber access network, or
the local loop. Residential subscribers demand first-mile access solutions that
have high bandwidth, offer media-rich Internet services, and are comparable
in price with existing networks. Similarly, corporate users demand broadband

Abstract

Keywords:

3.1 Introduction



Much of the focus and emphasis over the years has been on developing high-
capacity backbone networks. Backbone network operators currently provide
high-capacity OC-192 (10 Gbps) links. However, current generation access-
network technologies such as Digital Subscriber Loop (DSL) provide 1.5 Mbps
of downstream bandwidth and 128 kbps of upstream bandwidth at best. The
access network is, therefore, truly the bottleneck for providing broadband ser-
vices such as video-on-demand, interactive games, and video conferencing to
end users.

In addition, DSL has a limitation that the distance of any DSL subscriber
to a central office must be less than 18,000 feet because of signal distortions.
Typically, DSL providers do not provide services to distances more than 12,000
feet. Therefore, only an estimated 60% of the residential subscriber base can
avail of DSL. Although variations of DSL such as very high bit-rate DSL
(VDSL), which can support up to 50 Mbps of downstream bandwidth, are
gradually emerging, these technologies have much more severe distance lim-
itations. For example, the maximum distance which VDSL can be supported
over, is limited to 1,500 feet.

The other alternative available for broadband access to end users is through
Cable Television (CATV) networks. CATV networks provide Internet services
by dedicating some Radio Frequency (RF) channels in co-axial cable for data.
However, CATV networks are mainly built for delivering broadcast services,
so they don’t fit well for distributing access bandwidth. At high load, the net-
work’s performance is usually frustrating to end users.

Faster access-network technologies are clearly desired for next-generation
broadband applications. The next wave of access networks promises to bring
fiber closer to the home. The FTTx model – Fiber to the Home (FTTH), Fiber
to the Curb (FTTC), Fiber to the Building (FTTB), etc. – offers the potential
for unprecedented access bandwidth to end users. These technologies aim at
providing fiber directly to the home, or very near the home, from where tech-
nologies such as VDSL can take over. FTTx solutions are mainly based on the
Passive Optical Network (PON). In this chapter, we shall review major devel-
opments in PON in recent years – EPON, APON, GPON and the WDM PON.
Finally, we shall review the issues related to deployment of PONs.
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infrastructure through which they can connect their local-area networks to the
Internet backbone.

3.1.1 Challenges in Access Networks
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3.1.2 Passive Optical Network (PON) Architectures

A Passive Optical Network (PON) is a point-to-multipoint optical network.
An Optical Line Terminal (OLT) at the central office is connected to many
Optical Network Units (ONUs) at remote nodes through one or multiple 1:N
optical splitters. The network between the OLT and the ONU is passive, mean-
ing that it doesn’t require any power supply. An example of a PON using a
single optical splitter is shown in Figure 3.1. The presence of only passive el-
ements in the network makes it relatively more fault tolerant, and decreases its
operational and maintenance costs once the infrastructure has been laid down.

Figure 3.1.   A Passive Optical Network (PON) connecting a central office to residential cus-
tomers and business establishments.

Passive Optical Networks (PONs) have been considered for the access net-
work for quite some time. A typical PON uses a single wavelength for all
downstream transmissions (from OLT to ONUs), and another wavelength for
all upstream transmissions (from ONUs to OLT), multiplexed on a single fiber
through coarse wavelength-division multiplexing (CWDM).

3.2 Ethernet PON (EPON) Access Network

Ethernet PON (EPON) is a PON-based network that carries data traffic en-
capsulated in Ethernet frames (defined in the IEEE 802.3 standard). It uses a
standard 8b/10b line coding (in which 8 user bits are encoded as 10 line bits),
and it operates at standard Ethernet data rates.
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3.2.1 Why Ethernet is Gaining Prominence?
The first-generation PON standardized by ITU–T G.983 employed ATM as

the medium-access control (MAC) layer protocol. When its standardization
effort was started in 1995, the telecom community believed that ATM would
be the prevalent technology in backbone networks. ATM had the advantages
of streamlining voice and data services while providing operational and per-
formance guarantees. However, since then, Ethernet has grown vastly popular.
Ethernet linecards are cheap, and they are widely deployed in LANs today.
Since access networks are focused towards end users and LANs, ATM has
turned out to be not the best choice to connect to Ethernet-based LANs.

In addition high-speed Gigabit Ethernet deployment is widely accelerating
and 10 Gigabit Ethernet products are becoming available. Ethernet is a very
efficient MAC protocol to use compared to ATM which imposes a considerable
amount of overhead on variable-length Internet Protocol (IP) packets. Newly
adopted quality-of-service (QoS) techniques have made Ethernet networks ca-
pable of efficiently supporting voice, data, and video. These techniques in-
clude full duplex transmission mode, prioritization (802. 1p), and virtual LAN
(VLAN) tagging (802.1Q). 802. 1p is a specification which allows for priori-
tization of traffic into different priority classes. 802.1Q defines an architec-
ture for VLANs. Although 802.1Q doesn’t directly define any QoS support,
it defines a frame-format extension allowing Ethernet frames to carry priority
information. EPONs, therefore, have much more promise in future access net-
works compared to ATM PONs (APONs). The following subsections describe
the operation of the EPON, as stated in the draft D2.0 of IEEE P802.3ah [1].

3.2.2 EPON Principle of Operation

In the downstream direction (OLT to ONUs), Ethernet frames transmitted
by the OLT pass through a 1:N passive splitter and reach each ONU. Typical
values of N are between 8 and 64. Packets are broadcast by the OLT and
extracted by their destination ONU based on a Logical Link Identifier (LLID),
which the ONU is assigned when it registers with the network. Figure 3.2
shows the downstream traffic in EPON.

In the upstream direction, data frames from any ONU will only reach the
OLT and will not reach any other ONU due to the directional properties of a
passive optical combiner. Therefore, in the upstream direction, the behavior of
EPON is similar to that of a point-to-point architecture. However, unlike in a
true point-to-point network, in EPON, data frames from different ONUs trans-
mitted simultaneously may collide. Thus, in the upstream direction, the ONUs
need to employ some arbitration mechanism to avoid data collisions and fairly
share the channel capacity. A contention-based media-access mechanism (sim-
ilar to Carrier Sense Multiple Access with Collision Detection (CSMA/CD))
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Figure 3.2. Downstream and Upstream operation in EPON.

is difficult to implement because ONUs cannot detect a collision in the fiber
from the combiner to the OLT due to the directional properties of the combiner.
The OLT could detect a collision and inform the ONUs by sending a jam sig-
nal; however, propagation delays in PON (the typical distance from the OLT
to ONUs is 20 km), greatly reduces the efficiency of such a scheme. To intro-
duce determinism in frame delivery in the upstream direction, different non-
contention schemes have been proposed. Figure 3.2 illustrates an upstream,
time-shared, data flow in an EPON.

All ONUs are synchronized to a common time reference and each ONU is
allocated a timeslot in which to transmit. Each timeslot is capable of carry-
ing several Ethernet frames. An ONU should buffer frames received from a
subscriber until its timeslot arrives. When its timeslot arrives, the ONU would
burst all stored frames at full channel speed. If there are no frames in the buffer
to fill the entire timeslot, an idle pattern is transmitted.

Thus, timeslot assignment is a very crucial step. The possible timeslot al-
location schemes could range from static allocation (fixed time-division mul-
tiple access (TDMA)) to a dynamically-adapting scheme based on instanta-
neous queue size in every ONU (a statistical multiplexing scheme). In the
dynamically-adapting scheme, the OLT can play the role of collecting the
queue sizes from the ONUs and then issuing timeslots. Although this approach
may lead to higher signalling overhead between the OLT and the ONUs, the
centralized intelligence may lead to more efficient use of bandwidth. More
advanced bandwidth-allocation schemes are also possible, including schemes
utilizing notions of traffic priority, Quality of Service (QoS), Service-Level
Agreements (SLAs), over-subscription ratios, etc. [4].
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3.2.3 Multi-Point Control Protocol (MPCP)
The Multi-Point Control Protocol (MPCP) is a supporting protocol to facil-

itate a dynamic timeslot-allocation scheme. It is being developed by the IEEE
802.3ah Ethernet in First Mile (EFM) task force. MPCP aims to define a sig-
nalling protocol between the OLT and the ONUs, and does not in any way
define any bandwidth-provisioning scheme.

MPCP consists of three functions, as follows.

1

2

3

Discovery Processing: In this step, an ONU is discovered and registered
in the network, and the round trip time (RTT) for a signal to travel from
the OLT to the ONU and back is measured.

REPORT Handling: ONUs generate REPORT messages through which
bandwidth requirements are transmitted to the OLT. The OLT needs to
process the REPORT messages so that it can make bandwidth assign-
ments.

GATE Handling: GATE messages are used by the OLT to grant a time
slot at which the ONU can start transmitting data. Timeslots are com-
puted at the OLT while it makes bandwidth allocations.

Discovery Processing. Discovery is the process in which newly-connected
or uninitialized ONUs register in the network. The steps are shown in Figure
3.3, and they are elaborated below.

1

2

3

4

OLT: The OLT periodically makes available a discovery time window
during which the offline ONUs are given the opportunity to register
themselves with the OLT. A DISCOVERY GATE message, which men-
tions the starting and the ending time of the discovery window is broad-
cast to all ONUs.

ONU: Any offline ONU which wishes to register, waits for a random
amount of time within the discovery window, and then transmits a REG-
ISTER_REQ message that contains the MAC address of the ONU. The
random wait is required to eliminate the possibility of REGISTER_REQ
messages transmitted by multiple ONUs from colliding persistently.

OLT: The OLT, after receiving a valid REGISTER_REQ message, reg-
isters the ONU and allocates to it a Logical Link Identifier (LLID).
The OLT now transmits a REGISTER message to the newly-discovered
ONU which contains the ONU’s LLID.

OLT: The OLT now transmits a standard unicast GATE message, indi-
cating a timeslot to transmit data.
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Figure 3.3. Discovery phase message exchange.

5 ONU: Upon receiving the GATE message, the ONU responds with a
REGISTER_ACK message in the assigned timeslot. Upon receipt of this
message, the discovery process is completed and, now, normal operation
may start.

REPORT Handling. REPORT messages are sent by the ONUs in their
assigned transmission windows along with data frames. A REPORT message
is generated in the MAC control client layer and is timestamped in the MAC
control unit of the ONU. Typically, REPORT would contain the desired size of
the next timeslot, based on the ONU’s queue size. REPORT messages are gen-
erated periodically, even when no request for bandwidth is being made. This
prevents the OLT from de-registering an ONU. Thus, for proper operation of
this mechanism, the OLT must grant the ONU a transmission window periodi-
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Figure 3.4. Calculation of round-trip time (RTT).

cally. At the OLT, the REPORT is processed and this data is used for the next
round of bandwidth assignments.

GATE Handling. The transmission window of an ONU is indicated in the
GATE message from the OLT. The transmission start time and transmission
length are specified. Upon receiving a GATE message matching the ONU’s
LLID, the ONU will program its local registers with the transmission start time
and transmission length. The ONU will also verify that the time (according
to the local clock at the ONU) when the GATE message arrives is close to
the timestamp value contained within the message. If the difference in values
exceeds some predefined threshold, the ONU will assume that it has lost its
synchronization and will switch itself into off-line mode. The ONU shall then
attempt to register again during the discovery process.

When the time at the local clock of the ONU reaches the transmission start
time, the ONU starts transmitting data.
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Clock Synchronization. MPCP depends on clock synchronization be-
tween the OLT and the ONU, which compensates for the RTT. The RTT is
expected to be different for each ONU as they may be located at different
distances from the OLT. Clock synchronization compensating for RTT is im-
portant because the OLT does not have to keep track of the different RTTs of
different ONUs, when it issues timeslots in GATE messages.

The above clock synchronization is achieved as follows. Whenever the
ONU receives a MPCP message, it sets its local time from the timestamp of
that message. When the OLT receives a MPCP message, it calculates the RTT
as the difference between its local time and timestamp of the message (Figure
3.4). Any significant change in RTT implies that the OLT and the ONU clocks
are not in synchrony any more, and the OLT now issues a de-register message
for that particular ONU. The ONU will then attempt to register in the network
again through the discovery process.

3.3 Other Types of PONs

Besides EPONs, other technologies have also been developed for PONs.
Two such PONs – the APON and the GPON – will be reviewed in this section.

3.3.1 ATM PON (APON) Access Network
APON is based on Asynchronous Transfer Mode (ATM) as the MAC layer

protocol. The downstream frame shown in Figure 3.5 consists of 56 ATM cells
(53 bytes each) for the basic rate of 155 Mbps, scaling upto 224 ATM cells
for 622 Mbps. There are two dedicated cells called Physical Layer Operation,
Administration and Maintenance (PLOAM) cells; one at the beginning of the
frame, and one in the middle. The remaining 54 cells are data ATM cells.

The upstream transmission (Figure 3.6) is in the form of bursts of ATM
cells, with a 3-byte physical overhead appended to each 53-byte ATM cell
to allow for burst-mode receivers. Burst-mode receivers are required at the
OLT to synchronize to the different ONUs which may be located at different
distances from the OLT. The ATM cell may be either an ATM data cell, or a
PLOAM cell.

In the downstream direction, the PLOAM cells are used to carry grants from
the OLT to the ONUs. Each grant is a one-time permission for an ONU to
transmit payload data in an ATM cell. 53 grants for the 53 upstream frame
cells are mapped into the PLOAM cells. The OLT sends a continuous stream
of grants to all the ONUs in the PON. Thus, the OLT can moderate the portion
of the upstream bandwidth assigned to each ONU. In the upstream direction,
the PLOAM cells are used by the ONUs to transmit their queue sizes to the
OLT. This information shall be used by the OLT for bandwidth allocation.
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Figure 3.5. APON downstream frame format.

Figure 3.6. APON upstream frame format.

Initial work on ATM PONs was started in the mid 1990’s by the Full Service
Access Network (FSAN) [11] initiative which was driven by service providers.
A further extension to APON called the Broadband PON (BPON) was devel-
oped. BPON supports upto 622 Mbps of downstream and 155 Mbps of up-
stream bandwidth. BPON has been standardized by the International Telecom-
munication Union (ITU) specification G.983.1. It provides overlay capabilities
for services such as video and Ethernet traffic.

3.3.2 Gigabit PON (GPON) Access Network

The GPON is being standardized by the ITU in specification G.984.x. It
proposes bit rates of upto 2.5 Gbps. It also aims towards providing higher ef-
ficiency while carrying multiple services over the PON. It proposes a protocol
using Generic Framing Procedure (GFP) [18]. GFP provides a generic mech-
anism to adapt traffic from higher layers (Ethernet MAC/ IP), over a transport
layer such as Synchronous Optical Network / Synchronous Digital Hierarchy
(SONET/SDH). Other functionalities like dynamic bandwidth assignment, op-
eration and maintenance etc. are borrowed from APONs.

As discussed in section 3.2.1, both APON and GPON have the disadvan-
tages of complex protocols and implementations, because of which they have
not gained much popularity among users and equipment vendors. Various ser-
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vice providers such as NTT, BellSouth etc., have tested initial deployments and
testbeds of the BPON [12].

3.4 Wavelength-Division Multiplexed PON (WDM–PON)
Access Network

This section reviews research contributions to WDM–PON access networks.
We first emphasize the importance of WDM in PON. We then discuss various
WDM–PON architectures which have been proposed in the research literature.

3.4.1 Need for WDM in PONs

Although the PON is a significant step towards providing broadband access
to the end user, it is not very scalable. Since the basic form of PON employs
only a single optical channel, the available bandwidth is limited to the maxi-
mum bit rate of an optical transceiver, which, under current technologies, is 1 -
2 Gbps. The attenuation due to splitting limits the maximum number of ONUs
to 64. This limits the network’s scalability. Since the deployment cost of lay-
ing fiber in the access network is high, it is important to consider technologies
which may help scale the PON capacity in the future.

A lot of emphasis has been put on employing WDM in PONs in the recent
literature. A WDM–PON is a point–to–point access network (as opposed to
point–to–multipoint in PON), in which, typically, there exists a separate wave-
length between the OLT and each ONU. In a WDM–PON, different ONUs can
be supported at different bit rates, if necessary. Each ONU can operate at a rate
up to the full bit rate of a wavelength channel; therefore, it does not have to
share the available bandwidth with any other ONU in the network. Use of indi-
vidual wavelengths for each ONU also facilitates privacy and reduces security
concerns. Finally, WDM–PON architectures based on the Arrayed Waveguide
Grating (AWG) (described in section 3.4.2) are highly scalable owing to the
periodic routing pattern of an AWG (described in Section 3.4.4). Keeping in
view such advantages of WDM–PONs, WDM has been recommended as an
upgrade to the PON in the ITU-T G.983 [16].

3.4.2 Arrayed Waveguide Grating (AWG)

Wavelength routing in WDM–PONs may be implemented using an Arrayed
Waveguide Grating (AWG). The AWG is a passive device with a fixed routing
matrix, so it fits well with the PON philosophy. An AWG provides fixed rout-
ing of an optical signal from a given input port to a given output port, based
on the wavelength of the signal. Signals of different wavelengths coming into
an input port will each be routed to a different output port. Similarly, different
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Figure 3.7. The periodic routing behavior of a AWG.

signals on the same wavelength may be directed from different input ports, and
they shall be routed to different output ports.

One of the main advantages of the AWG is its periodic routing behavior
shown in Figure 3.7. Consider a broad spectrum optical source entering input
port x. For the optical signals entering port x and routed to a given output port
y, the AWG routes wavelengths which are separated by a fixed wavelength
interval called the free spectral range (FSR). Therefore, considering a base
wavelength the output wavelengths at port y are and
so on. For output port y + 1, the wavelengths routed from port x are shifted by
a wavelength interval compared to y. Thus, the output wavelengths at port
y+1 are and so on. This periodic routing
property of the AWG helps immensely in scaling the network as described in
Section 3.4.4.

3.4.3 WDM-PON Architectures

All WDM-PON architectures typically employ a separate optical wave-
length channel for each ONU in the downstream direction from OLT to the
ONUs. However, the various proposed architectures differ in the amount of re-
sources used in the upstream direction from the ONUs to OLT. Upstream com-
munication differs from downstream communication due to two main reasons.
ONU equipment (transmitters) must be inexpensive if ONUs are to deployed
in a large scale. Moreover, it is preferable not to have wavelength-specific
equipment at the ONU, because it is difficult to manage and maintain different
inventories of end-user equipment.

One of the easiest approaches to employing WDM in downstream direction
in the basic PON, is to employ WDM with an array of transmitters at the OLT
and to employ a filter at each ONU for the corresponding wavelength. Each
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ONU can thus be tuned to receive a particular wavelength. However, this ar-
chitecture still has limitations in scalability owing to power splitting loses at
the optical splitter.

Figure 3.8. Composite PON (CPON).

To solve the limitations of scalability, WDM–PON architectures based on
the AWG were proposed. One of the earliest WDM–PON architecture pro-
posals based on this concept, employed WDM in the 1550 nm band in down-
stream and a single upstream wavelength in the 1300 nm band shared through
time-division multiple access (TDMA) [8]. The upstream and downstream
transmissions may be on a single fiber through coarse WDM (CWDM). This
architecture has been referred to as Composite PON (CPON) in the literature
[2]. A single-wavelength, burst-mode receiver is used at the OLT to receive the
upstream signal. A burst-mode receiver is required to synchronize to the clock
signals of different transmitting ONUs, which may be at different distances
from the OLT. Figure 3.8 shows the layout of a CPON.

A limitation of the CPON architecture is that a single-frequency laser, such
as a DFB laser, at the ONU may be economically prohibitive. Moreover, it may
be difficult to control the wavelength changes that may arise due to temperature
fluctuations at the remote (ONU) end.

The LARNET (Local Access Router Network) architecture [9] attempts to
work around the above limitations by using a broad–spectrum source at the
ONU such as an inexpensive edge-emitting LED, whose spectrum is sliced
by the AWG-based router in the upstream direction. The edge-emitting LED
emits a broad spectrum of wavelengths centered around a single wavelength,
as compared to DFB lasers which emit only one wavelength of light. As illus-
trated in Figure 3.7, when a broad–spectrum source is directed into one input
port of the AWG, the various constituent wavelengths are directed to different
output ports. The LARNET architecture is shown in Figure 3.9. In LARNET,
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Figure 3.9. LARNET architecture.

one broad–spectrum source from each ONU is input to different ports of the
AWG device. Depending on the input port, the wavelength component which
is sliced at the output port is different. Therefore at the output port we observe
many wavelength components, each corresponding to an input source from an
ONU. The OLT employs a broadband burst-mode receiver (unlike a single-
wavelength burst-mode receiver employed in CPON), which can receive any
spectral component of the edge emitting LED. The OLT is thus able to receive
from each ONU. Since there exists only one receiver, therefore the upstream
channel must be shared by the ONUs using a scheme like TDMA or dynamic
bandwidth allocation.

LARNET is attractive because the technology for edge-emitting LEDs is
quite mature and such devices have been commercially available for some
time. Edge-emitting LEDs are much cheaper compared to DFB lasers, so they
help in the economics of the cost of the ONU equipment. The limitation is
that spectrally slicing a broad–spectrum source by an AWG leads to very high
power loss. Therefore, the distance from the OLT to the ONU is considerably
reduced in LARNET.

Recently, variations to the LARNET architecture have been suggested in
which the upstream signal from an ONU can be looped back downstream to all
other ONUs from the AWG, through appropriate wiring at the AWG [5] based
on the periodic routing property of the AWG. The AWG is typically deployed
very close to the ONU. Because the propagation delay from the ONU to the
AWG is very small, a CSMA/CD MAC protocol such as Ethernet can now be
used for contention resolution of upstream traffic.
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Figure 3.10. RITENET architecture.

The RITENET (Remote Interrogation of Terminal Network) architecture [6]
aims to avoid the transmitter at the ONU by modulating the downstream signal
from the OLT and sending it back in upstream direction. The signal from the
OLT is shared for downstream and upstream through time-sharing. A frame
is split into two parts: one used for downstream transmission, and the other
for upstream transmission. A 2 * 2N AWG-based router is used to route the
wavelengths.

In RITENET, it was proposed that a tunable laser be used, which can be
tuned to the individual wavelengths. Thus, both the upstream and downstream
channels have to be shared by the ONUs using TDMA or dynamic bandwidth
allocation. Alternatively as has been suggested in some recent architectures
[13], an array of transmitters and receivers may be employed at the OLT. In
this case, channel sharing between ONUs is not required.

Since the same optical channel is used for both upstream and downstream,
they must be separated on two different fibers. Figure 3.10 shows the architec-
ture of RITENET.

While RITENET helps in reducing end-terminal costs at the ONU, the dis-
tance from the OLT to the ONU is much less as the signal at the OLT now
has to travel double the distance. Also, since the signal is now shared between
the two ends, the bit rate of the PON must be doubled. Moreover, the num-
ber of fibers employed is also doubled, which doubles the cost of deployment
and maintenance. Employing either a tunable laser or an array of transmit-
ters and receivers at the OLT, makes RITENET a more expensive architec-
ture compared to LARNET and CPON. However, a significant advantage of
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Figure 3.11. Modulating a multi-wavelength laser source.

the RITENET is the availability of symmetrical bandwidth in downstream and
upstream directions, unlike LARNET and CPON. A number of WDM–PON
architectures suggested in the recent literature, use variants of the RITENET
architecture.

All of the above architectures employ a single multi-wavelength laser source
at the OLT. Commercial products, which produce a multi-wavelength optical
spectrum composed of many stable individual optical frequencies that can be
locked into the standard ITU grid, are now available. The multi-wavelength
source can then be modulated with independent modulators, as shown in Figure
3.11. A multi-wavelength laser source also implies greater wavelength stability
in the network compared to using numerous DFB lasers in an array, because the
single laser source can be very easily and efficiently controlled for temperature
variations.

AWG-based routers are the building blocks of any WDM-PON architec-
ture. Integrated optics technology has matured over the years and the number
of channels supported has also scaled very well. 40-channel AWG devices are
commercially available today. As more of these devices are deployed, their
cost is expected to reduce. Since the AWG is an outdoor deployment in an ac-
cess network, thermal stability is a very important issue. Outdoor temperatures
may vary between -40°C to 85°C. Temperature variations cause the passbands
at which the AWG operates to drift. Various measures have been suggested in
the literature to improve the thermal performance of the AWG. Some proposed
solutions such as keeping the AWG in a constant temperature environment is
not suited for passive networks, as the router will then have to be supplied
with power. Other solutions are based on drifting the input and output wave-
lengths as the temperature changes the refractive index, to accommodate for
the passband drifts of the AWG.

Various field trials based on the above architectures have been reported in
the literature recently. An experiment on an optical access network providing
Gigabit Ethernet access to over 100 users was demonstrated in [13]. A vari-
ation of the RITENET architecture is used, a difference being that, instead of
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using one wavelength per ONU, two are used, one for upstream, the other for
downstream. This eliminates the need for time-sharing. Thus, 256 wavelengths
are used to support 128 users. An Optical Carrier Supply Module (OCSM) is
used to generate 256 wavelengths with 25 GHz spacing.

A testbed using a variation of the LARNET architecture has been described
in [14]. A variation of the CPON architecture, using optical amplifiers and
called the SuperPON, has been described in [15].

3.4.4 Scalability of WDM–PON

Any network architecture must be easily scalable in order to be of value.
For an access network, scalability is required both in terms of bandwidth and
the number of end access points (ONUs) supported. Since the deployment
cost of an optical network is high owing to the high cost of manual labor in
most countries, it is important to ensure that scalability can easily be achieved
without much deployment overhead. The costs of some of the optical devices
such as the AWG are also quite high; therefore, it must be ensured that such
devices can be reused and they do not have to be replaced when scalability
is desired. Similarly, since a large number of ONUs are deployed and such
devices are typically located in end-user homes, buildings, or communities, it
is desired that replacements, if needed due to scalability, should be minimum.
Since all end users may not wish to upgrade to higher bandwidths at the same
time, it should be ensured that legacy users can be supported while scaling the
network.

The combination of all the above needs make scalability in WDM-PON
architectures a challenging issue. A novel solution in [7] proposes exploit-
ing the periodic routing pattern of the AWGs by deploying AWGs in series.
Figure 3.12 shows how additional AWGs may be deployed to scale from a
8-wavelength, 8-ONU WDM-PON architecture to a 32-wavelength, 32-ONU
WDM-PON architecture. The subscript of the wavelength denotes the wave-
length number while the superscript denotes the source (e.g., denotes wave-
length 1 from laser 2). This idea has several merits. The legacy
to – remain unaffected and continue to use wavelengths to and
to The legacy 2 * 8 channel AWG is maintained and 8 new 1 * 4 channel
AWGs are used to scale the network. This architecture also has the benefit of
wavelength re-use. For example, in Figure 3.12, laser 1 and laser 2 share the
same wavelength domain to but cater to different ONUs.

Figure 3.12 only shows how scalability can be achieved in the downstream
direction. In upstream, scalability can be achieved by using the downstream
wavelengths, by modulating them for upstream communication just as it is
done in RITENET.
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Figure 3.12. Scalability of a WDM-PON architecture. An 8-ONU WDM-PON architecture is
scaled to 32 ONUs. The subscript of the wavelength denotes the wavelength number while the
superscript denotes the source of the wavelength.
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Figure 3.13. A WDM-PON-based FTTC network deployed as an open access network. Ser-
vice providers use this infrastructure to serve end users by leasing bandwidth from the access-
network operator (ANO).

3.5 Deployment of WDM-PONs

Various models have been proposed for the deployment of fiber in the ac-
cess network. While Fiber To The Home (FTTH) is the ultimate objective,
Fiber To The Curb (FTTC) and Fiber To The Building (FTTB) have been pro-
posed as intermediary goals. In FTTC/FTTB, ONUs located at the curb or in a
building serve as distribution points of bandwidth to end residential customers.
End customers are provided broadband access through xDSL technologies over
twisted-pair copper. The advantage of such a scheme is that the distance cov-
ered by the twisted-pair copper infrastructure is now much less, which makes
technologies such as VDSL (which has a distance limitation of 1,500 feet)
feasible.

Thus, a FTTC network would act as a single broadband access infrastructure
through which different service providers can provide numerous application
services to the end users. The access network needs to be shared because it
is not feasible for every service provider to deploy its own access network
because of deployment and operational costs and right-of-way issues. We call
such an access network, an open access network, as shown in Figure 3.13.
This access network could be deployed and maintained by an access-network
operator (ANO).
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The OLT could be connected to a metro ring network, a wide-area LAN, or a
long-haul optical network. Service providers (SPs) could lease bandwidth from
the ANO and make the bandwidth available to the end users. It is expected that
each SP will have a service-level agreement (SLA) with the ANO, and the
SLA will specify the minimum bandwidth that must be available at
all times to the service provider, and the monthly service charge.

The ONUs are defined as Local Access Points (LAPs) which act as distri-
bution centers for bandwidth to end users. It is anticipated that residential cus-
tomers will be connected to the LAP using technologies such as ADSL, VDSL,
or EPON. There are many advantages of such a model. First, it is much eas-
ier to provide optical fiber access to a residential curb than to every house in
an already-established building or neighborhood. Second, not all users require
high-bandwidth solutions such as EPON. Some users may be satisfied with in-
cumbent technologies such as ADSL, others may prefer VDSL, whereas only
a small subset might demand EPON solutions. Thus, the above network ag-
gregates all incumbent and future access technologies on a common platform
and provides a clear migration path from twisted-pair copper infrastructure to
a fiber-based network.

End users subscribe to the SPs for different application services. A user
may subscribe to different SPs for different services. For example, user
might subscribe to for VoIP, to for interactive gaming, and to for
video-on-demand.

We consider the following model for bandwidth allocation. Since applica-
tion requirements arise from end users, a REPORT message identifying band-
width requirements from each SP originates from the end user. These REPORT
messages are processed at the OLT, and bandwidth allocation is done. Thus,
an efficient admission control and bandwidth-allocation policy must be imple-
mented at the OLT.

It is desired that the bandwidth-allocation policy maintain the minimum-
bandwidth requirement guaranteed to the SP in the SLA. If the cumu-
lative amount of bandwidth requested by all users from a SP exceeds
the bandwidth in excess of can be allocated only if the of all the
SPs has been met. Fairness is desired for allocating the excess bandwidth in
the bandwidth-allocation policy. There may be numerous metrics of fairness,
one example being the blocking probability (BP). It is also desired that fairness
be achieved, not only to all the SPs, but also to all the end users.

The next issue is managing a wide range of application technologies which
may be using the access network. Examples of broadband applications avail-
able today are video-on-demand, packetized voice, interactive video confer-
encing, interactive games, Internet browsing, etc. These different applications
have different QoS requirements. Meeting diverse QoS requirements over the
same optical channel is a difficult challenge.
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A scheme for delivering multiple independent broadcast services over a
WDM-PON network was shown in [17]. This approach uses the periodic
routing property of the AWG mentioned in Section 3.4.2 to deliver different
broadcast services on different wavelengths to the same end user. The broad-
spectrum of a LED is adjusted to match the FSR of the AWG. Filters are de-
ployed at the ONU to select the desired wavelength for the desired service. A
different wavelength LED is used for each broadcast service.

The above implementation can be thought of as assigning different wave-
lengths to different applications. This approach has the merit of satisfying
QoS with ease for each application, as the applications are on separate chan-
nels. However, applications in an access network are not limited to broad-
cast. Therefore, it may be inefficient in terms of bandwidth to reserve differ-
ent wavelengths for different unicast applications. The presence of different
service providers, which was not considered in the approach leads to further
bandwidth inefficiencies. Moreover, in the above approach, each ONU must
receive multiple wavelengths, which increases its deployment and operational
costs.

Open access networks have been gaining a lot of ground in recent years.
The issues of high deployment costs, long-term investment requirements, and
right-of-way issues have prompted the debate for governments, municipalities,
and utilities to operate such networks. Many municipalities have begun test
trials among limited segments of customers to determine the feasibility of these
networks [19]. Clearly, a lot of research on supporting protocols is desired
before commercial deployment of such open access networks.

3.6 Summary
In this chapter, we first reviewed the Ethernet PON (EPON) which is cur-

rently being standardized by the IEEE 802.3ah EFM Task Force. Several com-
mercial initiatives on E-PON are undergoing and products are expected. Then,
we studied the ATM PON (APON) and the Gigabit PON (GPON). We dis-
cussed the WDM-PON, which is gaining attention as an attractive solution for
solving our broadband access needs in the future. WDM-PONs are still in
the process of test trials by numerous organizations and research communities.
These technologies will clearly go a long way towards meeting future end-user
broadband requirements. Finally, we discussed various aspects related to the
deployment of PONs and the concept of open access networks which is gaining
a lot of ground.
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Abstract Regional and metropolitan networks are undergoing rapid transformations, pro-
pelled by shifting bandwidth and market paradigms. These evolutions have re-
vealed some serious limitations with legacy SONET/SDH infrastructures and
opened up many new avenues for the application of new, maturing optical tech-
nologies. This chapter presents a critical look at some of the major evolutions
and challenges shaping this vital networking space.
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4.1 Introduction
Modern transport networking hierarchies are broadly segmented along geo-

graphic lines, i.e., long-haul, regional, metropolitan, and access. Long-haul op-
tical backbones support larger tributaries over inter-regional distances (1,000
km or more) and are optimized for distance and speed transmission. Hence
related issues focus on amplifier and regeneration concerns [1]. Meanwhile,
access networks implement “last-mile” business and residential connectivity,
i.e., 5-20 miles, and reflect a diverse mix of incumbent, intermediate, and emer-
gent technologies – dial-up, digital subscriber line (DSL), digital cable, air-
fiber, etc. In between lie the complex metropolitan and regional domains, also
termed as “metro”, with coverages ranging anywhere from 20 km (suburban
loops) up to 500 km (regional rings). Today this segment is undergoing rapid
evolutions owing to key developments in the associated market and technology
sectors.
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The primary driver in the “metro” market has been the continued growth
of end-user bandwidth demands. Foremost, the expansion of the Internet
coupled with improving “last-mile” technologies is yielding ever-increasing
data volumes. In fact, IP/Ethernet traffic is the dominant type across most
network domains. In addition, specialized storage area network (SAN)
technologies have been evolved to address critical business continuity needs.
Moreover, the demand for legacy leased line services has continued to grow
at a steady pace. Concurrently, the broader market has seen extensive
deregulation—and subsequent consolidation—yielding a very diverse array
of “metro” operators, e.g., incumbent local and inter-exchange carriers,
competitive local exchange carriers, cable multi-service organizations, even
utilities. Inevitably, this intensified competition has increased margin
pressures and is forcing operators to field a diverse array of service types.

Traditionally, “metro” networks have been built using a two-level
hierarchy comprising metro/regional cores and metro edge domains [2]. In
both cases, synchronous optical network (SONET)/synchronous digital
hierarchy (SDH) has been the technology of choice, as related demands
largely comprised of voice or leased line services. Over the years, these time
division multiplexing (TDM) setups have also been adapted to carry data
traffic using specialized intermediate protocol layers/overlays, e.g.,
asynchronous transfer mode (ATM) and frame relay (FR). However, as is
well-known, such “legacy” setups pose acute scalability, cost, and
operational complexities for emerging “non-TDM” demands [3],[4]. Hence
new solutions are required in order to address critical scalability and multi-
service requirements and streamline network cost structures.

Optical dense wavelength division multiplexing (DWDM) [5] technology
addresses many operator concerns and is gradually gaining traction in
broader regional/metro cores [2],[7],[8]. Foremost, DWDM provides
capacity and distance scalability along with protocol transparency. Despite
these saliencies, the adoption of this technology has been complicated by
various technical and business factors. Hence, several renditions of “metro
DWDM” have emerged to facilitate a more cost-sensitive migration path.
Meanwhile, increased service diversity presents its own complications at the
metro edge. In particular, there is critical need to economically field a wide
array of client interfaces, many of which operate at “sub-wavelength”
speeds. As a result, metro edge networks are trending towards new opto-
electronic multi-protocol aggregation/grooming setups, with the major focus
being on increased data efficiency, e.g., “next-generation” SONET [3] and
Ethernet resilient packet ring (RPR) [9].

This chapter studies the major ongoing evolutions that are shaping the
critical regional/metro networking space. First, a brief review of existing
SONET/SDH architectures is given in Section 4.2 along with a summary of
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pertinent market and technology developments, Section 4.3. Subsequently,
Section 4.4 looks at various regional/metro core solutions, detailing
specialized DWDM adaptations and related migration strategies. Finally,
Section 4.5 addresses the more diversified metro edge, presenting new
developments in SONET/SDH, Ethernet, and “cost-optimized” optics.
Concluding thoughts and future directions are presented in Section 4.6.

4.2 Legacy Infrastructures: An Overview

As is well-known, SONET/SDH is heavily-entrenched across metro-edge
and metro/regional core domains. Briefly, SONET/SDH is TDM technology
that uses fixed 125     frames and defines a multiplexing hierarchy to
aggregate traffic, i.e., OC-n/STM-n. Additional networking functionalities
(such as transport, multiplexing, add/drop, cross-connection/switching,
regeneration, and protection) are also provided [10]. SONET/SDH delivers
excellent resiliency and supports various configurations—hub, linear chain,
ring, even mesh. In regional and metro domains, however, hierarchical ring
architectures are by far the most common, using smaller edge rings to
aggregate traffic onto faster metro/regional core inter-office (IOF) rings, i.e.,
between central office (CO) sites, Figure 4.1. Undoubtedly, these legacy
networks have had a huge impact on the evolution of this space.

4.2.1 Metro Edge Networks: Services Aggregation

Metro edge rings vary from 20-65 km and typically run at OC-3/STM-1
(155 Mbps) or OC-12/STM-4 (622 Mbps). The main building-block here is
the add/drop multiplexer (ADM) node, which aggregates traffic from low-
speed interfaces, e.g., DS1, DS3, T1, etc. Metro edge ADM devices are
usually linked to customer premise (CP) networks that groom client traffic
onto TDM tributaries. Examples include digital loop carrier (DLC) setups,
enterprise networks (T1), telephony public branch exchanges (PBX), etc.
These rings essentially handoff to larger metro core rings at CO hubs (Figure
4.1) using either manual interconnection (patch-panels) or via wide-band
digital cross-connect (WB-DCS) nodes. In the latter case, WB-DCS nodes
can also perform bandwidth management, providing tributary termination,
segregation, and grooming (i.e., multiplex/de-multiplex) at various levels
such as VT1.5 (1.544 Mbps) or STS-1 (51.84 Mbps). This “centralized”
DCS-based setup is commonly referred to as “back-hauling” [10],[11]. Note
that many newer ADM designs provide more capable edge aggregation
interfaces, helping reduce “back-hauling” port counts (Section 4.1).
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Figure 4.1. Legacy hierarchical SONET/SDH ring infrastructures.

Now “hubbed” traffic profiles are most prevalent in edge rings since
demands are largely outbound from local regions. This essentially “fixes”
routes between access sites and central hubs. Hence SONET/SDH uni-
directional path-switched rings (UPSR) [11] are very efficient, reducing the
need for more complex (expensive) shared protection schemes. Moreover,
since legacy TDM uses “multi-layering” to map data traffic onto leased
lines, operators have to maintain added “adaptation” platforms (ATM, FR
nodes) to field data clients. Albeit acceptable for moderate demands, such
“box-stacking” is very costly and induces multiple levels of bandwidth/port
overheads. In particular, the latter comprises recurring charges such as
footprint space, power consumption, maintenance, etc. To alay these
concerns, many routers are being equipped with direct packet over SONET
(POS) ports, e.g., 2.5 Gbps OC-48c/STM-16c. Nevertheless, overheads are
still significant due to the incongruency between the Ethernet and
SONET/SDH hierarchies. Hence, some proprietary mapping/interleaving
solutions have emerged to increase efficiency, see [3] for more discussions.

4.2.2 Regional and Metro Cores: High-Speed Transport

Regional and/or metro core rings interconnect major central office (CO)
locations at larger hand-off sites, Figure 4.1. These infrastructures are also
termed as inter-office fiber (IOF) or collector rings [7],[11] and comprise
dense core rings interconnected via larger DCS nodes. This achieves both
increased scalability and increased coverage. Naturally, regional/metro core
domains represent a higher level of aggregation, and hence must operate at
higher tributary speeds. Today, OC-48/STM-16 (2.5 Gbps) and OC-
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192/STM-64 rates are most common and rings sizes vary anywhere from 50-
500 km (average span 40-80 km [1]). Note per-hop SONET/SDH
regeneration precludes impairment concerns for most metro/regional cores.

Due to increased geographic spread, regional/metro core traffic profiles
are typically more “meshed” in nature, i.e., “any-to-any”. Hence, operators
have typically relied upon more complex bi-directional line-switched ring
(BLSR) designs [11], as they yield improved bandwidth efficiency (time-slot
re-use). These rings can implement loop-back span protection switching for
both logical (two-fiber) and physical (four-fiber) rings. In addition, ring
interconnection is another key feature here, as most large core domains can
easily comprise well over 10 fiber rings. Due to increased traffic scales
herein, many operators use robust dual ring interworking (DRI)/drop-and-
continue schemes, i.e., dual homing, to prevent against catastrophic single-
hub/interface and even dual failures [11].

Clearly, metro core interconnection costs and complexities are much
higher than those in metro edge domains. In some instances where nodal
fiber connectivity levels are significantly higher (i.e., beyond degree two),
operators may choose larger broad-band DCS (BB-DCS) nodes to provide
path-level restoration/protection over mesh topologies, i.e., logical layer
recovery. Although these schemes can be much more efficient in terms of
spare capacity utilization (over-subscription), most solutions are vendor-
proprietary and require complex software and pre-planning [11]. More
importantly, mesh recovery timescales are usually much longer (seconds to
minutes), and hence high-end services will still utilize ring-based protection.

4.3 Key Developments

Today’s metro market is being driven by notable shifts in technology and
business paradigms. These include advances in optical components‚ new
access technologies‚ burgeoning end-user demands, and broad industry
deregulation. In order to qualify further discussions, this section briefly
reviews these developments and highlights the associated challenges facing
legacy networks. Interested readers are referred to [1],[7] for more details.

4.3.1 Optical Components

Advances in DWDM components and high-speed integrated circuit
design have laid the foundation for modern optical networking. In
particular, there have been notable developments in lasers, amplifiers, filters,
switching devices, and fibers. Consider a brief summary:
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Lasers: New integration techniques have enabled narrow line-width
ITU-T grid lasers with very good thermal stability. In particular‚
directly-modulated designs‚ e.g.‚ distributed feedback lasers (DFB)‚
can deliver 2.5 Gbps speeds across most metro domains (100 km).
Meanwhile‚ more powerful (costly) externally-modulated variants
can overcome dispersion issues at 10 Gbps speeds [5]. Tunable
lasers are also maturing‚ and will offer many gains in wavelength
provisioning flexibility and reduced sparing costs.

Amplifiers: Multi-channel amplification is a key DWDM advantage
as it eliminates costly per-channel electronic regeneration. Today‚
erbium-doped fiber amplifier (EDFA) [6] devices are most common‚
yielding good noise/gain flatness across the C and L-bands and
increased 200-600 km reach. Lately‚ vendors are also offering “sub-
band” EDFA devices (i.e.‚ “amplets”) coupled with integrated
variable optical attenuator (VOA) devices for gain balancing.
Advances in compact erbium-doped waveguide amplifier (EDWA)
devices and broadband Raman amplification are also noteworthy.

Filters: Optical filtering devices offer wavelength channel/band
management (i.e.‚ mux‚ de-mux‚ bypass) and currently three types
are widely used—thin-film‚ planar waveguide‚ and fiber-gratings
[12]. Thin-film filters are ideal for wider channel spacing (200 Ghz)
and deliver good temperature stability and passband isolation.
Meanwhile‚ increased C and L-band densities (40 channels at 100
Ghz/0.8 nm‚ or 80 channels at 50 Ghz/0.4 nm) can be achieved using
planar waveguides‚ e.g.‚ arrayed waveguide gratings (AWG)‚ and/or
fiber-grating types (although temperature stability and insertion loss
issues can arise). Emerging developments in tunable filter
technologies are also showing much promise.

Switching/add-drop: Switching elements are critical for “dynamic”
optical functionality‚ and currently various technologies have
evolved‚ e.g.‚ lithium niobate‚ semiconductor optical amplifier
(SOA) gate‚ beam-steering‚ liquid crystal‚ etc‚ see [14]. Most
notably two-dimensional micro electro-mechanical system (MEMS)
designs have gained the most attention‚ yielding sub-millisecond
switching times and low crosstalk levels. Overall‚ many advances
are expected in this field over the coming years.

Fiber cable: Regional/metro domains largely comprise single mode
fiber (SMF‚ G.652)‚ which is ideal for single channel (1310 nm)
transmission and has relatively low attenuation in the 1550 nm
DWDM band (0.2-0.3 db/km). Still‚ SMF poses serious chromatic
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dispersion challenges for bit-rates over 10 Gbps and requires
compensation for spans over 60 km. Hence‚ newer non-zero
dispersion shifted fiber (NZDSF) and negative dispersion fiber
(NDF) types have emerged‚ delivering extended uncompensated
span reach (over 200 km). Also‚ other “metro-optimized” fibers
deliver added capacity by removing the SMF 1350-1450 nm “water-
peak”‚ i.e.‚ low water-peak fiber (LWPF) [13].

The above “building blocks” facilitate many advanced networking
capabilities at the optical circuit layer‚ e.g.‚ add/drop‚ bypass‚ switching‚
protection. Moreover‚ intense component vendor competition has yielded
steady price declines. Clearly‚ future advances will help further improve
component price-performance envelopes.

4.3.2 Networking Standards

Standards are crucial for the successful adoption of optical networking
technology. Today‚ the core components for an interoperable optical layer
have emerged [14]‚ and although a detailed review is out of scope‚ a very
brief summary is given. At the physical and link layers‚ many interfaces are
already well-defined‚ e.g.‚ such as SONET/SDH framing/control‚ 1.0/10
Gbps Ethernet‚ ITU-T digital wrappers (G.709)‚ ITU-T wavelength channel
grids‚ etc. Moreover‚ new developments in “dynamic” SONET/SDH
framing and Ethernet packet rings are also being finalized and are proving
particularly amenable for broader metro-area applicability (Section 4.5).

Meanwhile‚ higher-layer network control architectures are also starting to
mature‚ Figure 4.2 [33]. For example‚ the ITU-T optical transport network
(OTN) architecture defines a three-layer transport hierarchy comprising
optical channel‚ multiplex‚ and transport sections. Also‚ the IETF and OIF
have specified detailed signaling/control protocols for dynamic optical
layers. Perhaps the most notable evolution is the generalized multi-protocol
label switching (GMPLS) framework [14] which abstracts the label concept
to a much broader set of entities—TDM timeslots‚ wavelengths‚ bands‚
fibers (the ITU-T is also defining a related automatic switched transport
network (ASTN) framework [3]). GMPLS/ASON effectively increase
horizontal control plane integration (data-optical) by eliminating overlapping
features in traditional multi-layered setups‚ e.g.‚ addressing‚ signaling‚
protection‚ etc. Furthermore‚ the OIF optical user network interface (UNI)
provides critical “optical dial-tone” capabilities for clients to request/release
capacity‚ and further network node interface (NNI) efforts [14] are
expanding into inter-domain issues. Collectively‚ these developments will
facilitate a wide range of automated network-level provisioning features.
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Figure 4.2. Network hierarchy transformation (from [33]).

4.3.3 Evolving End-User Domains

Concurrent to technology advances‚ fundamental changes have occurred
across client access domains in recent years. Foremost‚ bandwidth demands
have grown sizably‚ both in terms of scale and diversity. This growth has
been accelerated by the deployment of improved broadband access
technologies that largely surpass basic dial-up capacities. Collectively‚ the
effects on the metro space have been profound‚ particularly due to increased
end-user proximities. Briefly‚ consider some of the main developments:

Broadband Access: Numerous “last-mile” access solutions are being
deployed and evaluated today. For example‚ digital cable dominates
North American residential broadband and the latest “data-over-
cable” standards are using advanced silicon/signal processing to
deliver multi-megabit bi-directional speeds (e.g.‚ 30 Mbps
downstream‚ DOCSIS 2.0). Meanwhile‚ global DSL growth has
also been solid‚ and the latest offerings are achieving over 5 Mbps (1
Mbps) download (upload) speeds over copper. Concurrently‚ a host
of high-speed wireless technologies are maturing to offer megabit
speeds‚ e.g.‚ 3/3.5G wireless‚ wireless LAN (IEEE 802.11)‚ wireless
MAN (IEEE 802.16). Furthermore‚ select businesses located in
dense‚ fiber-constrained settings are even using free-space optics
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(FSO) to achieve localized “wire-like” transmission‚ e.g.‚ 155 Mbps
up to 10 km. Finally‚ there are now definitive trends towards fiber
in the last-mile‚ e.g.‚ fiber-to-the-home (FTTH)‚ fiber-to-the-curb
(FTTC). Particularly‚ advances in Ethernet passive optical networks
(EPON‚ IEEE 802.3ah) are promising in excess of 20 Mbps per user
along with advanced service guarantees.

Residential Growth: Internet growth has been the primary driver for
residential bandwidth demands. Today‚ end-users have adopted a
very broad range of “content-rich” applications (web-browsing‚
email‚ instant messaging‚ etc)‚ and many new “real-time” offerings
are on the horizon‚ e.g.‚ packet telephony/video‚ video-conferencing.
Hence many operators—particularly those with broadband access
infrastructures—are now offering “bundled” service packages that
furnish a full range of services‚ e.g.‚ voice‚ high-speed Internet
(megabits/sec)‚ video-on-demand‚ etc. Overall‚ these changes have
propelled packet-data volumes well beyond legacy voice levels‚ and
are yielding much higher levels of traffic asymmetry and
unpredictability. More importantly‚ studies indicate that resultant
complexities are shifting to the metro/edge/access domains‚ as
extensive long-haul core builds are largely complete [15].

Business/Enterprise Expansion: Businesses have made extensive
use of voice trunking and leased line services (e.g.‚ DS0‚ DS3‚ T1‚
T3). Conversely‚ smaller enterprises have relied upon Ethernet-
based offerings for smaller campus settings. However‚ given
ubiquity of Internet communications‚ many organizations are now
looking to adopt more formalized‚ robust “packet-based”
frameworks. In particular‚ there is a strong push to deploy gigabit-
speed Ethernet connectivity to host a wide range of applications‚
e.g.‚ LAN extension‚ virtual private networks (VPN) services‚ and
even “packetized” telephony/video. Furthermore‚ many
corporations have deployed specialized SAN protocol technologies
to meet their burgeoning archival needs and achieve robust disaster
recovery across metro/regional zones [16]. Examples include Fiber
Channel‚ ESCON‚ FICON‚ and “IP-based” Internet SCSI (iSCSI).

Given the above developments‚ metro traffic patterns are quickly moving
away from earlier‚ more predictable legacy profiles‚ e.g.‚ voice and leased
line growth averaging 7-20% per year [13]‚[15]. By contrast‚ even long-haul
cores exhibit more gradual demand variations‚ largely due to the higher
levels of service aggregation. In all‚ these trends clearly underscore the need
for improved‚ scalable regional/metro solutions.
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4.3.4 Challenges and Requirements

With changing service paradigms‚ legacy metro infrastructures pose many
limitations. Foremost‚ demand growth has already caused notable capacity
exhaust on metro core rings. Here‚ traditional spatial TDM expansion is
proving to be very unscalable and costly‚ i.e.‚ increasing ring speeds or
“stacking” multiple rings. The former mandates equipment upgrades at all
ring nodes (plus ring-interconnection costs)‚ whereas the latter implies added
conduit pulls or altogether new roll-outs. Such expansions are only feasible
in “fiber-rich” settings as rights-of-way and construction overheads can
easily complicate and delay expansion otherwise [17]. Overall‚ these issues
present a huge “bottleneck” in tapping abundant long-haul capacity.

Furthermore‚ legacy “multi-layering” imposes notable penalties for
burgeoning data-traffic profiles‚ e.g.‚ wasted bandwidth‚ increased port
counts‚ intermediate protocol layers (Section 4.2.1). In particular‚ bandwidth
inefficiency actually exacerbates capacity exhaust and leads to higher “cost-
per-bit.” Finally‚ SAN tributary support is also very difficult due to the lack
of standard mappings‚ i.e.‚ for 200 Mbps ESCON‚ 1.0 Gbps Fiber Channel.
Hence‚ many operators must resort to costly “dark fiber” provisioning. In
all‚ much-improved offerings are needed to address a host of concerns:

Network Scalability: A paramount operator requirement is abundant
capacity scalability over a full range of metro/regional distances.
This is particularly important given the increasing speed of client
interfaces and unpredictable growth levels.

Multi-Protocol Support: As metro protocols diversify‚ operators are
looking to achieve multi-service support over a common “de-
layered” infrastructure‚ i.e.‚ transparency. Another related need is
“backwards compatibility” for maximizing return on existing
investments and facilitating smoother‚ cost-sensitized migrations.

Provisioning Flexibility/Efficiency: New metro platforms must also
deliver significant gains in terms of provisioning capabilities. In
particular‚ operators require increased service velocity (termed “on-
demand”)‚ efficient resource utilization‚ and selective/differentiated
service offerings‚ e.g.‚ priority‚ resiliency‚ etc [14].

Service Survivability: Carriers are very familiar with SONET/SDH
protection and newer technologies must match this capability (50 ms
bound). Beyond this‚ multi-level “tiered” protection capabilities are
also needed given the widely differing stringencies of client
services‚ e.g.‚ unprotected‚ moderate protection‚ full protection [20].
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Improved Cost: Cost is an overriding concern since metro-area user
bases are relatively smaller and much more price-conscious (versus
long-haul client bases). Moreover‚ network economics are
continually dictating lower “cost-per-bit” even as tributary speeds
increase. Hence new offerings must offer operational savings
(power consumption‚ footprint) and also be amenable to staged‚
modular deployments‚ i.e.‚ “pay-as-you-grow” [1].

Overall‚ a full breadth of technologies are being evolved to address these
concerns. Interestingly‚ many of these solutions are still classified along
traditional metro/regional core and metro edge taxonomies. This is in part
due to entrenched operational delineations between these two domains and
also due to the higher levels of service aggregation in larger metro cores.

4.4 Regional and IOF Core Domains

Regional and metro core networks implement scalable interconnection
across large inter-city zones‚ ranging anywhere from 100-1000 km. Here‚
associated traffic flows are usually multiplexed into larger gigabit speed
tributaries—OC-48/STM-16‚ OC-192/STM-64‚ 10 Gbps Ethernet—either
via larger client switching/routing platforms or metro edge networks
(Section 4.5). Although this loosely parallels long-haul setups‚
regional/metro cores feature many more add-drop points and generally
higher levels of traffic variability.  Hence‚ related design concerns shift more
towards network element design as opposed to basic line transmission [7].

Overall‚ DWDM technology provides many advantages for regional/
metro cores‚ e.g.‚ terabit scalability‚ multi-channel amplification‚ service
transparency‚ reduced footprint/operations costs‚ etc. Advances in “soft-
optics” are also furthering new automated service capabilities. Nevertheless‚
the induction of DWDM within this space has been relatively cautious‚
owing to notable market and technical factors. Hence‚ several renditions
have emerged in order to facilitate more cost-sensitized‚ staged transitions‚
Figure 4.3. Indeed‚ the choice of a given solution is very operator-specific
and depends upon a many variables‚ e.g.‚ demands/service projections‚ cost‚
etc.

4.4.1 Early Renditions: Point-To-Point Fiber Relief

Early regional/metro DWDM deployments have comprised point-to-point
transmission systems for fiber-relief on heavily-loaded IOF spans‚ [17].
Termed as “first-generation” DWDM [1]‚ Figure 4.3‚ these solutions evolved
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from long-haul designs and can pack up to 100 channels/fiber at 10 Gbps per
channel—a huge increase in scalability. A sample design is shown in Figure
4.4‚ consisting of short-reach client interfaces‚ wavelength transponders
interfaces‚ amplifiers‚ and wavelength mux/de-mux filters. Here‚
transponder units perform optical modulation for client signals received from
“legacy” 850 or 1310 nm onto ITU-T 1550 nm wavelengths. Note that
many current SONET/SDH and Ethernet/IP platforms are already equipped
with 1550 nm lasers for direct interconnection with DWDM transport. More
recently‚ the emergence of newer compact pluggable interface transceivers is
furthering support for a wide-range of client-side gears.

Figure 4.3. High-level view of DWDM migrations in the regional/metro core.

Metro DWDM systems feature many design innovations to help reduce
per-channel costs. Most notably‚ modularized passive filter setups are used‚
exploiting channel banding to facilitate incremental “pay-as-you-grow”
capacity expansions. Examples here include serial cascades‚ parallel fan-
outs‚ and hybrid variants‚ Figure 4.4 [21]. Generally‚ serial cascades require
added stages and yield higher losses (about 2-3 dB per stage). Additionally‚
revertive protection switching is also necessary in order to avoid service
disruption during upgrades (more complex). Now thin-film filters are most
commonly used for band filtering smaller channel groups. However‚ if drop
counts increase‚ deploying fewer high-channel-count filtering devices is
much more cost-effective [12]‚ e.g.‚ wavelength gratings or AWG type
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devices. Also note that band filters have also been coupled with interleaving
devices to increase channel densities with less costly wider channel filters.

Figure 4.4. Point-to-point DWDM transmission and channel banding/interleaving.

Depending upon span length and insertion losses (filters‚ interfaces)‚
“first-generation” DWDM systems may require various laser/amplifier
provisions. For example‚ short SMF spans (under 50 km) can use basic DFB
lasers‚ see [1] for sample references. Meanwhile at increased 10 Gbps
speeds‚ polarized mode dispersion (PMD) effects further reduce SMF span
lengths to about 60 km [22].  Here‚ designers have to use more powerful
externally-modulated lasers‚ EDFA devices and possibly even dispersion
compensation fiber (DCF) modules. Note that forward error correction
(FEC) at transponder interfaces can also give notable gains‚ e.g.‚ ITU-T
digital wrappers (G.709) payload-independent FEC delivers 2-3 dB gain for
about 6% bandwidth overhead. Inevitably‚ FEC imposes notable cost/
complexity for 10 Gbps speeds (OC-192/STM-64‚ 10 Gbps Ethernet).

Given the massive scalability of DWDM‚ service protection is a critical
issue. For point-to-point systems‚ various protection schemes are possible‚
including both optical multiplex section (fiber span) or optical channel
(OCh) level setups [20]. For example‚ dedicated 1+1 protection (non-
signaled) can be done at either the wavelength/band/fiber levels via passive
splitters to bridge/switch all protection entities onto two working/protection
fibers. Alternatively‚ “non-dedicated” 1:1 or 1:N OMS protection (Figure
4.4) can also be done using active switching devices and fast protection
signaling. Although these alternatives pose increased cost/complexity‚
resource efficiency is much higher as multiple working fibers and/or lower



EMERGING OPTICAL NETWORK TECHNOLOGIES

priority traffic can share idle capacity‚ see [1]. Moreover‚ optical-layer
protection is of particular benefit for SAN applications‚ as many related
protocols lack protection-switching features [28]. Overall‚ DWDM
protection can significantly lower higher-layer (client) electronic protection
costs‚ e.g.‚ OMS protection with 1:N SONET/SDH protection‚ see [17].

4.4.2 Intermediate Transport: Static Add/Drop Rings

As point-to-point systems proliferate‚ the next logical step is the
extension of wavelength channels/bands across multi-hop metro ring fiber-
plants. A key objective here is to maintain optical transparency as much as
possible in order to eliminate costly service-specific electronic bit-processing
at intermediate sites. Considering that add-drop ratios in TDM core rings are
typically about 25%‚ such “transponder-less bypass” achieves sizeable
equipment savings‚ particularly at 10 Gbps OC-192/STM-64 speeds. As a
result‚ designers have also evolved static optical add-drop multiplexer
(OADM) rings‚ i.e.‚ “second-generation” DWDM [1]‚ Figure 4.3.

A static/fixed OADM is basically a “back-to-back” interconnection of
transmission systems‚ see Figure 4.5 [8]. Here modular banding filter setups
(Section 4.4.1) are augmented with wavelength/band-level bypass-and-add-
drop filters—either thin-film‚ fiber Bragg grating‚ or circulators—to
implement fixed routing relations. DWDM bypass lowers through-channel
insertion losses considerably‚ to about 1-2 dB per node [18]‚ and yields
commensurate increases in link budgets/ring diameters. Moreover‚ bypass
filtering can also prevent against passband-narrowing effects arising from
multi-hop filter concatenations [19]. Carefully note‚ however‚ that modular
serial filtering setups (Section 4.4.1‚ Figure 4.4) complicate ring expansion
and will require forced protection switching to avoid service disruptions.

A central issue in static ring designs is amplification. Obviously‚ larger
spans (over 80 km) require commensurate EDFA provisions. However‚ the
increased number of metro add-drop hub sites usually mandates
amplification in smaller rings to handle nodal losses on bypass channels.
Hence most static OADM designs incorporate pre- and post-amplifiers‚ the
former to overcome transmission losses and the latter to overcome node
bypass losses (Figure 4.5). Note that variable optical attenuators (VOA)
devices are essential here to equalize gain between bypass and add-drop
channels‚ i.e.‚ amplifier cascades. Moreover‚ VOA devices are also required
to counteract gain variations arising from external factors such as
temperature‚ aging‚ and polarization. Hence many filter modules directly
incorporate manual VOA elements (Figure 4.5).

Now from an architectural viewpoint‚ the optical dedicated protection
ring (OCh-DPRING) [1]‚[2]‚[20] architecture is the most common static
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ring‚ Figure 4.6. Also termed as uni-directional path-switched ring (UPSR)‚
this scheme offers simplified‚ low-cost operation and extremely fast/non-
signaled protection. OCh-DPRING draws strongly from related SONET
concepts and uses two counter-propagating uni-directional fibers. Protection
is done in a dedicated 1+1 manner using head-end bridging and receive-end
switching‚ usually based upon power levels. This avoids complex protection
signaling and performance monitoring inside the ring. However‚ associated
per-channel hardware complexities limit scalability for fiber cut events—
which can average about one per 10-20 km/year in metro cores.

Figure 4.5. Fixed/static wavelength OADM design (two-fiber).

Overall‚ static rings are most amenable to long-standing demands‚ e.g.‚
weeks/months. Hence related provisioning concerns center around
wavelength (band) pre-planning and routing‚ i.e.‚ static ring routing and
wavelength assignment (RWA) [5]. Now it is well-known that UPSR
designs are very efficient for hubbed demands‚ as routes are essentially pre-
determined‚ i.e.‚ linear relation between node and wavelength counts [32].
Hence‚ wavelength blocking can be avoided by simply allocating a
unique/fixed set of wavelengths (bands) to each node‚ as per projected
demand [8] (more robust dual-hub rings have also been studied [1]).
Overall‚ static rings mandate careful demand projection‚ as inaccurate
estimates can result in significant stranded capacity. Moreover‚ static UPSR
is very inefficient for meshed or overly dynamic profiles. As such‚ their
applicability in larger “meshed” regional/core settings may be limited.

Finally‚ static rings require careful link-budget analysis and amplifier
placement to ensure adequate signal-to-noise (SNR) ratios. However‚ since
amplifiers represent a sizeable cost‚ deploying “full-band” EDFA devices at
all nodes is overly costly and can degrade performance due to excessive
noise amplification. Designers have proposed several solutions here. Some
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have used careful link budget analysis to optimize amplifier placement on
selected spans‚ e.g.‚ per distance‚ fiber type‚ demands‚ see [23]. Meanwhile‚
others have optimized demand routing over selected bands and used smaller‚
more cost-effective “amplets” (Section 4.4.1) to boost bypass groups. Note
that link budget planning requires gain equalization‚ adding notable manual
operational overheads‚ e.g.‚ continual fine tuning of VOA settings.

4.4.3 Evolving Schemes: Reconfigurable Add/Drop Rings

As traffic dynamics increase‚ static rings become less efficient due to
excessive pre-planning and manual provisioning overheads. Moreover‚ IOF
projections are touting much higher scalability‚ particularly for “meshed”
demand profiles‚ i.e.‚ quadratic wavelength/node-count relation [24]. Hence‚
operators are looking at reconfigurable OADM rings to implement expedited
“on-demand” services provisioning with much-lower costs. These trends
have led to the emergence of “third-generation” DWDM [1]‚ Figure 4.3‚
essentially blending flexible optics with intelligent software control.

Figure 4.6. Static (UPSR) and dynamic (SPRING) ring protection.

Dynamic rings apply shared protection ring (SPRING) paradigms [20]‚
extending upon earlier SONET bi-directional line-switched ring (BLSR)
[11] concepts. Namely‚ two-way wavelength plans are defined in order to
achieve spatial re-use and deliver increased efficiency and multi-level
protection. SPRING routes bi-directional demands along the same set of
ring nodes and allows working/protection traffic to travel in both directions.
Note that the DPRING designs (Section 4.4.2) cannot achieve such spatial
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re-use [20]‚ since connections traversing different ring segments are unable
to use the same wavelength. Now both multiplex-section (OMS-SPRING)
and channel-level (OCh-SPRING) variants are possible:

OMS-SPRING: Both two and four-fiber multiplex-section (fiber)
protection schemes are possible. The former partitions intra-fiber
wavelengths into working and protection groups and performs loop-
back switching for node/fiber faults [1]. Here‚ all failed channels are
re-routed onto a protection fiber (opposite direction) between
failure-adjacent nodes. Meanwhile‚ the four-fiber variant uses two
fiber pairs to carry counter-propagating working/protection traffic
and supports span and loop-back switching. Note that loop-back is
very disruptive and yields longer channel distances (worst-case
nearly double). Conversely‚ span switching simply routes failed
channels onto a protection fiber but cannot overcome node faults.

OCh-SPRING: Although OMS-SPRING is very efficient‚ it lacks
protection selectivity. Hence OCh-SPRING schemes‚ i.e.‚ bi-
directional path-switched ring (BPSR) [25]‚ have been developed to
tailor protection per individual demands. OCh-SPRING uses end-
to-end switching between channel end-points and thus only requires
edge fault detection. More importantly‚ OCh-SPRING can achieve
wavelength sharing (backup multiplexing) between multiple
working paths and/or lower-priority traffic (Figure 4.6). Hence
operators can differentiate services to meet a broader set of customer
needs‚ e.g.‚ dedicated (platinum)‚ shared (gold)‚ un-protected
(silver)‚ and pre-emptable (bronze) [1]. Note OMS-SPRING can
also support pre-emptable traffic on idle protection channels/spans.

Overall‚ SPRING delivers high efficiency for “meshed” demands‚ and
four-fiber schemes are most scalable‚ see [1]‚[20] for details. Nevertheless‚
these setups require rapid‚ distributed protection signaling to match 50-ms
TDM recovery times‚ i.e.‚ “optical” APS. To date‚ such protocols have not
been standardized and related work is still ongoing in the ITU-T. Note that
optical protection also requires careful coordination with higher-layer
recovery since timescales can be similar (escalation strategies). For
example‚ many operators use DWDM to host SONET/SDH rings‚ e.g.‚
“ADM-in-lambda”. Here‚ results have shown that OMS-SPRING can
actually induce cascaded APS behaviors between the two layers‚ prolonging
recovery times well beyond 50 ms [25]. Conversely‚ simpler OCh-
DPRRING avoids these deleterious effects since recovery is usually much
faster (under 5 ms). Hence the simplest strategy may be to disable
protection at a given layer‚ e.g.‚ SONET APS over unprotected wavelengths.
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Now the main SPRING building block is the reconfigurable OADM
(ROADM) node [18]. This device loosely resembles its static counterpart in
that it comprises transport‚ amplification‚ and add-drop stages. However‚ the
main difference lies in its dynamic operability and choice of implementation
technologies. Namely‚ ROADM nodes can either be opaque (wavelength
convertible) or transparent (wavelength inconvertible)‚ and each type
imposes its own saliencies/limitations [6]. Consider the former. Opaque
elements perform opto-electronic conversion of all incoming channels and
use standardized framing formats for regeneration‚ e.g.‚ SONET/SDH‚
digital wrappers. Meanwhile‚ dynamic add/drop is done using electronic
switching‚ either via DCS fabrics or electronic cross-point switches (EXC).
For example‚ EXC chips can deliver high-port counts (tens-hundreds) and
support speeds up to 3.5 Ghz‚ whereas DCS fabrics offer further
regeneration/sub-rate grooming capabilities. Note that DCS fabrics can also
perform local client-side tributary interconnection‚ i.e.‚ “hair-pinning” [8].

For provisioning‚ ROADM rings must implement intelligent “on-demand”
RWA‚ as requests can occur over many timescales. Now in opaque settings‚
ring RWA is notably simpler since ROADM nodes support opto-electronic
wavelength conversion. For example‚ existing SONET/SDH circuit
provisioning algorithms can easily be re-applied here. Nevertheless‚ despite
these benefits‚ wavelength conversion achieves only modest efficiency gains
in optical rings‚ e.g.‚ under 5% [26]. Generally‚ results indicate much better
(wavelength conversion) blocking probabilities in mesh topologies‚ where
increased connectivity—beyond degree two—can reduce link load
correlations [5]. Instead‚ optical rings benefit more from increased
wavelength counts‚ especially for increased demand peakedness.

Overall‚ opaque (translucent) transmission offers some notable benefits.
Foremost‚ full regeneration mitigates analog impairments—such as loss‚
dispersion‚ cross-talk—on most spans under 100 km. Another by-product is
the availability of inband control and detailed performance monitoring
information inside the ring. These provisions are crucial for fault isolation
and protection signaling in OMS-SPRING operation‚ e.g.‚ both
SONET/SDH and digital wrappers define APS bytes. Nevertheless‚ opaque
rings pose excessive cost and scalability limitations. For example‚ each
ROADM node requires extensive transponder arrays for each fiber along
with high-density DCS fabrics. These overheads are further exacerbated for
high channel counts (over 32) and 10 Gbps speeds‚ i.e.‚ externally-
modulated transponders‚ thousands of STM-1 ports.
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4.4.4. Transparency Considerations

Transparent ROADM platforms have also been considered to address the
limitations/unscalabilities of opaque designs. These nodes use “soft-
optics”—such as tunable filters‚ tunable lasers‚ optical switches‚ software-
controlled VOA—to selectively route and add-drop wavelengths. A generic
design is shown in Figure 4.7 ( optional DCS grooming)‚ and a variety of
renditions are possible. For example‚ static channel/band filtering (Section
4.4.1) can be coupled with optical switching to achieve selective channel
add/drop. Here MEMS/thermo-optic switching fabrics have shown
switching times under 5 ms [6].  Alternatively‚ per-channel tunable filters
can be placed on input trunks to drop selected channels‚ e.g.‚ fiber Bragg
gratings [8]. Overall‚ multi-hop “all-optical” transmission is quite
challenging and requires many specialized provisions. Some of these are
now discussed‚ and interested readers are referred to [1] for more details.

Figure 4.7. Integrated OADM/DCS design (two-fiber‚ out-band OSC control).

A major challenge for transparent rings is effective performance
monitoring and fault localization. Currently‚ several non-intrusive schemes
are available to monitor various parameters‚ e.g.‚ fiber/wavelength powers‚
optical SNR‚ and other specialized metrics. However‚ it is well-understood
that these offerings lack the bit-level resolution of opto-electronic overheads
and are less effective in detecting degenerative conditions. Regardless‚ these
features may still suffice for SPRING. For example‚ trunk power monitoring
can rapidly isolate hard failures (fiber cuts‚ node faults)‚ as needed for OMS-
SPRING. However‚ since loop-back generally yields longer protection paths
(increased signal degradation)‚ OCh-SPRING schemes are more applicable.
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These schemes preclude detailed intra-ring fault localization as error
detection/recovery coordination is only done at the edge (e.g.‚ even via
electronic monitoring). Carefully note that transparent rings require on-
overlapping wavelength plans in order to ensure switchovers [20].

Unlike translucent rings‚ transparent rings also require fast amplifier/
attenuation control for gain flatness over wide dynamic input ranges. The
reasons here are several-fold. Foremost‚ dynamic add-drop (setup/takedown‚
protection) yields sizeable transients in cascaded amplifier settings [18].
Depending upon the number of channels‚ these shifts can severely disrupt
active bypass channels and even damage components. Moreover‚
external/ageing factors can also affect component gain (Section 4.4.1).
Hence automatic gain control (AGC) and software-controlled VOA devices
(Figure 4.7) must be used to stabilize outputs. Here‚ sample feedback
control schemes have shown impressive results‚ e.g.‚ millisecond nodal
settling times for surge levels under 2 dB and sub-second network
stabilization‚ see references in [1]. Nevertheless‚ it is still difficult for these
schemes to achieve 50 ms “SONET-like” operation [28]. Moreover‚ per-
channel monitoring entails significant cost and packaging overheads with
discrete components. Here‚ advances in optical integrated circuits will be of
particular relevance here‚ as multiple functionalities can be coalesced at
module level‚ e.g.‚ filters/VOA/switches‚ switches/photo-detectors‚ etc.
Such integration will also reduce insertion losses considerably‚ further
scaling ring diameters.

Transparent ROADM rings also require more specialized outband control
setups with physically separated data and control planes. In most cases this
is done using a dedicated optical supervisory channel (OSC‚ 1510 nm) along
with per-fiber add/drop filtering and transponders (Figure 4.7). Herein‚
some optimized designs implement OSC extraction/insertion directly within
coarser band-separation modules.  Now a key concern with outband OSC
control is the lack standardized signaling mappings‚ e.g.‚ protection
signaling‚ routing updates‚ network management signaling‚ etc. As a result‚
some designers have chosen Ethernet OSC framing to carry packet-based
signaling protocols such as GMPLS. Others have used more traditional
SONET/SDH framing on slower OC-3/12 links to lower costs. Inevitably‚
these variations will complicate multi-vendor interoperability.

In terms of provisioning‚ transparent RWA is more involved due to
ROADM wavelength selectivity. Namely‚ RWA computation now entails
two steps—route resolution and wavelength selection—and numerous
schemes have been studied‚ e.g.‚ including shortest/longest/least-loaded path
selection‚ and random/first-available/least-used wavelength selection‚ etc
[7]‚[8]. Overall‚ efficient RWA yields good results for transparent rings‚
e.g.‚ 90% utilization of static “a-priori” RWA and only 5% below full
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wavelength conversion in [26]. Note that dynamic RWA requires accurate
resource information (e.g.‚ wavelength usages‚ connection maps‚ protection
routes)‚ and this can be extracted via GMPLS resource updates [14]. Further
details and theoretical treatment of optical rings can be found in [1]‚[32].

Given the many optical impairments in transparent settings‚ related
provisioning algorithms must ensure adequate lightpath quality. This is
particularly true for 10 Gbps speeds‚ where PMD effects alone can limit ring
diameters to under 80 km. Now a simple solution can be to use geographic
bounds to ensure adequate SNR levels‚ i.e.‚ enforced homogeneity [22].
However‚ with expanding infrastructures and increasing speeds‚ this is an
overly rigid and inefficient approach. Alternatively‚ some have studied more
advanced schemes that explicitly incorporate impairments into the “logical”
RWA process‚ e.g.‚ loss‚ dispersion‚ see references in [31]. Nevertheless‚
related computational overheads are quite prohibitive‚ and it is still difficult
to accurately model all effects. Consequently‚ many designers have to resort
to explicit hardware-based considerations‚ especially for PMD effects. For
example‚ fixed DCF coils can be placed along selective spans using static
pre-planning. In the future‚ advances in active dispersion compensation can
also be of benefit herein‚ and this application requires further attention.

Given the above concerns‚ hybrid architectures have also been tabled as a
compromise between transparent and opaque setups. For example‚ the
“optical islands” concept [ 22] proposes limited “all-optical” domains with
bordering opaque elements. Alternatively‚ translucent [1] setups inter-mix
transparent and opaque capabilities within a single domain‚ e.g.‚ by
augmenting ROADM nodes with opto-electronic transponders and DCS
fabrics‚ Figure 4.7. Note that these schemes require that RWA algorithms
with partial wavelength conversion. Here‚ some have studied two-step
algorithms in which transparent RWA is attempted first and regeneration is
only used if degradation on a searched route is excessive‚ see [31] for details.
Generally‚ results for hybrid ring RWA indicate that selective wavelength
conversion delivers blocking performance on par with full wavelength-
conversion‚ e.g.‚ only 10-20% nodes with full wavelength conversion [5]‚[6].
This is a growing area which will likely require more future research.

4.4.5 Network Migration Strategies

Despite its saliencies‚ the induction of regional/metro core DWDM has
been complicated by some notable factors‚ e.g.‚ entrenched legacy TDM‚
maturity concerns‚ challenging markets‚ etc [33]. Hence network migration
is a key issue as operators seek to maximize existing infrastructures and
evolve in a staged‚ cost-effective manner. Here‚ DWDM solutions must
offer low “first-cost” and sizeable reduction in operational expenditures [16].
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Today‚ most metro networks comprise “first-generation” setups for fiber-
relief on congested spans. Commonly‚ these “virtual-fiber” systems are
paired with flexible client-side transponders to field “non-TDM” services.
To lower initial cost‚ modular filtering/interleaving schemes (Section 4.4.1)
have been used extensively. Additionally‚ legacy/DWDM band-partitioning
has also been done to alleviate migration concerns.  Namely‚ inexpensive
1310/1550 nm filters are used to selectively induct DWDM (per-hop basis)
over legacy rings‚ [27]. With increasing point-to-point deployments‚ some
operators are even graduating to static OADM setups‚ effectively migrating
SONET/SDH out of the core (ideal for long-standing demands).

The further migration to “third-generation” ROADM rings is a crucial
issue for metro/regional carriers. In cases with relatively modest demands‚
carriers will likely retain static dedicated rings setups. Alternatively‚ shared
ROADM designs are under serious consideration in larger settings in order
to improve fiber utilization for “gigabit-level” demands. However‚ the
widescale deployment of such shared paradigms is still lagging‚ as host of
economic and technical issues remain [33]. In the case of opaque ROADM
rings‚ transponders and DCS fabrics present a significant barrier to increased
channel-counts and speeds. Conversely‚ transparent ROADM designs lack
maturity and operators are very concerned about performance monitoring
and impairment handing provisions. Given these realities‚ initial ROADM
deployments will likely comprise smaller opaque setups [28].

Note that ROADM deployments raise the issue of multi-ring
interconnection at large CO sites. Conceptually‚ such interconnection can be
done by re-using SONET/SDH concepts‚ e.g.‚ signaled/non-signaled‚ single
dual homing [6]. However‚ with increasing nodal/spatial degrees and traffic
dynamics‚ optical switching platforms are very much required (akin to WB-
DCS in legacy cores‚ Section 4.4.2). Now recently‚ some have proposed
optical cross-connects (OXC) using “all-optical” switch fabrics (Section
4.3.1). These systems are agnostic to bit-rate and can support
wavelength/band cross-connection—very scalable. However‚ operators
remain concerned about the maturity of these new technologies along with
the lack of detailed “trail trace” features (a vital necessity for multi-operator
handoffs). Hence for the foreseeable future‚ ROADM interconnection will
use DCS platforms with full monitoring/regeneration. Albeit less scalable‚
these offerings also enable wavelength conversion‚ which has been shown to
be most effective at interconnection points [1]. Moreover‚ it is likely that
future hybrids will incorporate combined DCS/OXC fabrics‚ Figure 4.7.

Further evolutions toward partial/full mesh topologies in regional/metro
cores are more debatable. Still‚ it is conceivable that specialized scenarios
will justify such undertakings. For example‚ operators may deploy new fiber
routes to “break” ring topologies and relieve congestion at “hot-spot”
locations. Alternatively‚ rights-of-way restrictions may mandate “non-ring”
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topologies to be deployed in new “greenfield” builds. The resultant
networks can either be provisioned as multiple “virtual” rings or generic
meshes‚ both of which have been well-studied [1]. The latter‚ however‚ can
increase complexity as OXC/DCS have to implement more specialized
OADM functionality. Clearly‚ more defining studies are required here.

4.5 Metro Edge Domains

Metro edge domains range from 20-50 km and form a merging point
between metro cores and last-mile access. These networks present largely
different contingencies owing to increased client proximity levels. As such
operators must handle much higher protocol heterogeneity and provision
slower-speed “sub-gigabit” interfaces‚ e.g.‚ DS3‚ T1‚ T3‚ OC-3/STM-1‚ Fast
Ethernet‚ ESCON. Furthermore‚ economic sensitivities are much higher as
costs have to be amortized over smaller populations. Clearly‚ the direct
application of large-tributary DWDM systems is not very feasible.

In response‚ advanced opto-electronic grooming solutions have been
evolved to address metro edge needs. Some of these improve upon existing
SONET/SDH and Ethernet technologies to better address multi-service
needs. Alternatively‚ “cost-optimized” optical transport has also emerged.
Ultimately‚ the choice of solution will depend upon a large range of factors‚
e.g.‚ existing setups‚ economic sensitivities‚ client demands/projections‚ etc.
Given that metro edge infrastructures largely out-number regional/metro
core rings‚ indeed this is a huge market segment. In fact‚ some research even
indicates that revenue opportunities are migrating to the network edge as
long-haul/metro core capacities become more commoditized [15].

4.5.1 “Next-Generation” SONET/SDH and MSPP

Entrenched TDM plays a vital role in data-optical convergence. For
example‚ legacy leased line services (DS-1/3‚ T1/3) still dominate demand
profiles and are widely used for data POS interfaces. Hence‚ designers have
evolved SONET/SDH to better address emerging needs‚ i.e.‚ “next-
generation” SONET/SDR (NGS) or multi-service provisioning (MSPP) [3].
These solutions deliver several major enhancements in terms of dynamic
circuit allocation‚ improved mappings‚ and layer two/three aggregation
(Figure 4.8). A major advantage is that NGS re-uses existing TDM
provisions for performance monitoring‚ protection switching‚ management‚
etc. This ensures much-needed “backward compatibility” and eases
migrations.
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A major shortcoming of legacy TDM is its inefficient “tributary-to-
tributary” mapping‚ e.g.‚ Gigabit Ethernet requires full 2.5 Gbps OC-
48/STM-16. To resolve this‚ NGS applies inverse multiplexing using virtual
concatenation [3]‚ i.e.‚ combining multiple smaller tributaries into a VC
group (VCG) to better match “non-TDM” demands (ITU-T G.707). Today‚
DCS switch fabrics permit VC at both STM-1 and even VT1.5 increments
(e.g.‚ Gigabit Ethernet via seven STS-3c‚ Figure 4.9). Overhead
performance monitoring/protection features can also be extended for VCG
entities. Furthermore‚ the related link capacity adjustment scheme (LCAS)
protocol (ITU-T G.7042) enables “hitless” re-adjustment of the number of
assigned VC trails—ideal for fielding dynamic‚ varying demands.
Moreover‚ each trail can be independently routed (even over legacy
domains) to improve resiliency and efficiency‚ and connection asymmetry is
also possible [4].

Figure 4.8. Next-generation SONET/SDH (MSPP) node architecture.

Another vital NGS addition is the generic framing procedure (GFP‚ ITU-
T G.7041) [3] that maps diverse protocols onto byte-synchronous TDM
channels. This mechanism uses robust error-controlled frame delineation
(like ATM) and supports two payload mappings‚ frame and transparent. The
former is geared for generic layer-two packets‚ e.g.‚ Ethernet MAC or IP
packets‚ and yields deterministic bandwidth overheads (versus POS).
Meanwhile the latter transparently maps generic 8 B/10B encoded payload
types (Gigabit Ethernet‚ Fiber Channel‚ ESCON‚ FICON) and minimizes
any packetization/ buffering delays. This is ideal for high-speed block-
coded interfaces [4]. Note GFP also defines linear and ring extension header
frames for multiplexing multiple client streams (ports) into a payload‚ i.e.‚
akin to a “virtual” leased line. In all‚ coupling GFP adaptation with dynamic
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VC/LCAS capabilities allows NGS to effectively “right-size” a full range of
data/SAN service tributaries onto SONET/SDH pipes. Perhaps most
important‚ “direct” bit-level mappings effectively collapse legacy
multiplexing hierarchies and yield much lower operational overheads.

Finally‚ some MSPP designs even support “high-layer” statistical
multiplexing features‚ i.e.‚ “data-aware SONET”‚ Figure 4.8. Examples
include data packet aggregation (packet policing‚ discarding‚ class-based-
queueing)‚ LAN switching‚ and ATM switching [4]. Overall‚ coupling these
features with VC/LCAS achieves very high time-slot efficiency and can
lower port counts considerably. For example‚ three 100 Mbps Ethernet
streams averaging 10% utilization can be policed/shaped into a single VCG
of size 20 VT1.5 circuits (versus three OC-1 legacy interfaces)—a capacity
savings of nearly 94%. In general‚ edge-aggregation provides significant
improvement in overall ring efficiency versus more costly centralized back-
hauling [10]. Architecturally‚ MSPP nodes can also leverage the GMPLS
framework for equivalence mappings between circuit and packet labels and
to interwork “hitless” LCAS control‚ see [3] for details.

Figure 4.9. Sample of channelized SONET/SDH (virtual concatenation).

From a broader optimization perspective‚ NGS “sub-rate” grooming onto
larger wavelengths is a key research area. Earlier work had looked at
grooming “virtual” SONET/SDH rings over underlying DWDM networks‚
see [1]‚[29] and related references. More recently‚ however‚ the focus has
shifted toward mesh-type topologies‚ with the goal of optimizing various
metrics such as resource utilization/efficiency‚ port counts‚ wavelengths‚
specialized cost functions‚ etc. For example‚ some have used integer linear
programming (ILP) to groom a-priori demands whereas others have studied
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more dynamic shortest-path heuristics‚ see [1]‚[29]. In particular‚ [29]
develops a novel augmented graph model to incorporate multiple grooming
granularities. Finally‚ sub-rate grooming of multicast connections has also
been studied [35]. Overall‚ many of these results can be used in operational
NGS settings and/or to help size sub-tending DCS stages on DWDM OXC
or OADM nodes. Further studies in this broader area need to consider
grooming protection and inverse multiplexing requirements. In particular‚
the operation of multi-domain transport networks comprising multiple
switching granularities (layers) is an area of growing interest [34]‚ i.e.‚ inter-
domain routing (topology/resource updates)‚ signaling protocols‚ and
protection/restoration schemes.

Overall‚ NGS has garnered the most interest out of all the metro edge
technologies‚ largely due to its inherent synergies with legacy TDM. NGS
allows incumbent carriers to re-coup stranded ring capacity and resolve
deficiencies in data/SAN services—a key advantage considering that
incumbents largely own the business loop. Herein‚ only selected premise
equipment needs to be upgraded without costly changes to legacy
core/management systems. Moreover‚ since most metro edge rings currently
operate at slower TDM speeds (155 Mbps OC-3)‚ sizeable gains are possible
by simply upgrading to larger SONET/SDH tributaries. This is especially
true in fiber-rich settings with moderate demands (DS3‚ OC-3‚ ESCON).
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Figure 4.10. Ethernet RPR packet ADM node.

4.5.2 Resilient Packet Ring: The “Packet ADM” Solution

Despite its benefits‚ NGS is still a “data-over-circuit” approach that uses
rigid underlying framing. For “data-centric” carriers lacking legacy TDM
setups‚ these necessities incur notable cost/complexity. Hence the “packet
rings” concept has been evolved to combine the saliencies of SONET/SDH
(simplified connectivity‚ resiliency) with those of ubiquitous Ethernet (low
cost‚ statistical multiplexing‚ etc). Termed resilient packet ring (RPR) [9]‚
this solution focuses on per-flow fairness and ring capacity re-use.

RPR defines a modified Ethernet media access control (MAC) protocol
running over dual counter-rotating “ringlets” comprising multiple “packet
ADM” nodes‚ Figure 4.10. This protocol uses in-band (in-stream) signaling
and is a gnostic (“media-independent”) to underlying transport layers‚ e.g.‚
SONET/SDH‚ DWDM‚ CWDM‚ dark fiber‚ see Figure 4.11. RPR also
provides an automatic protection switching (APS) protocol for rapid “50-
ms” path recovery using both steering and wrapping mechanisms‚ a kin to
SONET K1-K2 byte APS. Additionally‚ new IP-based quality/class of
service (QoS/CoS) frameworks‚ such as multi-protocol label switching
(MPLS) and Differentiated Services (DiffServ)‚ are also supported. Namely‚
RPR has full provision for features such as multi-level traffic policing‚ class-
based queueing‚ and scheduling‚ Figure 4.10. Essentially‚ this allows RPR
nodes to interface directly with DWDM cores at full wavelength line-rates‚
and at the same time‚ provide tailored “soft circuit” capabilities.

RPR uses various methods to increase bandwidth “re-use” across a ring‚
i.e.‚ bandwidth multiplication [9]. Foremost‚ sink nodes perform destination
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stripping by removing unicast packets to improve “spatial re-use” (long-
side). Additionally‚ both ringlets can simultaneously carry working traffic
and only need to activate protection capacity during failure events. Finally‚
RPR provides advanced fairness mechanisms that allows nodes to share
capacity in a fair‚ efficient manner. Namely‚ this is done via feedback flow-
control setups‚ loosely similar to early ATM-based offerings. Also note that
RPR is inherently optimized for packet multicasting since multiple ring
stations can easily share a packet‚ i.e.‚ drop-and-continue. Now a key issue
is the design of effective distributed RPR fairness/re-use algorithms (left to
vendor discretion). For example‚ [30] prototypes a novel solution which
achieves good fairness with rapid convergence (under two ring times).

RPR standardization has attracted much focus in the recent years.
Although the initial work originated in the vendor community‚ as interest
grew a new IEEE 802.17 working group was created (2000). A key
milestone was the successful harmonization of two competing proposals‚ i.e.‚
Gandalf and Aladdin‚ into the new Darwin proposal (2002). Subsequently‚
the initial RPR framework draft was released‚ which included an RPR MAC
specification [9]. Today‚ the IEEE 802.17 team continues to refine the
standard‚ adding new physical layer interfaces‚ management enhancements‚
and improved bridging support‚ etc. The group is also developing simulation
models to benchmark RPR performance.

In all‚ RPR is very cost-effective for packet transport and may become the
solution of choice for “data-centric” operators. For example‚ business loops
can deploy small packet ADM nodes to deliver a full range of converged
services‚ e.g.‚ data (Internet‚ LAN extension‚ storage extension)‚ carrier-
grade voice‚ video-conferencing‚ virtual leased line. Service flexibility is
also very high as allocations can be re-optimized per demand variations—a
vast improvement over cumbersome “telecom-adapter” solutions. Also‚
packet ADM nodes can be used for low-cost data aggregation in DSL hubs.
Meanwhile‚ larger RPR systems can serve as point-of-presence (POP)
aggregation devices at larger metro core handoff sites. Moreover‚ cable
operators are also considering RPR for bundled services in the business and
residential loops. In particular‚ the inherent multicasting capabilities of RPR
are very cost-effective for packet video broadcasting.
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Figure 4.11. Ethernet RPR topology overlay (SONET/SDH‚ DWDM).

In incumbent “telco” domains RPR will also see targeted application as a
“packet overlay” solution for underlying TDM rings‚ Figure 4.11. Already‚
RPR platforms come with SONET/SDH interfaces—OC-48/STM-16 or OC-
192/STM-256—and the latest offerings can even support virtually
concatenated SONET/SDH tributaries mappings‚ [3]. Note that related
RPR-TDM control provisioning and resource allocation issues need further
investigation‚ and this can draw from work in both sub-rate grooming and
ring overlays (Section 4.4.1). However‚ RPR lacks standardized support for
legacy TDM voice/leased line.  Instead‚ only vendor-proprietary offerings
that “packetize” TDM frames or use non-standard MAC implementations are
available. Although generic “TDM-over-data” proposals are being tabled‚
their wider adoption in legacy settings is still uncertain.

4.5.3 Cost-Optimized Optical Transport

As DWDM prices decline‚ the feasibility of static “hubbed” metro/edge
transport rings is also improving. In particular‚ reduced scales herein—both
geographic and traffic—enable notable “optics-related” cost reductions.
Foremost‚ shorter spans permit passive un-amplified transport‚ eliminating
EDFA devices and permitting simpler DFB lasers (e.g.‚ 2.5 Gbps up to
100km).  Moreover‚ since moderate wavelength counts can deliver ample
capacity‚ low-cost coarse filters can be used‚ e.g.‚ 8-16 channel DWDM at
200 GHz. Finally‚ since static setups are quite efficient for “hubbed” edge
demands‚ wavelength provisioning is much simpler (Section 4.4.2).
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Recently‚ un-amplified coarse WDM (CWDM) has also gained favor in the
metro edge. Interestingly‚ this technology was commercialized after
DWDM in order to lower filter and transponder costs. CWDM uses a new
wavelength grid (ITU-T G.694.2) with 20 nm channels from 1270 nm (O-
band) to 1610 nm (L-band)‚ i.e.‚ well beyond DWDM bands. Since wider
channel-widths can easily absorb center-frequency drifts (6 nm for 0-70°C)‚
designers can use low-power un-cooled lasers without costly temperature
control. Similarly‚ commensurate thin-film devices require much “fewer”
layers‚ lowering filter costs considerably. Overall‚ CWDM can support
about 8 channels over SMF and up to 18 channels over newer LWPF.
Moreover‚ footprint and power consumption costs are much lower (nearly
50%)‚ crucial for constrained premises. Nevertheless‚ transceiver link
budgets limit CWDM ring circumferences to under 80 km and channel bit-
rates are usually below 2.5 Gbps. Hence‚ some are considering more
advanced CWDM capabilities‚ such as wide-band amplifiers and 10 Gbps
transceivers. However‚ given the strong overlap of these provisions with
more advanced DWDM designs‚ overall traction remains uncertain.

Although DWCM/CWDM edge nodes deliver ample capacities‚ they
require careful service mappings to help mitigate the large “granularity gap”
caused by gigabit wavelength capacities. For example‚ numerous studies on
sub-rate SONET/SDH aggregation have indicated a rough “break-even”
between DWDM rings and TDM “ring-stacking” at OC-12/STM-4 speeds
[1] (likely lower for CWDM). Hence larger demands types‚ e.g.‚ Gigabit
Ethernet or Fiber Channel services‚ are best served by direct wavelength
mappings‚ e.g.‚ via “front-ending” with new pluggable interfaces. Moreover‚
programmable SONET/SDH transceivers provide even more flexibility as
line rates can be adjusted per demand‚ eliminating the need for constant
module upgrades. The further integration of SONET/SDH line termination
functionality with CWDM/DWDM transport can also yield significant
savings in electronic protection overheads.

The predominance of smaller edge tributaries still mandates aggregation
to reduce wavelength counts and distribute costs over clients. Although
standalone TDM or Ethernet devices can be used (higher footprint‚
complexity)‚ many edge DWDM/CWDM systems now provide integrated
“thin-mux” modules‚ either synchronous or asynchronous [1]‚ Figure 4.13.
Synchronous modules output SONET/SDH formats (2.5 Gbps OC-48/STM-
16) and are ideal for grouping many hubbed legacy demands‚ e.g.‚ 16:1 OC-
3/STM-1.  In fact‚ some modules even support client-side add-drop (“ADM-
on-a-lambda”) or combine data/SAN tributaries‚ e.g.‚ 12:1 ESCON onto OC-
48 (via GFP chipsets‚ Section 4.4.2). Overall‚ synchronous aggregation
eases interoperability with extensive legacy cores and retains overhead
monitoring for multiplexed aggregates—a key advantage. Meanwhile‚
asynchronous modules use packet-based designs and are geared for data port
aggregation‚ e.g.‚ 10:1 Fast Ethernet switch. Here‚ newer variants are even
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offering QoS/CoS features via edge packet classification/policing.
Inevitably, these advanced “thin-mux” features will start to blur the
boundaries between optical transport and more service-specific domains.
For many operators such functional replication may not be desirable.
Instead, low-cost optical transport may be used in a strictly “sub-systems”
role to boost tributary counts and transparently host various infrastructures—
legacy TDM, NGS, RPR (Figure 4.13). As such, edge CWDM/DWDM
transport is very complimentary and will help accelerate infrastructure
consolidation.

Figure 4.12. Emerging taxonomies: long-haul, regional, metropolitan, access.

4.6 Conclusions and Future Directions

Metro and regional network infrastructures occupy a strategic position in
the network hierarchy. Although, legacy SONET/SDH has traditionally
dominated this space, progressive shifts in customer demands have given
rise to serious service provisioning and cost concerns. Hence, there is an
urgent need for new evolutions that provide improved scalability, multi-
service bandwidth delivery, and high service flexibility and cost-
effectiveness. It is here that advances in optical networking technologies
have proven particular beneficial and have essentially transformed the
transport networking space (Figure 4.12 details the emerging taxonomy).
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Within larger metro/regional cores, DWDM transport is fast emerging as
the technology of choice.  This solution offers many compelling saliencies—
scalability, flexibility, lower cost—and has been heavily tailored for
deployment in entrenched, cost-sensitive settings. These innovations range
from simpler, static “first/second-generation” transmission systems to
reconfigurable “third-generation” wavelength-routing transport. However, a
host of challenges still remain to be addressed for this market to fully
develop. Most notably, these include provisions for dynamic (multi-node)
power balancing, dispersion compensation, rapid protection switching
protocols, multi-ring interconnection, etc. Meanwhile, metro edge domains
are migrating towards intelligent opto-electronic “grooming” setups with
high service/interface diversity. Here, many different solutions have been
developed, including “data-aware” next-generation SONET/SDH, carrier-
grade Ethernet transport, and cost-optimized CWDM/DWDM transport.
Herein, key open issues still remain to be investigated, such as sub-rate
grooming/aggregation algorithms and multi-layer/domain (NGS/RPR-
DWDM) internetworking and survivability.

Finally, given the continued evolution of end-user demands, it is
important to also consider further evolutions, e.g., ten years and beyond. In
particular, given the strong trends towards packet-based communications,
many researchers are studying optical packet switching (OPS) [36] to
overcome the inherent inefficiencies of circuit-switched optical networks,
i.e., “fourth-generation” DWDM (Figure 4.3).  The key objective of OPS is
to perform as much of the packet routing operation—switching, buffering,
even header look-up/processing—in the optical domain. Although this
technology is currently in its infancy, continued component and architectural
advances are showing much promise. As these paradigms mature, it is likely
that OPS will gain increasing favor within regional/metro cores, where
transmission distances are amenable to all-optical transmission (versus long-
haul). For more details please refer to [1],[36].
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Abstract The concept of optical packet switching (OPS) is emerging as an alternative to
coarser-grained switching in the optical domain. Despite the significant techno-
logical challenges it faces, OPS holds the promise of a highly reconfigurable,
bandwidth-efficient, and flexible optical layer. In this chapter we study some
of the architectural and design issues for OPS networks, we examine a num-
ber of enabling technologies, and we discuss some of the ongoing research and
experimental efforts.
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5.1 Introduction
Optical transmission and switching technologies based on wavelength di-

vision multiplexing (WDM) have been increasingly deployed in the Internet
infrastructure over the last decade in order to meet the ever-increasing demand
for bandwidth. Given that point-to-point WDM transmission technology is
quite mature today, while optical switching technologies continue to evolve
at a rapid pace, the result has been the creation of opaque optical networks
in which the optical signal undergoes optical-to-electrical-to-optical (OEO)
conversion or regeneration at each intermediate node in the network. More
recently, two trends have emerged in the design and deployment of WDM net-
works. The first is towards increasing transparency in the network so as to
eliminate electronic bottlenecks and enable the handling of a broad range of
heterogeneous signals regardless of protocol formats, bit rates, or modulation.
The second trend is towards reconfigurability in optical networks, such that
bandwidth can be created in real time between end-users to accommodate dy-
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namically changing traffic demands. These trends reflect the vision of a future
network in which optical switching technology plays a central role and band-
width is relatively abundant, inexpensive, and readily available to end-users.

The migration of switching functions from electronics to optics will be grad-
ual, and will take place in several phases. Already, the first phase is underway
in the form of wavelength routed networks which offer circuit switching ser-
vices at the granularity of a wavelength. Due to their circuit-switched nature,
wavelength routed networks can be built with commercially available optical
switch technologies, such as MEMS cross-connects [10], which are still rela-
tively slow with switch configuration times in the order of milliseconds. While
wavelength routing represents a significant step in the direction of transpar-
ent and configurable optical networking, optical circuits tend to be inefficient
for traffic that has not been groomed or statistically multiplexed; moreover,
the circuit-switching model does not fit well within the Internet philosophy of
packet switching.

The next phase in the switching evolution is likely to involve the more re-
cent optical burst switching (OBS) paradigm [27, 2]. Because it attempts to
minimize the need for header parsing and buffering at intermediate network
nodes, OBS is widely viewed as a promising technology for supporting finer
switching granularity in the optical domain. Since the unit of transmission and
switching is a burst, which is the aggregation of a flow of data packets, OBS is
more efficient than circuit switching when the sustained traffic volume does not
consume a full wavelength. OBS technology is still in the stage of research and
experimentation, but at least one proof-of-concept testbed has been operational
for the last year [1]; as optical switching speeds improve to microseconds or
less, OBS networks are expected to become a reality within the next few years.

In the longer term, optical packet switching (OPS) promises almost arbi-
trarily fine transmission and switching granularity, evoking the vision of a
bandwidth-efficient, flexible, data-centric all-optical Internet [3, 24, 15, 35,
33]. The realization of this vision, however, faces significant challenges in that
OPS requires practical, cost-effective, and scalable implementations of optical
buffering and packet-level parsing. We also note that each of the three optical
switching technologies (wavelength routing, OBS, and OPS) have important
application domains; hence, rather than each technology replacing the previ-
ous one, it is highly likely that all three will coexist in the optical network of
the future.

In this chapter, we discuss some of the critical issues in designing and im-
plementing OPS networks. In Section 5.2, we describe the architecture of an
OPS node, and we take a close look at the building blocks, and the correspond-
ing optical technologies, for realizing such a node. In Section 5.3, we discuss
switch fabric architectures and contention resolution schemes. In Section 5.4,
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Figure 5.1. OPS node architecture.

we describe experimental efforts and testbeds, and we conclude the chapter in
Section 5.5.

5.2 OPS Node Architecture

In Figure 5.1, we show the functional block diagram of a generic OPS node
architecture. The architecture consists of a set of multiplexers and demultiplex-
ers, an input interface, a space switch fabric with associated optical buffers
(i.e., fiber delay lines) and wavelength converters, an output interface, and a
switch control unit. Packets arriving on an input fiber are first de-multiplexed
into individual wavelengths and are then sent to the input interface. Each
packet consists of the payload and an optical header which is used for rout-
ing in the optical domain; note that any network layer header (e.g., IP header)
is considered part of the payload for optical routing purposes. Among other
functions, the input interface is responsible for extracting the optical packet
header and forwarding it to the switch control unit for processing. The switch
control unit processes the header information, determines an appropriate out-
put port and wavelength for the packet, and instructs the switch fabric to route
the packet accordingly. In routing the packet, the switch may need to buffer it
and/or convert it to a new wavelength. The switch controller also determines
a new header for the packet, and forwards it to the output interface. When
the packet arrives at the output interface, the new header is attached, and the
packet is forwarded on the outgoing fiber link to the next node in its path.

OPS networks can be classified along several dimensions depending on how
the above packet switching and header processing functions are implemented.

Synchronous vs. asynchronous switch operation.
In a synchronous OPS network [18], time is slotted, and the switch fabric at
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each individual node can only be reconfigured at the beginning of a slot. All
packets in a synchronous network have the same size, and the duration of slot
is equal to the sum of the packet size and the optical header length (plus ap-
propriate guard bands). Note that, due to variable link propagation delays,
packets arriving at a node over different interfaces may not be aligned with
the local clock. Therefore, it is the responsibility of the input interface (refer
to Figure 5.1) to synchronize arriving packets and align them with switching
time slots. Synchronous optical switching fabrics, much like their electronic
counterparts, are easier to build and operate, hence synchronous OPS networks
have received more attention from the research community.

In an unslotted network [31], packets are of variable size, switch operations
may take place at any point in time, and there is no need to align arriving
packets at the switch input. Unslotted OPS networks are more flexible and
robust than slotted ones, and they do not require segmentation or reassembly
at the edges of the network.

Electronic vs. optical control.
The optical packet header contains information for routing the packet in the
OPS network. Today, the lack of fast, scalable, and robust optical bit-level
processing technologies means that electronic processing of the header is the
only practical approach. However, all-optical header processing is an active
research area, and considerable progress has been made in some critical func-
tions, such as all-optical label swapping (AOLS) [4]. AOLS is a promising
approach for routing packets in optics, in which packets are encapsulated with
a small optical label as they enter the optical network. The packets are routed
based on the information carried in the optical label, which is erased and rewrit-
ten at each OPS node, while the electronic packet header remains intact with
the payload throughout the OPS network.

Optical header format.
There are two main approaches to optical header formatting: bit serial and sub-
carrier multiplexed; these are discussed in more detail in the next subsection.

Switch fabric architectures.
A wide variety of switch fabric architectures has been proposed for OPS net-
works, both for fixed-size and variable-size packets; due to their central role in
the overall operation of an OPS node, we study a number of switch architecture
designs in the next section.

Contention resolution strategies.
When two packets from different input port/wavelength pairs must be switched
to the same output port/wavelength pair at the same time, contention arises. In
this case, the switch controller and the switch fabric must employ some strat-
egy to resolve the contention. Output port contention can be resolved in three
dimensions: wavelength (using converters), time (using fiber delay lines), or
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space (using deflection routing); strategies that combine more than one dimen-
sions are also possible. We discuss and compare various contention resolution
strategies in Section 5.3.1.

We note that, in addition to the data plane, contention is also possible in the
control plane. Contention in the switch control unit may result in header loss
or a significant delay such that the packet payload may precede the header; in
either case, the packet has to be discarded. Therefore, proper buffer size di-
mensioning and efficient buffer management are of utmost importance; since,
however, established techniques can be used for this purpose [34, 26], we will
not consider contention in the control plane any further.

5.2.1 Enabling Technologies

Optical packet switching is still in its infancy compared to its electronic
counterpart. We now discuss five functions of critical importance to the real-
ization of practical OPS nodes.
Optical switch fabrics. The switch fabric at an OPS node must be capable of
rapid reconfiguration on a packet-by-packet basis. At data rates of 40 Gbps and
beyond, this requirement implies that switching times have to be on the order
of a few nanoseconds. Other critical requirements include scalability of the
technology to high port counts, low loss and crosstalk, and uniform operation
across all signals independent of the path from input to output port; moreover,
issues such as reliability, energy usage, and temperature independent operation
are also important.

Most current optical switch fabrics, including those based on opto-
mechanical, thermo-optic, or acousto-optic technologies, are limited to
switching speeds in the millisecond or microsecond range. Two promising
technologies include semiconductor optical amplifier (SOA) switches and
electro-optic lithium niobate switches, both capable of switching
speeds in the nanosecond rage. However, both technologies have limitations
that must be overcome before it becomes possible to build high-performance,
reliable, and cost-effective optical packet switches. For a recent comprehen-
sive survey of optical switch fabric technologies, the reader is referred to
[26].
Optical buffering. The lack of an efficient way to store information in the
optical domain represents a major difficulty in the design of OPS nodes. Re-
search has focused on ways of emulating electronic RAM capabilities through
the use of fiber delay lines (FDLs) to delay optical signals [19, 31,20,9]. FDLs
are fibers of fixed length, and can hold a packet for an amount of time deter-
mined by the speed of light and the length of the FDL. Hence, unlike electronic
RAM, FDLs cannot store a packet indefinitely, and, once a packet has entered
an FDL, it cannot be retrieved until it emerges on the other side. Furthermore,
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FDLs can be bulky and expensive, and introduce quality degradation to optical
signals. As a result, the design of optical buffers that mitigate the effects of
these limitations has emerged as an important research area for OPS. Among
the important issues to be considered in designing FDL architectures include
packet loss, cost, control complexity, packet reordering, and signal loss along
the FDL. We discuss FDL buffer architectures in the next section.
Wavelength conversion. Wavelength conversion [28, 16] is the ability to con-
vert an optical signal on a given input wavelength to some other output wave-
length. One of the main applications of wavelength conversion is as a mech-
anism for contention resolution that can dramatically improve the utilization
of resources in an optical network, especially in highly dynamic traffic en-
vironments such as OPS. Consequently, wavelength converters have become
integral to the design of optical buffer and switch architectures for OPS net-
works. Wavelength translation can be achieved by OEO conversion; how-
ever, all-optical wavelength conversion is desirable for OPS. Important fea-
tures of all-optical converters include large wavelength span, fast setup time,
high signal-to-noise ratio for cascadeability, and bit-rate transparency. All-
optical converter approaches include the use of cross-gain modulation (XGM)
or cross-phase modulation (XPM) in SOAs, and wave mixing techniques. Un-
fortunately, none of the existing techniques exhibits all the desired properties
listed above; for a more detailed discussion and comparison of wavelength
converter technologies, see [16].
Packet delineation and synchronization. Packet delineation is required for
both synchronous and asynchronous networks, and its purpose is to determine
the beginning and end of the arriving packet. Current approaches perform de-
lineation electronically as follows: a splitter taps a small amount of power from
incoming packets and passes it to a bit-level synchronization circuit which
locks the incoming bits in phase with the local clock in order to read the header
information. Since this operation must be performed for each incoming packet,
the circuit must be able to synchronize the header with its clock within a few
bit times.

In addition to bit-level synchronization, OPS nodes in slotted networks must
also synchronize incoming fixed-size packets to the local switching slots. This
slot-level synchronization is accomplished by passing each incoming packet
through a cascade of fiber delay lines and optical switches, in order to delay
the packet by a sufficient amount of time for it to align with the beginning of
a slot. This scheme introduces losses and crosstalk, resulting in a significant
power penalty over long paths. A different strategy takes advantage of the fact
that the propagation delay in a highly dispersive fiber depends on the signal
wavelength. Each incoming packet is therefore passed through such a fiber,
after its wavelength is first converted to achieve the desired delay.
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Optical header format and processing. There are two main approaches to
formatting the optical header associated with a packet [4]. In the bit-serial
approach, the header is transmitted serially on the same wavelength; a guard
band is placed between the header and payload to allow for the removal and
reinsertion of the header at intermediate OPS nodes. The second method uses
subcarrier multiplexing, in which the header is situated slightly higher in the
spectrum than the payload bandwidth, and is subcarrier multiplexed with the
baseband payload. Both approaches have relative advantages and disadvan-
tages, and both are being pursued in the lab.

As we mentioned earlier, currently, the processing of the header is per-
formed electronically [18, 21]. All-optical header processing [14] is an area of
research that has received considerable attention, but the technology is still in
the very early stages. In order to optically process headers, two functions have
to be developed in optics: optical correlators to read a header, and all-optical
flip-flop memory to store the header information. Currently, these functions
have been demonstrated for headers containing only a few bits worth of infor-
mation, limiting the switch size to only 1 × 2; for a review of optical header
process techniques, see [14]. One area in which significant progress has been
made is in all-optical label swapping, which refers to techniques used to extract
and replace the optical header without the need for OEO conversion of the pay-
load. The interested reader is referred to [4] for a description of all-optical label
swapping technologies for both bit-serial and subcarrier multiplexed headers.

5.3 Optical Packet Switch Architectures

5.3.1 Contention Resolution Schemes

As we discussed in the previous section, contention in the data path of an
OPS node can be resolved using one of three methods or combination thereof:
optical buffering, wavelength conversion, or deflection routing.
Optical buffering. The most straightforward method for resolving output port
contention is to exploit the time dimension. Specifically, one of the contend-
ing packets (i.e., those arriving on the same wavelength at the same time and
requesting the same output port) is routed through the switch fabric, while the
rest are sent to an FDL. When the stored packet(s) emerge from the FDL, the
whole process is repeated.

Similar to their electronic counterpart, optical buffers may be placed at the
input, output, or both, of a packet switch. However, to compensate for the
lack of a true “random access” property, a number of optical buffer arrange-
ments have been proposed, such as single- or multi-stage FDLs, feed-forward
or feed-backward connections, etc. Each of these arrangements can be used
to implement a variety of packet switch architectures, and some representative
examples are discussed in the next subsection.
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Wavelength conversion. With this method, when two or more packets con-
tend for the same output port and wavelength, the wavelength of all but one of
the packets is converted to another wavelength, thus resolving the contention.
If such a capability is available, then only when all wavelengths of an output
port are busy does it become necessary to buffer contending packets. As a con-
tention resolution method, wavelength conversion has some highly desirable
properties in that it does not introduce delays in the data path and it does not
cause packet resequencing.

Converters may be fixed or tunable, and they may be placed at the input
and/or output of a packet switch; moreover, each port of the switch may be
equipped with its own dedicated converter, or the converters may be shared by
all ports. Consequently, a variety of switch architectures are possible depend-
ing on the availability and placement of converters.
Deflection routing. This method exploits the space dimension to resolve con-
tention. Specifically, packets that lose the contention are sent to a different
output port than the one requested, and hence may take a longer route to their
destination. Deflection routing introduces delays in the data path and may
cause packets to arrive out of order. However, it does not require additional
hardware (e.g., FDLs or converters), unlike the previous two methods. On the
other hand, the effectiveness of deflection routing as a contention resolution
scheme depends on the traffic pattern and the density of the network topology.

The above three contention resolution schemes may be used in pure form,
or they may be combined to implement more sophisticated strategies. For in-
stance, optical buffering may be used along with either conversion or deflection
routing to allow for more flexibility in resolving contention. The three pure
schemes, along with the various combinations, make possible a wide spectrum
of contention resolution methods that offer various tradeoffs of performance
versus hardware cost and complexity. A comprehensive performance study
of contention resolution methods can be found in [34]. The main finding of
the study was that wavelength conversion offers the most performance bene-
fits, and that the most efficient strategy is to combine conversion with limited
buffering and selective deflection.

5.3.2 Switch Fabric Architectures

A wide variety of switch fabric architectures have been proposed for OPS.
In general, we can classify the switch architectures as follows.

Single-stage vs. multi-stage switches.
Switches may consist of a single stage, or they may be built by ap-
propriately cascading a set of smaller, single-stage switches [19, 26].
Single-stage switches usually have a small number of input and output
ports and small buffer capacity, and they are easy to implement and con-
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trol. Due to cost (e.g., in terms of the amount of optical components
required) or performance (e.g., in terms of power loss) considerations,
switches with high port counts and/or large buffer capacity are usually
implemented using multiple stages. Some considerations in building
multi-stage switches include the number of smaller switches required,
the blocking characteristics of the architecture, and the degree of loss
uniformity along the various paths from input to output.

Space vs. wavelength-routing vs. broadcast-and-select switches.
Space switch architectures are based on a non-blocking switch fabric,
such as a crossbar, which is usually implemented using SOAs. A wave-
length routing switch [8] is usually based on arrayed waveguide gratings
(AWGs) [23], devices which implement a static permutation from input
to output ports. A broadcast-and-select switch [22] is usually based on
a WDM passive star coupler. AWG-based switches require fewer opti-
cal components (especially SOAs) than either space or broadcast-and-
select switches. On the other hand, it is straightforward to implement
broadcast or multicast with a space or broadcast-and-select switch but
not with a wavelength-routing switch. However, due to splitting losses,
neither space nor broadcast-and-select switches may scale to large num-
bers of ports. We also note that, in a large, multi-stage switch, multiple
technologies may be used simultaneously.

Feed-forward vs. feed-backward buffers (FDLs).
In a switch with feed-forward FDLs [19], a packet may be buffered
only once: when such a packet emerges from the FDL after the spec-
ified delay, it is switched to an output port, and then leaves the switch.
However, in a switch with feed-backward FDLs [19], a packet emerging
from the FDL may be buffered multiple times by sending it (feeding it
back) to the FDL; this situation may arise if the packet experiences con-
tention again after emerging from the FDL. One advantage of a switch
with feed-backward FDLs is that it can support priority scheduling of
optical packets. That is, after leaving the FDL, an optical packet may
be buffered again because of preemption by a later-arriving but higher-
priority optical packet.

Due to the large number of different switch architectures that have been
proposed for OPS, it is impossible to cover all of them in this chapter. In the
following, we discuss some representative architectures to illustrate some of
the possibilities in OPS switch design.

Single-stage space switch with feed-forward FDLs. In Figure 5.2, we
present a single-stage space switch architecture with N ports, W wavelengths,
and D FDLs per output port, similar to the one in [11]; we can think of this
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as an output-queue architecture. Each incoming optical signal is first demul-
tiplexed into the W wavelengths, and each wavelength is then converted to
a wavelength that is free at the destination optical output buffer. The space
switch fabric consists of splitters, optical gates, and combiners. The optical
signal of each packet is split into ND identical signals, where N is the number
of output ports and D is the number of FDLs per port. Once it is determined
how long the packet has to be delayed in order to avoid output port collision,
the packet is switched to the desired output port and corresponding FDL by
closing the appropriate optical gate. It was shown in [12] that with at least
W = 11 channels per fiber, a low packet loss rate of can be achieved
even without the optical buffers. A more cost-efficient variant of this archi-
tecture was studied in [17]; in the new architecture, the optical buffers (FDLs)
were eliminated and the tunable wavelength converters were shared among all
incoming wavelengths. Obviously, the scalability of both switch variants is
limited by the loss incurred by splitting each signal.
Single-stage broadcast-and-select switch with feed-forward FDLs. Fig-
ure 5.3 shows the architecture of a broadcast-and-select switch proposed as
part of the European ACTS KEOPS project [18, 29]. The switch has N input
and output ports, and it is equipped with D FDLs such that a packet can be
delayed for an integer multiple of the slot time T, up to DT. The architecture
in Figure 5.3 assumes that each input fiber carries only one wavelength that is
different than the wavelengths carried by the other input fibers; hence the total
number of wavelengths is N. The switch may be modified to handle multiple
wavelengths per input fiber, by introducing an additional stage to demultiplex
the input signal into individual wavelengths, and replicating the architecture
shown in Figure 5.3. However, because of the power loss due to splitting, the
product of the number of wavelengths times the number of ports cannot be
high, limiting the scalability of the switch.

The switch operates as follows. First, the packets from all input ports are
combined and distributed through a WDM passive star coupler to all D FDLs;
note that in Figure 5.3, the multiplexer and splitter at the input play the role of
the passive star coupler. At the output of the FDLs, optical gates are used to
select the packets that have undergone an appropriate delay, of which only one
packet is then selected and transmitted to the output port by yet another set of
optical gates at the output ports. Note that performing broadcast or multicast
is straightforward: all that is needed is for multiple output ports to select the
same packet.
Single-stage wavelength routing switch with feed-backward FDLs. Fig-
ure 5.4 shows the wavelength routing switch architecture proposed as part of
the WASPNET project [21, 25]. The AWG is used to switch packets either to
the correct output port, or to the appropriate FDLs in case of packet contention.
In this switch, each input fiber carries only one wavelength. The switch can
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Figure 5.2. A single-stage space switch with N ports, W wavelengths, and D FDLs.

be extended to handle multiple wavelengths as follows. First, the optical sig-
nals are demultiplexed into individual wavelengths, and then they are fed to
multiple planes, one for each wavelength. Each plane has the same switch ar-
chitecture as in Figure 5.4. The space switch is then used to prevent wavelength
contention when combining packets from different planes.
Multi-stage switch with feed-forward FDLs. If the packet size is variable,
the performance of FDL buffers is poor [30], and a low packet loss rate can
be achieved only with a large buffer [6]. Figure 5.5 shows one stage of the
multi-stage switch proposed in [7] to address this issue. The switch consists
of three parts: an input part, a multi-stage FDL buffer, and an output part; the
figure shows only stage of the multi-stage buffer. At the input part, the set
of signals from all input ports are converted to the set of W wavelengths used
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Figure 5.3. Broadcast-and-select switch with N ports, N wavelengths, and D FDLs.

Figure 5.4. Wavelength routing switch with N ports.

within the switch fabric. There is no wavelength conversion within the switch,
so that a packet assigned a particular wavelength at the input will emerge on
the same wavelength at the output. The large buffer is implemented as multiple
stages of FDLs. Let represent the number of FDL stages, and let D denote
the number of FDLs per stage. Then, for a given   and D, the FDLs are
organized such that at stage the D FDLs produce delays equal
to: where T is the delay granularity.
This arrangement makes it easy to find the indices of the FDLs to which a
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Figure 5.5. Stage of multi-stage switch with W wavelengths and D FDLs per stage.

packet must be sent in order to realize some arbitrary delay through the switch.
Finally, the output part of the switch (not shown in the figure) consists of a
switch that connects any FDL and any wavelength to any of the output ports.
A similar multi-stage switch with feed-forward buffers was proposed in [20].
Data vortex: multi-stage switch without buffers. The data vortex architec-
ture was recently proposed in [32] to implement a large-scale switch with low
latency. The objective was to minimize the number of switching operations
and to eliminate the optical buffers, resulting in a cost-effective and practical
implementation. The architecture of the data vortex switch is novel, consisting
of a group of routing nodes which lie on a collection of concentric cylinders.
The switch operates in synchronous mode, and it employs a number of so-
phisticated techniques such as a hierarchical routing structure and distributed
traffic control. For details on the architecture and operation of the data vortex
switch, the reader is referred to [32].

5.4 Testbeds and Experimental Efforts
A number of experimental projects have been carried out in the area of op-

tical packet switching over the last decade. We now briefly describe a repre-
sentative set of these efforts; for details and a comprehensive description of the
results of these projects, the reader is referred to the relevant publications.

The KEOPS (keys to optical packet switching) project [18, 29], was funded
by the Advanced Communications Technology and Service (ACTS) program,
a research program of the European Union, from 1994 to 1998. Partners of
KEOPS included companies and universities from Europe. Building upon the
results of the previous ATM optical switching (ATMOS) project, the objec-
tive of KEOPS was to analyze, develop, and demonstrate bit-rate-transparent
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all-optical packet switching for future all-optical networks. Two of the ma-
jor results of the project were the demonstration of a 4×4 wavelength-routing
switch operating at 2.5Gbps and a 16×16 broadcast-and-select switch operat-
ing at 10Gbps.

The WASPNET (wavelength switched packet network) project [21, 25],
funded by the U.K. Engineering and Physical Sciences Research Council (EP-
SRC) starting in July 1997, is a collaboration between three British Univer-
sities, the Universities of Essex, Bristol and Strathclyde, and three industrial
partners, BT Laboratories, Marconi Communications, and Fujitsu Telecom-
munications. The objective of the project is to understand the advantages and
potential of optical packet switching compared to the conventional electronic
packet switching. A 8×8 wavelength-routing switch [21], and a cascade of 14
switches operating at 2.5Gbps [21] were demonstrated.

The DAVID (data and voice integration over WDM) project, was funded
by the Information Society Technology (IST) Program, another research pro-
gram of the European Union, from 1998 to 2002. DAVID was pursued by a
fellowship of major operators, manufacturers, as well as leading universities,
and research organizations from all over Europe. The main objective was to
propose a packet-over-WDM network solution, including traffic engineering
capabilities and network management, covering the entire area from MAN to
WAN. For additional information and a list of relevant publications, see [13].

All-optical label swapping (AOLS) [4], is a new approach to routing pack-
ets in optics that combines optical network traffic engineering techniques with
photonic packet switching technologies. AOLS is being developed by the Uni-
versity of California at Santa Barbara in collaboration with several companies,
and is funded by a DARPA NGI grant and by the DARPA sponsored Center
for Multidisciplinary Optical Switching Technology (MOST). Using technol-
ogy based on XPM wavelength converters, the project has demonstrated AOLS
with variable-length packets at 80Gbps and optical labels at 10 Gbps [5].

5.5 Concluding Remarks

The concept of optical packet switching, which seeks to replace the elec-
tronic switching functions by optical ones, represents a paradigm shift with
the potential to revolutionize networking. Before a practical OPS network be-
comes a reality however, a number of technological issues must be addressed,
as we discussed in this chapter. Nevertheless, given the ongoing research activ-
ities in this area, it is reasonable to expect that the key technological challenges
will be eventually overcome, and some form of OPS will become possible
within the next decade.

As optical technology advances and the OPS vision comes closer to reality,
a number of other challenges will emerge. The constraints and new realities
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imposed by the optical layer and WDM transmission and switching technol-
ogy will certainly affect our long-held assumptions regarding fundamental net-
working issues such as routing, control, packet transport, etc., which have been
developed for mostly opaque electronic networks. As we carefully rethink
these issues in the context of transparent OPS networks, protocol and algo-
rithm design will certainly evolve to better accommodate the OPS technology,
creating the need for proof-of-concept systems and testbeds of realistic size in
which to experimentally study these new solutions. Migration strategies will
also need to be developed for the network infrastructure to make the transi-
tion from electronic to optical packet switching, as well as from other forms
of optical switching (e.g., wavelength routing or OBS) to packet switching.
In the years ahead, as research in OPS shifts from components to integrated
systems (i.e., OPS nodes and networks), we can expect a wide range of excit-
ing research opportunities requiring interdisciplinary approaches that combine
expertise in networking and optical engineering.
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Abstract The rapid advances in dense wavelength division multiplexing (DWDM) tech-
nology with hundreds of wavelengths per fiber and world-wide fiber deployment
have brought about a tremendous increase in the size (i.e., the number of ports)
of photonic cross-connects, as well as in the cost and difficulty associated with
controlling such large cross-connects. Waveband switching (WBS) has attracted
attention for its practical importance in reducing the port count, associated con-
trol complexity, and cost of photonic cross-connects. In this chapter, we show
that WBS is different from traditional wavelength routing, and thus techniques
developed for wavelength-routed networks (including, for example, those for
traffic grooming) cannot be directly applied to effectively address WBS-related
problems. We describe a Three-layer multi-granular optical cross-connect (MG-
OXC) architecture for WBS. By using this MG-OXC in conjunction with intelli-
gent WBS algorithms, we show that one can achieve considerable savings in the
port count. We present various WBS schemes and lightpath grouping strategies.
Finally we discuss issues related to waveband conversion and failure recovery in
WBS networks.

Keywords: Wavelength division multiplexing, Waveband switching, Multi-granular optical
networks

6.1 Introduction
Optical networks using wavelength division multiplexing (WDM) technol-

ogy, which divides the enormous fiber bandwidth into a large number of wave-
lengths, is a key solution to keep up with the tremendous growth in data traffic
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demand. However, as the WDM transmission technology matures and fiber
deployment becomes ubiquitous, the ability to manage traffic in a WDM net-
work is becoming increasingly critical and complicated. In particular, the rapid
advance and use of dense WDM technology has brought about a tremendous
increase in the size of photonic (both optical and electronic) cross-connects.
The number of ports in a cross-connect is the most significant contributor
to the cross-connect size and hence, the cost. Furthermore, owing to their
large size the control and management of these cross-connects is also becom-
ing formidable task. Hence, despite the remarkable technological advances
in building photonic cross-connect systems and associated switch fabrics, the
high cost (both capital and operating expenditures) and unproven reliability of
huge switches have hindered their deployment.

The concept of wavelength band switching (WBS) (or simply waveband
switching), has been proposed to reduce this complexity to a reasonable level.
The main idea of WBS is to group several wavelengths together as a band
and switch the band (optically) using a single port. In this way, not only the
size of digital cross-connects or DXCs (e.g., the OEO grooming switches) can
be reduced because bypass (or express) traffic can now be switched optically,
but also the size of optical cross-connects (OXCs) that traditionally switch at
the wavelength level can be reduced because of the bundling of lightpaths into
bands in WBS networks. In this chapter, we focus on the use of WBS to reduce
the size of the multi-granular optical cross-connect (MG-OXC) [1, 2, 3, 4, 5, 6],
which is a part of the multi-granular photonic cross-connect (see Figure 6.1 for
an example).

WBS differs from conventional wavelength routing in several ways, one for
example is that each has different objectives. Accordingly, techniques devel-
oped for wavelength-routed networks (including for example, those for traffic
grooming) cannot be directly applied to effectively address WBS-related prob-
lems. More specifically, in networks employing ordinary-OXC, the routing
and wavelength assignment (RWA) problem is to find a route for a lightpath
and assign a wavelength to it. One of the key objectives of the traditional RWA
algorithms is to minimize the total number of wavelength-hops (WHs) or the
maximum number of wavelengths required to satisfy a given set of lightpath
requests, which is known to be NP-complete [7, 8, 9]. In this chapter, we study
the optimal WBS problem, with its main objective being to route lightpaths
and assign appropriate wavelengths to them so as to minimize the total number
of ports required by the MG-OXCs. As to be shown, even though traditional
RWA is still an important component of WBS, new waveband assignment al-
gorithms need to be developed in order to effectively achieve the objective.

The rest of the chapter is organized as follows. We first describe a Three-
layer MG-OXC architecture for WBS, and presents various WBS schemes and
lightpath grouping strategies. We then explain how WBS differs from wave-
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length routing. Next‚ we focus on the design of WBS algorithms and present
the results of our simulation of the same. Finally‚ we conclude this chapter.

6.2 Multi-granular Optical Cross-connect Architecture

In wavelength-routed networks (WRNs) with ordinary-OXCs (i.e.‚ the
single-granular OXCs) that switch traffic only at the wavelength level‚ wave-
lengths either terminate at or transparently pass-through a node‚ each requiring
a port. However‚ in WBS networks‚ several wavelengths are grouped together
as a band‚ and switched as a single entity (i.e.‚ using a single port) whenever
possible. A band is de-multiplexed into individual wavelengths if and only
if necessary‚ for example‚ when the band carries at least one lightpath which
needs to be dropped or added. WBS networks employ MG-OXCs to not
only switch traffic at multiple levels or granularities such as fiber‚ band‚ and
wavelength (and DXCs to switch traffic at sub-wavelength level)‚ but to also
add and drop traffic at multiple granularities. Traffic can be transported from
one level to another via multiplexers and demultiplexers within the MG-OXC.

6.2.1 A Three-layer Multi-granular Optical
Cross-connect

The MG-OXC is a key element for routing high speed WDM data traffic in a
multi-granular optical network. While reducing its size has been a major con-
cern‚ it is also important to devise node architectures that are flexible (recon-
figurable) yet cost-effective. Figure 6.1 shows a typical MG-OXC considered
in [3‚ 10]‚ which includes the fiber cross-connect (FXC)‚ band cross-connect
(BXC) and wavelength cross-connect (WXC) layers.

As shown in Figure 6.1‚ the WXC‚ BXC layers consist of cross-connect(s)
and multiplexer(s)/demultiplexer(s). The WXC layer includes a wavelength
cross-connect that is used to switch lightpaths. To add/drop wavelengths from
the WXC layer‚ we need ports. In addition‚ band-to-wavelength
(BTW) demultiplexers are used to demultiplex bands to wavelengths and
wavelength-to-band (WTB) multiplexers are used to multiplex wavelengths
to bands. At the BXC layer‚ the band cross-connect‚ and ports are
used for bypass bands‚ added bands and dropped bands respectively. The fiber-
to-band (FTB) demultiplexers and band-to-fiber (BTF) multiplexers are used
to demultiplex fibers to bands‚ and multiplex bands to form fibers respectively.
Similarly‚ fiber cross-connect ports are used to switch/add/drop
fibers at the FXC layer. In order to reduce the number of ports‚ the MG-OXC
switches a fiber using one port (space switching) at the FXC cross-connect
if none of its wavelengths is used to add or drop a lightpath. Otherwise‚ it
will demultiplex the fiber into bands‚ and switch an entire band using one
port at the BXC cross-connect if none of its wavelengths needs to be added
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Figure 6.1. Three-layer multi-granular photonic cross-connect.

or dropped. In other words‚ only the band(s) whose wavelengths need to be
added or dropped will be demultiplexed‚ and only the wavelengths in those
bands that carry bypass traffic need to be switched using the WXC. This is in
contrast to the ordinary-OXCs‚ which need to switch every wavelength indi-
vidually using one port.

With this architecture‚ it is possible to dynamically select fibers for multi-
plexing/demultiplexing from FXC layer to the BXC layer‚ and bands for mul-
tiplexing/demultiplexing from BXC to the WXC layer. For example‚ at the
FXC layer‚ as long as there is a free FTB demultiplexer‚ any fiber can be
demultiplexed into bands. Similarly‚ at the BXC layer any band can be de-
multiplexed to wavelengths using a free BTW demultiplexer by appropriately
configuring the FXC‚ BXC cross-connects and associated demultiplexers. On
the other hand‚ in the architecture in [1]‚ these configurations are fixed‚ in that
only certain fixed fibers (bands) can be demultiplexed. This dynamic grouping
architecture is more flexible (but more complicated)‚ as it allows a complete
dynamic reconfiguration of the fibers‚ bands‚ and wavelengths for drop‚ add or
bypass.

6.2.2 Port Count Reduction: An Example

We use an example to illustrate the working of the Three-Layer MG-OXC.
When counting the number of ports‚ we will only focus on the input-side of the
MG-OXC (due to the symmetry of the MG-OXC architecture)‚ which consists
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of locally added traffic and traffic coming into the MG-OXC node from all
other nodes (i.e.‚ the bypass and locally dropped traffic). Assume there are 10
fibers‚ each having 100 wavelengths‚ and one wavelength needs to be dropped
and one to be added at a node. The total number of ports required at the node
when using an ordinary-OXC is 1000 for incoming wavelengths (including 999
for bypass and 1 for drop wavelength)‚ plus 1 for add wavelength for a total of
1001. However‚ if the 100 wavelengths in each fiber are grouped into 20 bands‚
each having 5 wavelengths‚ then using a MG-OXC as in Figure 6.1‚ only one
fiber needs to be demultiplexed into 20 bands (using a 11-port FXC). Hence‚
only one of these 20 bands needs to be demultiplexed into 5 wavelengths (using
a 21-port BXC). Finally‚ one wavelength is dropped and added (using a 6-port
WXC). Accordingly‚ the MG-OXC has only 11 + 21 + 6 = 38 ports‚ which is
about 30 times reduction in port count.

6.3 Waveband Switching

In this section‚ we introduce various WBS schemes and lightpath grouping
strategies‚ and summarize the major benefits of using MG-OXCs for WBS.

6.3.1 Waveband Switching Schemes

We first classify WBS schemes into two variations depending on whether
the number of bands in a fiber       is fixed or variable as in Figure 6.2. Each
variation is further classified according to whether the number of wavelengths
in a band (denoted by is fixed or variable. For a given fixed value of
the set of wavelengths in band can be further classified depending on whether
they are pre-determined (e.g.‚ consists of consecutively numbered subset of
wavelengths) or can be adaptive (dynamically configured). For example‚ one
variation‚ could be to allow a variable number of wavelengths in a band at dif-
ferent nodes‚ with these wavelengths being chosen randomly (not necessarily
consecutively). Such a variation may result in more flexibility (efficiency) in
using MG-OXC than the variation shown shaded‚ on the other hand‚ the MG-
OXC (especially its BXC) required to implement this variation may be too
complex to be feasible with the current and near-future technology.

Hereafter‚ we concentrate on the variation shown shaded in Figure 6.2‚
where each fiber has a fixed number of bands and each band has a fixed number
as well as a fixed set of wavelengths‚ though the principles to be discussed can
be extended to other WBS variations as well.

6.3.2 Lightpath Grouping Strategy

The following grouping strategies can be used to group lightpaths into wave-
bands.
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Figure 6.2. Classification of the waveband switching schemes.

end-to-end grouping: grouping the traffic (lightpaths) with same source-
destination (s-d) only;

(1)

(2) one-end-grouping: grouping the traffic between the same source (or des-
tination) nodes and different destination (or source) nodes;

(3) subpath grouping: grouping traffic with common subpath (from any
source to any destination).

We can see that Strategy 3 is the most powerful (in terms of being able to
maximize the benefits of WBS) although it is also the most complex to use in
WBS algorithms.

6.3.3 Major Benefits of WBS Networks

From the previous discussion (and performance results to be described
later)‚ we see that WBS in conjunction with MG-OXCs can bring about
tremendous benefits in terms of reducing the size (i.e.‚ the number of ports) of
optical cross-connects‚ which in turn reduces the size of the OEO grooming
switch‚ as well as the cost and difficulty associated with controlling them. In
addition to reducing the port count (which is a major factor contributing to
the overall cost of switching fabrics)‚ the use of bands reduces the number of
entities that have to be managed in the system‚ and enables hierarchical and in-
dependent management of the information relevant to bands and wavelengths.
This translates into reduced size (footprint)‚ power consumption and simplified
network management. Moreover‚ relatively small-scale modular switching
matrices are now sufficient to construct large-capacity optical cross-connects‚
making the system more scalable. With WBS‚ some or most of the wavelength
paths (or lightpaths) do not have to pass through individual wavelength filters‚
thus simplifying the multiplexer and demultiplexer design as well. In fact‚
cascading of FTB and BTW demultiplexers has been shown to be effective in
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reducing cross-talk [2]‚ which is critical in building large capacity backbone
networks. Finally‚ all of these also result in reduced complexity of controlling
the switch matrix‚ provisioning and providing protection/restoration.

6.4 Waveband Switching Versus Wavelength Routed
Networks

Although there has been a tremendous amount of work on WRNs‚ and wave-
length routing is still fundamental to a WBS network‚ the objective and tech-
niques used for WBS are quite different. For example‚ a common objective in
designing (dimensioning) a WRN is to reduce the number of required wave-
lengths or the number of used WHs‚ see [8] for example. However‚ in WBS
networks‚ the objective is to minimize the number of ports required by the
MG-OXCs. As to be shown‚ minimizing the number of wavelengths or WHs
does not lead to the minimization of the port count of the MG-OXCs in WBS
networks‚ and even a simple WBS algorithm is not a trivial extension of tradi-
tional RWA algorithms. In fact‚ our studies have indicated that when using the
traditional optimal RWA algorithm (based on an Integer Linear Programming)
with a best-effort lightpath grouping heuristic can backfire (i.e.‚ result in an
increase instead of decrease in the number of ports)‚ and that an ideal WBS
algorithm may need to trade a slight increase in number of wavelengths (or
WHs) for a much reduced port count [10]. While many optimization problems
(e.g.‚ optimal RWA) in WRNs are already NP-complete‚ some of the optimiza-
tion problems in WBS networks have more constraints and accordingly are
even harder to solve in practice.

Due to the differences in the objectives‚ techniques developed for WRNs
(including for example‚ those for traffic grooming) cannot be directly applied
to effectively address WBS-related problems. For example‚ techniques de-
veloped for traffic grooming in WRNs‚ which are useful mainly for reducing
the electronics (e.g.‚ SONET Add-Drop Multiplexers) and/or number of wave-
lengths required‚ cannot be directly applied to effectively group wavelengths
into bands. This is because in WRNs‚ one can multiplex just about any set of
lower bit rate (i.e.‚ sub-wavelength) traffic such as STS-1s into a wavelength‚
subject only to the constraint that the total bit rate does not exceed that of the
wavelength. However‚ in WBS networks‚ there is at least one more constraint
that is only the traffic carried by a fixed set of wavelengths (typically consecu-
tive) can be grouped into a band.

6.4.1 Wavelength Conversion
There has been a significant amount of research on the benefit of wavelength

conversion in WRNs‚ but the benefits of wavelength conversion in WBS net-
works with MG-OXCs needs further investigation. The following example
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shows that while in WRNs with full wavelength conversion‚ wavelength as-
signment is trivial‚ in WBS networks‚ one must assign wavelengths judiciously
in order to reduce the port count of MG-OXCs. In the example shown in Fig-
ure 6.3‚ assume that there is one fiber on each link with two bands‚ each having
two wavelengths (i.e.‚ However‚ wavelength
is not available on any of the links shown. In addition‚ there are three existing
lightpaths‚ one from node 1 to node 5 using the second from node 2 to
node 4 using and the third from node 6 to node 4 using Hence‚ the only
wavelengths available on the link from node 4 to node 5 are and

Figure 6.3. Wavelength assignment & schemes with full wavelength conversion.

Now assume that a new lightpath from node 6 to 5 is assigned wavelength
on both the links from node 4 to node 5 and node 6 to node 4 as shown in

Figure 6.3(a). As a result‚ another new lightpath from node 1 to node 5 must
then use on links from node 1 to node 4‚ and then be converted to on the
link from node 4 to node 5.

Alternately‚ as shown in Figure 6.3(b)‚ one can assign to the first new
lightpath on the link from node 4 to node 5‚ and assign to the second new
lightpath all the way from node 1 to node 5. In a WRN‚ this alternative does
not result in much difference at all as it also requires a wavelength conversion
at node 4. However‚ in a WBS network using MG-OXCs‚ this alternative will
require fewer ports. The reason is that in Figure 6.3(b)‚ band no longer
needs to be demultiplexed at node 4. Note that‚ performing a wavelength con-
version to the first new lightpath does not increase the port count because even
in Figure 6.3(a)‚ band on the fiber from node 6 to node 4 carrying the first
new lightpath needs to be demultiplexed into wavelengths so that its can be
multiplexed with on the link from node 4 to node 5. Therefore‚ in WBS
networks‚ although wavelength conversion does facilitate wavelength group-
ing (or banding)‚ but performing wavelength conversion requires each fiber or
band to be demultiplexed first into wavelengths‚ thus potentially increasing the
number of ports needed. In other words‚ even with full wavelength conver-
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sion‚ efficient WBS algorithms are still necessary to ensure the reduction in
port count.

6.4.2 Waveband Conversion

We can see that even if wavelength conversion itself would cost nothing‚ in
order to minimize the port count of MG-OXCs‚ one can no longer use wave-
length conversion freely to make up for careless wavelength assignment as is
possible in WRNs with full wavelength conversion capability. For this reason‚
we should also explore the use of waveband conversion‚ which can be accom-
plished using novel technologies [11] without having to demultiplex the band
into individual wavelengths when doing conversion in WBS networks. Having

Figure 6.4. Limited wavelength conversion and waveband conversion.

waveband conversion is similar to but not identical to having limited wave-
length conversion in WRNs. More specifically‚ not only a given wavelength in
a band can be converted to a corresponding wavelength only in another band

but also all other wavelengths in band have to be converted to their corre-
sponding wavelengths in at the same time. For example‚ if we assume there
are 2 wavelengths in each band (i.e.‚

Then with waveband conversion‚ converting band to bands or
is similar to having limited conversion‚ i.e.‚ can only be converted to

or while can only be converted to and On the other hand‚ the
difference is that‚ with waveband conversion‚ we are now forced to convert
to and also to at the same time as shown in Figures 6.4(a) and 6.4(b).

6.4.3 Waveband Failure Recovery in MG-OXC networks
Protection and restoration schemes for failure recovery from a broken fiber

link or an OXC node (or in general a failed Shared Risk Link Group or SRLG)
have been studied extensively in WRN. However‚ previous research has only
examined recovery from such a failure at either the fiber or wavelength level
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in WRNs‚ and studied the tradeoffs involved in recovery at these two different
levels.

With the introduction of multi-granular WBS networks‚ a waveband may
fail because of a malfunctioning port at the BXC layer‚ a broken waveband
multiplexing/demultiplexers or waveband converter. If the other bands in the
same fiber are not affected by the failure‚ simply recovering the traffic carried
by the affected band can be more bandwidth efficient (or more likely to suc-
ceed in restoring the traffic) than recovering the traffic carried by the entire
fiber (as if the fiber is cut) although the latter is more simple and has a faster
response/restoration time. Even when a fiber is cut‚ treating the traffic carried
by one band as a basic unit for recovery can achieve a useful balance between
treating the entire fiber or each individual wavelength as a basic recovery unit.
Next‚ we propose new ways to recover from fiber link failures in WBS net-
works at the band level as opposed to the fiber or wavelength level.

While recovering at the fiber level is done via link protection/restoration‚
recovering at the wavelength level is often done via path protection (where an
entire lightpath is routed from the source). To recover at the band level‚ it may
be useful to first define band-segment or BS of a given band to be the portion
of fiber route between two MG-OXCs such that is formed (e.g.‚ multiplexed
from wavelengths using a WTB) at the first MG-OXC and then demultiplexed
into wavelengths at the second MG-OXC (e.g.‚ using a BTW). That is‚ within
an BS‚ the lightpaths carried in the band are not switched individually. Two
examples of active (also called primary or working) band-segments are shown
in Figure 6.5. The first‚ denoted by ABS0‚ spans from node 1 to node 3 via
node 2‚ carrying two active lightpaths AP0 and AP1 (the former is dropped at
node 3). The second‚ denoted by ABS1‚ spans from node 3 to node 4 carry-
ing two active lightpaths AP1 and AP2 (the latter is added at node 3). Based

Figure 6.5. Recovery schemes using WBS.

on the concept of band-segment (BS)‚ failure recovery can be accomplished in
two ways as shown in Figure 6.5(a) and (b)‚ respectively. The first approach
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is to recover the affected ABS0 as a basic unit using one backup (or alternate)
BS‚ denoted by BBS0 (which includes backup lightpath BP0 and lightpath seg-
ment BP1) as shown in Figure 6.5(a). The second approach is to recover each
individual lightpath/lightpath-segment in the affected band-segment as a unit.
More specifically‚ if only the lightpaths with same source and destination are
grouped into a band‚ it is convenient to protect all the lightpaths in a wave-
band segment. Otherwise‚ a lightpath may transit one or more band-segment
along its route as AP1 does in Figure 6.5‚ which reduces the port count but
complicates issues such as fault localization.

Similarly‚ the use of waveband conversion and/or wavelength conversion to
recover from waveband failures is unique to WBS networks and becomes inter-
esting. For example‚ in WRNs‚ one cannot merge the traffic carried by two or
more wavelengths without going through OEO conversions (one may consider
traffic grooming as a way to merge wavelengths through OEO conversion).
However‚ in WBS networks we may use a new recovery technique that merges
the critical traffic carried in a band affected by a waveband (level) failure with
the traffic carried by an unaffected band‚ without having to go through any
OEO conversions. For example‚ assume that a fiber has two bands and
each with 3 wavelengths such that and are used in so is in as in
Figure 6.6(a). Further assume that band is affected by a band failure. Instead
of having to re-route the traffic carried by band using a backup band along
a link-disjoint path‚ one may use a technique which we call band-merging‚
whereby the traffic carried by wavelengths and can be restored on their
corresponding wavelengths in (i.e.‚ and respectively). Note that‚ the
traffic carried on should remain intact as a result of band-merging as its cor-
responding wavelength in is inactive. The band-merging technique can
be implemented by simply converting and to and respectively‚ it
may also be implemented by using a novel device operating under a principle
similar to that of waveband conversion‚ which can avoid demultiplexing bands

and as required by wavelength conversion.

Figure 6.6. Band merging and band swapping in failure recovery.
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As an another example (see Figure 6.6(b))‚ assume that all wavelengths ex-
cept are used‚ and that (in alone is affected by a wavelength failure.
To recover from such a failure using the spare bandwidth on one may con-
vert to at a node prior to the fault‚ but this requires both bands to be
demultiplexed at this node. To avoid demultiplexing of the bands and preserve
the wavelength grouping‚ a new technique called band-swapping which con-
verts band to and to can be used to recover from the failure.

6.5 Algorithms and Performance of WBS Networks

In this section‚ we first introduce an ILP model‚ which can be solved to
minimize either the total port count or the maximum port count over all Three-
layer MG-OXC nodes in the network to satisfy a given set of traffic demands
on a given network topology‚ and heuristic-based solutions for efficient WBS.
We then compare the numerical results of the heuristics and ILP model.

6.5.1 ILP Model for WBS

This section formulates the WBS scheme using integer linear programming
(ILP). The ILP formulation is for multi-fiber networks‚ and is more general
than existing ILP models‚ including that for the single-fiber case in [1].

Notations. The following notations are used in the ILP model.

Set of input fibers at node (excluding those for local add);

Input fiber at node connected to node So

Set of output fibers at node (excluding those for local drop);

Output fiber at node connected to node So

Set of local add fibers at node including those used at the ports
of WXC‚ BXC and FXC layer;

Set of local drop fibers at node including those used at the ports
of WXC‚ BXC and FXC layer;

This set includes the set of all incoming fibers (local and
non-local) at node

This set includes the set of all outgoing fibers (local
and non-local) at node

Set of wavelengths in band
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Number of fibers per link that can be used for each direction;

Number of wavelengths per fiber;

Number of wavelength bands per fiber;

Number of wavelengths per wavelength band

P: Set of node pairs having non-zero traffic demand. Each node pair
can be denoted by where and repre-
sent the source and destination nodes of one or more request lightpaths‚
respectively;

T[p]: Traffic matrix whose element is an integer‚ representing the
traffic demand (i.e.‚ the number of lightpaths) of the node pair

ILP Variables. To facilitate the presentation and understanding of our
ILP model‚ we first define the variable which describes the lightpaths
between node pairs in the network.

1 if at node there is a lightpath between node pair using

OXC node‚ the following three variables: and are used. In the
above is called an incoming fiber and is called an outgoing
fiber. More specifically‚ when these variables represent bypass
traffic; add traffic when and drop traffic when
(note that the case when does not make sense).

1 if node has a lightpath using wavelength on an incoming
fiber through the WXC layer onto an outgoing fiber and 0 otherwise;

1 if node has a set of lightpaths using waveband
on an incoming fiber   through the BXC layer onto an

outgoing fiber     and 0 otherwise;

1 if node has a set of lightpaths using an incoming fiber through
the FXC layer onto an outgoing fiber     and 0 otherwise;

The following four additional variables are also defined for describing the mul-
tiplexing/demultiplexing at the FXC‚ BXC and WXC layers.

1 if input fiber needs to be demultiplexed into bands
at node and 0 otherwise;

1 if band on input fiber needs to be demultiplexed
into wavelengths at node and 0 otherwise;

wavelength  on an incoming fiber to outgoing fiber and 0 otherwise;

To describe the drop/bypass/add traffic (lightpath) at different layers of an MG-
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1 if a band needs to be multiplexed onto an output fiber
at node and 0 otherwise;

1 if a wavelength needs to be multiplexed on to band of an
output fiber at node and 0 otherwise;

Figure 6.7. An example of wavebanding at node

As a consequence of multiplexing/demultiplexing‚ we need to use multi-
plexer/demultiplexer port(s) at the respective layers. Figure 6.7 shows one such
example involving two lightpaths‚ one for node pair using on input fiber
1 and the other for node pair using to be added locally. Using the MG-
OXC‚ the two lightpaths are grouped together in the same band of the same
output fiber (e.g.‚ fiber 2). By definition‚ we have For
this‚ input fiber 1 (containing the lightpath for has to be demultiplexed into
band (and other bands) using a FTB demultiplexer (hence‚
Band then has to be further demultiplexed into and other wavelengths
(hence‚ to switch the lightpath for (hence‚
The second lightpath for is added into band using a WTB multiplexer
(hence‚ Now that the two lightpaths are in the same band‚ the
band is multiplexed onto a fiber using a BTF multiplexer (hence‚
and then transmitted onto output fiber 2.

Objective Function. Let and be the number
of ports at WXC‚BXC and FXC layers at node respectively. There are two
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reasonable objectives. The first is to minimize the total cost associated with
the MG-OXC ports in the network‚ that is‚

where and are the coefficients or weights corresponding to the cost of
each port at the WXC‚BXC and FXC layer‚ respectively. When
the objective becomes to minimize the total number of MG-OXC ports in the
network‚ which is the sum of the port count at FXC‚ BXC and WXC layers
respectively.

The second objective is to minimize the maximum cost at each node over
all nodes. This can be formulated as:

When this becomes equal to minimizing the maximum port
count (node size) over all the nodes in the network.

Constraints. The following are the various constraints that need to be
satisfied by the ILP for WBS.
For routing and wavelength assignment‚ the following constraints on traffic
flows‚ wavelength-capacity and wavelength-continuity are similar to those in
the traditional RWA ILP formulations.

Equation (6.3) is the traffic flow constraint; Equations (6.4) and (6.5) are the
wavelength capacity constraint; Equation (6.6) is the wavelength continuity
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constraint.

For waveband switching‚ we need the following additional constraints.

Constraints (6.7)‚ (6.8) and (6.9) ensure that if a lightpath uses wave-
length belonging to band of incoming fiber and outgoing fiber (i.e.‚

then at node

exactly one of FXC‚ BXC and WXC cross-connect port will be used for
switching this lightpath when it is a bypass (i.e.‚ or

exactly one of and port will be used for adding this
lightpath when it is added (i.e.‚ or

exactly one of and port will be used for dropping
this lightpath when it is dropped (i.e.‚

The above constraint ensures that a wavelength at node switched or added
at the WXC layer has to pass a WTB multiplexer to the BXC layer. At the
same time‚ every band from a WTB multiplexer has to pass a BTF multiplexer
before it can leave node Similarly‚ Equation (6.11) below specifies that a
wavelength switched or dropped at the WXC layer has to come from BXC
layer using a BTW demultiplexer‚ and in addition every band demultiplexed
by BTW can only come from a FTB demultiplexer.

Finally‚ any bypass or add bands should pass a BTF multiplexer as specified in
equation (6.12) and similarly‚ any drop or bypass band can only come from a
FTB demultiplexer as specified in Equation (6.13).
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For port numbers‚ the following constraints specify the minimum number
of ports required at each layer of the MG-OXC.

For the WXC layer‚ the number of input-side ports include the bypass‚
add/drop lightpaths as specified in (6.14). The number of input-side ports
needed at the BXC layer is the sum of the number of wavebands (BXC
cross-connect and add/drop/bypass bands) and the number of wavebands from
the WTB/BTW multiplexers/demultiplexers as in (6.15). Similarly‚ Equation
(6.16) can be used to determine the number of ports at the FXC layer.

In short‚ our ILP model (and heuristics to be described next) considers the
design of MG-OXC nodes (i.e.‚ the number of ports allocated at each of the
layers) with the objective to minimize either the total port count or the maxi-
mum port count over all MG-OXC nodes in the network given a set of traffic
demands to be satisfied on a given network topology‚ wherein each link in the
network may have single or multiple fibers.

Note that if we eliminate the FXC and BXC layers (i.e.‚ by setting the cor-
responding variables to 0) from the MG-OXC‚ the above ILP formulation with
objective in Equation (6.1) will minimize the total number of ports‚ which is
equivalent to minimizing WHs using ILP for optimal RWA in WRNs. In fact‚
above optimal WBS algorithm based on an ILP model includes the well-known
optimal RWA problem as a special instance [9]. For example‚ the problem of
minimizing the number of wavelength-hops in WRNs (with K wavelengths on
each link) is identical to the problem of minimizing the port count in WBS
networks (where either & or & Since the
optimal WBS problem (using ILP) is not solvable for larger networks‚ we need
to develop efficient heuristic WBS algorithms.
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6.5.2 Waveband Oblivious RWA (WBO-RWA)

To study the relationship between WBS and traditional RWA‚ we use ILP
formulations for RWA [8] that minimizes the total number of used WHs. We
then group the assigned wavelengths into bands and calculate the number of
required ports. Since the RWA is done completely oblivious to the existence
of wavebands‚ this algorithm will be referred to as waveband oblivious routing
and wavelength assignment (WBO-RWA).

6.5.3 Balanced Path routing with Heavy-Traffic first
waveband assignment (BPHT)

Intuitively‚ to maintain wavelength-continuity in wavelength routed optical
networks without wavelength conversion‚ it is better to assign wavelengths to
longer paths (in terms of hops) first. Further‚ to reduce the number of ports in
MG-OXC‚ it is better to assign paths that have maximum number of links in
common‚ wavelengths in the same fiber (and band)‚ thus increasing the prob-
ability of switching the whole fiber (and band) by just using a single FXC
(and BXC) port. The following is our three-stage heuristic algorithm called
Balanced Path routing with Heavy-Traffic (BPHT) first waveband assignment‚
which tries to maximize the reduction in the MG-OXC size using the above
ideas.

Stage 1: Balanced Path Routing. In this stage‚ we use the following steps
to achieve load balanced routing.

Find K-shortest routes for every node pair with non-zero traffic
demand‚ and order them from the shortest to the longest (in terms of hop
number) as Let the number of hops of the shortest
route be

Define the load on every link to be the number of routes already using
link (initially‚ this is 0). Let C be the maximum link load over all the
links.

Use C to achieve load balanced routing, starting with the node pair
with the largest value over all node pairs, to determine the route for
each node pair. More specifically, for the K-shortest routes of the
selected node pair where we compute C and pick
one of the routes that minimizes C. If more than one routes, say and

have the same minimum C, the shortest one (i.e., if will
be used as the route for That is, all the lightpaths from to will
take this route. After the route for is chosen, the process continues
to choose one route for each of the remaining node pairs, starting with
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the one having the largest number of hops along the shortest path‚ until
every node pair with non-zero traffic demand is assigned a route.

Stage 2: Wavelength Assignment. Based on the observation that bypass
traffic‚ which goes through two or more hops accounts for 60% – 80% of the
total traffic in the backbone‚ we assign the wavelengths to those bypass light-
paths first. At the same time‚ we also want to give preference to the lightpaths
that overlap with many other (shorter) lightpaths in order to maximize the ad-
vantage of wavebanding.

The following steps are used to assign wavelengths to all the lightpath de-
mands once the routing is done in Stage 1. To maximize the benefit of WBS
in multi-fiber networks‚ we introduce a new waveband assignment algorithm‚
called waveband assignment for multi-fiber WBS (WA-MF-WBS‚ see Step (D)
below).

(A) For every node pair whose route is determined as
in Stage 1‚ define a set which includes

all node pairs whose route is as determined in
Stage 1‚ where and Note that it is possible
that the route chosen for in Stage 1 is not a sub-path of the route

each set as where is

the number of hops and is the required number of lightpaths from
to

(C) Find the set with the largest

(D) Call set as and assign wavelengths to as follows.
i. Suppose that the longest path in is as follows:

Let and (which is the case initially
based on the definition of Assign wavelengths to the requested
lightpaths for the node pair by trying to group them into the same
fiber, and within each fiber, into the same band(s).

More specifically‚ for each fiber‚ let and
be the index of wavelength and band respectively‚ starting from which‚
an available wavelength and band will be searched in order to fulfill new
lightpath requests; In addition‚ let be the index of the
fiber currently under consideration (i.e.‚ whose wavelengths may be used
for new lightpaths). Initially‚ and for all fibers. The
following algorithm WA-MF-WBS assigns wavelengths to the lightpaths
for a specified node pair

chosen for in which case‚ will not belong to

(B) Calculate the weight (similar to the concept of wavelength-hops) for
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ii. Use WA-MF-WBS to assign wavelengths to the requested lightpaths
for starting with the largest (i.e.‚

iii. Use WA-MF-WBS to assign wavelengths to the requested lightpaths
for starting with the smallest (i.e.‚

iv. If there are still node pairs that have not been consid-
ered‚ repeat from Step (D) by treating with the smallest as and
with the largest as Otherwise go to Step (E).

(E) Recompute the weight for those node pairs whose routes use any part of
the route used by node pair For each fiber‚ re-adjust and to
be the “next” waveband and the first wavelength in the next waveband‚
respectively‚ so as to prevent the lightpaths of the next node pair set
(e.g.‚ from using the same bands as the lightpaths of (thus
reducing the need to demultiplex and multiplex the lightpaths belonging
to these two sets when they merge and diverge). More specifically‚ set

and and then go to step (C).  Repeat
until all the bypass (multi-hop) lightpath demands are satisfied.

For example‚ suppose that the lightpaths numbered from 1 to 6 are routed
as in Figure 6.8(a) as dictated by the load balancing routing algorithm.
Accordingly‚ the set consists of the 4 lightpaths: 1‚ 2‚ 3 and 4‚
and the weight of the set is 14 as shown (note that for all p).
Similarly‚ the set consists of the 3 lightpaths: 4‚ 5 and 6‚ and its
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Figure 6.8. An example illustrating step (C) and (D) in stage 2 of BPHT.

corresponding weight is 9. Hence‚ the wavelengths to will be
assigned to the lightpaths in set first. Note that after lightpath 4 is

satisfied‚ set includes only lightpaths 5‚ and 6 and its weight needs

to be updated to 7. Since now is the set with maximum weight‚

wavelengths and will be assigned to the lightpaths in the set
as in Figure 6.8(b).

(F) Finally‚ assign wavelengths to lightpaths between two nodes separated
by only one hop‚ starting with the node pair having the largest lightpath
demand.

Stage 3: Waveband Switching. Once the wavelength assignment is done‚
WBS can be performed in a fairly straight-forward way. Basically‚ we switch
as many fibers using FXCs as possible; and then as many wavebands using
BXCs as possible. The remaining lightpaths are then individually switched at
the WXC layer. The total number of ports used at a given node can then be
determined as discussed at previous section.

Ideally‚ BPHT will group traffic from the same source to the same destina-
tion‚ and most of the traffic that has common intermediate links. One of the
variations of BPHT (in Stage 1) is to balance the amount of traffic (in terms
of the actual number of lightpaths instead of just one route for each node pair)
on every link. Another variation is to assign wavelengths to lightpaths with
the largest hop count or those for node pairs with the largest weighted traffic
demand (i.e.‚ first (assuming e.g.‚ shortest-path routing) in Stage 2. In
our experiments‚ the overall performance of BPHT is the best‚ and hence‚ only
show the results of the comparison of BPHT and WBO-RWA.

6.5.4 Numerical Results

In this section‚ we compare WBS networks employing MG-OXCs with
WRNs employing ordinary-OXCs‚ and the corresponding WBS algorithms.
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Performance Metrics. We define the following three performance metrics.
Each metric is a function of a WBS algorithm‚ denoted by “a”.

Total port number ratio T(a):

Max port number ratio M(a):

Used wavelength-hop ratio W(a):

Note that by definition W(WBO-RWA)=1.

Results for a Six-node Network. We first compare the results of optimal
WBS obtained from our ILP formulations with that of BPHT and WBO-RWA.
The results presented below are for a randomly generated six-node network
topology with F bidirectional fibers per link.

Table 6.1 shows the performance ratios for optimal WBS (based on ILP)‚
WBO-RWA and BPHT in a random six-node network for three different rep-
resentative random traffic patterns where the total lightpaths (i.e.‚ is 25‚

31 and 53‚ respectively. As the basis for the comparison‚ the last row (OXC)
indicates the minimum total number of ports required when ordinary-OXCs
without WBS are used. The rows T(a)‚ M(a) and W(a) represent the respective
performance ratios.

From the table‚ we see that the performance of BPHT is close to that of the
ILP model (Optimal WBS) and much better than that of WBO-RWA. We note
that the average saving when using WBS is 53% for optimal WBS and 49% for
BPHT (compared to the total ports required when using ordinary-OXCs). In
addition‚ in the process of trying to reduce the total number of ports‚ both our
ILP solution and heuristic‚ BPHT have W(a)> 1‚ that is‚ use more wavelength-
hop (WH) than the ILP solution for traditional RWA (i.e.‚ WBO-RWA). This
can be explained as follows: sometimes‚ to reduce port count‚ a longer path that
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utilizes a wavelength in a band may be chosen even though a shorter path (that
cannot be packed into a band) exists. In other words‚ minimizing the number of
ports at MG-OXC does not necessarily imply minimizing the number of WHs
(even though minimizing WHs in networks without MG-OXC is equivalent
to minimizing the number of ports). In fact‚ there is a trade-off between the
required number of WHs and ports.

Results for the NSF Network. In this section we show the results of
the comparison of algorithms BPHT and WBO-RWA in a multi-fiber NSF net-
work.

Figure 6.9. Total port number ratio.

Figures 6.9 and 6.10 illustrate how the ratios and vary with
changing waveband granularity (i.e., number of wavelengths in a band) and
number of fibers but a fixed number of total wavelengths per link (i.e.,

and a fixed traffic load (i.e., the total traffic does not change with
or or but a random pattern. From the figures, we notice that the total

number of ports in the network and the maximum number of ports at a node
among all nodes by using BPHT is much less than those from WBO-RWA,
and heuristic WBO-RWA requires more ports at MG-OXC than using ordinary
OXCs (as T(WBO-RWA) > 1). Interestingly, the curves for BPHT in Figures
6.9 and 6.10 also indicate that with an appropriate waveband granularity

BPHT performs the best in terms of both and achieving a
savings of nearly 70% in number of ports when using MG-OXCs instead of
ordinary OXCs.
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Figure 6.10. Max port number ratio.

More specifically‚ we notice that multi-fiber MG-OXC networks perform
better than single-fiber MG-OXC networks‚ as they can achieve a larger reduc-
tion in port count when using BPHT. This is because with multiple fibers (e.g.‚

there is a higher probability to switch lightpaths as a group (whole fiber
or band). In single-fiber networks the advantage of having a FXC layer and
fiber switching is not evident [1]. On the other hand‚ the situation is slightly
reversed for WBO-RWA‚ since WBO-RWA does not appropriately consider
band or fiber switching‚ the wavelength assignment is done in manner unsuit-
able for reducing port count. Hence the benefit of multi-fiber in reducing port
count does not show up in WBO-RWA algorithm.

6.6 Concluding remarks

It is well known that optical cross-connects can reduce the size‚ the cost‚
and control complexity of electronic (e.g.‚ OEO grooming switches) cross-
connects. Waveband switching (WBS) is a key technique to reduce the cost and
complexity associated with current optical networks with large photonic cross-
connects (both electrical and optical cross-connects). Since techniques devel-
oped for wavelength-routed networks cannot be efficiently applied to WBS net-
works‚ new techniques are necessary to efficiently address WBS-related issues
such as lightpath routing‚ wavelength assignment‚ lightpath grouping‚ wave-
band conversion and failure recovery. In this chapter‚ we have provided a com-
prehensive overview of the issues associated with WBS. In particular‚ we have
classified the WBS schemes into several variations and described a Three-layer
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multi-granular optical cross-connect (MG-OXC) architecture. We show that
WBS networks using MG-OXCs can have a much lower port count when com-
pared to traditional wavelength routed networks using ordinary-OXCs. For ex-
ample‚ the WBS algorithm Balanced Path routing with Heavy-Traffic (BPHT)
uses about 50% and 70% fewer total ports in single and multi-fiber networks‚
than using ordinary-OXCs in traditional wavelength routed networks. Issues
pertaining to the design and comparison of different MG-OXC architectures
(e.g.‚ the Single-Layer and Multi-Layer MG-OXC architectures)‚ the impact
of waveband conversion and survivability in WBS networks need further in-
vestigation.
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Chapter 7

OPTICAL BURST SWITCHING:
QUALITY OF SERVICE‚ MULTICAST‚ AND
OPERATION AND MAINTENANCE
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Abstract A new switching technique‚ called Optical Burst Switching (OBS)‚ has been
proposed as one of the candidate technologies for future optical networks with
higher bandwidth efficiency. Many issues of OBS have been researched and
some solutions of them are published by both academia and industry. In this
chapter‚ after a brief review of OBS concepts‚ we present some of our experi-
ences that we have obtained from research on OBS related projects in Alcatel
research and network strategy group. These will include multi-Terabit IP Opti-
cal Router (TIPOR)‚ the first publicly demonstrated prototype‚ that is based on
burst switching technology‚ preemptive scheduling technique with QoS support‚
tree- shared multicasting‚ and operation and maintenance framework for OBS
networks.

Keywords: Optical burst switching networks‚ Tree-shared multicast‚ Data channel schedul-
ing‚ Operation and maintenance‚ Quality of service.

7.1 Introduction
Optical Burst Switching (OBS) [1][2] has been proposed as a switching

technology to transport traffic directly over WDM with a granularity between
Optical Wavelength Switching (OWS) and Optical Packet Switching (OPS)‚
taking into consideration the state of the art of optics and electronics. It has
been considered as one of the candidate technologies for future optical net-
works with higher bandwidth-efficiency [3]. In OBS‚ packets which are des-
tined to the same OBS egress edge node are assembled (i.e.‚ burstification)
into a bigger data entity‚ called data burst (DB)‚ and are switched through an

1

2
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OBS network in an optically transparent manner. To make it happen‚ a
control packet called Burst Header Packet (BHP) containing necessary
information for such a s s witching and scheduling is formed for each DB.
Then the BHP travels ahead of its associated DB in time‚ and is processed
electronically at every node along the path to the destination (egress edge
node) in the OBS network so that its associated DB can be switched
transparently at each node along the path in the optical domain. One of the
important features of OBS is the spatial and temporal separation of DB and
BHP. In the context of spatial separation‚ DB and its BHP travel on different
channels (i.e.‚ wavelengths); therefore‚ a link in OBS networks consists of
data channels and control channel(s). For the temporal separation‚ BHP is
transmitted earlier than its associated DB in time by some amount‚ and is
processed electronically at each node along the path to the (destination)
egress-edge router. These unique features of OBS require a strict
coordination between DB and BHP and make it a challenging task [4].
Erroneous event detection with this existing optical transparency in data
plane is another such requirement. Given that the number of control channels
are fewer than the number of data channels and guard bands (GBs) for DBs
on data channels are necessary against jitter and other imperfections in such
as transmission and switching‚ it is crucial to reduce these overheads caused
by the volume of control traffic (i.e.‚ the number of BHPs on control
channels‚ etc.) and GBs on data channels. As a result‚ scheduling‚ operation
and maintenance‚ multicasting and many other issues are needed to be
studied for OBS under these requirements.

OBS has been in the radar screen of the industry as being one of the
future possibilities of revenue‚ and it has been extensively studied in detail
by academia as well. For example‚ Alcatel implemented and publicly
demonstrated‚ as a proof of concept‚ a scaleable multi-Terabit IP Optical
Router (TIPOR) prototype that is based on burst switching technology with
an optical packet switching fabric [5]. In the rack-mounted prototype‚ four
functions were implemented on three different modules. Burstification of
packets with contention resolution and scheduling functions were built on a
Burst Card (BC) with 10 Gbit/s throughput which is also scaleable up to 160
Gbit/s. On the ingress side of this module‚ 9 Kbit/s bursts are generated from
ATM cells. The module also includes a two-level scheduler that finds the
maximal matching between input and output port servers for each switching
slot. On the egress side‚ bursts are simply disassembled back to cells with
error-check. The prototype was designed to contain up to 16 Burst Cards.
Framer/transceiver board/module implements the switching matrix
interfacing functionality. It speeds-up the 2.5 Gbits/s burst flow to 10 Gbits/s
and generates the optical packet frame with guard band. It contains E/O and
O/E conversion sub-modules for both ingress and egress sides. Fast optical
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packet switching functionality was also implemented on an optical switching
matrix module [6]. That employed two-stage (fiber and wavelength) switch
design and a broadcast-and-select switch structure. The architecture is
scaleable up to 2.5 Tbit/s and beyond.

In this chapter, we present some of our experiences that we have obtained
from research on OBS related projects in Alcatel research and network
strategy group. In the next section, we briefly describe OBS concepts, an
OBS network, and its components. In the third section, we introduce a new
scheduling algorithm, called partially preemptive scheduling. The new
scheduling technique also supports Quality of Service (QoS). We provide a
set of results from this study which shows up to 40% improvement in data
channel utilization. In Section 7.4, we describe an efficient multicasting
method, called tree-shared multicasting, and provide a set of results showing
significant improvement in overhead reductions of OBS. In Section 7.5, we
discuss some OAM extensions for OBS networks and present a high-level
design of an OAM unit for OBS core nodes. Section 7.6 concludes the
chapter.

7.2 Optical Burst Switching Networks

Figure 7.1 depicts a generic OBS network which is made up of core
nodes, edge nodes, and WDM links [1]. In an ingress edge node, arriving
packets from packet sources are assembled into DBs (a jumbo packet) based
on their destination edge node addresses and other attributes like QoS
parameters. The burstification can be performed by using buffers on a
temporal and/or spatial basis. In the temporal burstification, there is a time-
out parameter. After each time-out occurrence, a DB is formed. In the spatial
burstification, on the other hand, a DB is formed after it reaches a certain
size, which represents another parameter. Any combination of these two
parameters can also be studied. These burstification parameters can be fixed
or adaptive to traffic dynamics for better performance. On WDM links, DBs
and their header information, BHPs, are decoupled both in terms of time and
space. DBs travel on data channels and their associated BHPs travel on
control channel(s). Each DB and its BHP are related within a time frame
called offset time. In essence, a BHP travels an offset time ahead and is
processed electronically by a controller in a core node to configure the
optical switch for the transparent switching of its DB. Therefore, a DB
follows a pre-established optical path from ingress edge node to egress edge
node. Once the DB arrives at egress edge node, it is disassembled into its
original packets and they are forwarded to their final destinations.
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Figure 7.1. OBS network.

7.3 Preemptive Scheduling Technique with QoS Support

A number of DB scheduling techniques has been proposed for OBS so
far. Horizon scheduling is one of the earliest [2]. In this bufferless approach,
a DB is scheduled before its arrival. Indeed, it is scheduled as soon as its
BHP arrives, and is processed electronically. The scheduler maintains a
scheduling calendar, which includes only the latest DB on each data channel
(so called horizon of the link). Horizon scheduling is simple, but it reveals
low channel utilization. Later, with the introduction of a delayed reservation
concept, a new era for burst scheduling has started. In delayed reservation,
allocation of resources at the core node for switching DB is delayed until its
actual arrival [1]. In this era, many protocols based on this concept, like Just-
Enough-Time (JET), Just-in-Time (JIT), etc. were studied [1][7]. Delayed
reservation made possible to use gaps/voids between not yet arrived but
already scheduled DBs. Following this trend, void-filling scheduling was
introduced to improve utilization [8] [4]. Basically this approach utilizes the
gaps between already scheduled DBs and maintains a scheduling calendar
which keeps track of all the scheduled DBs that are still due to arrive. Latest
Available Unused-channel First with Void-Filling (LAUF-VF) [4] is an
example of this kind, which aims at improving the utilization of the gaps by
a specific method. However, all these scheduling techniques either with or
without QoS support try to schedule a DB in its entirety; if there is even a
small overlap with another DB, the recent (new incoming) DB (subject to
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scheduling) is dropped. There is also no preemption of an already scheduled
DB if another new DB with higher priority is to be scheduled while
overlapping with the former DB. In [9][10], handling DBs in parts is
proposed to address the entire DB dropping problem when two DBs overlap.
In these proposals the overlapping sections of DBs are considered for
dropping in order to reduce packet loss.

Figure 7.2. Overlapping bursts.
In this section, we describe a new scheduling technique, called partially

preemptive burst scheduling, that integrates the concepts of handling DBs in
parts and their preemption on a QoS supporting platform [11]. The idea of
partial scheduling is to be able to handle an overlapping DB separately in
two parts. These parts are overlapping part and non-overlapping part as
shown in Figure 7.2. In case of an overlap between a new incoming DB and
a previously scheduled DB, we call the new burst as “overlapping DB” and
the already scheduled burst as “scheduled DB” as shown in Figure 7.2.
Partially preemptive burst scheduling provides two options in case of a
contention: (1) drop the part of the overlapping DB, (2) preempt the part of
the scheduled DB in order to schedule the overlapping DB in its entirety.
The options are evaluated by a QoS platform based on proportional
differentiation model [12][13][14]. In this model, classes receive service in
proportion to their differentiation parameters set by the network service
provider. For example, let be a differentiation parameter and be a
performance measure of class i. Then in the proportional differentiation
model the following relationship holds for all pairs of service classes.

where (i,j = 0..N and N is the number of classes).

It is important that not only does the proportional differentiation model
hold for long time scales, but also for short time scales. Long-term averages
may not always be meaningful especially when the traffic is bursty [14].
Therefore, the proportional differentiation model is defined over a short
monitoring time scale, with a period of
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where is the average performance measured over

the period for class i.
Two important features of this model are predictability and

controllability. Predictability means that the differentiation among classes is
consistent. In other words, higher classes are always better or at least no
worse than lower classes, regardless of variations in class loads.
Controllability means that network operators are able to adjust the quality
spacing between classes on selected criteria (e.g. pricing, policy objectives,
etc.) [15]. According to the model, selected performance measures for packet
forwarding are distanced from each other in proportion to class
differentiation parameters. Some of the common performance measures for
packet forwarding are queuing delays, packet losses, usage, etc. In this
study, we applied the proportional model to data loss and channel usage
differentiation. We conducted performance evaluation and a comparison
study by simulations. According to the results, the partially preemptive burst
scheduling technique significantly improved dropping probability by
approximately 50% and utilization by approximately 40% both at 0.8 load at
a certain level of QoS.

7.3.1 Algorithm

In OBS core routers, scheduling of DBs is complete before they actually
arrive based on the control information obtained from their corresponding
BHPs, which have already arrived and converted to electronic signal. A
window of short-term scheduling calendar, called “Sliding Frontier (SF)” is
maintained for DB arrivals. This calendar at a core node contains
information regarding DBs and BHPs arriving on all the data channels and
control channels. The scheduler uses SF for making decisions.
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Figure 7.3. Flow chart of the algorithm.

In the flow chart given in Figure 7.3, the new DB “n” is first tried to be
scheduled if there is any available channel. In the case that there is no
channel available, then the new DB’s proportional service differentiation
profile is checked whether it is allowed to drop the new DB. If it is so, then
the smallest overlapping is found and the new DB is partially scheduled. If
not, among the already scheduled DBs, we find the ones that can be dropped
considering their own profiles. Among them, the one with minimum
overlapping is chosen and is preempted either in part or full in order to
schedule the new DB in its entirety. In case that non of those already
scheduled DBs can be dropped, a violation for the new DB’s proportional
service differentiation profile is recorded and the new DB is partially
scheduled.
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7.3.2 Results

In this section, we present some of the simulation results of the partially
preemptive scheduling with proportional data loss only. For larger set of
results including the proportional usage differentiation model, readers may
want to refer to [11]. We also compare the results with proportional
differentiation without partial preemption [14] along with conventional
classless void-filling scheduling [4].

The simulations are performed for an OBS core-node with WDM links
(with multiple channels). We assume no buffering but full wavelength
conversion capability. We use four classes C0, C1, C2, C3. The C0 has the
highest priority and C3 has the lowest. We let all four classes have the same
arrival rate. An ON_OFF source model is used to generate DBs [11].

We set the proportion factors of four classes as follows: Class0=1.0,
Class1=2.0, Class2=3.0, Class3=4.0. The channel rate is assumed to be
10Gbits/sec and mean DB length be 20Kbytes. Unless otherwise stated, we
assume 4 channels in the experiments. In some experiments where we do not
vary offered load, we load 80% of each channel.

Figure 7.4. Dropping probability comparison for proportional loss.

In comparison in Figure 7.4, the proposed proportional loss model with
partial preemption (referred to in the figure legend as “Classful with
preemption”) has the least dropping probability figures compared to other
approaches. Proportional loss model without partial preemption (referred to
in the figure legend as “Classful without preemption”) has 55% more
dropping probability at offered load of 0.8 than that of the regular void-
filling without partial preemption (referred to in the figure legend as
“Classless”). This increase in dropping probability is due to the tax paid for
QoS support. The proposed model reduces the dropping probability more
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than half the value of the case without partial preemption at offered load of
0.8 while satisfying the proportional differentiation as seen in Figure 7.5.

Figure 7.5. Dropping ratios of partial preemption with proportional loss.

Figure 7.6 reveals that, the proposed scheduling technique can also yield
the highest utilization under all load levels because of the way the algorithm
run by the scheduler picks the smallest available overlap to consider for
partial scheduling discussed in the previous algorithm section. The increase
in utilization is almost linear with increasing offered load as the others tend
to saturate. On the other hand, channel utilization in the case of proportional
loss without partial preemption is lower than the case with classless void-
filling because of the latter’s early/intentional dropping strategy used to
accomplish proportional differentiation [14]. In conclusion, at the end of this
study we have learned that partial preemption can improve both the
utilization and dropping probability considerably while still providing
acceptable proportional differentiation.

Figure 7.6. Utilization comparison for proportional loss.
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7.4 Tree Shared Multicasting

As mentioned in the introduction, there are two major overheads when
using OBS, namely, control packets (on out-of-band channel) and guard
bands (GBs). More specifically, to send each burst, a control packet needs to
be sent to set up switches and reserve bandwidth for the following burst.
Given that there are a limited number of (out-of-band) control channels (e.g.,
a single wavelength out of all the wavelengths in a fiber) in optical WDM
networks, the control channels can be a bottleneck for network performance.
GBs (on data channels) are used in each burst to accommodate possible
timing jitters along the path to the destination due to such as path length
variations and thermal and chromatic dispersion effects, and switching
transients at each node due to such as non-ideal synchronization between
data burst and its control packet, and switching. Hence, it is important to use
an efficient multicast scheme to reduce the overheads from the GBs and
control packets when performing WDM multicast using OBS.

In this section, we describe a new multicast scheme, called Tree-Shared
Multicasting (TS-MCAST) [16] in optical burst-switched WDM networks,
taking into consideration overheads due to control packets and guard bands
(GBs) associated with data bursts. In TS-MCAST, multicast traffic
belonging to multiple multicast sessions from the same source edge node to
possibly different destination edge nodes can be multiplexed together in a
burst, which is delivered via a shared multicast tree. To support TS-MCAST,
we describe three tree sharing strategies based on Equal Coverage (EC),
Super Coverage (SC), and Overlapping Coverage (OC), and describe some
approaches to construct shared multicast trees.

In TS-MCAST, if there is a certain degree of membership overlap or
some other special relationships between multicast sessions in where
be the set of multicast sessions whose source is at edge router i, the set is
split into a number of disjoint subsets based on a certain strategy (to be
described in the next subsection). Each subset is called Multicast Sharing
Class (MSC) where as a special case, a MSC may contain only one multicast
session. We assume that there is a single burst assembly queue for each
MSC. IP packets belonging to all multicast sessions in a MSC are assembled
together to form a burst if those arrive within a given assembly time
and the burst is delivered using the ST for the MSC where either an
algorithm will be used to construct a new shared tree (ST), or one of the
existing multicast trees will be used as the ST. Hence, the average burst
length using TS-MCAST will be longer than that without tree sharing where
IP packets belonging to a multicast session are assembled to form bursts
independently of other multicast sessions. This helps reduce the bandwidth
waste due to GB as well as the number of control packets generated since
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GB will be shared by multiple multicast sessions and there is only one
control packet to generate for multiple multicast sessions in a given burst
assembly time Note that when multiple multicast sessions use a single
shared tree for the delivery of their multicast data, we call it tree sharing.

Let be the set of all edge routers and be the set of all links in the
network. Let be the set of MSCs at edge router i where
and be the maximum over all where Assume that the
aggregated (i.e., sum) amount of the multicast traffic (determined by the
number of bits assembled in a burst over a given assembly time) of the jth
MSC, denoted by is represented by and define
the aggregated multicast cost matrix as where is the
number of links on the shared multicast tree used for Accordingly,
in TS-MCAST, the average amount of bandwidth consumed by the multicast
traffic per link over all multicast sessions in the network is

where G is the sum of head and tail GBs for a burst and is measured in bits.
Let be the maximum over all (where denotes the

number of sessions in ). Assume that the average amount of multicast
traffic for session j, originating from source i be represented by
matrix In addition, let be the
multicast cost matrix for a single multicast session, where is the number
of links on the multicast tree rooted at source i for session j. For each
we define the bandwidth gain, due to tree sharing as the ratio of the
average amount of multicast traffic carried per link without tree sharing to
that with tree sharing, which is equal to

where it is assumed that the burst assembly time is the same for a multicast
session and a MSC.

7.4.1 Tree Sharing Strategies

In this subsection, we describe how to decompose a set of multicast
sessions into a number of MSCs, each of which uses a ST. Let be the set
of all core routers in the network (and and be defined as before). In
the following discussion, we model a multicast tree (or session) in the
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network using a tuple where is the set of core
routers, is the set of edge routers, and is the set of links
on the multicast tree T, respectively.

We consider three tree sharing strategies, namely Equal Coverage (EC),
Super Coverage (SC) and Overlapping Coverage (OC), for deciding which
subset of multicast sessions rooted at edge router i should become a MSC.
For simplicity, we use rather than to denote the jth MSC at
edge router i hereafter.

Figure 7.7. Tree sharing strategies: (a) Equal coverage (b) Super coverage and (c)

Overlapping coverage.

In EC, multicast sessions with the same membership are grouped into one
MSC. In other words, the multicast sessions (T1 through Ts) in

have the same set of member edge routers, i.e.,
although each multicast session in may have a

different multicast tree (or path to each member). Figure 7.7(a) shows an
example of EC (where s = 2) in which multicast trees T1 (solid line) and T2
(dashed line) have the same set of edge routers (i.e., E4, E6 and E8) as their
members. In such a case, one of the existing multicast trees, T1 or T2, is
selected to be the new ST.

A less restricted tree sharing strategy is SC where the multicast sessions
in do not necessarily have the same set of edge routers. Specifically,
if two multicast sessions, T1 and T2, are such that (or

then T1 and T2 are grouped into one MSC if tree sharing gain
for the MSC is above a threshold (see Figure 7.7(b)). Note that in Figure
7.7 (b), IP packets belonging to T2 will also be delivered to E3 and E5 via
T1 since but subsequently discarded by E3 and E5.

The third scheme OC is a more general tree sharing strategy in which it
allows a number of multicast sessions having a sufficient degree of overlap
in the set of edge routers core routers or links or a subset of
multicast sessions resulting in a sufficient tree sharing gain (from (2)) to
be grouped into one MSC. More specifically, we define the degree of overlap
as follows. Consider s multicast trees (sessions), for k =
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1, 2 ... s. Then, the degree of overlap among these s multicast sessions can be
defined in terms of edge routers as follows:

The degree of overlap in the above formula is basically the ratio of the
number of non-distinct edge routers in the s multicast trees to the number of
distinct edge routers. Similarly, the degree of overlap is defined in terms of
core routers and links [16]. To decompose the set using the OC tree
sharing strategy, basically a subset that has a highest degree of overlap using
one of the three criteria (i.e., edge router, core router, or link) or a highest
tree sharing gain is selected. If its tree sharing gain is over the threshold,
it becomes a MSC. A detailed heuristic algorithm as to how to apply the OC
tree sharing strategy using one of the three criteria above and is referred
to [16]. An example of OC is shown in Figure 7.7(c) where T1 has member
edge routers that do not belong to T2 and vice versa, and they are grouped
into one MSC if their tree sharing gain exceeds the threshold.

7.4.2 Construction of Shared Trees

In TS-MCAST, the multicast source ingress edge router requires the
information on the network topology and membership for all multicast
sessions originating from it in order to perform the tree sharing strategies
described. For some possible approaches to provide the information, readers
may refer to [3].

In EC and SC, the construction of a shared tree for a MSC is trivial since
in EC any multicast tree among the multicast trees of a MSC can be used as
the shared tree, and the super tree of a MSC can be used as the shared tree in
SC. On the other hand, in OC, a new shared tree for a MSC needs to be
constructed unless the MSC meets the criterion of EC and SC. We consider
two approaches for the shared tree construction: centralized approach and
distributed approach. In the centralized approach, a centralized algorithm is
used to construct a shared tree for a MSC at the source ingress edge router.
The shared tree can be Steiner minimum tree using an exact algorithm (e.g.,
[17]) or can be a Steiner tree using efficient heuristic algorithms (e.g., [18]).
After constructing a shared tree for a MSC, the source ingress edge router
can send a control packet to each core router in the shared tree so that it can
set up a forwarding table for the MSC. Or the source ingress edge router in
the shared tree can send the information to each egress edge router in the
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MSC for the entire path from the egress edge router to the source edge router
so that the egress edge router can perform the join process following the
explicit path.

On the other hand, in the distributed approach, to construct a shared tree
for a MSC, the source ingress edge router needs to send a packet, say initiate
packet, in order to initiate the shared tree construction for the MSC. The
source edge router sends the initiate packet(s) to all downstreams belonging
to the MSC where the initiate packet carries the information of multicast
group identities (e.g., multicast labels in the framework of GMPLS) in the
MSC. Each core router (which is on one of the multicast trees belonging to
the MSC) receiving the initiate packet forwards it to its all downstreams
belonging to the MSC until each member egress edge router in the MSC
receives it (recall that each core router in a multicast tree has a forwarding
table for the multicast tree). If a core router receives the initiate packet more
than once for the same MSC, the core router may send a prune message
upstream to prevent a cycle. To construct a more efficient shared tree in
terms of the number of links (or cost), during the forwarding process of the
initiate packet, a Steiner tree can be constructed in a distributed fashion.
Another simple way is that the source ingress router sends one initiate packet
to each member edge router in the MSC so that the member edge router
initiates a join process toward the source ingress edge router via unicasting
(which is similar to the join process of PIM-SM).

7.4.3 Performance Evaluation

To show the effectiveness of TS-MCAST, we consider two other
multicasting approaches, called Separate Multicasting (S-MCAST) and
Multiple Unicasting (M-UCAST) and show relative performance between
them.

Separate Multicasting and Multiple Unicasting

In S-MCAST, multicast traffic of a multicast session is assembled at its
ingress edge router into a burst if they arrive within a given assembly time

Then the bursts containing the multicast traffic of the multicast group
are delivered through a multicast tree of the group. That is, multicast traffic
is transmitted independently from unicast traffic.

On the other hand, in M-UCAST, multicast traffic is treated as unicast
traffic. During the burstification (i.e., burst assembly) process, the source
ingress edge router makes multiple copies of a multicast packet belonging to
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a multicast group, one for each member (egress edge router) of the multicast
group, assembles them along with unicast data destined to the same egress
edge router into bursts, and delivers the bursts to each member egress edge
router via unicasting. By doing so, the control overheads can be reduced
since the GB can be shared by both traffic types in a longer burst, and in
addition, the number of control packets generated for multicast IP traffic also
decreases. In other words, there are no dedicated control packets and GBs to
multicast traffic (or bursts).

Numerical Results

For performance comparison, we use a random network and assume that
each link has unlimited bandwidth (i.e., no blocking). Unicast traffic at each
ingress edge router is modeled as constant bit rate traffic with uniform
distribution and the amount of multicast traffic is given as a percentage of
total traffic (unicast plus multicast traffic) of the network. It is assumed that
a number of multicast sessions is active at each edge router which acts as
their source ingress edge router and each multicast session has the same
amount of multicast traffic to transmit. In addition, each multicast session
has a pre-determined membership with the creation of multicast session and
the membership does not change. The default values for some parameters are
as follows. The number of core routers is 40 and the GB size is 2 percent of
average unicast traffic. The total amount of multicast traffic in the network is
5 percent and the total number of multicast sessions is 600. The membership
size of multicast sessions is 70 percent. To construct a ST for each MSC, we
use a simple heuristic, called ST-MEMBER [16]. In the ST-MEMBER
algorithm, we start with an existing multicast tree with the largest number of
members as the base of the new ST. Then all other members perform an
operation similar to a “join” in CBT [19] (or “graft” in DVMRP [20]), and
by doing so, augments the base tree with additional nodes and links.
Interested reader may refer to [16] for detailed network model, simulation
set-ups, and additional results not presented here.

Here we present relative performance on the bandwidth savings and the
number of control packets generated per link using a parameter, namely the
GB size. Note that the bandwidth consumption by TS-MCAST takes into
account bandwidth waste by delivery of unwanted packets to some edge
routers. Figure 7.8(a) shows the effect of the GB size and the membership
size on the bandwidth savings. From Figure 7.8(a), we observe that M-
UCAST scheme performs the worst with a small GB size, and becomes
better as the GB size increases. It is not difficult to envision that in a mesh
network M-UCAST may outperform TS-MCAST under some network
conditions since no overhead (due to GBs) exists for multicast traffic. This is
because as the GB size increases, the benefit of amortizing GB with both
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multicast and unicast traffic increases. This is also why the performance of
TS-MCAST (OC) improves when the GB size increases. In addition, Figure
7.8(a) also shows the relative performance of TS-MCAST (OC) when
applying different criteria. We observe that with a small GB size, the
performance difference is not much, but as the GB size increases, the
performance difference becomes larger with the tree sharing gain being the
best criterion.

Figure 7.8. Effect of the GB on the bandwidth savings and the number of control packets per

link.

On the other hand, since one control packet is sent for each burst, a
multicast scheme allowing a higher degree of tree sharing will result in a
smaller number of control packets (and with longer bursts). The smaller the
number of control packets generated, (and thus the longer the bursts,) the
lower the processing load at each node, and the better the bandwidth
efficiency. Figure 7.8(b) shows relative efficiency (i.e., ratio of the number
of control packet per link to that of S-MCAST) of the three multicast
schemes in terms of the number of control packets per link in the network as
a function of each of the three different parameters. The number of control
packets generated at the source edge router per burst assembly time is
counted. Specifically, since each multicast session generates one control
packet per burst assembly time, the number of control packets per link in the
network can be calculated by dividing the number of links on its multicast
tree by the total number of links in the network. In Figure 7.8(b), the OC tree
sharing strategy with traffic sharing gain as the criterion shows the best
performance (i.e., results in the fewest control packets generated) in most
cases as the GB size and membership size increase. Note that the TS-
MCAST (EC/SC) schemes and the M-UCAST scheme are not shown in
Figure 7.8(a)(b) and Figure 7.8(b), respectively. This is because the
performance of EC/SC is very close to that of S-MCAST, since very few
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MSCs are formed using EC/SC schemes due to their tight requirements in
the given simulation conditions, thus also resulting in almost the same
number of control packets generated to the S-MCAST scheme. In the case of
the M-UCAST scheme, it does not generate control packets dedicated to the
multicast traffic (i.e., zero control packets for the multicast traffic), since it
shares the GB with the unicast traffic.

7.5 Operation and Maintenance for OBS Networks

Operation and Maintenance (OAM) is one of the fundamental issues of
any network and OBS network is not any exception. OAM is basically
responsible for providing satisfactory level of network operation assuming
the inevitable occurrence of failures and defects. It may use either prevention
and/or correction in dealing such events. Although we believe this issue has
received relatively less attention than other issues in the OBS field, we
studied this topic in Alcatel [21] [22] because this issue is important
when deploying OBS networks. The rest of the section summarizes the
outcome of this study.

Even though previous studies of OAM [23] [24] [25] in different
technologies/networks (e.g. ATM, SONET/SDH, WDM, etc.) do share some
common ground with OAM study in OBS, there are some unique OBS
features, such as spatial and temporal de-couplings of data and control, that
need to be separately studied and included to the OAM framework of OBS.
These unique features obviously require extra monitoring and
synchronization procedures and extensions/modifications on component
level. As a result of the unique interactions between data and control, OAM
functions are studied in both data and control plane of the OBS network
architecture. These OAM functions are performed by OAM units (OAMU),
which are integrated into both edge and core nodes, as shown in Figure 7.9.

Figure 7.9. OAM channels.

In addition to data and control channel groups, there are two separate
channels (assigned wavelengths) proposed to be used for OAM activities in
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control plane: (1) OAM-1/Supervisory (OAM-1/S) channel; and (2)
Reference channel. The OAM-1/S channel is used for transmitting OAM-1
packets and supervisory packets. The OAM-1 packets monitor transmission
quality on fiber between any two nodes including edge and core. These
OAM-1 packets are inserted at the output of an upstream node and extracted
at the input of the downstream node. For evaluation of the status, any
required optical measurement criteria may be used, (such as attenuation,
signal-to-noise (S/N) ratio, etc.). Supervisory packets carry state and control
information of network elements in order to invoke any OAM correction
function when needed. Reference channel is used to distribute wavelength
reference and clock reference in the entire OBS network. A dedicated edge
node is responsible for generating the information for this distribution.

Figure 7.10. OAMU.

To check the status of data and/or control channel groups and the
integrity of the optical switching in core node on data plane, a specific type
of data burst, called OAM-2 DB and its corresponding BHP, called OAM-2
BHP, are used. OAM-2 DBs and OAM-2 BHPs are created during an OAM-
2 session which is not different from a user session in terms of DB/BHP
transmission. OAM2 DB may carry a set of OAM-related information
required for a specific OAM activity. One OAM activity, for instance, that
an OAM-2 session is used is to check the core node optical switching
integrity. In this activity, a pair of OAM-2 DB and a corresponding OAM-2
BHP is created by the OAM controller of local core node’s OAMU, given in



Optical Burst Switching 173

Figure 7.10. OAM-2 BHP is passed to the scheduler and its OAM-2 DB is
sent to the Tx Module to be inserted into the OAM-2 Channel. On this
channel the OAM-2 DB is 1ooped back to one of the ingress ports of the
same core node’s optical switch, as shown in Figure 7.9. The OAM-2
DB/BHP pair is processed by the core node as any other user DB/BHP pair
would. The OAM-2 DB is switched to a dedicated egress port which is also
looped back to the ingress OAM-2 channel of the OAMU. Then, the OAM-2
DB that internally traveled through the optical switch is processed by the
OAMU. Another example of OAM-2 session is used to probe the
transmission between any two nodes (inserting and extracting nodes)
including edge and/or core nodes. The creation and termination of this
OAM-2 session occurs similar to the one used for core node optical switch
check. Instead of inserting and extracting in the same core node, we inject
the OAM-2 DB/BHP pair into the data/control channel groups in the OAM-2
session inserting node and we extract the OAM-2 DB and send it to OAMU
in the session extracting node. There are also some passive OAM activities
where no OAM specific entity is created. This includes monitoring and
evaluating the user traffic and some nodal components by the local OAMU.

After detection of any (unexpected) event, such as unwanted changes,
degradations, failures etc, a required OAM correction/response is invoked
and/or a warning is released. Supervisory channel is used for communicating
related information among OAMUs of different nodes in order not to
interfere with user traffic. OAMU of a node also receives all the OAM-1
packets, OAM-2 DBs and supervisory packets into its packet/burst queue,
and processes (OAM processor) them according to their specific OAM IDs
which reveals the specifics of the particular OAM activity. As a result,
Management Information Base (MIB) is updated and a required response
and/or correction activity is invoked by using supervisory packets (e.g.
Alarm Indication Packets, etc.). MIB internally communicates with other
information bases in the routing unit of the conventional OBS node under
the coordination of the OAM controller. OAM controller is responsible for
initiating, controlling, and coordinating all the OAM activities and tests. It is
also in communication with the scheduler for OAM-2 session
initiation/termination activity. Reference wavelength signal is split and
converted to electrical domain for local clock distribution. Its optical
characteristics are also used to provide reference to local light-generating
devices. Then, the optical signal is amplified, filtered, and passed to the
downstream nodes for further network distribution.
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7.6 Summary and Concluding Remarks

In this chapter, we presented some of our experiences on OBS related
projects in Alcatel research and network strategy group. Among many
important issues in OBS networks, the solutions that we described here are
on scheduling with QoS support, tree-shared multicasting, and OAM, by
taking into account the OBS characteristics such as GBs, BHPs, and
temporal separation between DB and BHP. These solutions can be further
refined and elaborated to improve their performance. We also described very
briefly about a prototype TIPOR employing burst switching technology,
which is implemented and demonstrated by Alcatel.

There are many other important issues that need to be studied further in
OBS networks, for example, which include efficient burst assembly
mechanisms taking into account QoS requirements and traffic conditions in
the network, traffic engineering in the combination of GMPLS and OBS, a
QoS framework, network survivability, etc. We believe that when
considering lack of the current optical technology (especially, optical
memory) to realize an optical Internet using optical packet switching, OBS is
a promising switching technology to build the optical Internet.
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Abstract

Keywords:

In this paper, we address the architecture and the functionality of the GMPLS-
enabled exchange point (GMPLS-XP), which is the transport network equivalent
of the Internet Exchange Point (IXP). Consisting of a centralized multi-service
switching node or a distributed multi-service switching network, the GMPLS-
XP is involved in the topology discovery, routing and automatic connection con-
trol in the global multi-provider automatic switched transport network. For this
purpose, a GMPLS-XP is modeled as a subnetwork with the multi-layer switch-
ing capability, and this topological representation is advertised to the intercon-
nected domains and used to make flexible dynamic inter-connection decisions.
In addition to providing flexibility in inter-domain connectivity, by operating
over the proposed multi-provider interconnection architecture and supporting
policy-based routing, the GMPLS-XP can naturally embed the routing and SLA
mediation functionality. As the IXP is critical in supporting today’s global Inter-
net operation, the GMPLS-XP will be a fundamental building block for future
multi-provider heterogeneous transport network architectures.

GMPLS, multi-layer routing, multi-domain routing, simulation, interconnection
architecture

8.1 Introduction
The concepts developed in the Generalized Multi Protocol Label Switch-

ing (GMPLS) framework [1], standardized within the IETF, provide for the
unified control and operation of the multi-layer transport networks, including
both packet and circuit switching technologies. With unified routing and sig-
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naling, seamlessly inter-working over different technology layers, the
transport networks can evolve towards automatically switched multi-service
platforms, with decidedly improved flexibility, operational cost, and
manageability of the services offered.

Two major flavors of multi-granular provider-provisioned Virtual Private
Network (VPN) services have been identified and proposed for further
standardization within the IETF: (i) the Generalized MPLS/BGP VPN
(GVPN) defined in [2] reuses proven concept of MPLS/BGP that utilizes the
Border Gateway Protocol (BGP) for the distribution of the VPN information
and MPLS tunneling; (ii) the Virtual Optical Cross-Connect Service
(VOXC) defined in [3] reuses the concept of the “virtual router”-based VPN
service. Defined as a generic “network-in-network” service, GVPN/VOXC
is applicable for different provider-customer relationships. For example in a
carrier-carrier scenario a customer using VPOX can control and manage this
provisioned infrastructure in a “virtual provider” role. By means of the
proposed GMPLS-based mechanisms, the resources of the provider network,
including the switching capability, are either (i) be dynamically used by the
customer initiated end-to-end virtual links, i.e., generalized label switched
paths (LSP) or (ii) are partitioned and assigned to a number of VPN
customers for the purpose of interconnecting each customer’s physically
divers locations (sites).

Although extensive, the current service definitions [2,3] do not explicitly
consider the scenario where several interconnected providers are involved in
the service provisioning. Therefore, it is necessary to expand the
administrative scope of the service model from one-provider to a multi-
provider environment is obvious. The fact that the proliferation of Internet
services was possible because Internet has mechanisms to function as a
“network of networks” clearly indicates that the multi-provider inter-
working is essential for service availability.

Some aspects of multi-provider networking have been already addressed
for optical [4] and GMPLS networks: possible scenarios for inter-area
routing supporting traffic engineering (TE) within one provider domain are
studied in [5] and BGP extensions for routing over multiple concatenated
provider-domains are proposed in [6]. However, the considered scenarios do
not include all the critical building blocks, as the GMPLS framework does
not address possible equivalents of “peering” and “transit” in the multi-ISP
Internet. This is partially due to the fact that the business-models and
requirements related to inter-domain inter-working in the new heterogeneous
networks are still not fully understood. Therefore the potential capabilities of
the unified automatic switching approach could still not be fully explored.

In this chapter, we extend the concept of the Internet Exchange Point
(IXP) or the Internet Business Exchange (IBX) [7] into the transport context.
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Considering the importance of the role that the IXPs today have in
supporting the global Internet operation, a GMPLS-enabled exchange point,
here referred to as GMPLS-XP, may be an important “missing link” in the
GMPLS “big picture”. In future multi-provider heterogeneous transport
networks, GMPLS-XP may enable the architecture where provider domains
are not simply statically connected but can be arbitrarily and on-demand
interconnected over exchange points.

Introducing the concept of GMPLS multi-layer automatic switching into
the traditional Exchange Point, could add a new degree of flexibility and
dynamic in the network operation. In the network architecture deploying
GMPLS-XPs, traditionally off-line “bandwidth engineering” concepts can be
newly positioned for dynamic, on-line, adoption. Thus, the architecture and
functionality of GMPLS-XP could be of a considerable importance for the
flexibility of the generalized virtual network service.

In this chapter, we focus on the logical representation of GMPLS-based
exchange point necessary to provide the flexibility of dynamic
interconnections. In addition, we address the functionalities supporting inter-
domain routing over exchange points which may initially maintain only
static connections,

8.2 Interconnection Architectures

In the global Internet today, the exchange points and the mechanisms for
inter-domain inter-working are crucial for operating and expanding the
global network, and for the provisioning of services with global reach.

The necessity for inter-connection clearly exists in both the wireline and
the wireless Internet. In the conventional wireline IP networking, at the
Internet Exchange (IX) or Internet Business Exchange (IBX) [7], the
Autonomous Systems (AS) are statically interconnected either directly or
through a layer 2 switch. What enables inter-domain operation is the process
in which the routes, i.e., the reachability information, of the domains are
exchanged. In the multi-domain Internet today, this process is governed by
the Border Gateway Protocol (BGP) [8], by which each of the autonomous
systems advertises its local routes to other autonomous systems. The routes
are distributed and installed according to the specific policies. For each of
the imported routes the end systems learn which autonomous systems will be
traversed on this route. The route within each autonomous system is
determined internally to that domain. In this way, domains effectively hide
their internal topology and still take part in the global routing at the higher
hierarchical level, i.e., the AS level.



182 EMERGING OPTICAL NETWORK TECHNOLOGIES

In the architecture of all-IP wireless (or mobile) networks, the concept of
the exchange has its representation in GRX Exchange Points where the
providers of the GPRS Roaming Exchange service (GRX) [9] are
interconnected according to GRX peering agreements. GRX plays the
crucial role for users’ roaming, enabling not only the global connectivity but
also new mobile VPN services.

In the optical domain, by introducing the “distributed exchange” concept
based on the optical BGP [10], the CA*net4 research network has proposed
an important approach for the global optical fiber network. In the CA*net4,
the institutions interested in direct interconnecting acquire dark fibers from
different network carriers and connect to the optical cross-connects of the
optical core of the CA*net4 network. The optical BGP distributes the
reachability over the optical core. When one institution wants to establish a
direct peering session for high-bit-rate applications to another reachable
institution an IP BGP session is initiated and the lightpath is established
between these two institutions. The Lightpath Route Arbiter is the
component responsible for the lightpath establishment. When a direct
lightpath is established, the interconnected institutions can establish BGP
peering sessions between them. In this way, the optical core acts as a re-
configurable distributed exchange point.

In the MPLS community, the application of exchange points is also
gaining attention. In [11] the exchange architecture based on MPLS
technology called MPLS-IX was proposed. MPLS-IX is data-link
independent and can unify two IX architectures prevailing today, being (i)
Local Area Networks (LANs), such as FDDI, Ethernet or Gigabit Ethernet,
and (ii) Permanent Virtual Circuits (PVC) ATM. The MPLS mechanisms
are used to configure virtual back-to-back links, or back-to-back LSPs
between interconnecting domains. Over those virtual interconnections,
traditional bi-lateral peering models can be deployed. MPLS-IX is an
important architectural advance and, by substituting MPLS with GMPLS,
the same concept can be applied to the IX with optical technology.

The GMPLS exchange architecture may be even more flexible than that
of the MPLS-IX model, if the process of interconnection set-up is integrated
in the on-line network operation supported by the mechanisms of the control
plane. This is the key feature of the GMPLS-XP application we propose and
describe in the chapter.

To highlight the control-plane-centric nature of GMPLS-XP solution, a
comparison to the bandwidth trading interconnection architecture based on
the Pooling Points [12] can be made. The pooling points are infrastructure
facilities where bandwidth sellers and bandwidth buyers are connected and
placed physically and legally in the market. The pooling point solution is
basically a management solution that provides an interface through which
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resources can be offered for trading and acquired. When the request for the
resource provisioning is completed, the management scripts are produced
and service provisioning can take place either manually or through the
management system. The important feature of the system is that the pooling
point operator is responsible for the whole provisioning process, which
requires special operational agreements. Obviously there is a strong business
case for deploying control plane provisioning of connections within each of
the domains. What GMPLS-XP concept adds to this architecture is flexible
interconnection point controlled by the control plane mechanisms.

8.3 Introducing GMPLS-XP in the Multi-Domain
Multi-Provider Architecture

In this section we will show how the flexibility of the network can be
increased with the introduction of the GMPLS-XP. We will start with the
network architecture based on the traditional bi-lateral mechanisms (as
inherent to BGP) and the static XP, and extend it with a trusted routing
mediation service, added at the exchange points, that can operate over
statically interconnected network and deal with the complexity of the multi-
domain and multi-layer routing. We will complete the architecture with the
flexible interconnection point for which we propose the topological
modeling of the internal architecture. This topological information
complements the topological representation of the global network and may
be disseminated to the interconnecting domains. Therefore, the
interconnections between domains (type, bandwidth) could be dynamically
selected, configured and reconfigured. In this way, the static XP with no
specific routing intelligence may be transformed into the proposed GMPLS-
XP.

We start with the example network depicted in Figure 8.1, where four
GMPLS-enabled provider networks are interconnected over one Exchange
Point (XP) supporting only static interconnections. Two of the
interconnections are established through the switch and one is a direct back-
to-back link. Over this global network the GVPN service is provided
between three geographically diverse sites (C1, C2, C3) of one client virtual
network with possibly specific dynamic topology constraints. We assume
that the standard mechanisms and relationships are deployed: the clients get
the routing information from the provider, by means of the routing protocols
(i.e., OSPF, IS-IS or BGP) extended for GMPLS, and use it for the LSP
route calculation and for LSP set-up signaling by means of signaling
protocols (i.e., RSVP-TE or CR-LDP) extended for GMPLS. Between two
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connected parties, e.g., between a site C1 and a domain D1, or between D1
and D3, GMPLS can support different interconnection models, overlay
augmented or peer. On this interface one of the parties has a client role and
the other provider role. The interconnections themselves, such as the one
between D2 and D4, are provisioned through the management system. The
inter-connection decision depends on the anticipated bandwidth
requirements and on business objectives, and may be an outcome of an off-
line optimization process. In this static case, once the interconnections are
established, GMPLS-enabled domains can exchange their routing
information, e.g., by using extension of BGP as proposed in [6].

Figure 8.1. Multi-provider, multi-domain architecture thee static inter-domain links.

In the example of the Figure 8.1, service member C1, a multi-homed
user, invokes a set-up of a generalized label switched path (LSP) to C2. This
LSP may span different domains, e.g., D1 and D4, or D2, D3 and D4, and
possibly different levels of GMPLS hierarchy. Hence, C1 needs to acquire
the topology information (reachability) over the interfaces to D1 and D2 and
to determine the end-to-end path. The other possibility is to delegate to the
domain D1 (and possibly also to D2) the task to calculate the path to C2, as
discussed in [5]. In general, the access to functionality such as routing
delegation required in multi-domain TE scenarios, similar to those defined in
[5], between interconnected parties (domains, sites) would be part of a
contract between those parties, i.e., a part of a control plane service level
agreement (SLA). The important aspect of this control plane SLA could be
related to the supported interconnection model (peer or overlay). The control
plane interconnections between routing services of clients and domains for
the previous example are illustrated in Figure 8.2.
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Figure 8. 2. Control plane interfaces between routing services (rs) of clients and domains.

In our example, a client C1 is multi-homed with static links to D1 and
D2, and its routing service maintains two control plane SLAs. For example a
component of an SLA with D1 and D2, related to a negotiated
interconnection model, may state that the peer is deployed on the interface to
D1 and the overlay model on the interface to D2. The routing information
(global rechability or link state information) that C1 receives strongly
depends on those SLAs as well as the SLAs existing between domains over
the exchange point. Since this information is necessarily inaccurate due to
the state changes and information hiding between domains, sub-optimal
routing may occur. Whilst more frequent updates can account for the
frequent state changes in the network, introducing new routing mediation
functionality between the interconnecting parties may approach the
inaccuracy due to the information hiding.

8.3.1 Multi Provider Edge Routing Service

In routing over the global network, the availability of the global
information will determine the quality of the path. Because the inter-domain
control interface is not considered to be a trusted interface, only aggregated
routing information (reachability) will be transported over it. On the other
hand, this problem may be approached by introducing the trusted distributed
routing service. In Figure 8.3, such routing service functionality, referred to
as Multi Provider Edge Routing Service (MPE-rs), is added to the statically
interconnected network, i.e., a network with static XPs.
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Figure 8. 3. Multi-provider, multi-domain architecture thee static inter-domain links.

MPE-rs is conceptually a distributed trusted layer in the hierarchical
global routing toward which all the domains may send the full routing
information. In this architecture, the local policies and preferences can be
also imported into the MPE, which could than export customized
information to its clients so that they can invoke LSP set-up. Each single
SLA, now migrated to MPE, can be modified in more scalable way. We
introduced and studied MPE in our previous work [13, 14].

While the MPE routing service illustrated in Figure 8.3 can improve the
inter-domain routing, we still assume that interconnections between domains
are static. In Figure 8.4, we show one multi-layer XP with static
interconnections. Domains connect to the XP over links of different types;
the interconnection can be established (through the management system or
manually) between the end-points of the links of the same type. So domain
D1 connecting to an XP over one wavelength LSC link can connect to the
domain D4. Similarly, D6 can connect to D5 and D2 to D3.
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Figure 8.4. Multi-provider, multi-domain architecture static inter-domain link; Link are

lambda switching capable (LSC,) fiber switching capable (FSC) and TDM switching capable

(TDM).

On the other hand, however, it would be beneficial to enhance the XP so
that, at one instance in time, the domain D1 could connect over one TDM
component to the domain D6 and over the other TDM component to the
domain D4. Alternatively, at another time, the domain D1 could connect to
the domain D2 over the LSC component. To achieve such flexibility, we
introduce the GMPLS-XP multi-layer concept in the model of the exchange
point.

8.3.2 Modeling of GMPLS-XP Internal Architecture

The multi-layer switching core based on the optical cross-connect is what
makes the GMPLS-XP architecture flexible. The optical links and the
wavelengths on those links can be flexibly configured for de-multiplexing
and switching on the different layers in the digital hierarchy and in the
different time instances according to the configuration of the switch fabric.
To access and leverage this equipment flexibility for establishing dynamic
interconnections, an appropriate model is necessary.

We adopt the concept of GMPLS Regions [1] to model the internal
architecture of GMPLS-XP. This results in the topological representation of
different internal switching and multiplexing capabilities. In other words,
just as conventional Internet Exchange Point can be configured as one
Autonomous System, a GMPLS-XP can be represented as one GMPLS
domain composed of a number of LSP Regions. Here, the multiplexing and
switching capability of both access and internal interfaces of the GMPLS-XP
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can be logically mapped to the LSP Regions according to the type of the
interface. In fact, the domains connecting to a GMPLS-XP, can be
considered as logically connected to the appropriate LSP region, depending
on the type of the access link and the configuration of its ingress and egress
interfaces. By adopting this internal representation and using the proposed
extended routing architecture, the GMPLS-XP can act as a routing peer for
the connecting domains and advertise its own internal “topology” together
with the reachability of the connected domains. Consequently, the choice of
which GMPLS-XP internal links (i.e., domain inter-connections) are used
can become a fully dynamic decision.

To better highlight this key proposition for the GMPLS-XP let us
compare static XP with GMPLS-XP.

When two providers decide to interconnect over static XP, the
interconnection link must first be provisioned. Once this link is configured,
the providers may exchange routes. The decision to peer is not an on-line
decision. On the other hand, if the decision as to which interconnection to
establish on the XP is to be made on-line, the information needed to make
this decision must be also available on-line. Since GMPLS-XP is
represented as GMPLS switching sub-network, the LSPs established over
this sub-network are in-fact on-demand inter-domain links. Due to this
representation, the routing service (MPE-rs) is also involved in GMPLS-XP
routing control.

Figure 8.5 depicts one GMPLS-XP comprising multiple LPS Regions
and interconnecting several domains. D1 is connected to the GMPLS-XP
over a link, with wavelength switching capable interfaces on the D1
side and on the XP side). In this example we focus on one wavelength
component of this link. At one point in time this wavelength may be
switched to the interface towards the domain D4. At the other point in
time D1 may require interconnections to D5 and D6 at the TDM level. In
this case the XP interface will connect to and the TDM
components will be accordingly extracted and switched at the TDM layer.

In some other point in time, interface may be switched to
being a component of the fiber switching capable interface towards the
domain D6.
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Figure 8.5. GMPLS-XP internal topology model.

The most important enabler of this concept is the discovery and the self-
configuration process in which this topological representation should be
build.

8.3.3 GMPLS-XP with the MPE Routing Service

The functional flexibility of the GMPLS-XP can be exploited even
further by integrating it with the MPE routing service. Before the
interconnections between domains are established, all the connecting
domains can be engaged in the exchange of the routing information. This
exchange is performed through the MPE, and therefore the different domains
do not engage in bi-lateral exchange of routes. The MPE also acquires the
topology information of the GMPLS-XP as illustrated in Figure 8.6 and can
act as a routing peer of the connecting domains or some kind of a trusted
routing mediator over the links connecting to the GMPLS-XP. Via the MPE,
the GMPLS-XP imports the routing information and policies from the
connecting domains. As a result, it may collect the complete routing and
policy information and, therefore, act as a routing proxy for the connected
domains. For example, the policy can specify the metric for which the least-
cost is to be achieved, the preference list of domains, etc.

Networks can connect to the GMPLS-XP (with integrated MPE) in a
client role, provider role, or both client and provider roles. In this case, the
client is the party that initiates the request for a generalized LSP set-up
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spanning several domains. Conversely/Similarly, the provider is the party
that, on the one hand, provides required routing information to the routing
service or is otherwise involved in the routing service, and, on the other
hand, takes part in the request accommodations during request signaling.

Figure 8.6. GMPLS-XP with the embedded MPE.

Figure 8.6 shows the interconnected architecture based on GMPLS-XPs
with the embedded MPE routing service. Being connected to GMPLS-XP
with MPE, a client network C1 can choose between two provider domains,
i.e., D1 or D2, via one physical connection only. Which domain would be
used to establish a connection can be completely resolved in the MPE.

8.4 Final Remarks

As Internet control concepts are being introduced into the transport
network, the latter is gaining the look-and-feel of a self-configurable
network in which innovative dynamic inter-layer “bandwidth engineering”
approaches can be deployed. While the focus of the standardization
community is on the seamless control of the multiple-layer hierarchy at the
intra-domain interfaces, the inter-domain multi-layer interworking has
attracted limited interest so far. Nevertheless, inter-domain multi-layer
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interworking will be critical for automatically switched transport network to
provide global services. In this context, one of the Internet concepts that
have not been thoroughly considered is that of the Internet Exchange Point
(IXP). IXP is the invaluable enabler of the global Internet. It is the point
where the business relationships between domains are defined and the inter-
domain routing mechanisms are deployed. In this chapter, we addressed this
“missing link” and defined the GMPLS-XP as an architectural element that
can dynamically interconnect domains on different GMPLS hierarchy levels.

We suggest modeling of a GMPLS-XP as a sub-network with the multi-
layer switching capability, i.e., comprising several different GMPLS LSP
Regions. In this scenario, domains interconnecting at the GMPLS-XP will
use this topological representation when making flexible on-line inter-
connection decisions. The basic enabler for this architecture is the discovery
process in which the architectural representation of an XP is built. In
addition, we envisage the routing and SLA mediation functionality, the
MPE, embedded in the GMPLS-XP, supporting this flexible multi-provider
interconnected architecture. We believe that the proposed architecture will
be key to enable networking scenarios in which on-line interconnections will
be established with the operational goal to achieve more optimal global
routing and resource utilization and support network self-organization.
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Abstract Optical networking technology underwent a major revolution in the 1990s as the
old paradigm of SONET/SDH systems to support circuit-switched connections
began to give way to a new mesh network of transparent, high-speed optical
switches with the capability to support a variety of higher-layer traffic types
and services. In order for such a network to operate efficiently, it is essential
that it employ a control plane that is capable of managing both legacy framed
traffic and new traffic types. Also, the optical control plane must be able to
operate across network boundaries, both at the edge interface to the customer’s
equipment and at administrative domain boundaries in the core network. The
Internet Engineering Task Force (IETF) has tasked several working groups to
develop the architecture for such a control plane as well as protocols to support
its functioning. These groups’ work has built on previous work in the IETF on
Multi-Protocol Label Switching (MPLS), which was developed to allow packet
routers to operate more efficiently. In this chapter, we describe the GMPLS
architecture and related protocols, specifically RSVP-TE, OSPF-TE, and LMP.
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9.1 Introduction
Optical communications technology has experienced tremendous growth in

the nearly 30 years since the first telephone calls were transmitted commer-
cially over fiber by AT&T. Within a few decades, improvements in semicon-
ductor lasers, optical detectors, tunable gratings, transparent optical switch fab-
rics, optical fibers, and other physical layer technologies have produced a vast
network that can transmit information on multiple wavelengths at rates of up to
40 Gbps on each wavelength. Much of this expansion was created by a burst of
demand during the 1990s that was caused by the public’s enthusiastic adoption
of computer networking services in the wake of the introduction of the World
Wide Web.

Optical networks were originally conceived as high-bandwidth systems that
could multiplex large numbers of voice calls while meeting the strict grade-
of-service requirements demanded by the traffic that they were carrying. The
steady growth of data traffic, which now constitutes the majority of global in-
formation flow, has produced a need for a network control plane that is capable
of supporting both circuit-switched and packet-switched connections. In ad-
dition, the steady rollout of services that require ever-greater bandwidth, such
as video on demand (VOD), is generating a need on the part of major carriers
for the ability to create, modify, and tear down connections rapidly and with a
minimum amount of human intervention.

The first set of optical standards, which emerged in the early 1990s, de-
scribed mechanisms to multiplex TDM digital signals using hierarchical fram-
ing. Two similar sets of standards were developed: a version used in North
America, known as Synchronous Optical Network (SONET), the other ver-
sion, used virtually everywhere else in the world, is called Synchronous Dig-
ital Hierarchy (SDH). Optical communications systems using SONET/SDH
were widely deployed during the last decade but they were intended primarily
to support circuit-switched voice traffic. As the quantity of packet-switched
traffic has increased, the SONET/SDH optical networking model has come to
be viewed as adding too much complexity and expense to data network imple-
mentations. It is more efficient to run Internet Protocol (IP) traffic directly over
optics, eliminating the intervening layers, but this requires an optical control
plane that can support all of the administrative functions that such a network
requires.

For the past several years, the Internet Engineering Task Force (IETF) and
other standards development organizations (SDOs) have been working to de-
fine the architecture and protocols that can be used to compose a flexible con-
trol plane for optical networks. The IETF’s work has built on the development
of MultiProtocol Label Switching (MPLS), extensions to existing routing and
signaling protocols, and the creation of new protocols where needed. The re-
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sulting generalized MPLS (GMPLS) architecture offers the possibility of effi-
cient, automated control of optical networks supporting a variety of services.
This chapter examines the structure of the GMPLS control plane and describes
the basic functions of its parts.

This chapter is organized as follows. In Section 9.2, we describe the essen-
tial features of the GMPLS architecture. We discuss how the label switching
paradigm was extended to encompass a large range of interface types, and
the types of optical networking architectures that are possible under GMPLS.
In Section 9.3, we discuss the signaling protocols that are used for connec-
tion establishment and maintenance, particularly RSVP-TE. In Section 9.4, we
examine routing in GMPLS networks. We focus on OSPF-TE, which is an
extension of link-state routing for packet-switched networks to support con-
strained routing in networks that contain a variety of interface types and whose
elements do not necessarily share traditional types of routing adjacencies. In
Section 9.5, we discuss the Link Management Protocol (LMP), which was de-
veloped to support the creation of control channels between nodes and to verify
interface mappings between connected switches. We conclude in Section 9.6
by comparing the work on GMPLS in the IETF to related work taking place in
other SDOs.

9.2 The GMPLS Architecture

Generalized Multiprotocol Label Switching (GMPLS) [1, 2] grew out of
the development of MPLS and was prompted by the need for an IP-oriented
control plane that could incorporate traffic engineering capabilities along with
support for a multitude of traffic types, particularly legacy systems such as
ATM and SONET/SDH. GMPLS builds on the label switching model while
adding features that enable it to work with optical networks.

9.2.1 MultiProtocol Label Switching (MPLS)

MPLS evolved from several parallel development efforts. The story of its
creation has been recorded in detail elsewhere [3], but we give the main details
here. In the early 1990s, Asynchronous Transfer Mode (ATM) was a strong
contender for dominance in large data networks, mostly because ATM switches
at that time were faster than IP routers. Because this situation created a need
to tunnel IP traffic over ATM networks, the IETF developed a set of Requests
for Comments (RFCs), which are the set of freely available documents that
define Internet protocols, to describe how this could be done. Several router
vendors began working on an IP/ATM architecture that did not use ATM’s
User-Network Interface (UNI) signaling (described in the ATM Forum’s UNI
1.0 document [4] and by the ITU [5]), which was considered cumbersome, in



196 EMERGING OPTICAL NETWORK TECHNOLOGIES

favor of a more lightweight approach. The need for a standardized version of
label-based switching motivated the creation of a working group in the IETF.

The version of label switching that ultimately emerged from the MPLS
working group incorporates elements of all the major vendor schemes but is
most closely related to the approach, proposed by engineers from Cisco, known
as tag switching. Tag switching incorporated mechanisms for forwarding IP
datagrams over multiple link layer protocols such as ATM but also the Point-
to-Point Protocol (PPP) and IEEE 802.3. Tag switching was novel in that it
used the RSVP protocol to set up connections with specific traffic characteris-
tics in order to support some degree of Quality of Service (QoS).

The idea behind all the approaches that the IETF harmonized to create
MPLS is that of labels that can be applied to IP packets to forward them with-
out having to examine the IP header’s contents. The labels are encoded using a
thin encapsulation header (known as a shim header) to tunnel IP flows through
various types of layer 2 clouds [6]. The shim header is located between the IP
header and the link layer protocol header.

MPLS uses forwarding adjacencies (FAs) to set up label switched paths
(LSPs) across networks of label switching routers (LSRs). All IP packets that
have some set of parameters in common are considered to belong to a partic-
ular FA. In practice, membership in a FA is based solely on the IP packet’s
destination address field. Once a complete set of label mappings has been in-
stalled in each LSR on the LSP for an FA, packets belonging to that FA can
be forwarded over the LSP from the ingress LSR to the egress LSR without
having the contents of their IP headers examined or modified. For this reason,
the MPLS architecture describes mechanisms that can be used to decrement
the IP header’s Time To Live (TTL) field by the appropriate amount when the
packet leaves the MPLS cloud [7].

MPLS supports hierarchical LSPs by allowing multiple shim headers to be
stacked between the layer 2 and layer 3 headers, so that LSPs can be tunneled
through other LSPs. The label stack is processed using the last-in-first-out
(LIFO) discipline, so that the label associated with the highest LSP in the hier-
archy is located at the bottom of the stack. When a packet bearing a label stack
arrives at the input port of an intermediate LSR (i.e., an LSR that lies along the
packet’s path but is neither the source nor the destination), the LSR removes
(or “pops”) the topmost label from the stack and uses it to locate the appro-
priate Next Hop Label Forwarding Entry (NHLFE), which indicates to which
output port the packet should be sent and which value should be assigned to
the outgoing label that will be applied to the packet. A new label with the ap-
propriate value is then created and it is pushed onto the top of the stack before
the packet is forwarded to the next LSR.

An illustration of how labels are used to forward packets is given in Fig-
ure 9.1. The router shown in the figure is an intermediate LSR for the LSP
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that is carrying Packet A. The LSR examines Packet A’s label and uses the
NHLFE table to determine the output port to which it should send Packet A
and the outgoing label that it should apply to the departing packet. Packet B
is being tunneled through a lower-layer LSP, and the LSR in the figure is the
egress point for that LSP. In this case, the LSR removes the topmost label and
forwards the packet, whose remaining label is meaningful to the LSR that is
directly downstream (i.e., towards the destination) from the LSR in the figure.

Figure 9.1. An example of packet forwarding in an MPLS router.

9.2.2 Generalizing MPLS
As the development of the MPLS architecture proceeded, people realized

that there were several interesting parallels between the tunneling of IP traffic
along LSPs consisting of a sequence of LSRs and the proposed tunneling of
IP traffic along lightpaths consisting of a sequence of optical cross-connects
(OXCs) with wavelength conversion capabilities. If an optical network could
be made to support a kind of MPLS architecture, wavelengths could play the
same role as numerical labels in an electrical MPLS network of routers. Instead
of a table of next hop label forwarding entries, each OXC would maintain a ta-
ble of port and wavelength mappings, so that data associated with the lightpath
arriving on any particular input port on a particular wavelength would automat-
ically be mapped to a predetermined wavelength on a desired output port. The
set of port and wavelength mappings would be implemented by configuring
the switching fabric in the switch’s core.
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Using this basic realization, the IETF began work in early 2000 on the GM-
PLS architecture [1]. Originally known as or MPLambdaS, it is an
extension of the MPLS architecture that includes mechanisms for encoding la-
bels that are associated with interfaces that are not packet-switch capable. The
GMPLS architecture supports the following five interface types.

Packet Switch Capable (PSC)
An interface that is uses the information contained in the packet header
to forward individual packets.

Layer-2 Switch Capable (L2SC)
An interface that can read layer 2 frame headers and use them to delin-
eate individual frames and forward them.

Time-Division Multiplex Capable (TDM)
An interface that switches data based on the position of the slot that it
occupies in a TDM frame.

Lambda Switch Capable (LSC)
An interface that switches traffic carried on an incoming wavelength
onto a different outgoing wavelength.

Fiber Switch Capable (FSC)
An interface that switches information streams or groups of streams
based on the physical resource that they occupy.

1

2

3

4

5

GMPLS is supported by separate protocols that perform routing (OSPF-TE
and ISIS-TE), signaling (RSVP-TE and CR-LDP), and link management and
correlation (LMP). Their places in the IP-based protocol stack are shown in
Figure 9.2. Each protocol name is connected to the layer that it uses to en-
capsulate and transport its messages. In only two cases (LMP and CR-LDP)
are layer 4 segments used to carry GMPLS messages. The stack shown in the
figure is a “heavy stack,” in that a large number of layers reside between the
IP layer and the optical layer. Future architectures use protocol stacks with
fewer layers, or even let IP traffic run directly over optics, without any framing
technologies in between.

While MPLS supports a variety of label distribution modes, GMPLS proto-
cols work solely with the downstream-on-demand mode, in which label map-
pings are distributed by LSRs to their upstream neighbors only in response
to a label mapping request that comes downstream. This enables GMPLS to
support circuit-switching operations. Labels in GMPLS, known as generalized
labels, are carried in signaling messages and are typically encoded in fields
whose internal structure depends on the type of link that is being used to sup-
port the LSP. For example, Port and Wavelength labels are jointly encoded
in a 32-bit field and have meaning only to the two nodes exchanging label
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Figure 9.2. The GMPLS protocol stack, showing relative positioning of essential routing, sig-
naling, and link management protocols.

mapping information. MPLS shim labels and Frame Relay labels are encoded
right-justified in the 32-bit general label space. For ATM labels, the Virtual
Path Identifiers (VPIs) are encoded right-justified in bits 0-15, and the Virtual
Channel Identifiers (VCIs) are encoded right-justified in bits 16-31. Encod-
ings also exist for SONET/SDH time slots, as shown in Figure 9.3. They are
as follows:

Figure 9.3. Encodings for SONET/SDH indices in the generalized label.
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9.3 GMPLS Signaling
The MPLS architecture does not state explicitly how labels are to be re-

quested and distributed. The mechanism for doing this is left up to the network
operator, although the IETF has created a signaling architecture for GMPLS
[8]. Tag switching, the MPLS ancestor developed by Cisco, used RSVP to
request and distribute labels. It was therefore natural that RSVP would be pro-
posed as the standard protocol for signaling LSP setup and teardown in GM-
PLS. A small group of equipment vendors led by Nortel networks proposed a
competing signaling scheme, known as the Label Distribution Protocol (LDP),
which they had created explicitly for MPLS. LDP was later extended to support
constrained routing (CR) [9]. CR-LDP’s proponents pointed out several short-
comings of conventional RSVP such as its lack of scalability due to its need
to periodically refresh connection state information by retransmitting signal-
ing messages. This issue and others were addressed in the modified version of
RSVP described in RFC 3209 [10]. Additional modifications to RSVP, specif-
ically to support traffic engineering and GMPLS, are described in RFC 3473
[11].

The struggle for dominance between the two protocols lasted for several
years and affected discussions in other SDOs, such as the OIF, as well as those
in the MPLS working group and other working groups in the sub-IP area in
the IETF. For approximately two years, the issue was addressed by “agreeing
to disagree” and supporting both proposed signaling protocols. This led to
considerable document bloat in the affected working groups as each proposed
signaling protocol extension required defining new objects for RSVP-TE and
for CR-LDP. The issue was resolved after the IETF’s meeting in July, 2002,
when RSVP-TE was designated as standards track, while CR-LDP was rel-
egated to informational status [12]. This decision was influenced by market
realities, which were reflected in an implementation survey conducted by the
MPLS working group [13] that showed that while RSVP-TE was supported by
nearly all of the respondents, CR-LDP was implemented by a small minority,
and those vendors who supported CR-LDP also tended to support RSVP-TE.
For this reason, in this section we describe only RSVP-TE and how it is used
to manage connections in optical networks.

9.3.1 RSVP-TE

The RSVP protocol and its extension, which are described in detail in [10],
[11], and [14], was originally designed to support Integrated Services (IntServ)
in IP networks. It does this by reserving resources in routers to achieve a
desired QoS. RSVP is concerned only with signaling, and it is functionally
separate from other networking functions such as routing, admission control,
or policy control.
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RSVP Operations. RSVP in its classical form supports receiver-initiated
reservations for multicast sessions. Applications with data to transmit, known
as senders, advertise their status by transmitting Path messages downstream to
one or more receivers. As Path messages traverse the network, they establish
state information in the RSVP-capable routers that they pass through. This in-
formation generally consists of a traffic specification that includes information
necessary to support QoS functions (e.g., peak data rate, peak burst size, etc.).
It also contains information that identifies the sender that created the Path mes-
sage and the router immediately upstream (i.e., toward the sender) from the
router that received the message. Once a Path message reaches its destination,
that node can start sending Reservation (Resv) messages upstream to the orig-
inating source node. As the Resv message propagates toward the sender, it
causes RSVP-capable routers along the route to reserve resources to support
the traffic characteristics (or flowspec) that are advertised in the Resv message.
When the session’s sender receives a Resv message, it can begin sending data
to the receiver. Because the exchange of Path and Resv messages supports
only unidirectional flows, a separate set of Path and Resv messages must be
exchanged to support a bidirectional session. The structure of Path and Resv
messages in RSVP-TE for GMPLS is shown in Figure 9.4 and Figure 9.5, re-
spectively. In both figures, gray fields indicate optional objects. In Figure 9.5,
the structure of the flow descriptor list depends on the filter being used by the
source that generated the Path message. A list can include any number of label
blocks, but only one label can be associated with each FILTER_SPEC in the
list.

When the Multiprotocol Label Switching protocol was being developed by
the MPLS working group, RSVP was extended to allow it to support traffic
engineering (TE) by requesting and distributing label bindings [11]. They are
used to support the creation of LSP tunnels, i.e., LSPs that are used to tunnel
below standard IP-based routing. The modified version of RSVP, known as
RSVP-TE, builds support for MPLS into RSVP by defining new objects for
transporting label requests and mappings using Path and Resv messages. De-
tails about the Forwarding Equivalence Class (FEC) that is to receive the map-
ping are encoded in new versions of the SESSION, SENDER_TEMPLATE,
and FILTER_SPEC objects that identify the ingress of the LSP tunnel. In addi-
tion, LABEL_REQUEST and LABEL objects have been added to the Path and
Resv messages, respectively. RSVP-TE supports only downstream-on-demand
label distribution mode with ordered control. The LABEL object allows the
Resv message to carry a label stack of arbitrary depth. The LABEL_REQUEST
and LABEL objects must be stored in the Path and Reservation state blocks,
respectively, of each node in the LSP tunnel, and they must be used in refresh
messages, even if there has been no change in the tunnel’s state. This will
tend to increase the signaling overhead. If an intermediate node doesn’t sup-
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Figure 9.4. Structure of the Path message in RSVP-TE.

Figure 9.5. Structure of the Resv message in RSVP-TE.

port LABEL_REQUEST objects or has no label bindings available (e.g., all its
resources are in use), it sends a PathErr message back to the source node.

If traffic engineering is being used to route LSP tunnels, there are a number
of situations where an active tunnel can be rerouted, such as when there is
a change of next hop at a particular point in the tunnel or when a node or
link failure occurs. When tunnels are rerouted, the preferred course of action
is to set up the alternate route before tearing down the existing route so that
there is no disruption of the data traffic (this process is known as “make before
break”). In order to support this functionality, RSVP-TE must use the shared
explicit (SE) reservation style, in which an explicitly-defined set of senders is
associated with a given session. This allows the tunnel ingress to specify a
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tunnel detour associated with a new label descriptor at the same time that it
maintains the old tunnel, over which data is still flowing. After the detour has
been established, the defunct portion of the tunnel can be torn down or allowed
to time out.

Once a receiver is finished receiving data or a sender no longer has data to
send, they can delete the state that they created by respectively using ResvTear
and PathTear teardown messages. Originally RSVP used soft state, so that it
was possible to avoid using teardown messages and simply allow the state to
time out on its own; however, this is discouraged in [14] and circuit-switched
applications require explicit teardown messages. Intermediate routers along a
path can also send teardown messages if either the Path or the Reservation state
associated with a particular session times out. The messages are forwarded
immediately by each router that receives them until they reach a node where
they do not cause that node’s state to change. Because these messages do not
run over a transport layer protocol that can request retransmission of missed
segments, they can be lost. In old RSVP networks this was not a fatal problem
because the state would time out on its own eventually; when this happened
the node whose state had timed out would transmit the appropriate teardown
messages and the ordered teardown process would continue. RSVP-TE uses
message acknowledgment to prevent the loss of teardown messages.

Explicit Routing and Route Recording. RSVP-TE also includes support
for explicit routing by incorporating an EXPLICIT_ROUTE object (ERO) into
the Path message and a RECORD_ROUTE object (RRO) into both the Path
and the Resv message. These objects cannot be used in multicast sessions.
The RECORD_ROUTE object is used to do loop detection, to collect path
information and report it to both ends of the tunnel, or to report the path to the
tunnel ingress so that it can send an EXPLICIT_ROUTE object in its next Path
refresh to pin the route. The EXPLICIT_ROUTE object contains a sequence
of abstract nodes through which the LSP tunnel must pass. The ERO can be
modified by nodes that forward it. RSVP-TE can also specify nodes that should
be avoided [15].

RSVP-TE Hello Messages. Unlike RSVP, RSVP-TE allows directly
connected neighbors to exchange Hello messages to detect node failures. The
Hello feature is optional. Hello messages carry either HELLO_REQUEST or
HELLO_ACK objects, both of which contain 32 bit instance numbers for the
nodes at both ends of the connection. A node that uses the Hello option sends
Hello_Request messages to its neighbor at regular intervals (the default interval
is 5 msec); a participating recipient replies with a Hello_Ack message. If the
sender of the Hello_Request hears nothing from the receiver after a fixed period
of time (usually 3.5 Hello intervals), it assumes that the link between them is
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broken. If either node resets or experiences a failover, it uses a new instance
number in the Hello messages it transmits. This allows an RSVP-TE node to
indirectly alert its neighbor that it has reset. If there are multiple numbered
links between neighboring nodes (i.e., each interface has its own IP address),
then Hello messages must be exchanged on all the links.

Label Suggestion and Upstream Labels. Optical lightpaths are typi-
cally bidirectional and follow the same route. While it is possible to create
a bidirectional lightpath that comprises two disjoint unidirectional paths, this
creates management problems for the network operator and is avoided when-
ever possible. Thus, when a bidirectional lightpath is created, there will be two
exchanges of signaling information, one for each unidirectional component.

For MPLS networks operating in downstream-on-demand mode, labels are
not installed in a LSR until a Resv message is received. This mode of oper-
ation poses problems when it is applied to photonic switches that route light
directly from input ports to output ports without converting the received signal
into electrical form. Switch fabrics based on Micro Electro-Mechanical Sys-
tems (MEMS) (e.g., tiltable mirrors) require tens of milliseconds to respond to
reconfiguration commands. This adds considerably to the LSP establishment
time.

To reduce the time required to set up a new connection, RSVP-TE can in-
clude suggested labels in Path messages. The suggested label allows the up-
stream OXC to tell its downstream neighbor from which interface it would like
to receive traffic. When an OXC transmits a Path message bearing a suggested
label, it begins configuring its own switch fabric in anticipation of being able
to receive data on the suggested interface. When the OXC receives a Resv
message from its downstream neighbor, it checks the label contained in the
message. If this label matches the suggested label, the OXC continues config-
uring itself; otherwise it aborts the configuration changes associated with the
suggested label and begins configuring its switch fabric in accordance with the
label mapping contained in the Resv message.

To further expedite the lightpath creation process, OXCs can include an
upstream label object in the Path message. This object informs the downstream
neighbor which interface it should use for the reverse direction counterpart to
the lightpath that is being actively signaled. An example of label suggestion
and upstream labels appears in Figure 9.6. In the figure, each ordered pair

denotes a particular wavelength on a particular fiber port OXC A
begins by sending a Path message to OXC B that suggests transmitting on
on OXC B’s port 1 for the upstream path and assigns on OXC’s port 6 for
the upstream path. OXC A begins configuring its switch fabric while OXC B
sends a Path message to OXC C that assigns on port 7 of OXC B for the
upstream path and suggests on OXC C’s port 1 for the downstream path.
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OXC C is unable to honor the suggestion and instead assigns on its port 2,
forcing OXC B to restart its configuration process. OXC B confirms OXC A’s
suggestion in a Resv message, and both lightpaths are established.

Figure 9.6. Label suggestion and upstream labels for path establishment.

An important issue associated with lightpath setup is the problem of con-
tention for resources by multiple LSPs. For an example of this consider Fig-
ure 9.6, and suppose that OXC B sends a Path message to OXC A suggesting
that on port 1 be used for the reverse path, which collides with OXC A’s
upstream label assignment. GMPLS uses a simple mechanism to resolve con-
tention issues; the node whose node_ID is greater wins the contention. Assum-
ing OXC A’s node_ID is greater, OXC B is forced to use a different label.

9.4 GMPLS Routing

One of the most important functions of an optical network management
system is determining which resources should be assigned to support a new
traffic flow. GMPLS uses IP routing with extensions for traffic engineering
to carry out this function, using constrained routing to account for restrictions
that the physical layer or network operator may impose (e.g., routing diversity
for paths that share a common protection resource). Both the Open Shortest
Path First (OSPF) [16] and Intermediate System-to-Intermediate System (IS-
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IS) routing protocols were extended to support GMPLS routing features [17];
we focus on OSPF-TE in this section.

9.4.1 OSPF-TE
The OSPF-TE extensions use the concept of opaque Link State Advertise-

ments (LSAs), which are defined in RFC 2370 [18]. Three types are de-
fined, and in each case the Type Value field determines the flooding scope.
Opaque LSAs with a Type Value of 9 are flooded only on a local link or sub-
net. Opaque LSAs whose Type Value is 10 are flooded within a single area in
an Autonomous System (AS), while those whose Type Value is 11 are flooded
throughout an entire AS. Because the Type Value field is used to indicate flood-
ing scope, the Link State ID field is used to differentiate the various types of
opaque LSAs. The first eight bits of the Link State ID contain the Opaque Type
field, while the other 24 bits contain the Opaque ID, which serves the same
function as the Link State ID Field in non-opaque LSAs. Opaque LSAs are
flooded only to routers that are capable of understanding them; each router’s
knowledge of the ability of its neighbors to understand opaque LSAs is created
during the database exchange process.

OSPF-TE [19] includes a new Traffic Engineering LSA for carrying at-
tributes of routers (and switches), point-to-point links, and connections to
multi-access networks. The TE LSA has an LS Type value of 10, so it is
flooded only within areas, not over an entire AS. Network LSAs (Type 2
LSAs) are also used in TE routing calculations. Instead of the Link State ID
that typically appears in the LSA header, the TE LSA uses an LSA ID that
consists of 8 bits of type information and a 24-bit Instance field that is used
to allow a single system to maintain multiple TE LSAs. In all other respects,
the TE LSA header is identical to the standard LSA header. The body of the
TE LSA consists of a single object that conforms to the Type/Length/Value
(TLV) format. The OSPF-TE draft defines two such objects, which are the
Router Address TLV and the Link TLV. Each TLV contains one or more nested
sub-TLVs. The Router Address TLV specifies a stable IPv4 address associated
with the originating node that is reachable if the node has at least one active
interface to the rest of the network. This address must not become unreachable
if a set of interfaces goes down.

Nine Link TLV sub-TLVs are defined in the OSPF-TE extensions draft.
They are Link Type, Link ID, Local Interface IP Address, Remote Interface
IP Address, TE Metric, Maximum Bandwidth, Maximum Reservable Band-
width, Unreserved Bandwidth, and Administrative Group. The Link Type and
Link ID sub-TLVs must appear exactly once in the Link TLV. The Link Type
sub-TLV currently identifies the link as point-to-point or multi-access, but it
can support up to 255 link types. The Link ID sub-TLV carries a 32-bit field
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that identifies the entity to which the sourcing node is connected via the link
in question; if the connection is a point-to-point link, it is the Router ID of the
neighboring node.

The other sub-TLVs carried by the Link TLV are optional but none can ap-
pear more than once. Of particular interest are those related to GMPLS TE
operations. The TE Metric sub-TLV carries a 32-bit TE link metric, which is
not necessarily the same as the OSPF link metric. The TE metric could be
the link distance in meters, for instance, which is an important consideration
when determining reach for connections over transparent optical domains. The
Maximum Bandwidth sub-TLV specifies the link capacity in units of bytes/sec
using the 32-bit IEEE floating point format; the Maximum Reservable Band-
width sub-TLV likewise uses a floating-point metric in units of bytes/sec to
specify the maximum bandwidth that can be reserved on the link in the di-
rection leading from the source router; this can be larger than the Maximum
Bandwidth in certain cases (such as when the link is oversubscribed). The
Unreserved Bandwidth sub-TLV consists of eight floating point values that de-
scribe the free bandwidth (in units of bytes/sec) that is available at each of
eight priority levels, with level 0 appearing first in the sub-TLV and level 7
appearing last.

The GMPLS extensions draft [20] defines the following four additional sub-
TLVs for the Link TLV: Link Local/Remote Identifiers, Link Protection Type,
Interface Switching Capability Descriptor, and Shared Risk Link Group. We
describe two of these sub-TLVs here. The Link Protection Type sub-TLV is
used to indicate the type of recovery scheme that is being used to protect traf-
fic on the advertised link, or to indicate that the advertised link is serving as a
backup resource for protected traffic on another TE link. Protection informa-
tion is encoded in a set of flags that are contained in the first eight bits of the
sub-TLV. The Shared Risk Link Group (SRLG) sub-TLV is used to identify
the set of SRLGs to which the advertised link belongs. A given TE link may
belong to multiple SRLGs.

9.4.2 Link Bundling

The designers of the GMPLS architecture faced a significant scaling issue
in the case of core optical networks, which consist of large switches that have
hundreds of fiber ports, and whose fiber links may carry hundreds of wave-
lengths on each fiber. A pair of switches may be connected by dozens of fibers;
it is impractical to transmit a separate LSA for each one of these links. In a
large network, the control plane traffic overhead would be considerable.

Since the desire is to minimize message overhead, the concept of link
bundling was introduced in the MPLS working group [21]. Link bundling
extends the TE link concept by addressing a problem that occurs in the creation
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of some types of TE links. In some cases, the elements of a TE link can be
unambiguously identified using a Link_ID, label   ordered pair. An example
of this would be a TE link associated with a fiber port of a FSC switch whose
labels correspond to the wavelengths on the fiber. In other cases, the TE
construct does not produce unambiguous resource identifiers. Consider the
case where the FSC switch we just described has bundled all its fiber links
into a single TE link, while using the same wavelength identifiers for labels
at each port. In this case the link bundling construct is required to resolve
the ambiguity. Elements of bundled links are identified by an ordered triple
of the form Bundle_ID, Component_ID, label     The set of component links
that compose a bundle are a minimal partition of the bundle that guarantees
an unambiguous meaning for each Component_ID, label ordered pair. Ex-
amples of link bundling are shown in Figure 9.7. In Figure 9.7(a), two FSC
nodes connected by a large number of bidirectional parallel links aggregate
all of them into a single TE link that can be advertised using OSPF-TE. In
Figure 9.7(b), we show two nodes in a BLSR/2 network connected by two
unidirectional fibers, where half of the bandwidth on each fiber is available for
normal traffic and the other half of the bandwidth is reserved for protection.
Since both nodes are LSC the network operator chooses to aggregate all the
working wavelengths on each fiber into a single TE link and to do the same
for all the protection wavelengths on each fiber.

All component links in a link bundle must have the same OSPF link type, TE
metric, and resource class. There are 10 link bundle traffic parameters that can
be advertised by OSPF-TE. In addition to describing the link type and metric,
they also describe the current bandwidth usage and the interfaces at each end
of the link bundle.

Figure 9.7. Two examples of link bundling.
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9.4.3 Advertising Physical Layer Information in Routing
Updates

Optical networks, because of the constraints imposed by the physical layer,
are fundamentally different from the packet-switched networks for which rout-
ing protocols like OSPF were designed. The limitations on lightpath reach that
result from linear and nonlinear fiber impairments, as well as coupling losses
in transparent network elements, demand a more sophisticated approach to
routing than the minimum hop calculations that are typically used to route IP
packets. For this reason the IETF’s IP/Optical (IPO) working group developed
a set of input guidelines for extending link-state routing to optical networks
[22]. This document, which at the time of this writing is in the RFC Editor’s
queue, does not specify how the relevant physical layer parameters are to be
encoded in OSPF LSAs. Rather, it describes how a network operator may
choose to encode information that the control plane can use to establish optical
paths and lists some of the constraints that must be taken into consideration
when doing so.

Physical impairments become an issue when we consider optical networks
in which it is possible to create a light path where the distance between succes-
sive regeneration points is great enough to allow the optical signal quality to
degrade below the minimum acceptable level. While this is less of a concern
in networks that feature opaque optical switches, the transition to higher data
rates and the introduction of transparent switching technologies (e.g., MEMS)
means that this problem will become more acute in the future.

The draft [22] defines a domain of transparency to be an optical subnetwork
in which amplification of optical signals may take place, but not regeneration.
When a lightpath is created across the domain, it must be routed so that phys-
ical layer impairments are kept within acceptable limits. Transparent optical
systems introduce both linear and nonlinear impairments to the signals that
move through them. The draft considers how to encode linear impairments
and does not recommend using LSAs to explicitly advertise information about
nonlinear impairments, because they arise from complex interactions between
different signals on a fiber. The best way to deal with nonlinear impairments
may be to quantify the penalty that they impose and factor this into the optical
link budget when computing lightpath routes.

Examples of linear impairments are polarization mode dispersion (PMD)
and amplifier spontaneous emission (ASE). While PMD is not an issue in net-
works with widely deployed dispersion compensation devices and fibers, it
can present a significant problem in legacy networks with inadequate compen-
sation. In order for the PMD to fall within acceptable limits, the time averaged
differential group delay (DGD) between two orthogonal polarizations must be
less than the quantity where B is the bit rate and is a parameter that
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depends on the margin associated with PMD, the outage probability, and the
sensitivity of the receiver. As transmission rates increase, PMD will become
more of an issue, particularly on legacy systems which may not have the com-
pensating devices that are present in greenfield deployments. DGD is measured
in units of the PMD on a fiber span of length L kilometers, mea-
sured in psec, is found by taking This parameter can be encoded
and distributed by the routing protocol and used by the control plane to en-
sure that the PMD associated with particular lightpath is below the maximum
acceptable value. The other impairment, ASE, increases the probability of bit
error by introducing noise into the optical signal whenever it passes through
an optical amplifier. It can be encoded for each link as the sum of the noise
on the link’s component fiber spans. Using this information, the control plane
can choose a route such that the optical signal-to-noise ratio is greater than the
minimum acceptable value as defined by the operator. Because PMD and ASE
do not change rapidly over time, they could be stored in a central database.
However, impairment values often are not known to the degree of precision
that would be required to make accurate routing decisions. Hence, improved
measurement and record-keeping capabilities are needed in order to properly
use this information.

Alternatively, the network operator can use a maximum distance routing
constraint, which depends on the data rate. Many carriers do this now and
may choose to extend the practice to the transparent optical networks that they
will deploy in the future. It can be used as the sole constraint if PMD is not
an issue (either because the operator has deployed compensation devices or
low-PMD fiber) and if each fiber span has the same length or the control plane
handles variable-length spans by adjusting the maximum distance upper bound
so that it reflects the loss associated with the worst span in the network. If this
approach is used, the only information that needs to be disseminated by the
routing protocol is the length of each link.

An additional issue involves routing of lightpaths to guarantee diversity, so
that damage to the network’s physical resources, whether caused by nature or
humans (inadvertently or maliciously), has a minimal impact on the network
operator’s customers. To support this capability, standards development groups
such as the IETF have employed the concept of the Shared Risk Link Group
(SRLG), introduced in [23]. Two network elements belong to the same SRLG
if they are physically co-located (e.g., two fibers that lie within a common fiber
bundle would probably be assigned to the same SRLG). The use of SRLGs im-
poses an additional constraint when routing multiple lightpaths for a customer,
namely that no pair of lightpaths should share any SRLGs.

The approach proposed in [22] is to advertise two parameters for each SRLG
that capture the relationship between the links that compose the SRLG. Those
two parameters are Type of Compromise and Extent of Compromise. The Type
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of Compromise parameter would capture the degree of closeness of the SRLG
elements (e.g. shared cable, shared right of way (ROW), or shared office).
The Extent of Compromise parameter would give the distance over which the
closeness encoded by the Type of Compromise parameter exists.

9.5 Link Management Protocol

In order for the optical network to propagate signaling and routing mes-
sages, a set of control channels must be set up to link the various optical
switches together and to facilitate the management of the TE data links that
connect them. A key feature of GMPLS optical networks is that the control
plane can be physically decoupled from the data plane by creating control
channels that do not share any physical resources with the data channels that
they supervise. In GMPLS, control channels can be created only when it is
possible to terminate them electrically and when their endpoints are mutually
reachable at the IP layer.

The Link Management Protocol (LMP), defined in [24], provides a mech-
anism for creating and managing multiple control channels between pairs of
GMPLS nodes. It supports neighbor discovery by allowing connected nodes
to verify the proper connection of their data links and to correlate those links’
properties. LMP can also be used to support fault management, and thus plays
a role in supporting protection and restoration capabilities in GMPLS optical
networks.

9.5.1 LMP Operations
LMP operates by transmitting control messages that are encapsulated in

UDP packets. Like many other protocols, LDP uses a common header that
indicates the type of message being transmitted as well as the total length of
the message. The message itself comprises multiple LMP objects, each of
which has a standard TLV format. The first bit in each object is used as a flag
to indicate whether the object is negotiable or non-negotiable.

Because LMP uses an unreliable transport layer protocol, it must incorpo-
rate a mechanism that guarantees that messages are properly received. LMP
messages that initiate a process (e.g., the Config message that initiates control
channel setup) carry a Message_ID object that contains a 32-bit sequence num-
ber that is incremented and wraps when it reaches its maximum value. When
the recipient of a message that carries a Message_ID object sends a reply, the
reply must carry a Message_ID_Ack object that contains the same 32-bit se-
quence number that the original Message_ID object carried.

Control Channel Management. In order for an LMP adjacency to ex-
ist between two nodes, there must be at least one functioning control channel
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established between the nodes. A control channel is bidirectional and consists
of two unidirectional connections that are logically associated by the channel’s
endpoints. LMP creates control channels by exchanging messages that allow
the nodes at the control channel’s termination points to discover the IP ad-
dresses of the destination for each unidirectional control traffic flow. So that
two nodes that share an LMP adjacency can distinguish between multiple con-
trol channels, each control channel destination point is assigned a unique 32-bit
identifier by the node that owns it.

Four message types are used by LMP to create and maintain control chan-
nels. They are Config, ConfigAck, ConfigNack, and Hello. The first three
messages are used to advertise and negotiate control channel parameters. The
Hello message is used to support a fast keep-alive function that enables LMP
to respond to control channel failures within the keep-alive decision cycle of
the link-state routing protocol that the network is using. Hello messages do
not need to be used if other mechanisms for detecting control channel failures
(e.g., link layer detection) are available.

Control channel setup begins with the transmission of a Config message by
one of the channel end points. In addition to identifying the control channel
ID at the transmitting node, the Config message carries a set of suggested pa-
rameter values for the fast keep-alive mechanism. If the suggested values are
acceptable, the receiving node will respond with a ConfigAck message that
carries the 32-bit ID number for its control channel. Unacceptable parameter
values are handled by transmitting a ConfigNack message with alternative pa-
rameter values that can be inserted into a new Config message to be sent by
the original transmitting node as part of a new attempt. Once a ConfigAck
message has been successfully received by the node that transmitted a Config
message, the control channel is considered established, and both endpoints can
begin transmitting Hello messages.

LMP also supports moving control channels to an inactive, or “down,” state
in a graceful manner. The common header for LMP messages contains a flag
that can be set to indicate that the control channel is going down; a node that
receives an LMP message with this flag set is expected to move the unidirec-
tional control channel to the down state and may stop sending Hellos.

Link Property Correlation. The link property correlation function is
used to guarantee consistency in TE link assignments between nodes that have
an LMP adjacency. Link property correlation is initiated by transmitting a
LinkSummary message over the control channel associated with the data links
of interest. TE links can be identified using IPv4 or IPv6 addresses, or they can
be unnumbered. Similar addressing options are used for data links. Data links
are also identified by the interface switching type that they support, which we
listed in Section 9.2.2, and by the wavelength that they carry. LinkSummary
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messages are also used to aggregate multiple data links into TE links or to
modify, exchange, or correlate TE link or data link parameters. If the recip-
ient of a Link Summary message, upon examining its database, finds that its
Interface_ID mappings and link property definitions agree with the contents of
the Link Summary message, it signals this by transmitting a Link Summary
Ack message. If there is disagreement, a Link Summary Nack message is
sent instead. If a node that sends a Link Summary message receives a Link
Summary Nack message in reply, it is recommended that link verification, de-
scribed the next subsection, should be carried out on those mappings that have
been flagged as incorrect.

Link Connectivity Verification. The verification process begins when a
BeginVerify message is transmitted over the control channel. The BeginVerify
message establishes parameters for the verification session. The parameters
include the time between successive Test messages, the number of data links
that will be tested, the transport mechanism for the Test messages, the line rate
of the data link that will carry the Test messages, and, in the case of data links
that carry multiple wavelengths, the particular wavelength over which the Test
messages will be transmitted.

The Test messages themselves are transmitted over the data link that is being
tested, not any of the control channels. Test messages are transmitted repeat-
edly at the rate specified in the BeginVerify message until either a TestStatus-
Success message or a TestStatusFailure message is received from the destina-
tion node. The Test Status reply messages are repeated periodically until they
are either acknowledged or the maximum number of retransmissions has been
reached.

The IETF has also developed a draft that describes how LMP Test mes-
sages should be encoded for SONET/SDH systems [25]. In such an envi-
ronment, Test messages can be sent over the Data Communications Channel
(DCC) overhead bytes or sent over the control channel and correlated with a
test pattern in the J0/J1/J2 Section/Path overhead bytes.

Fault Management. LMP can also be used to support protection and
restoration operations through rapid dissemination of fault information over
control channels. The actual detection of failures occurs at a lower layers; in
a network of transparent optical switches, for instance, failures are detected
by a loss of light (LOL) indication. LMP’s fault management mechanism is
decoupled from the network’s fault detection mechanisms, and so will work
over any opaque or transparent network.

LMP propagates fault information by using the ChannelStatus message.
Each node that detects a fault transmits a ChannelStatus message to its up-
stream neighbor. Each upstream node responds by transmitting a ChannelSta-
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tusAck message to the sending node. Nodes that receive ChannelStatus mes-
sages correlate the failure information contained within. If the upstream node
is able to isolate the failure, then signaling can be used to initiate recovery
mechanisms.

9.5.2 LMP-WDM

In large-scale WDM systems it is sometimes desirable to manage the con-
nections between an optical switch and the optical line system (OLS), which
is responsible for transmitting and receiving photonic signals. The Common
Control and Measurement Plane (CCAMP) working group has devised a set
of extensions to allow LMP to run between the switch and the OLS [26]. In
Figure 9.8 we show an example of LMP and LMP-WDM adjacencies.

The emphasis in the draft is on opaque OLSs (i.e., SONET/SDH and Ether-
net ports); LMP-WDM can be extended to transparent switching but require-
ments for this are not yet clear. LMP-WDM supports the same four manage-
ment functions as LMP. The draft defines a new LMP-WDM_CONFIG ob-
ject that carries two flags indicating support for LMP-WDM extensions and
whether the sender is an OLS. It also defines additional Data Link sub-objects
for use in the Link Summary message that convey additional link information,
such as the SRLGs that are associated with a particular data link, estimates of
the bit error rate (BER) on a data link, and the length of the physical fiber span
of the link. The draft also defines a new object to be used in the Channel Status
message for fault localization.

Figure 9.8. LMP and LMP-WDM adjacencies.
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9.5.3 LMP for Protection and Restoration

Recently, the CCAMP working group received a proposal [27] to use LMP
to propagate fault information using the same type of flooding mechanism that
OSPF uses to propagate link state advertisements. The proposal defines two
new LMP messages, FaultNotify and FaultNotifyAck. When a node detects a
failure, it sends FaultNotify messages to each neighbor with which it shares in
LMP adjacency. The FaultNotify message carries either the identifier of the
failed link or a set of SRLG identifiers as well as the ID of the node that is
sending the message.

The node that receives a FaultNotify message checks to see whether the
failed entities identified in the message already exist in a database of failed net-
work entities that each node would be required to maintain. If all of the failed
elements are already represented in the database, the receiving node does not
forward the message; otherwise it transmits a copy of the FaultNotify message
to each of its neighbors. In either event, the receiving node sends a FaultNoti-
fyAck message to the sender.

If a node that receives a FaultNotify message determines from the informa-
tion that it contains that it lies on the recovery path for the traffic affected by the
reported failures, it independently reconfigures its switching matrix to support
the recovery path. A potential problem with this approach is the misdirection
of extra traffic to unintended destinations when a switch in the middle of a pro-
tection path reconfigures itself. It is also not clear how this proposed approach
will perform relative to the canonical failure reporting mechanism for GMPLS,
which is targeted signaling that is confined to the working and recovery paths.
These issues are being debated in the CCAMP working group at the time of
this writing.

9.6 Relationship to OIF and ITU-T Work

It must be kept in mind that the primary focus of the IETF with respect to
optical networks is on developing extensions to IP protocols to enable IP to
work well over those new types of networks. The network architecture itself is
the province of the International Telecommunications Union (ITU), which has,
over the past several years, generated framework recommendations that define
the Automatically Switched Optical Network (ASON) [28] and Automatically
Switched Transport Network (ASTN) [29]. The ITU has also developed rec-
ommendations that define the signaling network [30], routing, [31], distributed
connection management [32], and automatic discovery [33].

In order to harmonize the work in these two groups, the ITU and IETF have
a formal liaison relationship in which elected representatives from each group
attend the others meetings and provide updates and status reports that are used,
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along with formal written communications, to coordinate work and request
information or the undertaking of certain actions.

The other major SDO that is working in this area is the Optical Internetwork-
ing Forum (OIF). The OIF has already produced an implementation agreement
that defines signaling, addressing, and other aspects of the User-Network In-
terface (UNI) [34]. Rather than defining new protocols, the OIF has always
sought to use the machinery developed by groups such as the IETF and ITU
and adapt it, where necessary, to meet the requirements enumerated by ma-
jor carriers and service providers. The OIF is currently engaged in two major
implementation agreement development efforts. The first, UNI 2.0, aims to
define new services that will be supported across the UNI. The second effort is
to develop signaling and routing for intra-carrier Network-Network Interfaces
(NNIs). Both of these projects will draw extensively from the output of the
IETF and the ITU.

9.7 Summary

In this chapter we described the overall structure of the GMPLS control
plane and the major protocol building blocks that are required to implement
it. We examined the many extensions to existing IP-related protocols such
as RSVP and OSPF that were required to enable traffic engineering and path
management. We examined the Link Management Protocol, which was cre-
ated specifically for managing control channels and verifying link connectivity
between optical network elements. We also considered how the IETF’s work
in this area has affected the work of other standards bodies and how various
conflicts and issues are being addressed.
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Abstract Networks that transport optical connections using Wavelength Division Multi-
plexing (WDM) systems and route these connections using intelligent optical
cross-connects (OXCs) are being established as the core constituent of next gen-
eration long-haul networks [2, 3, 4, 5, 6, 7, 8, 9]. Actual national US networks
implement shared mesh restoration using intelligent optical switches that pro-
tect against single link and node failures [17]. As mesh networks are replacing
ring-based networks, operators are faced with changes in the way they oper-
ate their networks. The increased efficiency and robustness of mesh networks,
compared to ring-based networks, have to be managed appropriately to actually
achieve those benefits. In this work, we discuss four key economic and opera-
tional benefits from mesh optical networking. They are (1) end-to-end routing
and provisioning, (2) fast and capacity-efficient restoration, (3) re-provisioning,
and (4) re-optimization. They contribute in various ways to network cost sav-
ings and higher network and service reliability in mesh networks compared to
traditional ring-based networks.

Keywords: Mesh networking, optical networking, fast restoration, survivable networks.

10.1 Introduction

Optical transport networks have been traditionally based on ring architec-
tures, relying on standardized ring restoration protocols such as SONET BLSR
and UPSR to achieve fast restoration (50 msec). However, many carrier net-
works are indeed meshed. Core optical networks consist of backbone nodes
interconnected by point-to-point WDM fiber links in a mesh interconnection
pattern. Each WDM fiber link carries multiple wavelength channels (e.g. 160
OC-192 channels). Transmission rates of wavelength channels on long-haul
WDM systems are currently evolving from OC-48 to OC-192, and are ex-
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pected to evolve to OC-768 in the future. Multiple conduits (each containing
multiple fibers) usually terminate at the backbone nodes from adjacent nodes.
Figure 10.1 illustrates a core optical network. Diverse edge equipments, such
as IP routers, FR/ATM switches, and Multi Service Provisioning Platforms
(MSPPs) are connected to an optical switch. For discussion of the value of
connecting an IP backbone network over a reconfigurable optical layer, see for
example [30, 31]. Given this realization, and the many operational drawbacks
of ring-based networks (such as provisioning across multiple rings, stranded
capacity, and inflexibility to handle traffic forecast uncertainties), it is there-
fore not a surprise that carriers have evolved, or are considering evolving,
their core network architecture from ring to mesh. Such mesh networks are
based on next-generation Optical Cross-Connects (OXCs) that support fast,
capacity-efficient shared path restoration [1]. There has also been interest in
intermediate architectures (for example, those improving on traditional span-
based restoration [20] or based on “p-cycles” [44]) that also try to achieve the
speed of ring restoration in ways more closely aligned with traditional ring
architectures, such as shared span restoration.

Figure 10.1. Optical mesh network.

As mesh networks are replacing ring-based networks, operators are faced
with changes in the way they operate their networks. The increased efficiency
and robustness of mesh networks, compared to ring-based networks, have to
be managed appropriately to actually achieve those benefits. In this paper, we
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discuss four key economic and operational benefits from mesh optical network-
ing. They are (1) end-to-end routing and provisioning, (2) fast and capacity-
efficient restoration, (3) re-provisioning, and (4) re-optimization. They con-
tribute in various ways to network cost savings and higher network and service
reliability in mesh networks compared to traditional ring-based networks.

10.2 Capacity-Efficient End-to-End Routing and
Provisioning

In mesh networks, routing and provisioning of connections, or lightpaths,
are carried out on an end-to-end basis by computing and establishing a pri-
mary path, and a back-up path in case of protected service [8, 9]. In the case of
dedicated mesh protection, the back-up path is dedicated to protecting a unique
primary path. With shared mesh restoration (detailed in Figure 10.2), backup
paths can share capacity according to certain rules. In both cases, the back-up
paths are pre-established, and are unique, or failure independent. Restoration
is guaranteed in case of a single failure by ensuring that primary and back-up
paths are mutually diverse, and in the case of shared back-up paths, by ensuring
that sharing is only allowed if the corresponding primary paths are mutually di-
verse. Then, the primary paths cannot fail simultaneously in case of a single
failure, preventing any contention for the back-up capacity. This is different
from dynamic re-provisioning where a back-up path is computed and estab-
lished after the failure occurs, and after the failure has been localized, using
any remaining available capacity. Dynamic re-provisioning can still comple-
ment dedicated mesh protection and shared mesh restoration by providing a
means, albeit slower, to recover in case of multiple failure scenarios (discussed
in Section 3).

Figure 10.2. Shared mesh restoration: (a) Network connections before a failure occurs; (b)
Network connections after recovery from the failure.
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Diversity of routes in a mesh optical network is defined using the notion of
Shared Risk Link Groups [8, 26]. A set of optical channels that have the same
risk of failure is called a Shared Risk Link Group (SRLG). SRLGs are con-
figured by network operators with the knowledge of the physical fiber plant of
the optical network. Most SRLGs can be expressed as one or a combination
of three possible primary types [8]. We describe them in Figure 10.3(b). The
default, and most conventional type, is type a) in the figure, which associates
an optical channel risk failure with a fiber cut. Another type of SRLG very
likely to be encountered is type b). This type is typical of fibers terminating
at a switch and sharing the same conduit into the office; that is, a conduit cut
would affect all the optical channels terminating at the switch. Types a) and
b) can be characterized in a graph representation as pictured by a’) and b’).
For instance, the removal of the edge in a’), or the middle node in b’), dis-
connects all the nodes which is tantamount to an SRLG failure in each case.
Using these elementary transformations it is possible to model the network as
a graph onto which established shortest-path operations can be applied. Other
types of SRLG, such as c) in the example, are the most difficult kind to model
and to provide diverse routing for. They occur in a few instances, such as fibers
from many origins and destinations routed into a single submarine conduit, or
dense metropolitan areas. Contrary to type a) and b), there is no convenient
way to graphically represent type c) SRLGs and their presence can increase
dramatically the complexity of the SRLG-diverse routing problem. A naive
representation of the type c) SRLG would be to present it as graph c’). Such
a representation, however, is erroneous, as it introduces additional paths not
present in the original network topology, which could lead us to routing com-
putations that are not physically feasible.

Figure 10.3. (a) Shared Risk Link Groups (SRLGs); (b) SRLG classification.

Appropriate diversity of primary and back-up paths, as well as sharing
rules of back-up capacity, guarantee successful restoration in case of single
link/SRLG failures, or single link/SRLG-and-node failures (with more restric-
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tive rules). Compared to traditional ring-based protection or dedicated mesh
protection, shared mesh restoration allows considerable saving in terms of
capacity required [8, 9, 21]. Figure 10.4 shows some illustrative results for a
75 node network taken from [26]. In addition, the backup resources can be
utilized for lower priority pre-emptable traffic in normal network operating
mode. Note that the restoration of shared mesh protected lightpaths may be
slower than with dedicated protection, essentially because it involves signaling
and path-setup procedures to establish the backup path, yet is still within
the realm of SONET 50 msec restoration times [14, 32]. In particular, the
restoration time will be generally proportional to the length of the backup path
and the number of hops, and if recovery latency is an issue this length must
be kept under acceptable limits. However this constraint may increase the cost
of the solutions, as it is sometime more cost-effective to use longer paths with
available shareable capacity than shorter paths where shareable capacity must
be reserved, as shown in Section 2.1. An appropriate cost model in the route
computation algorithm [10, 11, 12] can handle this tradeoff.

Figure 10.4. Dedicated mesh (1+1), shared mesh, and ring configuration comparison.

10.2.1 On-line routing algorithm
On-line routing handles requests as they are received, and as a result, light-

paths are provisioned based on the current state of the network, without con-
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sidering any future requests. In this discussion of on-line routing, assume that
a path approach is used for computing both the primary and back-up
paths (see [8] for discussion on the complexity of the on-line routing problem).
For routing purposes, the algorithms utilized in an intelligent optical mesh net-
work use cost models that assign weights to links in the network. The policy
used for assigning weights to the links is different for primary and backup path
computation. The weight assigned to a link for computing a primary path is
typically a user-defined cost that reflects the real cost of using a channel on
that fiber. The weight assigned to a link for computing a backup path is a
function of the primary path [10, 11, 12] as follows:

infinite weight if link intersects with an SRLG used by the primary
path,

weight if new capacity is required on link to provision the path, and

weight if the path can share existing capacity reserved
on link for other pre-established backup paths.

The routing of each lightpath attempts to minimize the total cost of all chan-
nels in the lightpath route, i.e., the goal is to share the existing capacity amongst
multiple backup paths while keeping their length under control. Setting to
zero favors solutions that take the most advantage of sharing, but may lead to
longer paths. In contrast, setting to one gives priority to shorter backup paths,
and thus solutions that are capable of faster restoration times, but it does not
attempt to maximize sharing and may thus require more backup capacity. Ex-
periments have shown that a value of in the range 0.2 to 0.4 achieves a good
tradeoff in terms of average backup path lengths versus capacity requirements
over a broad range of networks, varying in number of nodes, fiber connectiv-
ity, and demand load. This observation is illustrated in Figure 10.5 on a sample
network.

10.2.2 Capacity Efficiency of Mesh Routing

Simulation experiments were run on two networks. N17 is a 17-node, 24-
edge network that has a degree distribution of (8,6,1,2) nodes with respective
degrees (2,3,4,5). N100 is a 100-node, 137-edge network that has a degree
distribution of (50,28,20,2) nodes with respective degrees (2,3,4,5). These
are realistic topologies representative of existing networks. It is assumed that
these networks have infinite link capacity, and that SRLGs comprise exclu-
sively all the optical channels in individual links. In network N17, demand
is uniform, and consists of two bi-directional lightpaths between every pair of
nodes. That amounts to 272 lightpaths. In network N100, 3278 node-pairs
out of 4950 possible node pairs are connected by one bi-directional lightpath.
For each network, five protection/restoration architectures are considered: no
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Figure 10.5. Impact of cost model      on average path length and capacity requirement.

protection; dedicated mesh protection with guaranteed recovery from single
link failures; dedicated mesh protection with guaranteed recovery from single
link-and-node failures; shared mesh restoration with guaranteed recovery from
single link failures; shared mesh restoration with guaranteed recovery from
single link-and-node failures. Shared mesh back-up paths are computed using
a weight of in order to make the maximum use of sharing. Requests
for lightpaths arrive one at the time (on-line routing) in a finite sequence. The
order is arbitrary but common to all architectures within each network to en-
sure a fair comparison. Figures of merit are capacity requirements separated
into their primary and protection/restoration parts, and expressed in units of
bi-directional OC-48 channels.

Results are presented in Figure 10.6 and Figure 10.7. The quantities shown
on the charts are averaged over series of 10 experiments using various demand
arrival orders. These results indicate that link-disjoint and node-disjoint dedi-
cated mesh protection approaches (which ensure guaranteed recovery against
single link, respectively node and link, failures) consume approximately the
same total amount of capacity. This is expected since dedicated protection
against link failures protects against node failures as well for nodes up to and
including degree three, and these nodes constitutes a majority of the nodes in
these two networks. This property does not apply to shared mesh restoration
and to lightpaths that must be protected against single node failures. Mainly
because of this, shared mesh restorable lightpaths that recover from single link-
and-node failures use more resources (relatively to the dedicated schemes) than
those that recover from single link failures. The difference however should be
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Figure 10.6. Comparison of capacity usage for different protection and restoration architec-
tures (17 nodes).

considered in light of the benefits of protecting the network against single node
failures

Figure 10.7. Comparison of capacity usage for different protection and restoration architec-
tures (100 nodes).
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10.2.3 Controlling the Amount of Sharing

If the routing algorithm does not discriminate among shared channels while
routing a lightpath, some shared channels may protect a large number of light-
paths (although on average the number of lightpaths protected by a shared
channel is small). Table 10.1 illustrates the distribution of the number of light-
paths protected by shared channels for a typical mesh optical network with
45 nodes and a demand of 80 lightpaths. One observes that there is a shared
channel that protects 18 lightpaths, although, on the average, a shared channel
protects about six lightpaths.

If a shared channel protecting a large number of lightpaths fails, then those
lightpaths are at risk upon a subsequent failure on their primary paths. Sim-
ilarly, in the single instance of a shared channel protecting 18 lightpaths in
Table 10.1, if one of those lightpaths needs to be restored, the remaining 17
lightpaths are unprotected upon any subsequent failure affecting their primary
path. They would have to be re-provisioned as discussed in Section 4. By lim-
iting the sharing on protection channels, we limit the number of lightpaths that
would experience re-provisioning (order of seconds) as opposed to restoration
(order of 10’s to 100’s of msec) in cases of double failures. In this work, we
analyze a scheme that limits the number of lightpaths protected by a shared
channel. The goal is to eliminate the extreme cases of shared channels pro-
tecting a large number of lightpaths, while at the same time ensuring that the
protection capacity does not increase significantly. In an approach that we re-
fer to as capping, we set a hard limit on the number of lightpaths that can use
a given shared channel as part of their back-up path. The routing algorithm
considers only those shared channels that have not exceeded the limit (which
we call Cap) of the number of lightpaths that they protect. We first show that
a well-chosen limit can be robust to the network topology and demand pattern.
Let
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Then, by definition [18], is inversely propor-
tional to the average number of lightpaths using a shared channel. Then

A limit of in which each protection
channel can protect at most one lightpath, is equivalent to dedicated mesh
protection. Since the lower bound on R is inversely proportional to
we expect that with a sufficiently large choice of small changes in the
value of will cause small changes in R, and therefore that the specific
choice of the sharing limit will not impact the ratio R of protection channels
to working channels.

Figure 10.8. Ratio R of protection to working capacity versus the sharing limit (Cap).

We conducted a set of experiments to study the impact and sensitivity of
the sharing limit value Cap on a variety of network parameters. The set of net-
works and demands in our experiments is a mix of representative real networks
and demands, and randomly generated networks and demands. We considered
four representative real networks: netA (45 nodes), netB (17 nodes), netC
(50 nodes), and netD (100 nodes), and three randomly generated networks:
net50 (50 nodes), net100 (100 nodes), and net200 (200 nodes). Figure 10.8

= maximum number of lightpaths using a shared channel.

= average number of working hops among all lightpaths.

= average number of backup hops among all lightpaths.
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illustrates the ratio R of protection channels to working channels for the dif-
ferent networks for different values of the sharing limit We
observe that as the sharing limit increases, R decreases sharply at first,
and then decreases gradually, and then remains flat. Most of the sharing gains
are obtained when the sharing limit is below about five lightpaths. In many
networks, beyond a sharing limit of 10 lightpaths, there are no incremental
gains in protection capacity. Figure 10.8 also illustrates that R is inversely
proportional to the sharing limit. We observe that for larger networks, shar-
ing saturates at larger values of the sharing limit. Based on these samples, a
sharing limit of around six lightpaths appears to be robust across a variety of
networks.

Figure 10.9. Average number of backup path hops versus the sharing limit (Cap).

Figure 10.9 illustrates the average number of hops on the backup paths as the
sharing limit varies. Backup path hops directly influence the restoration time
upon a failure, with a larger number of backup hops generally yielding a longer
restoration time. We observe that as the sharing limit increases, the average
number of backup hops, and thus the restoration times, increase marginally.
This is because, as the sharing limit increases, there are more opportunities for
sharing, and the backup path may traverse a longer distance trying to use links
with sharable channels. Figure 10.10 plots the impact of the sharing limit on
the percentage of lightpaths that are restored upon double failures for a typical
network. The values are averaged over all double failures. Also plotted is the
capacity requirement for each value of the sharing limit. We observe that as the



230 EMERGING OPTICAL NETWORK TECHNOLOGIES

sharing limit increases, the required capacity decreases (due to a decrease in
protection capacity because of better sharing). However, due to better sharing,
there are more contentions for capacity upon double failures, and as a result,
the percentage of lightpaths whose restoration fails under double failure sce-
narios increases. The figure indicates that to achieve better resiliency against
double failures, sharing limit needs to be decreased below five, consequently
the capacity requirement increases.

Based on the experiments we conclude that capping the amount of sharing
on back-up channels achieves the following (this is also consistent with more
recent work [46]):

Imposing a sharing limit on shared channels eliminates the cases of
shared channels protecting a large number of lightpaths. When the shar-
ing limit is well chosen, there is no capacity penalty.

A sharing limit of around six lightpaths is robust across a variety of
topologies and demand sets.

Load-balancing among feasible shared channels on the same link is an-
other way of limiting sharing and one that has a quantifiable, but non-
guaranteed, effect [18].

Figure 10.10. Impact of the sharing limit Cap on restoration upon double failures.
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10.2.4 Distributed Routing

Recently, distributed control architectures have been proposed for optical
transport networks as a means to automate operations, enhance interoperability
and scalability as well as facilitate the deployment of new applications, such as
unified traffic engineering [33, 37]. In particular, the ability to provision con-
nections/services dynamically and automatically through a distributed control
plane has attracted a lot of interest. Efforts to standardize such a distributed
control plane have reached various stages in several bodies such as the In-
ternet Engineering Task Force (IETF) [34], International Telecommunications
Union (ITU) [35] and Optical Internetworking Forum (OIF) [36]. The IETF is
defining Generalized MPLS (GMPLS) which describes the generalization of
MPLS protocols to control not only IP router networks but also various circuit
switching networks including OXCs, photonic switches, ATM switches, and
SONET/SDH systems. GMPLS extends MPLS signaling and Internet routing
protocols to facilitate automatic service provisioning and dynamic neighbor
and topology discovery across multi-vendor intelligent transport networks, as
well as their clients. The OIF has assumed an overlay model of integration
between optical transport networks and their clients [33] and defined an imple-
mentation agreement for the optical User-to-Network Interface (UNI) based
on the GMPLS protocols. The ITU has also assumed the overlay model and
is defining a distributed control plane for the Automatic Switched Optical Net-
work (ASON) [34], and specifically the Network-to-Network Interface (NNI).
This work is progressing in coordination with the OIF.

With the application of a distributed control plane, each network node par-
ticipates in routing protocols that disseminate topology and link state informa-
tion and is thus able to perform path computation for connection provisioning.
In general, connections are signaled using explicit routes, i.e., the connection
path is available at the ingress node and is carried in the connection establish-
ment message. Connection requests may be initiated either by the management
plane (EMS/NMS) or from a client directly connected to the optical network
(via a UNI). In the former case, it is possible that the path is computed by the
management plane and provided to the ingress node of the connection. Alter-
natively, a fully distributed path computation model could be supported where
the ingress node is responsible for computing the explicit route.

Path computation must take into account various requirements and con-
straints, including bandwidth and delay constraints, recovery and survivability,
optimal utilization of network resources. This requires dissemination of infor-
mation about the network topology and various link attributes to every node in
the network using routing protocols. GMPLS has extended traditional IP rout-
ing protocols such as OSPF and IS-IS, to support explicit path computation
and traffic engineering in transport networks. In order to reduce overhead and
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improve routing scalability, however, typically only aggregated link informa-
tion is disseminated via these routing protocols, leading to loss of information.
For example, in the case of core optical switches with hundreds of ports, there
may be multiple links between a pair of nodes. Links between the same pair
of nodes, with similar characteristics, can be bundled together and advertised
as a single link bundle or a traffic engineering (TE) link into the routing pro-
tocol. Therefore, unlike the (centralized) management plane, each network
element does not have complete information about the network topology and
link state. Clearly, path computation with complete information is expected to
achieve higher efficiency compared to the distributed case. The challenge of
distributed path computation is, therefore, to disseminate appropriately aggre-
gated information so that the computed explicit paths meet all the requirements
and constraints and incur minimal penalty in network utilization. While not ad-
dressed in the paper, distributed algorithms have been proposed and analyzed
[38, 28, 40, 41] and shown to incur a relatively small efficiency penalty, while
offering the benefits of distributed path computation.

10.3 Fast Mesh Restoration

Contrary to ring-based architectures where restoration speed on a given ring
is relatively well-known, restoration speed in mesh networks will vary, as a
function of the network size, routing of lightpaths (both primary and back-up
paths), loading of the network, and failure location. It is therefore critical to
possess tools that allow network operators to estimate the restoration times
that would be experienced in a live network. Such modeling tools are used in
conjunction with network dimensioning, planning and optimization algorithms
and tools [22, 24, 29] in an iterative way to validate the restoration performance
of a network design, or modify the design to insure the desired restoration
performance will be achieved (see Figure 10.11).

The restoration performance modeling tool models the restoration protocols
and signaling implemented in the actual optical switch, and can use a discrete
event simulation engine to determine restoration times after a failure. Further-
more, the tool can be calibrated against lab results obtained from failures of a
few tens of lightpaths, or against simulated failures in the field. The restora-
tion simulation studies involve failing single conduits, which result in the si-
multaneous failures of the multiple primary lightpaths that traverse these con-
duits. The maximum restoration times correspond to the last lightpath restored
as a result of a conduit failure (indicating the end of the restoration process)
[14]. As expected, restoration latency generally increases as more lightpaths
are failed. Results presented in [14] are representative of a what-if type study
to determine the range of restoration latencies that can be expected from a
network upon single link or node failures. For illustration purpose, we show
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Figure 10.11. Interaction between network design and planning, and network restoration mod-
eling.

in Figure 10.12 the results from the modeling tool for a 50 node hypothetical
network, with 910 lightpaths routed over it. Five different single failure sce-
narios are shown, involving the restoration of 51, 56, 61, 69, and 72 lightpaths,
respectively.

We also conducted experiments and obtained results from an actual network.
Provisioning of shared mesh restored lightpaths in an actual mesh network was
carried out over time, relying on the EMS/NMS routing engine to calculate the
working and backup paths using the weight assignment as described above.
The actual network was on the order of 45 nodes and 75 trunks, and was car-
rying shared mesh restored demands amounting to several hundred gigabits
of service [17]. Upon a single link or single node failure, restoration times
ranging from a few tens to a couple of hundred msecs were observed. The
maximum restoration times observed were less than 200 msecs in the worst
case (when a large number of lightpaths have to be restored simultaneously as
a result of a single failure). This was consistent with the restoration times pre-
dicted by a modeling tool designed to conduct restoration simulation studies.

10.4 Re-Provisioning for Improved Reliability
While fast restoration (~ 100 msec) is an important aspect of service avail-

ability, also critical is the ability to recover from multiple failures quickly, as
opposed to the several hours it takes in practice to replace a damaged equip-
ment in a central office. Service availability in mesh network has been stud-
ied [15] and [19]. One of the key factors that improve service availability
is the ability to recover from multiple failures, with, for example, a combi-
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Figure 10.12. Restoration latencies for different sets of failed lightpaths.

nation of restoration for the first failure, and re-provisioning for the subse-
quent failure(s). In the case of multiple failures, a mesh network, utilizing
intelligent OXCs, can also support lightpath re-provisioning. Lightpath re-
provisioning tries to establish a new backup path when the restoration on the
original backup path does not succeed. Re-provisioning uses existing spare
capacity and unused shared capacity to find a new backup path to immediately
restore the failed lightpath. There are three conditions that result in lightpath
re-provisioning:

failure of the primary path followed by a failure of the backup path prior
to the repair of the primary path,

failure of the backup path followed by a failure of the primary path prior
to the repair of the backup path, and

failure of the primary path of a lightpath sharing backup capacity with
a lightpath followed by a failure of the primary path of lightpath

This last case would cause a contention situation where more than one light-
path need to use the shared backup capacity. In this case, lightpath is re-
stored onto its backup path after the failure, thus occupying the shared backup
resources. When lightpath fails, it cannot restore onto its backup (because
resources are being used), resulting in a re-provisioning attempt, although the
likelihood that such a scenario occurs can be mitigated using real-time channel
assignment strategies [39]. Note that re-provisioning may fail if there is not
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enough capacity available. However‚ the presence of lightpath re-provisioning
increases the service availability of a mesh network. Service unavailability oc-
curs as a result of multiple concurrent failure scenarios and the time it takes to
fix the failure (e.g.‚ hours if a fiber cut in a remote area needs to be repaired).
Re-provisioning a lightpath that becomes unavailable after a double failure will
improve the service availability of the network‚ by reducing the time that the
service is unavailable from hours to tens of seconds. This is particularly signif-
icant in trans-oceanic networks where the time to repair a damaged undersea
cable could be as much as 48 hours. Simulation studies showed that‚ compared
to traditional protection schemes‚ mesh restoration provides higher reliability
due to the implementation of re-provisioning after a second failure‚ resulting
in up to a two digit percentage decrease in unavailability [15].

10.5 Network Re-optimization
During the network operation‚ requests for services are received and pro-

visioned by the EMS/NMS using an online routing algorithm with the cost
model defined above. Both the primary and backup paths of each new demand
request are computed according to the current state of the network‚ i.e.‚ the
routing algorithm takes into account all the information available at the time
of the connection request to make the appropriate routing decision. As the
network changes with the addition or deletion of fiber links and capacity and
traffic patterns evolve‚ the routing of the existing demands is very likely to be-
come sub-optimal. Re-optimization by re-routing the backup and/or primary
paths gives the network operators the opportunity to regain some of the net-
work bandwidth that is currently being misused. In particular‚ re-routing only
the backup paths is an attractive way to regain some of the protection band-
width and reduce backup path length while avoiding any service interruption.
Figure 10.13 illustrates how re-optimization temporarily eliminates the differ-
ence between the current solution and the best-known off-line solution1 that
is achievable under the same conditions. Re-optimization is also a good ap-
proach to bring the network to a desired state after a multiple failure event and
re-provisioning of lightpaths around failed network components. Rather than
going back to the routes before the multiple failure event‚ it seems better to
move forward to the new best routes.

Figure 10.14 and Table 10.2 show the gains achieved in an actual live net-
work [17] as the backup paths were twice re-optimized over a period of one
year. The original network consisted of 45 nodes‚ 75 links‚ and 70 shared
mesh restorable demands with their routes determined by the network operator
through on-line routing. In both instances‚ all backup paths were re-optimized
and tested during a maintenance window. The entire re-optimization proce-
dure thus took just a few hours. Note that Table 10.2 refers only to ports used
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Figure 10.13. Current cost versus best possible cost with cost-benefit of re-optimization.

for the protection channels and shows the port counts and numbers of backup
hops measured before and after re-optimization. Clearly‚ re-optimization is
beneficial both in terms of the number of protection ports used‚ and of the
length of the backup paths. Specifically‚ as shown in the table‚ the first backup
path re-optimization saved 31% of the protection ports‚ which in turn trans-
lated to 20% savings in the total number of ports. Also‚ the average length
of the backup paths decreased from 5.87 to 4.88 hops [16‚ 17]. The results
of a second re-optimization carried out several months later show comparable
improvements.

The importance of re-optimization to the network is threefold. Firstly‚ the
reduced number of protection ports translates into freed capacity‚ which can
then be used to carry new traffic and postpone new capacity deployment. Sec-
ondly‚ the reduction in backup path length translates into a reduction of restora-
tion latency. In particular‚ in the first re-optimization of this actual network‚ the
reduction of the average length of the backup path reduced the restoration la-
tency by 26% (calculated using the average length of the backup path in miles
before and after the re-optimization) [16‚ 17]. Finally‚ re-optimization allows
network operators to make efficient (i.e.‚ cost-effective) use of new nodes and
links that are deployed over time in the network‚ and to better adapt to churn
in traffic demand.
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Figure 10.14. Actual back-up path re-optimizations.

10.6 Network Planning and Maintenance

Network planning and dimensioning of mesh networks is expected to be
much more robust to traffic forecast uncertainties than planning of ring-based
networks. The constrained routing imposed by interconnected rings becomes
inefficient if the traffic does not match the network configuration‚ resulting
in available but unused capacity on certain rings and lack of available capac-
ity needed on other rings. In a mesh network‚ the diversity of routes makes the
network much more robust to errors in traffic forecast. See [47] for a methodol-
ogy to model forecasting errors and an analysis of their impact on the design of
span-restorable and path-protected mesh networks. Finally‚ re-optimization in
mesh networks allows network operators to correct any temporary non-optimal
routing and resource utilization.



238 EMERGING OPTICAL NETWORK TECHNOLOGIES

In networks built out of interconnected rings‚ maintenance activities are
carried out in different rings concurrently without impacting what is happen-
ing in other rings. In mesh networks‚ back-up capacity in one location may
be shared between lightpaths originating and/or terminating in widely sepa-
rated areas. Network operators can nevertheless use their inventory of routes
and corresponding sharing between lightpaths to define a schedule of non-
interfering concurrent maintenance activities on network links and other net-
work components2. This can be achieved thanks to network self-discovery
abilities of intelligent optical switches (such as automatic neighbor and port
discovery‚ automatic topology discovery)‚ which insures complete accuracy of
the network database residing in the EMS/NMS.

10.7 Conclusions

Long-haul national networks utilizing optical switches are becoming intel-
ligent mesh networks. They offer service providers the ability to support many
new operational capabilities. They are (1) end-to-end point-and-click routing
and provisioning‚ (2) fast capacity-efficient shared mesh restoration with times
comparable to SONET ring restoration times‚ (3) re-provisioning of connec-
tions in the event of double failures and (4) network re-optimization to regain
some of the network capacity that is not optimally used. In this work‚ we
have discussed and analyzed these many operational aspects of optical mesh
networks. In addition‚ network planning and design of mesh networks‚ while
only slightly touched on here‚ is expected to be much more robust to traffic
forecast uncertainties than ring-based designs‚ where stranded capacity is an
expensive reality. Finally‚ maintenance of mesh networks is another area of in-
terest where new operational procedures will be required to make this strategic
network evolution a reality.
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Notes
See [16] for off-line methods to determine near-optimal routing solutions.
Network operators could also temporarily move back-up paths away from a maintenance area.
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Abstract In today’s WDM networks‚ the dominant cost component is the cost of elec-
tronics‚ which is largely determined by how traffic is groomed at each node.
Therefore‚ the issue of traffic grooming is extremely important in the design of
a WDM network. In this article‚ our goal is to introduce various aspects of the
traffic grooming problem to the reader. We start with the static traffic grooming
problem and illustrate how it can be solved based on the Integer Linear Program-
ming formulation and various heuristic approaches. We then discuss variants of
the problem including grooming dynamic traffic‚ grooming with cross-connects‚
grooming in mesh and IP networks‚ and grooming with tunable transceivers.

Keywords: Wavelength Division Multiplexing (WDM)‚ traffic grooming.

11.1 Introduction

Wavelength Division Multiplexing (WDM) is emerging as a dominant tech-
nology for use in backbone networks. WDM significantly increases the capac-
ity of a fiber by allowing simultaneous transmission of multiple wavelengths
(channels)‚ each operating at rates up to 40Gbps. Systems with over 80 wave-
lengths are presently being deployed and capacities that approach several Tera-
bits per second can be achieved. While such enormous capacity is very excit-
ing‚ it also places a tremendous burden on the electronic switches and routers at
each node that must somehow process all of this information. Fortunately‚ it is
not necessary to electronically process all of the traffic at each node. For exam-
ple‚ much of the traffic passing through a node is neither sourced at that node
nor destined to that node. To reduce the amount of traffic that must be elec-
tronically processed at intermediate nodes‚ WDM systems employ Add/Drop
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multiplexers (ADMs)‚ that allow each wavelength to either be dropped and
electronically processed at the node or to optically bypass the node electron-
ics‚ as shown in Figure 11.1.

Figure 11.1. Using ADM to provide optical bypass.

Much of today’s physical layer network infrastructure is built around Syn-
chronous Optical Network (SONET) rings. Typically‚ a SONET ring is con-
structed using fiber (one or two fiber pairs are typically used in order to provide
protection) to connect SONET ADMs. Each SONET ADM has the ability to
aggregate lower rate SONET signals into a single high rate SONET stream. For
example‚ four OC-3 circuits can be multiplexed together into an OC-12 circuit
and 16 OC-3’s can be multiplexed into an OC-48. The recent emergence of
WDM technology has provided the ability to support multiple SONET rings
on a single fiber pair. Consider‚ for example‚ the SONET ring network shown
in Figure 11.2a‚ where each wavelength is used to form an OC-48 SONET ring.
With WDM technology providing dozens of wavelengths on a fiber‚ dozens of
OC-48 rings can be supported per fiber pair using wavelength multiplexers
to separate the multiple SONET rings. This tremendous increase in network
capacity‚ of course‚ comes at the expense of additional electronic multiplex-
ing equipment. With the emergence of WDM technology‚ the dominant cost
component in networks is no longer the cost of optics but rather the cost of
electronics.

The SONET/WDM architecture shown in Figure 11.2a is potentially waste-
ful of ADMs because every wavelength (ring) requires an ADM at every node.
As mentioned previously‚ not all traffic needs to be electronically processed at
each node. Consequently‚ it is not necessary to have an ADM for every wave-
length at every node‚ but rather only for those wavelengths that are used at that
node. Therefore‚ in order to limit the number of ADMs required‚ the traffic
should be groomed in such a way that all of the traffic to and from a given node
is carried on the minimum number of wavelengths. As a simple and illustra-
tive example‚ consider a unidirectional ring network (e.g.‚ Uni-directional Path
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Figure 11.2. SONET/WDM rings.

Switched Ring‚ UPSR) with four nodes. Suppose that each wavelength is used
to support an OC-48 ring‚ and that the traffic requirement is for 8 OC-3 cir-
cuits between each pair of nodes. In this example we have 6 node pairs and
the total traffic load is equal to 48 OC-3’s or equivalently 3 OC-48 rings. The
question is how to assign the traffic to these 3 OC-48 rings in a way that min-
imizes the total number of ADMs required. Consider‚ for example‚ the two
traffic assignments listed in Tables 11.1 and 11.2. With the first assignment‚
each node has some traffic on every wavelength. For example wavelength
carries the traffic between nodes 1 and 2 and the traffic between nodes 3 and 4.
Therefore‚ each node would require an ADM on every wavelength for a total of
12 ADMs. With the second assignment each wavelength contains traffic from
only 3 nodes and hence only 9 ADMs are needed. Notice that both assignments
carry the same amount of total traffic (8 OC-3’s between each pair of nodes).
The corresponding ADM allocations for both assignments are shown in Tables
11.1 and 11.2‚ respectively.

In a bi-directional ring the amount of electronics is determined not only by
how circuits are groomed but also by how circuits are routed (since a circuit in
a bi-directional ring can be routed either clockwise or counter-clockwise) and
how wavelengths are assigned to grooming lightpaths‚ i.e.‚ the traffic groom-
ing problem has to be considered in combination with routing and wavelength
assignment (RWA) problem. Together‚ we have a traffic grooming and routing
and wavelength assignment (GRWA) problem. A special case of the GRWA
is the routing and wavelength assignment problem when all circuits are light-



248 EMERGING OPTICAL NETWORK TECHNOLOGIES

paths (i.e.‚ no grooming is needed). RWA is important to allow end-to-end
lightpaths to share common ADMs [11]. In a SONET Bi-directional Line-
Switched Ring (BLSR)‚ an ADM is responsible for adding/dropping both the
upstream and down stream data. This is done so that the data in one direction
can be switched to the opposite direction in case of a failure. Consequently‚ if
an ADM has working traffic in one direction of a lightpath (for example‚ up-
stream)‚ and is not supporting traffic in the opposite direction (down stream)‚
then its capability is not fully utilized and the bandwidth in the unused direction
is wasted. This is analogous to what is commonly called stranded bandwidth
in BLSR except it is occurring at the lightpath level.

To illustrate the importance of RWA of (groomed) lightpaths‚ compare the
two RWAs‚ listed in Tables 11.3 and 11.4‚ of the same set of nine lightpaths‚
{1  2‚ 1       3‚ 2       3‚ 4       5‚ 4       6‚ 5        6‚ 7       8‚ 7       9‚ 8       9}‚
for a BLSR with 9 nodes indicates a bi-directional lightpath between
node i and node j). In these assignments‚ the circuit from to is routed in
the direction opposite to the circuit from to In RWA #1‚ all circuits are
routed via shortest paths‚ while in RWA #2‚ circuits are more cleverly packed
to make efficient use of the ADMs in both directions. For example‚ on
circuits 1 2 and 2 3 are routed via the shortest path‚ while 1 3 is
routed along the “longer path” 3 1. Both RWAs support the same set of
traffic demands. The first RWA uses 15 ADMs and 2 wavelengths‚ and the
second RWA uses more wavelengths‚ but it only requires 9 ADMs.

The above example also illustrates a few characteristics of the overall prob-
lem of network cost minimization. First‚ the minimum number of ADMs is
often not achieved with the minimum capacity usage. In the example‚ the
method that uses the minimum number of ADMs requires an additional wave-
length. Standard RWA algorithms that focus on minimizing the number of
wavelengths cannot be directly applied to ADM cost minimization. Instead
algorithms that attempt to jointly optimize the cost of ADMs and Wavelengths
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are more desirable (e.g.‚ see [17‚ 31] for the joint optimization problem). Sec-
ond‚ the minimum number of ADMs is not achieved with shortest path rout-
ing. Since shortest path is desired to reduce network latency‚ a tradeoff exists
between network latency and ADM costs. Lastly‚ the RWA example shows
that ADM saving is possible by appropriate RWA without the aid of grooming.
This gives us two methods in reducing ADMs: grooming and RWA of groomed
lightpaths. It would be tempting for a network planner to design the network
in two steps: 1) low level grooming of tributaries onto lightpaths and 2) RWA
of the resulting lightpaths. Unfortunately‚ this two-step process will lead to a
sub-optimal solution. In fact‚ it was shown in [11] that an improvement of up
to 20% could be achieved if the two steps are jointly considered in the design
process.

Both grooming and RWA have the characteristic of grouping and packing
problems. Such problems are often difficult. This intuitively explains why
the ADM minimization problem is so complex. In fact‚ it was shown in [23]
that traffic grooming problem is NP-complete by showing that the Bin Packing
problem can be transformed into the traffic grooming problem in polynomial
time. Since the Bin Packing problem is known to be NP-complete the traffic
grooming problem must be NP-complete as well. As a result‚ many papers on
grooming rely on heuristics and simulations to evaluate the heuristics.

As we mentioned earlier‚ the majority of optical networks in operation today
have been built based on the ring architecture‚ however‚ carriers have increas-
ingly considered the mesh architecture as an alternative for building their next
generation networks‚ which have a compelling cost advantage over ring net-
works and are also more resilient to various network failures and more flexible
in accommodating changes in traffic demands. On the other hand‚ in order to
capitalize on these advantages‚ it is even more important to efficiently groom
traffic in mesh networks. Similar to bi-directional rings‚ the traffic grooming
problem for mesh networks has to be considered in combination with RWA.
But RWA is much more complicated for mesh networks since circuits can be
routed more flexibly in mesh networks.

In this article‚ we attempt to expose the reader to the basics of the traffic
grooming problem. Our discussion is in no way meant to be an exhaustive
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exposition of the vast literature on the topic. Good survey articles on traffic
grooming literature can be found in [9]‚ [24]. In the next section we introduce
the static grooming problem and discuss both the Integer Linear Programming
formulation and heuristic approaches to its solution. In subsequent sections we
discuss variants of the problem including grooming dynamic traffic‚ grooming
with cross-connects‚ grooming in Mesh and IP networks‚ and grooming with
tunable transceivers.

11.2 Grooming Static Traffic
The static traffic grooming problem is a special instance of the virtual topol-

ogy design problem. Given a traffic demand of low rate circuits between pairs
of nodes‚ the problem is to assign traffic to wavelengths in such a way that
minimizes the number of ADMs used in the network. Virtual topology design
problems can be formulated as a mixed integer programming problem. In the
next subsections we discuss the integer linear programming (ILP) formulation
for the traffic grooming problem followed by heuristic algorithms for solving
the grooming problem.

11.2.1 ILP Formulation

We start by introducing the integer linear programming (ILP) formulation
for the traffic grooming problem. The ILP formulation has been previously
used in [8‚ 29‚ 17] for the traffic grooming problem. In [8]‚ the objective func-
tion considered is electronic routing and the goal there is to derive bounds
based on the ILP formulation. In [29]‚ the authors concluded that the ILP for-
mulation is not computationally feasible for rings with 8 nodes or more. Hence‚
they propose instead to use methods based on simulated annealing and heuris-
tics. In [17]‚ a more efficient mixed ILP (MILP) formulation is proposed for
unidirectional rings which results in significant reduction in computation time.
The numerical results provided in [17] show that optimal or near-optimal so-
lutions can usually be obtained in a few seconds or minutes for unidirectional
rings with up to 16 nodes. The work of [17] is extended to bi-directional rings
and dynamic traffic in [31]. The ILP formulation is also used in [18] to study
the traffic grooming problem for mesh networks.

In order to illustrate the ILP approach‚ we will focus exclusively on uni-
directional rings here; however‚ the interested reader can refer to the above
references for more general formulations. Consider a uni-directional WDM
ring with N nodes. We assume that all available wavelengths have the same
capacity and there may be multiple traffic circuits between a pair of end-nodes‚
but all traffic circuits have the same rate. The traffic granularity of the network
is defined as the total number of low-rate traffic circuits that can be multiplexed
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onto a single wavelength. For example‚ if each circuit is OC-12 and the wave-
length capacity is OC-48‚ then the traffic granularity is 4.

In designing a WDM ring‚ the key is to determine which ADMs are needed
at each node. This mainly depends on how lower-rate traffic circuits are mul-
tiplexed onto high-rate wavelengths. An ADM for an individual wavelength is
needed at a node only when the wavelength needs to be dropped at the node‚
i.e.‚ when that wavelength is carrying one or more circuits that either originates
or terminates at that node. If the wavelength only passes through the node‚ then
no ADM for the wavelength is needed. Our objective is to find an optimal way
to multiplex lower-rate traffic circuits so as to minimize the total number of
ADMs required in the network. However‚ we can easily incorporate other con-
siderations into our objective as well‚ such as the total number of wavelengths
used in the network.

To present the ILP formulation‚ we need to introduce the following notation:

N: the number of nodes in the ring;

L: the number of wavelengths available;

the traffic granularity;

the number of circuits from node to node

1 if the circuit between nodes and is multiplexed
onto wavelength

0 otherwise;

1 if any circuit with node being one of its end-nodes is
multiplexed onto wavelength

0 otherwise;

We note that if then wavelength needs to be dropped at node
which implies that an ADM for wavelength is required at node Since our
objective is to minimize the total number of ADMs required
in the ring, the traffic grooming problem can be formulated as the following
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integer linear programming (ILP) problem:

The three constraints in the above ILP are:

(11.1): The total number of circuits multiplexed onto wavelength should not
exceed

(11.2): Each circuit has to be assigned to one (and only one) wavelength.

(11.3): Given that the objective is to minimize it is equivalent
to

In general‚ it is computationally infeasible to use the above ILP formula-
tion to solve the traffic grooming problem for large rings. In [17]‚ it is shown
how the ILP formulation can be improved so that it can be solved more ef-
ficiently. For example‚ the binary integer constraint on can be relaxed‚
resulting a mixed ILP which can be solve rather easily. The ILP formulation
can be easily applied to bi-directional rings ([17]) and mesh networks ([18]).
Other extensions of the ILP formulation include: a) non-uniform traffic ([17])‚
b) minimizing the number of wavelengths‚ or a weighted summation of the
number of ADMs and the number of wavelengths ([17‚ 31])‚ and c) dynamic
traffic ([31]). In [31]‚ it was shown how the ILP formulation can be used in
combination with heuristics to solve the traffic grooming problem.

11.2.2 Heuristic Algorithms

While the general topology design problem is known to be intractable‚ the
traffic grooming problem is a special instance of the virtual topology design
problem for which‚ in certain circumstances‚ a solution can be found. For ex-
ample‚ [23] considers traffic grooming for a unidirectional ring and [27] con-
siders the same problem for a bi-directional ring. Both [23] and [27] show that



Traffic Grooming in WDM Networks 253

significant savings in the number of ADMs can be achieved through efficient
traffic grooming algorithms. For example‚ shown in Figure 11.3 is the num-
ber of ADMs required when using the traffic grooming algorithm developed in
[23] for the unidirectional ring with uniform traffic (single OC-3 between each
pair of nodes groomed onto an OC-48 ring). This number is compared to the
number of ADMs required when no grooming is used (i.e.‚ all wavelengths are
dropped at all nodes). It is also compared to a lower bound on the number of
ADMs. As can be seen from the figure‚ the algorithms developed in [23] are
not far from the lower bound‚ and achieve significant ADM savings.

Figure 11.3. ADM savings in a unidirectional ring network.

The algorithms in [23‚ 27] consider three different traffic scenarios: 1) uni-
form traffic in a unidirectional and bi-directional ring‚ 2) distance dependent
traffic where the amount of traffic between node pairs is inversely proportional
to the distance separating them‚ and 3) hub traffic where all of the traffic is go-
ing to one node on the ring. All of those cases yielded elegant algorithms that
are nearly optimal. The algorithms in [23‚ 27] are based on efficient “group-
ing” of circuits‚ where all circuits belonging to a group are assigned to the same
wavelength and that wavelength is dropped at all of the nodes that belong to
that group. Groups are chosen in such a way that the ratio of the number of
circuits in a group to the number of nodes is maximized. This approach aims
at making efficient use of ADMs. In fact‚ the algorithms are shown in [23] to
be nearly optimal for uniform traffic and these “grouping” algorithms can also
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serve as the basis for solving the traffic grooming problem for general traffic.
Of course‚ the general traffic grooming problem with arbitrary traffic is much
more challenging. As stated earlier‚ the general problem can be formulated as
an integer program. However‚ these integer programs are typically very com-
putationally complex and can only be solved for very small problems that are
often impractical.

Zhang and Qiao [30] make an attempt at solving the problem by separating
the problem into two parts. In the first part‚ the heuristic packs the traffic de-
mands (e.g.‚ OC-3’s) into “circles” where each circle has capacity equal to the
tributary rate (OC-3) and contains non-overlapping demands. As many circles
as needed are constructed to include all traffic demands. The second part of
the heuristic groups circles into wavelengths (e.g.‚ sixteen OC-3 circles in one
OC-48 ring). Note that this algorithm is different than the two-step process
mentioned in the previous section. There‚ the two steps are 1) grouping of
tributaries into lightpaths‚ and 2) RWA of lightpath segments. Here‚ the two
parts are 1) fitting tributaries onto a circle‚ and then 2) grouping of the circles.
For this algorithm‚ the number of ADMs needed for a particular wavelength
equals the number of “end nodes” involved‚ An end node is a node that ter-
minates a connection in the circle. To minimize the number of ADMs‚ the
heuristic attempts to match as many end nodes as possible when grouping the
circles. This two part algorithm can achieve good performance for uniform
traffic as long as the grooming factor is reasonably large (e.g.‚ OC-3’s onto
OC48 wavelengths). Even for non-uniform traffic‚ this two part algorithm per-
forms reasonably well if a good end-node matching algorithm is utilized. A
similar two-step approach is also used in [31] for the traffic grooming problem
with dynamic traffic‚ where the first step is solved based on the ILP formulation
(instead of heuristic algorithms).

More recently‚ a number of researchers have developed heuristic algorithms
for the traffic grooming problem with provable “worst case” performance
bounds. These algorithms are known as approximation algorithms. For
example‚ [10] and [5] consider the traffic grooming problem in a bidirectional
ring with loopback protection and develop polynomial-time algorithms with a
worst case performance of 8/5 (i.e.‚ the algorithms developed are within 8/5
of the optimal).

11.3 Grooming Dynamic Traffic

Most earlier work on the grooming problem considered static traffic. Static
traffic is common for many applications where a service provider designs and
provisions network resources based on some estimate of the traffic. In many
cases‚ however‚ the traffic changes over time‚ Such changes can be due to slow
changes in traffic demands over a long period of time. More recently such
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changes can be attributed to the more rapid dynamics of Internet traffic. It is
therefore important to design networks that are able to efficiently accommodate
changes in traffic. There are three different models that have been used to
characterize dynamic traffic:

Stochastic Model In this model‚ traffic requests (between a pair of nodes)
arrive according to a stochastic point process and each request may last
a random amount of time.

Deterministic Model In this model‚ traffic is represented by a set of different
traffic requirements that the network needs to satisfy‚ but at different
times. Each traffic requirement contains a set of demands. For example‚
the different traffic requirements can be a result of traffic fluctuation in
different operation periods (morning‚ afternoon‚ and evening). Note that
the static traffic case becomes a special case of this model in which there
is only one traffic requirement for the network (and it never changes).

Constrained Model In this model‚ traffic demands between nodes are not
specified. Rather‚ only a set of constraints on the traffic requirement
are provided‚ such that the total amount of traffic at each node does not
exceed a certain limit and/or the total capacity requirement on each fiber
link does not exceed a certain limit

To the best of our knowledge‚ the traffic grooming problem with dynamic
stochastic traffic has not been studied in literature‚ though the stochastic traffic
model has been used in the study of other design problems for optical networks‚
such as the problem of wavelength conversion and blocking (e.g.‚ see [1‚ 2‚ 28]
and references therein). The constrained traffic model is used in [3‚ 15‚ 14‚ 26]‚
where the focus is on obtaining lower and upper bounds on network costs (such
as the number of ADMs required). The model in [3] defines a class of traffic
called which allows each node to source up to t circuits. These
circuits can be destined to any of the nodes in the network without restriction‚
and the destinations of the circuits can be dynamically changed. The approach
taken is to design a network so that it can accommodate any                      traffic
matrix in a non-blocking way. The problem is formulated as a bipartite graph
matching problem and algorithms are developed to minimize the number of
wavelengths that must be processed at each node. These algorithms provide
methods for achieving significant reductions in ADMs under a variety of traffic
requirements. The deterministic traffic model is first considered in [3]‚ In [17]‚
the traffic grooming problem with dynamic deterministic traffic is formulated
as an integer linear programming problem for unidirectional rings. In [31]‚ an
approach based on a combination of ILP and heuristics is proposed to study
the traffic grooming problem with dynamic deterministic traffic. First‚ the ILP
formulation was used to solve a slightly different traffic grooming problem in
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which the objective is to minimize the total number of wavelengths. This prob-
lem is much easier to solve than the traffic grooming problem whose objective
function is the total number of ADMs. Once a traffic grooming solution with
minimum number of wavelengths is obtained‚ it can then be used to construct
a solution with as few ADMs as possible based on a heuristic method. As we
mentioned earlier‚ this two-step approach of minimizing the number of ADMs
was first used in [30] for the traffic grooming problem with static traffic. How-
ever‚ only heuristic algorithms were used in [30] to minimize the total number
of wavelengths.

11.4 Grooming with Cross-Connects
Another approach for supporting dynamic traffic is to use a cross-connect at

one or more of the nodes in the network. The cross-connect is able to switch
traffic from one wavelength onto any other to which it is connected. Not only
can the addition of a cross-connect allow for some traffic dynamics‚ but it can
also be used to reduce the number of ADMs required. In [23] it was shown
that using a hub node with a cross-connect is optimal in terms of minimizing
the number of ADMs required and in [12] it was shown the cost savings can
be as much as 37.5%. The proof in [23] is obtained by showing that any traffic
grooming that does not use a cross-connect can be transformed into one that
uses a cross-connect without any additional ADMs. In [13] various network
architectures with different amount of cross-connect capabilities are compared.

Figure 11.4. Grooming with cross-connect.

To illustrate the benefits of a cross-connect architecture‚ consider three pos-
sible ring architectures for the purpose of efficient grooming: a static ring with-
out cross-connects‚ a single-hub ring‚ and a ring with multiple-hubs. With the
static architecture no cross-connecting is employed‚ hence each circuit must
be assigned to a single wavelength that must be processed (dropped) at both
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the source and the destination. The single hub architecture uses a large cross-
connect at one hub node. The cross-connect is able to switch any low rate
circuit from any incoming wavelength to any outgoing wavelength. With this
architecture‚ each node sends all of its traffic to the hub node where the traffic
is switched‚ groomed and sent back to the destination nodes. In the multiple
hub architecture‚ K hub nodes are used on the ring. Each hub node has a small
cross-connect that can switch traffic among the wavelengths dropped at that
node. Each node on the ring sends a fraction of its traffic to one of the hub
nodes‚ where it is properly groomed and relayed to its destination. These three
architectures are depicted in Figure 11.4. Shown in Figure 11.4a is the static
grooming solution where one wavelength is used to support traffic between
nodes 1‚ 2 and 3‚ another for traffic between 2‚ 3 and 4‚ and a third wavelength
for traffic between 1‚ 3 and 4. The hub architecture shown in Figure 11.4b has
each node send all of its traffic to the hub located at node 3‚ where the traffic
is groomed and relayed back to its destination. Finally shown in Figure 11.4c
is the multiple hub architecture where each node can send its traffic to one or
more of the hubs.

To illustrate the potential benefit of the multiple hub architecture‚ consider
a unidirectional ring with 9 nodes where each wavelength supports an OC-48
and traffic demand is uniform with two OC-12’s between each pair. In this
case each node generates 16 OC-12’s or four wavelengths of traffic. With the
single hub solution‚ each node can send all four wavelengths worth of traffic
to be groomed at the hub at say node 1. In this case‚ each node would use 4
ADMs‚ and the hub would use 8 × 4 = 32 ADMs for a total of 64 ADMs. In
a 2-hub architecture each node would send two wavelengths worth of traffic to
each hub (at nodes 1 and 5) and an additional wavelength would be used for
traffic between the two hubs‚ resulting in 58 ADMs. Finally a 4-hub architec-
ture can be used where each node sends one wavelength to each of four hubs
and some additional ADMs are used to handle the inter-hub traffic. Using the
grooming algorithm given in [21] and [22]‚ a 4-hub architecture can be found
that requires only 26 wavelengths and 49 ADMs. Notice that in this case the
number of hubs is equal to the number of wavelengths generated by a node.
Also notice that in increasing the number of hubs from 1 to 4 the required
number of wavelengths in the ring is reduced from 32 to 26. Thus the 4-hub
architecture is more efficient in the use of wavelengths as well as ADMs.

It was shown in [20] and [22] that significant savings could be obtained
by distributing the cross-connect function among multiple nodes. In [22] a
lower bound on the number of ADMs is given as a function of the number
of switching nodes (i.e.‚ nodes with cross-connect capability)‚ and algorithms
that very nearly meet the lower bounds are provided. In fact‚ for uniform traf-
fic‚ [21] shows that the number of electronic ports is reduced when the num-
ber of switching nodes (hubs) used is approximately equal to the number of
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wavelengths of traffic generated by each node. These savings are significant
in two ways. First‚ the use of multiple cross-connects can reduce the num-
ber of ADMs needed. Second‚ using multiple smaller cross-connects rather
than one large cross-connect at the hub reduces the cost of the cross-connects.
The above papers all conclude that the use of cross-connects for grooming
adds flexibility to the network over a static solution that does not use a cross-
connect. This flexibility allows traffic to be provisioned dynamically thereby
reducing the need to know the exact traffic requirements in advance. Another
benefit of this flexibility is that the network will be more robust to node fail-
ures.

11.5 Grooming in a General Mesh Network
Most of the early work on grooming has focused on the ring topology. This

is largely due to the fact that many networks employ SONET technology that
is most often used in a ring topology. However‚ due to the growth in Internet
traffic‚ an increasing number of networks are being arranged in a general mesh
topology. This is because in many cases mesh networks have a compelling
cost advantage over ring networks. Also‚ mesh networks are more resilient to
various network failures and more flexible in accommodating changes in traffic
demands (e.g.‚ see [7‚ 16] and references therein). Therefore‚ there is a need
to extend the grooming work to general mesh networks. In general‚ the traffic
grooming problem for mesh networks has to be considered in combination with
RWA problem‚ which we call the GRWA problem.

Typically‚ the cost of a nation-wide optical network is dominated by optical
transponders and optical amplifiers. If one assumes that the fiber routes are
fixed‚ then the amplifier cost is constant‚ in which case one should concentrate
on minimizing the number of transponders in the network. Multiplexing and
switching costs should also be considered. However‚ under realistic assump-
tions of either a low-cost interconnect between multiplexing equipment and
transport equipment‚ or integrated (long-reach) transponders on the multiplex-
ing equipment (as is typical of SONET ADMs)‚ the relative cost of the groom-
ing switch fabric is negligible‚ and minimizing transponders is still the correct
objective. In addition‚ the advent of Ultra Long-Haul transmission often per-
mits optical pass-through at junction nodes‚ hence‚ requiring transponders only
at the end of lightpaths.

In early work on the RWA problem (e.g.‚ see [25‚ Chapter 8] and refer-
ences therein)‚ the issue of grooming has largely been ignored‚ i.e.‚ it has
been assumed that each traffic demand takes up an entire wavelength. The
traffic grooming problem for mesh networks is only recently considered in
[19‚ 32‚ 18]. In [19]‚ an attempt is made at solving the general grooming prob-
lem by formulating it as a 0/1 multi-commodity network flow problem with the
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goal of minimizing the number of links used. Clearly‚ minimizing link-usage
is equivalent to minimizing the number of transponders because each link rep-
resents a lightpath and each lightpath requires the appropriate transponders for
terminations and processing of the terminated traffic. Unfortunately‚ the 0/1
multi-commodity network flow problem is NP-complete‚ and very few algo-
rithms have been developed for the problem. We should also point out that the
issue of wavelength assignment was not considered in [19]. In [32]‚ the objec-
tive considered is either to maximize the network throughput or to minimize the
connection-blocking probability‚ which are operational network-design prob-
lems. In [18]‚ the problem of GRWA with the objective of minimizing the
number of transponders in the network is considered. The problem is first
formulated as an ILP problem. Unfortunately‚ the resulting ILP problem is
usually very hard to solve computationally‚ in particular for large networks. To
overcome this difficulty‚ a decomposition method was proposed that divides
the GRWA problem into two smaller problems: the traffic grooming and rout-
ing (GR) problem and the wavelength assignment (WA) problem. In the GR
problem‚ one only needs to consider how to groom and route traffic demands
onto lightpaths (with the same objective of minimizing the number of transpon-
ders) and the issue of how to assign specific wavelengths to lightpaths can be
ignored. Similar to the GRWA problem‚ the GR problem is again formulated
as an ILP problem. The size of the GR ILP problem is much smaller than its
corresponding GRWA ILP problem. Furthermore‚ one can significantly im-
prove the computational efficiency for the GR ILP problem by relaxing some
of its integer constraints‚ which usually leads to near-optimal solutions for the
GR problem. Once the GR problem is solved‚ one can then consider the WA
problem with the goal of deriving a feasible wavelength assignment solution‚
that in many cases is quite easy to obtain.

11.6 Grooming in IP Networks
In future IP networks‚ SONET ADMs may no longer be needed to multiplex

traffic onto wavelengths. Instead‚ future IP networks will involve routers that
are connected via wavelengths using WDM cross-connects as shown in Figure
11.6a. Since the SONET multiplexers have been eliminated‚ the function of
multiplexing traffic onto wavelengths has now been passed onto the IP routers.
Unless optical bypass is intelligently employed‚ with the new architecture‚ all
of the traffic on all fiber and on all wavelengths (which amounts to multiple
Tera-bits) will now have to be processed at every IP router. Routers of this
size and capacity far exceed any near-term prospects; and even when such
routers could be built‚ they are likely to be very costly. This situation can be
alleviated through the use of a WDM cross-connect to provide optical bypass
as shown in Figure 11.6b. In order to achieve maximum efficiencies‚ one would
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need to bundle traffic onto wavelengths so that the number of wavelengths that
have to be processed at each router is minimized. This objective results in
both reducing the number of ports needed on the routers (one per wavelength
add/dropped at the router) as well as reducing the total switching capacity of
the router

Figure 11.5. Grooming in an IP/WDM architecture.

This problem is similar to that of grooming of SONET streams described
earlier. However‚ a number of important differences arise when considering
the grooming of router traffic. First‚ unlike SONET networks‚ that are typi-
cally arranged in a ring topology‚ IP networks are arranged in a more general
topology and hence the earlier grooming results cannot be applied directly.
Second‚ SONET circuits are typically provisioned well in advance and remain
for very long periods of time. As a result‚ in the case of a SONET network‚ the
traffic grooming problem can be solved in advance‚ and network equipment
can be laid-out accordingly. Most previous work on grooming for SONET
rings considered particular traffic patterns (typically uniform traffic) for which
a solution to the grooming problem was obtained. In the case of an IP network‚
not only is a uniform traffic pattern inappropriate‚ but also the traffic patterns
are highly dynamic and hence a static solution would not be of much use.

11.7 The Impact of Tunable Transceivers
Here we consider the benefits of tunability in reducing electronic port counts

in WDM/TDM networks (TDM stands for time division multiplexing). For a
given traffic demand‚ we consider the design of networks that use the mini-
mum number of tunable ports‚ where a tunable port refers to the combination
of a tunable optical transceiver and an electronic port. Consider a network
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with N nodes. On each wavelength in the network, up to low-rate circuits
can be time division multiplexed, where is the traffic granularity. A static
traffic requirement for the network is given by an N × N matrix
where  is the number of circuits required from node to node Each node
in the network is assumed to have a set of tunable ports, where each port in-
cludes a tunable optical transmitter and a tunable optical receiver. To illustrate
the potential advantages of tunability, consider the following simple example
of a unidirectional ring with N = 4, and          for all In
this case, the minimum number of wavelengths is 2, and there is a total of
N(N – 1) = 12 circuits that need to be assigned to the wavelengths. With

as many as 6 circuits can be assigned to each wavelength; this can be
accomplished by assigning both circuits for each duplex connection to same
time-slot. The traffic demand can then be supported by finding an assignment
of each duplex connection to one of the time-slots in the TDM frame, on one
of the wavelengths in the ring. Without the possibility of tunable transceivers,
the assignment of circuits to wavelengths corresponds to the standard traffic
grooming problem considered so far, for which the optimal grooming solution
is given in Table 11.5.

However, it was shown in [4] that using tunable transceivers can help re-
duce the number of transceivers significantly. For example, consider the traffic
assignment given above. Notice that node 3 only transmits and receives one
wavelength at any given time (i.e., wavelength 2 in slot 1, wavelength 1 in slot
2 and wavelength 2 in slot 3). Hence if node 3 were equipped with a tunable
transceiver, it would only need one transceiver rather than 2 and a total of 6
transceivers would be required. In the above assignment of circuits to slots,
nodes 2 and 4 must transmit on both wavelengths in the same slot and hence
must each be equipped with two transceivers. Alternatively, a more clever as-
signment, shown in Table 11.6, requires each node to transmit only on one
wavelength during each slot and hence each node need only be equipped with
a single tunable transceiver.

In this example, we show that the number of transceivers can be reduced
from 7 to 4 by proper slot assignment. In this case, the optimal assignment can
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be found by inspection; however in larger networks this may be a non-trivial
combinatorial problem. In fact, it was shown in [4] that in general the optimal
assignment problem with tunable transceivers is NP-complete. The approach
in [4] transforms the traffic grooming with tunable transceivers problem into a
graph edge-coloring problem. While the graph coloring problem is known to
be NP-complete, in many cases an exact solution can be found. For example,
in the uniform traffic case, it was shown in [4] that with the use of tunable
transceivers, each node can use the minimum number of transceivers, i.e., no
more transceivers than the amount of traffic that it generates. This result hold
for general traffic as well, as long as the number of wavelengths is not limited.
With limited wavelengths, [4] provides algorithms that are very nearly optimal
and significantly reduce the number of transceivers as compared to the fixed
tuned transceivers case.

11.8 Summary
In this article, we attempted to expose the reader to various aspects of the

traffic grooming problem. For a more comprehensive survey of the grooming
literature the reader is referred to [9]. We start with a discussion of the static
traffic grooming problem. The static problem, at this point is rather well un-
derstood. In the most general case, the problem can be formulated as an ILP
and solved using various heuristics. However, many aspects of traffic groom-
ing remain largely unexplored. Those include the problem of grooming of
stochastic traffic, as well as grooming traffic with tunable transceivers [4]. The
latter problem begins to expose a fundamental aspect of optical networking,
whereby through the use of optical time division multiplexing (TDM) tech-
niques, electronic processing, both in the form of switching and line terminal
processing, can be drastically reduced in the network.
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Abstract In this chapter, we present a new scheme for traffic grooming in WDM mesh net-
works. We propose a new node architecture which brings together all the three
qualities desired: practical feasibility, cost-effectiveness and efficient grooming
capability. None of the models considered so far in the literature have managed
to satisfy all three criteria. We achieve these three ideals by considering a combi-
nation of groomers at multiple traffic granularities. We also present an algorithm
for efficient traffic grooming with this new architecture. We justify the need for
this new algorithm by imposing our node architecture on existing algorithms and
comparing with them through a wide range of simulations.

WDM optical mesh network, Grooming architecture, Traffic grooming, Integer
linear Programming, Logical topology

Keywords:

12.1 Introduction
The advent of Wavelength Division Multiplexed (WDM) Optical Networks

has made it possible for each physical link to carry traffic of the order of Tbps.
Several wavelengths can be multiplexed on the same fiber with each wave-
length capable of carrying traffic up to 10 Gbps. Yet, individual traffic demands
are still of the order of Mbps. This requires efficient grouping of individual
connections onto the same wavelength as dedicating a unique wavelength for
each demand will lead to huge wastage of bandwidth. Intelligent grouping is
also required because each wavelength has to be dropped at the source and
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destination of each of the connections assigned to it. Dropping a wavelength
at any node involves conversion from optical to electronic domain, and the
equipment for performing this is the main contributor towards the cost of the
network. This grouping of connections and assigning wavelengths to these
groups, so as to optimize on some objective such as throughput or network
cost, is termed as “traffic grooming”.

Traffic grooming in WDM optical networks has been the focus of research
in much of the recent work. As the traffic grooming problem is known to be
NP-hard for arbitrary traffic [7], most of the work has been limited to domains
with constraints on traffic or physical topology. Almost all of the work has
only looked at the traffic grooming problem in SONET/WDM rings. Initial
research focused on uniform traffic and used circle construction techniques
to minimize the number of wavelengths as well as the number of Add-Drop
Multiplexers (ADMs) [11, 10]. Improving on this, [1] and [2] tried to minimize
the overall network cost, considering parameters such as maximum number of
physical hops, though they too concentrated on rings and laid emphasis mainly
on uniform traffic. Non-uniform traffic, albeit with the constraint that the total
traffic added or dropped at any node is lesser than some threshold, was handled
for the first time in [5] and [6]. The first attempt to handle arbitrary traffic,
though restricted to SONET rings, is seen in [9].

The recent surge in the industry to use mesh networks instead of SONET
rings has breathed life into research on traffic grooming in mesh networks
as well. The initial work in this direction, trying to minimize the number
of transceivers by designing a suitable virtual topology, is found in [4]. Its
main shortcoming is that it does not consider any limitations on the physical
topology such as number of wavelengths. Grooming in survivable WDM mesh
networks, assuming single-link failure, was considered in [8]; but it addressed
the issue of dynamic grooming. The same problem was also addressed in [12],
though without considering the survivability aspect. Dynamic grooming is the
problem of routing and assigning wavelengths for a new demand, given the cur-
rent state of the network, whereas in static grooming the traffic demands are
known a priori and all of them have to be assigned routes and wavelengths to
minimize required resources (wavelengths and grooming ports). Static groom-
ing can also be viewed from the angle of maximizing the throughput given the
constraints on resources. This problem has been addressed in the context of
mesh networks in [13]. It outlines two different node architectures - MPLS/IP
and SONET/WDM. It propounds that the former is more cost-effective and an
ILP formulation for grooming with this architecture is presented. It also pro-
poses two heuristics for traffic grooming with the MPLS/IP node architecture
in a WDM mesh network. The main drawback in this work is that it assumes
unlimited grooming capability (ability to switch traffic among streams) at each
node as multiplexing is done in software in the MPLS/IP architecture. This
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is not a practical assumption as routing each packet by examining its header
involves a large overhead, which makes the setup incapable of handling the
large bandwidth of an optical WDM link. Hence, full-scale grooming, i.e.,
as much multiplexing ability as required, at extremely fine granularities is not
practically feasible. (Grooming at fine granularities involves switching streams
which carry very low traffic while grooming at coarse granularities can only
switch higher-rate traffic streams.) On the other hand, the SONET/WDM ar-
chitecture also has its own limitations. Here, the switching cost of the groomer
is proportional to the square of the number of ports on it (the number of ports on
a groomer is the number of streams it is capable of grooming). So, though us-
ing the SONET/WDM architecture will lead to lesser grooming equipment cost
as the number of traffic streams it can groom is limited, the overall cost will
be high as grooming can only be done at coarse granularities, which will lead
to the need for a greater number of wavelengths. In short, though MPLS/IP is
efficient, it is infeasible and not cost-effective because of high processing over-
head and SONET/WDM, though feasible, is neither efficient nor cost-effective
because of grooming at coarse levels and the high switching cost involved.

In this chapter, we propose a new node architecture which does away
with the shortcomings of the above two architectures and combines their
advantages to achieve the right combination of feasibility, efficiency and
cost-effectiveness. We do so by having groomers at multiple granularities at
each node. The concept of using a multi-layer node architecture was also
considered in [3]. But, it failed to identify the full potential of grooming at
multiple levels. In the architecture used in [3], any add-drop traffic has to pass
through the complete hierarchy from bottom to top. Due to this dependence
between levels, switching cost benefits are obtained only at the intermediate
nodes of lightpaths. Our node architecture ensures saving in switching cost
at all nodes as the groomers at different layers are completely independent,
which makes use of the true strength of grooming at multiple granularities.

The remaining part of the chapter is organized as follows. A detailed de-
scription of the node architecture we propose is given in Section 12.2. The
exact specification of the traffic grooming problem we attempt to solve in this
chapter is clearly stated in Section 12.3. To find the solution to this problem,
we first give an ILP formulation in Section 12.4 and then propose a heuristic
algorithm in Section 12.5. The working of our heuristic is illustrated in Section
12.6 with the help of an example and in Section 12.7, we present the results of
the various simulations performed to study the performance of our heuristic.
Finally in Section 12.8, we conclude and provide directions for future work.
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12.2 Node Architecture
Our proposed novel node architecture involves the use of two groomers -

one at a coarse level and the other at a finer level of granularity, which we
call the higher level and lower level groomer, respectively. To make this setup
practically feasible, unlike the MPLS/IP architecture, we work with the practi-
cal assumption that the number of ports on the lower level groomer is limited.
Though limited, the capability to groom at finer levels helps in efficient groom-
ing by reducing the number of required wavelengths compared to that possible
with the higher level groomer alone. The additional cost of the lower level
groomer is more than offset by the decrease in infrastructure cost due to fewer
wavelengths. In addition to the coarse and fine granularity groomers, our node
architecture also makes use of a mapper, which has negligible cost as it does
no processing; it just multiplexes/demultiplexes the add/drop traffic assuming
best possible packing of the lower level streams into the higher level streams.
Its low cost is due to the fact that it does not perform any switching.

Figure 12.1. Mixed groomer node architecture.

The mixed groomer node architecture we present is shown in Fig. 12.1.
This architecture is a very generic one and can be used on any hierarchy of
traffic streams, for example, OC-48/OC-12/OC-3 or STM-16/STM-4/STM-1
or STM-1/VC-3/VC-12. From now on, for the sake of convenience, we will
refer to a wavelength as OC-48, a higher level stream as OC-12 and a lower
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level stream as OC-3. So, in the node architecture shown, the OC-48s that need
to be groomed are converted from optical to electronic form by the Receiver
Array (RX) and fed as input to the higher level groomer. The function per-
formed by the higher level groomer is to switch OC-12s among the different
OC-48s it receives as input. The OC-12 groomer also receives OC-12s which
do not need to be groomed (because they might be completely packed with
OC-3s setup between the same source-destination pair), padded up to OC-48s,
as input from the mapper. The mapper can also be implemented such that every
OC-12. in which all the OC-3s on it are between the same source-destination
pair, can be directed from the mapper to the OC-12 groomer. However, doing
so when the OC-12 is not completely packed entails higher implementation
complexity (as detection of padded up OC-3s is required). Hence, in our pro-
posal, we only require the mapper to redirect OC-12s completely packed with
OC-3s between the same source-destination pair to the OC-12 groomer.

If there is also a need to switch OC-3s among the OC-12s, then the OC-12
groomer feeds the corresponding OC-12 streams as input to the OC-3 groomer.
Also, among the OC-12s generated by the mapper from the add/drop traffic, the
ones which are not completely packed are routed to the OC-3 groomer. The
streams between the OC-12 and the OC-3 groomer are essentially OC-48s, but
only the OC-3 groomer can index the OC-3s within each OC-48 and switch
them if required. The mapper receives the local add/drop traffic as input in
the form of OC-3s padded up to OC-12s, and tries to pack them into OC-12s
optimally. It does this by taking groups of 4 (the groom  factor in this case) OC-
12s and mapping the single OC-3s on them onto one OC-12. This has very low
processing overhead as the OC-3s can be statically mapped to respective OC-
12s. Since the mapper receives OC-3s padded up to OC-12s as input, if some
OC-12 is assigned just one OC-3, then that OC-12 can be directly padded up
to a OC-48 by the mapper and sent to the OC-12 groomer, bypassing the OC-3
groomer. The outgoing traffic from the node is converted from electronic to
optical domain by the Transmitter Array (TX).

Essentially, the mixed groomer architecture can be divided into two logi-
cal units - the multiplexing/demultiplexing section (mapper) and the switching
section (OC-3 and OC-12 groomers). The add/drop traffic that goes in and out
of the groomer is in the form wherein each OC-3 is on a distinct OC-12. The
mapper performs the task of multiplexing the OC-3s which are on the OC-12s
which constitute the add traffic. This multiplexing is carried out to ensure best
possible packing, i.e., the OC-3s on every 4 OC-12s are multiplexed into 1 OC-
12. The drop traffic is also similarly packed in the best possible manner. The
mapper demultiplexes the OC-12s which constitute the drop traffic such that
each of the OC-3s on these OC-12s is on a distinct OC-12. The task of switch-
ing traffic is completely handled by the OC-3 and OC-12 groomers. Since the
mapper does not perform any switching, its cost is negligible in comparison
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with that of the groomers. The role of the OC-3 groomer is to switch OC-3s
among OC-12s. Similarly, the function of the OC-12 groomer is to switch
OC-12s among OC-48s. The number of switching ports taken up on the OC-
3 groomer is the number of OC-12 streams it has to switch traffic amongst.
Hence, from Fig. 12.1, it is clear that the number of OC-3 switching ports
required is the sum of two quantities. The first being the number of OC-12s
between it and the mapper. And, the second is the number of OC-12s between
it and the OC-12 groomer. From the above explanation of how the mapper
works, the number of OC-12 streams between the OC-3 groomer and the map-
per is equal to (Total add/drop traffic in terms of OC-3s)/(groom factor)
Similarly, the number of ports required on the OC-12 groomer is also the sum
of two quantities. In this case, the first is the number of OC-48s fed as input to
the groomer. The second is the number of OC-48s onto which it has to switch
OC-12s, which are then fed as input to the OC-3 groomer. At the maximum,
the value both these quantities take up is the number of OC-48s supported on
the links incident at the node.

In our node architecture, the number of ports on the OC-3 groomer is con-
strained as this is a major contributor towards the cost of the setup. On the
other hand, the number of ports on the OC-12 groomer can be assumed to be
practically unlimited as grooming at a coarse level is comparatively inexpen-
sive. Moreover, the number of ports required for full-scale grooming is lesser.
To get an estimate of this, consider an OC-768 backbone, i.e., each node in the
network can handle bandwidth equivalent to OC-768. Since OC-768 is equal
to 16 OC-48s, unlimited grooming capability at the OC-12 level would require
32 ports. This is because 16 ports would be required for the OC-48s on the
link and another 16 for the add/drop traffic. On the other hand, since OC-768
is equivalent to 64 OC-12s, the number of ports required on the OC-3 groomer
for input from the OC-12 groomer is 64. Also, 64 ports would be required for
the OC-12s received from the mapper. This implies that a total of 128 ports
are required on the OC-3 groomer. This quantity is 4 times as many as that on
the OC-12 groomer. Since switching cost is proportional to the square of the
number of ports, the switching cost at the OC-3 level is more than 16 times
that at the OC-12 level1. On the whole, this clearly makes the cost of full-scale
grooming at the OC-12 level negligible compared to that at the OC-3 level.

Let us now look at the advantages of the mixed groomer architecture over
that of an OC-3 groomer or OC-12 groomer alone. If an OC-12 groomer alone
is employed, it does not have the capability to switch OC-3s among OC-12s.
So, the add/drop traffic in the form of OC-3s padded up to OC-12s cannot be
multiplexed together. Each of these OC-12s will have to be assigned as they
are to OC-48s on the link. Hence, as each OC-12 can only have one OC-3,
the maximum traffic that can be supported is i.e., 1/(groom factor) of the
total bandwidth. On the other hand, using the OC-3 groomer alone suffers
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from two disadvantages. Firstly, due to the absence of the OC-12 groomer,
if OC-12s among two OC-48s need to be swapped (switching at the OC-12
level), this has to be done by swapping each of the OC-3s on these OC-12s.
This is costlier as switching needs to be done at a finer granularity. Also, since
there is no OC-12 groomer to pick out the specific OC-12s, all the OC-12s
on these OC-48s will have to be fed as input to the OC-3 groomer. More im-
portantly, the OC-3 groomer directly receives OC-3s padded up to OC-12s as
input. This implies that the number of ports consumed due to the add/drop
traffic is equal to the number of OC-3s in the add/drop traffic. Note that in the
mixed groomer, this number was of the add/drop traffic because multi-
plexing/demultiplexing is performed by the mapper. So, the mixed groomer
architecture derives its efficiency by the combination of the OC-3 and OC-12
groomers and also, maintains practical feasibility and cost-effectiveness by the
constraint on the number of ports on the OC-3 groomer.

12.2.1 Example

The following example clearly brings to the fore the advantages of using
a combination of groomers in place of having an OC-3 or OC-12 groomer
alone. Consider the 6-node network shown in Fig. 12.2(a) with demands of 3,
1 and 4 OC-3s between the (source, destination) pairs (1, 4), (3, 5) and (2, 6),
respectively. As outlined above switching cost at the OC-12 level is negligible
to that at the OC-3 level which only depends on the number of OC-12s on the
link. So, from here on, we consider OC-12 as a wavelength. The state of the
network in each of the three cases explained below is as shown in Fig. 12.2.

Figure 12.2. (a) Example 6-node physical topology and network state with (b) OC-12
groomer, (c) OC-3 groomer and (d) mixed groomer.
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OC-12 groomer alone: When only an OC-12 groomer is available at
each node, there is no grooming capability at the OC-3 level at any node.
So, multiple OC-3s cannot be groomed onto the same OC-12, which
implies that each OC-3 has to be carried on a new OC-12. This in turn
implies that the number of wavelengths required on a link is equal to
the total number of OC-3s transmitted along the link. As shown in Fig.
12.2(b), though there is no switching cost at any of the nodes, the overall
network cost is high due to the large number of wavelengths required to
satisfy the traffic demand. In this example, at least 8 wavelengths are
required on link (3, 4).

OC-3 groomer alone: If each node has an OC-3 groomer with full-scale
grooming capability, then optimal grooming can be performed as shown
in Fig. 12.2(c). But, the downside of this scheme is the high switching
cost borne due to the large number of grooming ports required at each
node, as shown in Fig. 12.2(c). As explained before, each add/drop
OC-3 consumes a port on the OC-3 groomer and hence, the add/drop
traffic itself consumes 3, 4, 1, 3, 1 and 4 ports at nodes 1, 2, 3, 4, 5 and
6, respectively. Also, at every node, among all the OC-12s on the links
incident at that node, every OC-12 that needs to be groomed consumes
an OC-3 grooming port at that node. An OC-12 needs to be groomed if
some OC-3s on it need to be either dropped or switched to other OC-12s.
All these properties together necessitate as many as 5 OC-3 grooming
ports at nodes 2, 4 and 6. So, though the number of wavelengths re-
quired is reduced from 8 to 2 in comparison with the previous case, the
grooming cost introduced keeps the network cost high.

Mixed groomer architecture (OC-12 groomer + OC-3 groomer + Map-
per): The network state achieved with the mixed groomer node architec-
ture (shown in Fig. 12.2(d)) clearly highlights its merits because as in
the case with the OC-3 groomer alone, the number of wavelengths re-
quired is 2 but with much lower switching cost. The maximum number
of ports needed at any of the nodes is 3 and three of the nodes do not even
require an OC-3 groomer. The 4 OC-3s from node 2 to node 6 can be
routed on the same OC-12 without consuming any OC-3 grooming ports
as an OC-12 which is completely packed with OC-3s between the same
(source, destination) pair directly goes from the mapper to the OC-12
groomer. Also, no ports are required for the OC-12 from node 4 to node
5 as a single OC-3 is put onto it. Lesser number of ports are also taken
up at nodes 1, 3 and 4 because the mapper multiplexes/demultiplexes the
add/drop traffic and hence, the number of ports consumed on the OC-3
groomer by the add/drop traffic is only the number of add/drop



Efficient Traffic Grooming in WDM Mesh Networks 273

OC-3s, which in this example translates into only one port at each of
these nodes.

This example shows that our mixed groomer node architecture brings to-
gether the beneficial features of both a coarse granularity and a fine granularity
groomer, i.e., lower switching cost and lesser number of wavelengths required,
respectively.

12.3 Problem Statement

The problem we address in this chapter is that of static grooming, with the
objective of maximizing throughput given the various constraints on the avail-
able resources. We account for the following resource constraints:

The maximum number of distinct wavelengths on which traffic can be
routed on each physical In our problem setting, this is the
maximum number of OC-48s that can be carried on any link. But, since
the grooming capability on the OC-12 groomer is practically unlimited,
this can be equivalently seen as the maximum number of OC-12s on
each link. We assume the same to hold over all physical links.

The number of ports on the OC-3 groomer at each This
places a limit on the number of OC-12 streams that can be groomed at
each node, i.e., the number of OC-12s which require OC-3s on them to
be either dropped at that node or switched to other OC-12s.

1

2

The parameters given as input to the static grooming problem are:

The number of nodes N in the network. Each node is assumed to have a
groomer with the mixed groomer node architecture. We assume that all
physical nodes have groomers of the same size.

The physical topology of the network is given in the form of the ad-
jacency matrix L, where or 0 if a link exists or does not
exist between nodes i and j, respectively. This is called the “single fiber”
scenario.

As our mixed groomer architecture is a generic one, we also take the
groom factor G, i.e., the ratio between the bandwidths of the higher level
stream and the lower level stream as input. In our case where we con-
sider OC-12 and OC-3, the groom factor is 4. So, the total traffic (in
terms of OC-3s) that can be loaded on any physical link is

The traffic matrix T gives the traffic demand with node i as source
and node j as destination. In the mixed groomer architecture, a OC-
12 packed with G OC-3s between the same (source, destination) pair is

1

2

3

4
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routed directly from the mapper to the OC-12 groomer (refer the previ-
ous section on Node Architecture) and so, does not take up any ports on
the OC-3 groomer. As we are placing a constraint on the ports only on
the OC-3 groomer, all entries in T (specified in units of OC-3s) are as-
sumed to be lesser than G. If any entry is greater than G, then
OC-12s can be padded to OC-48s and directly put through the OC-12
groomer, leaving behind the entry mod G, which is lesser than G.
Thus, even if no restriction is placed on the traffic matrix entries, the
problem can be reduced to an equivalent one wherein each demand is
lesser than G OC-3s.

Given the above inputs and the limitations on the infrastructure, we aim to
maximize the throughput, i.e., maximize the percentage of successfully routed
traffic. We give an Integer Linear Programming formulation of this grooming
problem in the next section. If solved, the answer to the ILP formulation gives
us the optimal solution to our problem but, solving any ILP problem entails
exponential complexity. So, the ILP formulation can be used only to opti-
mally solve the grooming problem for networks with very few nodes dealing
with sparse traffic matrices. As the static grooming problem is known to be
NP-hard for arbitrary traffic even for ring networks [7], it is clearly NP-hard
for mesh networks as well due to the increase in complexity of the problem
at hand. Hence, in order to obtain solutions for large networks, we propose a
heuristic algorithm for solving it near-optimally. We demonstrate the need for
this algorithm by comparing its performance with the only alternatives avail-
able - the two heuristics proposed in [13]. On executing all the three algorithms
on a wide variety of traffic patterns, the results clearly show that grooming with
the mixed groomer architecture necessitates the use of our heuristic as it real-
izes much higher throughputs compared to the other two. We also demonstrate
the near-optimality of our heuristic by comparing its performance with that
obtained by solving the ILP formulation on small networks.

12.4 ILP Formulation

Our objective in solving the above problem is to determine which are the de-
mands that can be successfully routed to maximize throughput. This problem
is usually broken up into the following two sub-problems:

Determination of the logical topology - Which are the lightpaths to be
set up? The set of lightpaths are seen as the links over which connections
are routed.

Routing of individual connections - Which are the demands to be satis-
fied and how is each demand routed over the logical topology?
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We follow the above approach in our ILP formulation, but we look at the same
problem from a different angle in our heuristic. In it we take up the Routing
and Wavelength Assignment (RWA) approach. We view the problem as deter-
mining the connections to be routed, assigning routes to each one of them and
then allocating wavelengths for them on each physical link along their assigned
route. We adhere to the logical topology approach in our ILP formulation as
it facilitates easier counting of ports - each lightpath set up consumes one port
each on the groomers at its source and destination.

Here, we present an ILP formulation of the static grooming problem ex-
plained in the previous section. This formulation is much on the same lines
as that given in [13]. The difference comes in due to the replacement of the
MPLS/IP architecture with the more efficient mixed groomer architecture. As
the constraint on the number of ports on the lower level groomer needs to be
imposed, we need to count the number of ports assigned on the lower level
groomer at each node. Hence, the logical topology section of the formulation
is identical to that in [13], but the remaining sections of the formulation differ.

The following definitions are used:

m, n: The nodes at either end of a physical link. The link (m, n) is considered
to be a directed edge from m to n. m,

i, j: The source and destination of a lightpath, which might traverse multiple
physical links. i,

s, d: The source and destination of a routed connection, which might span
multiple lightpaths. s,

k: Any general node in the network.

t: index of an individual OC-3 among the different OC-3s established between
the same (source, destination) pair. If then 6 OC-3s with 3 as source
and 5 as destination are enumerated from 1 to 6.

The variables used in our formulation and their physical interpretation are
as follows:

Number of lightpaths established on wavelength w, with node i as
source and node j as destination.

Number of lightpaths setup between node i and node j on wave-
length w which are routed through the physical link (m, n).

if the OC-3 from s to d is routed through the lightpath
from i to j on wavelength w which has its first physical hop following i
as k, else it is 0. Note that the tuple (i, j, k, w) refers to a unique lightpath
since at most one physical link is allowed between two nodes (from the
specification of L in the problem definition).
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if the lightpath from i to j on wavelength w, which has its first
physical hop following i as k, needs to be groomed at the OC-3 level at
nodes i and j, else it is 0.

if the OC-3 from s to d is established, else it is 0.

The objective function is defined as: Maximize

The constraints are:

There should be no lightpaths from node i to node j, passing through a
link incoming into i.

There should be no lightpaths from node i to node j, passing through a
link outgoing from j.

The number of lightpaths on wavelength w from node i to node j, pass-
ing through a link outgoing from i, should be equal to the number of
lightpaths on wavelength w established from i to j in the logical topol-
ogy.

The number of lightpaths on wavelength w from node i to node j, pass-
ing through a link incoming into j, should be equal to the number of
lightpaths on wavelength w established from i to j in the logical topol-
ogy.

For any node k, other than i and j, the number of lightpaths from i to j
on wavelength w routed through links incoming into it should be equal
to the number of lightpaths from i to j on wavelength w routed through
links outgoing from it.

A lightpath can pass through a link only if the link exists. Also, at most
one lightpath on a particular wavelength can be routed through a physical
link.
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In our problem setting is restricted to values 0 or 1 and so, the
values taken by are also restricted to 0 or 1. But, the same equation
holds if multiple physical links are allowed between two nodes.

If the OC-3 from s to d is setup, then it must be routed through some
lightpath originating at s.

If the OC-3 from s to d is setup, then it must be routed through some
lightpath terminating at d.

Any traffic with s as the source cannot be routed on a lightpath which
terminates at s.

Any traffic with d as the destination cannot be routed on a lightpath
which originates at d.

On any node k, other than s and d, if the OC-3 from s to d is routed
on some lightpath terminating at k then it must also be routed on some
lightpath originating at k.

Traffic can be routed on a lightpath only if it exists and the total traffic
routed on it cannot exceed the capacity of a wavelength.

The lightpath from i to j on wavelength w, which has its first physical
hop after i as k, needs to be passed through the OC-3 groomer at nodes
i and j if more than one OC-3 has been routed on it.
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The total number of lightpaths passing through the OC-3 groomer at
each node must be lesser than the number of ports on the groomer.

Though we assume in our problem setting that the number of ports on
the OC-3 groomer is same at all nodes, the above given constraint can
be easily modified to handle the case where varies across nodes by
replacing by in the above constraint, where is the number of
ports on the OC-3 groomer at node i.

12.5 Heuristic

If the ILP formulation given in the previous section is solved, the optimal
solution to any instance of the static grooming problem we are considering can
be obtained. But, since the number of variables and constraints in the formula-
tion increases exponentially with increase in the size of the problem, practical
considerations force us to take up heuristic approaches to obtain near-optimal
solutions. A couple of heuristics - Maximizing Single-Hop Traffic (MST) and
Maximizing Resource Utilization (MRU) - were proposed in [13]. We put for-
ward another heuristic which is tailored to suit the mixed groomer architecture.
We justify the need for this new heuristic by comparisons with those proposed
in [13] which clearly show the superiority of our approach.

As outlined before, the approach we are going to follow is to determine the
connections to be established and assign routes and wavelengths to them rather
than build the logical topology and route the connections on it. We perform this
iteratively by maintaining a partition of the set of connections, A and B, such
that only those in A have been assigned, and in every iteration, one connection
in set B is assigned and moved into set A. Since the main resource constraint
limiting us from obtaining a 100% throughput is the limit on the number of
ports on the OC-3 groomer, we assign the connection whose establishment
would lead to the least increment in the number of OC-3 grooming ports used
over all the nodes in the network. To make this decision, we need to determine
for each connection in set B the route and corresponding wavelength assign-
ment that would lead to the least increase in used OC-3 grooming ports among
all possible route and wavelength assignments. We keep performing this it-
eratively until no connection can be established due to the constraints on the
number of wavelengths and on the number of ports available.
To evaluate the increase in ports at each stage, we determine the new light-
paths that need to be established and the old lightpaths that need to be split in
order to setup the required route and wavelength assignment. Then we use the
property that one OC-3 port each is taken up on the groomer at its source and
destination by each lightpath carrying more than one OC-3.
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Determination of the “least-port-increase” route and wavelength assign-
ment for each connection would entail performing a search over all possible
routes from the source to destination of that connection and over each possible
wavelength assignment for each route. This search space is clearly exponen-
tial in size and as there is no possibility for pruning, the complexity involved
in performing this search is exponential. First we try and reduce the search
space in terms of number of routes to be examined. While considering just the
shortest physical hop path from source to destination would contradict the very
purpose of the search, searching over all possible routes is exponential. So, as a
trade-off between complexity and optimality, we pre-determine the k-shortest
paths for every (source, destination) pair and search over these k routes, k is
a parameter which can be decreased or increased depending on whether faster
execution or proximity to optimal solution is desired. Even though we have cut
down on the complexity significantly by considering the k-shortest paths, the
search remains exponential as we need to evaluate the increment in used ports
over all possible wavelength assignments for each of these k routes. Hence,
we resort to the following approach. Though wavelengths are available
on each physical link in the network, we start off our grooming heuristic as-
suming the network to have only 1 wavelength. Once the process of iteratively
assigning connections stops because no more connections can be established,
we increment the number of wavelengths to 2 and continue assigning connec-
tions. This process of grooming, incrementing number of wavelengths and
then again grooming is performed until all wavelengths have been used.
This approach reduces the complexity because as the number of wavelengths
is increased, the number of possible wavelength assignments does not increase
by much due to the fact that the traffic on many wavelengths could have already
been fully allotted on several physical links to connections assigned until then.
All these modifications bring the complexity down to practical levels without
adversely affecting the efficacy of the algorithm.

Until now, our heuristic neither has any look-ahead nor any adaptive com-
ponent other than the property that the “least-port-increase” route and wave-
length assignment depends on the current state of the network. To incorporate
look-ahead, we modify our policy for selecting the connection to be assigned.
After evaluating the least increment in ports involved in setting up each con-
nection, we select the minimum of these and pick out the connections corre-
sponding to this minimum. For each such connection C, we determine the set
of connections S that could be added without any additional ports being con-
sumed if C were to be assigned. We now find, for each C, the total traffic
carried by C and by all the connections in its corresponding set S. The max-
imum value of this traffic is found and one of the connections corresponding
to this maximum is assigned. This look-ahead helps us drive the search in the
direction of greater throughput. The connection selection policy can be further
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improved by assigning the connection whose “least-port-increase” route has
the least number of physical hops among all the connections which correspond
to the maximum “look-ahead traffic”. The motivation behind this step is to fa-
vor lesser use of physical resources. The adaptiveness of the heuristic is further
enhanced by trying to reroute the assigned connections at each stage. Once a
connection is assigned, we consider each connection C which was assigned
before this stage. We remove the connection C and determine its “least-port-
increase” route and wavelength assignment in this new state of the network.
If one of the following two conditions is satisfied, connection C is assigned to
the new route, else it is put back to its old route.

Changing the assigned route for connection C would lead to a decrease
in the overall number of used OC-3 grooming ports in the network.

Changing the assigned route for connection C would keep the number
of used OC-3 grooming ports same but the rerouting would modify the
state of the network to permit some connections to be added without
additional increase in ports, which should not have been possible without
the rerouting.

Having gone through the complete logical development of our heuristic for
solving the static grooming problem, our heuristic can now be concisely put
down as follows:

Set NumWavs = 1. Determine the k-shortest paths between every pair
of nodes and store them in Paths. Add all desired connections (as given
in T) to the set B and initialize set A as a null set.

If set B is empty, 100% throughput has been achieved and therefore,
stop.

For each connection (s, d) in the set B, evaluate the increase in the num-
ber of used OC-3 ports in the network corresponding to each of the routes
in Paths(s, d) and each corresponding feasible wavelength assignment.
Using this information, determine the route and wavelength assignment
which leads to the least increase in ports and store this least increase in
IncrPorts(s, d). If no feasible route and wavelength assignment exists,
set IncrPorts(s, d) to

Find the minimum value of IncrPorts(s, d) for all connections (s, d) in
the set B. If this minimum is skip to step 8, else store all the (s, d)
pairs corresponding to this minimum in the set S.

For each (s, d) pair in S, determine the subset of B - {(s, d)} which can
be allotted without additional consumption of ports if the connection

1
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5
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(s, d) is assigned along its “least-port-increase” route and wavelength
assignment. Sura up the traffic of connection (s, d) along with those in
its corresponding subset and assign this value to AddTraffic(s, d).

Find the maximum value of AddTraffic(s, d) for all connections (s, d)
in the set S. Assign the connection (s, d) corresponding to this maxi-
mum along its “least-port-increase” route and wavelength assignment.
If more than one connection takes this maximum value for AddTraf-
fic(s, d), assign any one whose route has the least number of physical
hops. Move this assigned connection from set B to set A.

Consider each connection (s, d) in set A in increasing order of traffic.
Remove the connection (s, d) and evaluate the decrease in the number
of used OC-3 ports - DecrPorts(s, d). Now, determine the “least-port-
increase” route and wavelength assignment for (s, d). If either the in-
crease in number of ports associated with this new route is lesser than
DecrPorts(s, d) or if the increase in number of ports is equal to Decr-
Ports(s, d) but assigning (s, d) to the new route would facilitate alloca-
tion of more traffic without consuming additional ports (which should
not have been possible if the rerouting had not been done), then assign
(s, d) to the new route. Else, put it back to the previously existing route
and wavelength assignment. Go back to step 2.

If NumWavs < then increment NumWavs and go back to step
3, else stop.

6

7

8

12.6 Illustrative Example

To offer a better understanding of our heuristic and to show a glimpse of how
our heuristic outperforms those proposed in [13], we consider an example. The
9-node network considered has a physical topology as shown in Fig. 12.3. In
this example, we take the groom factor G = 18, the number of wavelengths

and the number of ports The traffic matrix T is as shown
in Table 12.1.

When the Maximizing Single-Hop Traffic (MST) heuristic from [13] is exe-
cuted on the above example (without the constraint as it does not consider
the mixed groomer architecture), the logical topology shown in Fig. 12.4(a) is
setup which can be established only if On routing the individ-
ual connections on this logical topology, a throughput of 98% is obtained even
though both the wavelengths have been utilized on most of the links. Similarly,
the Maximizing Resource Utilization (MRU) heuristic from [13] was executed
on this example and the logical topology setup was that shown in Fig. 12.4(b),
which requires Though MRU consumes lesser grooming ports than
MST, the throughput obtained also decreases to 67%.
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On the other hand, our heuristic manages to achieve 100% throughput mak-
ing use of only one wavelength and with the constraint of having only 2 ports
on the OC-3 groomer at each node. The various states of the network as the
execution of our heuristic progresses are shown in Fig. 12.5.

Initially, the “least-port-increase” route for each connection is the short-
est path from source to destination. As no lightpath presently exists, the
IncrPorts value for each connection is 2 except for (4, 9), whose Incr-
Ports value is 0 as a lightpath with just one OC-3 does not pass through
the OC-3 groomer (refer section on Node Architecture). Hence, (4, 9)
gets assigned.

All the unassigned connections now need at least 2 ports and so, the one
with maximum traffic among them - (3, 5) - gets assigned.

Figure 12.3. 9-node physical topology.

(a)

(b)
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Even now, the least value of IncrPorts is 2 and as many lightpaths have
not yet been setup, no rerouting is beneficial. So, the connection with
the next highest traffic - (6, 7) - gets established.

Continuing with the trend, the connection carrying the highest traffic
among all the unassigned connections - (8, 2) - gets assigned. One point
to note at this stage is that the AddTraffic value for both (7, 8) and (6,
8) is 4 because if any one of them is setup, the other connection can be
routed without consuming additional ports. Yet, (8, 2) got assigned as
T(8, 2) = 5 > 4.

Next, the connection(7, 8) gets assigned as its IncrPorts value is the cur-
rent minimum 2 and its AddTraffic value is 8 (because if (7, 8) is setup,
then the connections (6, 8) and (7, 2) can be routed without taking up
more ports). After (7, 8) is setup, both (6, 8) and (7, 2) get assigned as
the IncrPorts value for both is 0.

Even now, the least value of IncrPorts is 2 and among the connections
corresponding to this minimum, (1, 2) has the highest traffic and so, is
selected for assignment.

Having introduced (1, 2), we can see that it is beneficial to reroute con-
nection (8, 2), changing its route from 8 9 2 to 8 1 2. The
motivation behind this is that the rerouting does not increase the number

(c)

(d)

(e)

(f)

(g)

Figure 12.4. Logical topology setup by: (a) MST heuristic and (b) MRU heuristic.
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Figure 12.5. Development of logical topology in our heuristic.

of OC-3 grooming ports used on the whole but permits the connection
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(8,1) to be routed without further usage of ports. So, the route for (8, 2)
is changed and now, since IncrPorts value for (8, 1) is 0, it is assigned.

Progressing in the same manner as described until now, the final logical
topology setup is as shown in Fig. 12.5(h).

(h)

This example not only clearly outlines the working of our heuristic but also
shows that it is better than both MST and MRU as a higher throughput was
achieved utilizing lesser number of wavelengths and under a tighter constraint
on the number of ports.

12.7 Simulations and Results

In this section, we present the results of various simulations that we have
conducted. These simulations can be broadly classified into three groups,
based on their objectives:

Comparison with the optimal solution obtained by solving the ILP for-
mulation

Demonstrating the efficiency of our heuristic

Comparison of our heuristic with MST and MRU heuristics

1

2

3

In our simulations, we used the 6-node network and the 15-node network,
whose physical topologies are as given in [13]. These two networks were used
for comparison of our heuristic’s solution with that yielded by the ILP formu-
lation, and the MST and MRU heuristics, respectively. The traffic matrices used
for these simulations were obtained by generating each demand as a uniformly
distributed random number in the range 0 to 5. As our problem formulation
requires each traffic demand to be lesser than the groom factor G, the value of
G is taken to be greater than 5 in all our simulations.

12.7.1 Comparison with ILP

Solving the ILP formulation we presented in Section IV gives the optimal
solution for a particular instance of the static grooming problem. Hence, to
demonstrate the near-optimality of our heuristic we compared the solution it
provided with that obtained on solving the corresponding ILP formulation. We
also determined the results given by the MST and MRU heuristics to show that
our heuristic’s solution is much nearer to the optimum. Since solving the ILP
formulation entails very high complexity, these simulations could be carried
out only on the 6-node network given in [13].

In these simulations, the number of wavelengths was varied from 1 to 4,
with the groom factor varying from 6 to 8 for each wavelength. For each
combination of number of wavelengths and groom factor, the MST heuristic
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was executed and the maximum of groomer ports used among all nodes was
determined, as this is the size of the groomer required. Using this groomer
size, the corresponding throughput yielded by our heuristic and by solving
the ILP formulation were obtained. These simulations were again repeated
with the MRU heuristic. The results of these are shown in Table 12.2 and
Table 12.3, from which it can be clearly observed that the solution yielded
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by our heuristic is very close to the optimal solution in most of the cases.
It is also seen that the throughput given by the MST and MRU heuristics is
lesser than that given by our heuristic in all the cases considered. The better
performance of our heuristic is due to our approach of routing connections
over the “least-port-increase” route and the adaptability incorporated through
rerouting of connections.

Over and above this, we also used our ILP formulation to demonstrate the
benefits of using our mixed groomer node architecture in place of a coarse
granularity or fine granularity groomer alone. For the case of a coarse granu-
larity groomer, the only change required in the formulation is to set the value
of to 0, whereas for a fine granularity groomer, we need to set to
and add variables to count the actual number of ports used. The same method-
ology as that used in the comparison of our heuristic with the optimal solution
was used here too. Not only was the throughput obtained in the 3 cases (coarse
groomer, fine groomer and mixed groomer) measured but the number of ports
consumed in the fine groomer case was also determined. The value of
was taken to be 5 for the mixed groomer. The results of these comparisons
are shown in Table 12.4. We observe that in all the considered instances, the
throughput yielded by utilizing the mixed groomer node architecture is much
higher than that given by the coarse groomer. Though higher throughput is
achieved with the fine granularity groomer, in most of the cases this increase
is insignificant in comparison with the associated increase in network cost (in-
crease in number of groomer ports required). Though this could not be verified
due to the high complexity involved in solving ILP formulations, we believe
that utilizing the fine groomer in larger networks with more dense traffic will
entail even higher increase in network cost without much advantage in the
throughput compared to the mixed groomer case. These results re-emphasize
the need for our mixed groomer node architecture.

12.7.2 Efficiency of Our Heuristic

Any good grooming algorithm must satisfy the basic condition that the
throughput must increase with increase in available resources. In our prob-
lem setting, the two basic resources are:

1

2

Total bandwidth available in the network - measured in terms of number
of wavelengths and groom factor G.

Grooming capacity of the groomer - measured in terms of number of
ports on the OC-3 groomer in the mixed groomer architecture.

To show that our heuristic yields higher throughput with greater available band-
width, we fixed the number of wavelengths at 10 and the number of OC-3
grooming ports at 15, and then increased the groom factor from 6 to 15. Sim-
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Figure 12.6. Increasing throughput with: (a) increasing groom factor and (b) increasing num-
ber of ports.
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ilarly, to demonstrate increase in throughput with greater grooming capability,
we fixed the number of wavelengths at 10 and the groom factor at 15, and then
increased the limit on the number of OC-3 ports from 6 to 15. Both these sim-
ulations were repeated for values of k (where k-shortest paths were used for
determining “least-port-increase” route) varying from 1 to 5. The graphs in
Fig. 12.6(a) and Fig. 12.6(b) not only show increase in throughput as desired
but also demonstrate that the performance of the heuristic saturates even with
the small values of k considered. So, even though the heuristic considers only
the k-shortest paths, the throughput is almost as good as that obtained by a
comprehensive search over all routes. The property of throughput increasing
with increase in number of wavelengths is shown by the results obtained in the
next section.

12.7.3 Comparison with MST and MRU

Having proposed the mixed groomer node architecture, we also presented
an algorithm for grooming with this setup as we cannot expect the Maximizing
Single-Hop Traffic (MST) and Maximizing Resource Utilization (MRU) heuris-
tics to perform well in this new scenario. To justify the need for our heuristic,
we performed various simulations comparing its performance with that of MST
and MRU, and the results clearly highlight the superiority of our heuristic.
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Figure 12.7. Comparison of throughput with: (a) MST and (b) MRU.
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Figure 12.8. Comparison of number of ports with: (a) MST and (b) MRU.
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Since the objective of our heuristic is to generate higher throughput given
the constraint on grooming capability, the obvious way of displaying better
performance is by showing higher throughput under the same grooming con-
straints. For this purpose, during each run of the simulations, we executed
the MST heuristic, and obtained the throughput it yields and the number of
ports taken up on the groomer at each node. Here too, we evaluated the max-
imum ports taken up among all nodes as that would be the groomer size re-
quired at each node. Using the same groomer size, we executed our heuristic
and obtained the corresponding throughput. We conducted these simulations
with wavelengths varying from 1 to 10. For each wavelength, the value of the
throughput was determined with the value of the groom factor as 6 and 15, in
order to demonstrate better performance under both sparse and dense traffic
scenarios. The results of this experiment are shown in Fig. 12.7(a). Similar
comparisons were carried out with the MRU heuristic and the corresponding
results are shown in Fig. 12.7(b). These results reflect the fact that with the
same amount of resources available, our heuristic performs much more effi-
cient grooming than the MST and MRU heuristics. This has been shown in
scenarios of both dense and sparse traffic.

An alternative way of looking at our problem of obtaining better throughput
under grooming constraints is to minimize the grooming capability required
to obtain a specific throughput. In light of this new view, we compared our
heuristic with MST and MRU heuristics in terms of number of ports required
on the OC-3 groomer to obtain the same throughput. As before, we executed
the MST heuristic and determined the throughput obtained and the groomer
size required to obtain it. We then executed our heuristic repeatedly to find
the minimum groomer size required to obtain a throughput greater than that
obtained by the MST heuristic. Here too, we performed the simulations with
wavelengths varying from 1 to 10 and the number of ports corresponding to
each wavelength was determined with the groom factor taking the values 6
and 15. The results of these simulations are shown in Fig. 12.8(a). The MST
heuristic was seen to consume the same number of ports for a given number
of wavelengths, irrespective of the groom factor. Hence, the plots with G = 6
and G = 15 for the MST heuristic are seen to coincide in Fig. 12.8(a). Results
of similar comparisons with the MRU heuristic are shown in Fig. 12.8(b) and
here too, the plots with G = 6 and G = 15 for the MRU heuristic are seen
to coincide. The results of this section again indicate the higher efficiency of
our heuristic in cases of both dense and sparse traffic as it is able to generate
the same throughput as that given by the MST and MRU heuristics even with
far less resources at hand. All the results obtained in this section substantiate
the fact that the policy of assigning connections to their “least-port-increase”
route and rerouting them to save on resources helps our heuristic to obtain
excellent results.
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12.8 Conclusion

In this chapter, we proposed a novel node architecture for traffic groom-
ing in WDM optical networks. We listed out the advantages of the mixed
groomer architecture in comparison with the MPLS/IP and SONET/WDM
node architectures, and outlined its features in the light of practical feasibil-
ity, cost-effectiveness and efficient grooming capability. We presented an ILP
formulation and also proposed a heuristic for the static grooming problem with
the objective of maximizing throughput. We performed a wide range of sim-
ulations to demonstrate the efficiency of our heuristic and to display better
performance in comparison with the MST and MRU heuristics. The results
obtained in these simulations clearly substantiate our claims.

In the future, we intend to address the issue of dynamic grooming with our
mixed groomer node architecture. Also, the concept of survivability can be
brought into the focus of the grooming problem, irrespective of the static or
dynamic setting.
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Abstract In an optical wavelength division multiplexed (WDM) network, link or node
failures may result in huge amounts of lost data, due to the enormous fiber
throughput. This requires that optical WDM network be designed to be resilient
to failures. Thus, survivability can be defined as the ability to respond grace-
fully to such failures. This chapter presents a comprehensive survey of various
mechanisms proposed to achieve survivability. The survey considers different
topologies, different failure models, implementation issues, signaling issues and
quality-of-protection issues.

Keywords: Survivable Optical WDM Networks, Protection and Restoration, Single and
dual-link failures, Node failures, Channel failures, Implementation, GMPLS-
based Signaling, Quality of Protection.

13.1 Introduction
Optical fiber based networks, characterized by a bandwidth of over 50 ter-

abits per second (Tb/s), have emerged as the transmission medium of choice for
high speed communication due to their capacity, reliability, cost and scalability.
Recent advances in optical technology and in particular wavelength division
multiplexing (WDM), a multiplexing technique that partitions the bandwidth
provided by an optic fiber into individual multi-gigabit channels, have been
identified as enabling technologies that will allows us to fully and effectively
utilize the fiber capacity [1, 2]. Current optical technology demonstrations
have shown a feasibility of 160 channels, each operating at 10 gigabits per sec-
ond (Gb/s), and future networks are expected to operate at 40 Gb/s per channel
or higher.
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Figure 13.1. A wavelength-routed optical WDM network.

The advent of wavelength-routing enabled the design of wide area networks
and the concept of all-optical lightpaths from source to destination [3]. Fig-
ure 13.1 shows a typical optical WDM wavelength routed network. The net-
work consists of optical routing nodes called wavelength selective or wave-
length interchanging cross-connects [4]) interconnected by fiber links (uni-
directional or bi-directional). The connection between the source and the des-
tination node is realized by a lightpath, an end-to-end optical path. The pro-
cedure of setting up a lightpath between any source-destination pair involves
choosing an appropriate route and assigning the required wavelength(s) on the
route selected. This problem is referred to as the Routing-and-Wavelength As-
signment (RWA) problem. The network lightpaths can be established in two
ways. They can be established in a static manner, where the set of lightpaths
are determined before network operation begins. Alternatively, the lightpaths
can be established in a dynamic manner, where the lightpaths are established
on a demand basis, where lightpaths enter and leave the network based on some
arrival process.
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There are several issues that have to be carefully examined in order to fully
exploit the potential of such networks. One important issue relates to the net-
work’s ability to provide continuous service in the presence of failures. This
problem is more pronounced in an optical network architecture since the fail-
ure of a network component or a fiber link would lead to a failure of all the
lightpaths traversing the link. Since each lightpath is expected is expected to
operate at a rate of several Gb/s, such a failure could lead to a severe disruption
in the network traffic. These failures essentially pose a requirement for WDM
network systems to be fault-tolerant or survivable. Optical network survivabil-
ity can be defined as the ability of the (WDM) network to respond gracefully
to unexpected failures.

There are several techniques that have been proposed in literature to realize a
survivable optical network [5, 6, 7, 8, 9]. This chapter presents the various sur-
vivability mechanisms designed for different topologies and different failure
scenarios. We analyze the various failure scenarios, the appropriate survivabil-
ity schemes and their related implementation issues in addition to a discussion
on the recent work in this area.

The rest of the chapter is organized as follows. Section 13.2 presents a
taxonomy of the failure models and provides a classification of the different
survivability techniques employed for optical ring and mesh networks. This is
followed by a detailed discussion of the various survivability techniques that
are aimed at specific failure scenarios in Sections 13.3–13.5. Section 13.6
presents models that provide variable protection guarantees. A discussion of
the implementation techniques and related issues are presented in Section 13.8.
Section 13.7 examines the current state of issues that surround extending IP-
based MPLS protocols to optical networks. Section 13.9 concludes the chapter.

13.2 Basic Survivability Techniques
This section discusses the different failure models and basic survivability

techniques.

Failure models. Traffic disruption in an optical network can be caused
by the failure of several components. The commonly studied failures in the
literature include the following[10, 11].

Link failures: This is the most commonly addressed failure scenario and
is attributed to the high frequency of fiber cuts. This also includes failure
of link components such as line amplifiers and regenerators. For exam-
ple, a recent report by the Federal Communications Commission (FCC)
state that 136 cable cuts were reported in 1997 alone [10].



300 EMERGING OPTICAL NETWORK TECHNOLOGIES

Node failures: can either occur due to an operator error or power outages
leading to component failures in a node. Although less common, they
are traditionally more difficult to handle compared to link failures.

Channel failures: can be caused by the failure of transceiver equipment
operating on specific WDM channel(s) on a link.

Other failures: Optical layers may also be required to handle failures at
other layers, such as optical-client interface and the client equipment.

The two common topologies considered are ring and mesh topologies.
Rings are the typical choice for metropolitan area networks while mesh
topologies are used for wide area networks. However, wide area networks are
often implemented using a ring-of-rings topology. The ring topology is often
chosen due to its better understood protection properties, but is typically less
resource efficient compared to the mesh topology.

Survivability techniques. A taxonomy of the several survivability tech-
niques proposed in literature is shown in Figures 13.2 and 13.3. They are
broadly classified as Protection (Pro-active) and Restoration (Reactive) tech-
niques depending on whether the following survivability-related functions are
performed before or after the occurrence of a failure:

Calculation of the backup path (or restoration route) for affected con-
nection(s).

Determination of the wavelength(s) that need to be assigned to the
backup paths.

Reconfiguration of the nodes involved in setting up the backup paths.

Figure 13.2. Classification of survivability mechanisms for optical WDM ring networks.

13.2.1 Protection
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Figure 13.3. Classification of survivability mechanisms for optical WDM mesh networks.

Protection techniques are pro-active and require the reservation of backup
resources either at connection setup time or at network design time. This ap-
proach has the advantage of fast and guaranteed recovery in the event of a fail-
ure. However, this leads to inefficient utilization of resources since the backup
resources are kept idle in the absence of a failure. Protection techniques have
been studied for both ring and mesh network topologies.

Protection in Ring Networks. Much of the current ring infrastruc-
ture are based on SONET/SDH rings, which are also called self-healing since
they incorporate protection mechanisms to survive different types of link and
node failures. The mechanisms used to provide protection in ring networks
include (i) Automatic protection switching (APS) techniques, (ii) Self-healing
ring (SHR) mechanisms and (iii) Dual Homing techniques. These mechanisms
are also incorporated by SONET/SDH rings in order to provide survivability.
Fig. 13.2 summarizes the different survivability techniques employed in ring
networks.

Automatic Protection Switching (APS). APS is a signaling mechanism
that is used to achieve protection against link failures. APS can either be dedi-
cated or shared based on the assignment of protection resources. As the name
indicates, dedicated APS involves the provisioning of a dedicated backup for
every link or path in the network. Dedicated APS can be realized by the fol-
lowing techniques:

1+1 protection architecture: Here, traffic is simultaneously transmitted
on both the primary and protection paths or with a slight delay on the
backup path. The destination, in the event of a failure, switches from the
primary to the backup path. The delay on the backup path is to ensure
that no data is lost during the time it switches from the primary to the
backup.
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Figure 13.4. Example of Uni-directional self healing rings (USHR). (a) USHR (b) USHR/L -
Line protection switched USHR (c) USHR/P - Path protection switched USHR.

Figure 13.5. Example of Bi-directional self healing rings (BSHR). (a) BSHR/2 – Two fiber
BHSR. (b) BSHR/4 – Four fiber Bidirectional Self Healing ring.



A Survey of Survivability Techniques for Optical WDM Networks 303

1:1 protection architecture: In this case, data is only transmitted on the
primary lightpath, and the backup lightpath is used in the event of a
failure. The advantage of this technique is that the backup path could be
used to route low-priority pre-emptive traffic in the absence of failures.
The disadvantage is that when failure occurs, there is a possible loss of
data due to the delay in switching to the backup path.

With the Shared APS approach, backup resources are not dedicated but
shared among multiple primary paths. Shared APS can be realized by using
the following techniques:

1:N protection architecture: Here N working links share a single protec-
tion link thereby providing protection to one of the N working links at
a given time. This architecture efficiently utilizes the backup resources.
Unlike dedicated APS, in order to handle any future failures, the traffic
on the protection path should be switched back onto the working link,
once it is repaired.

M:N protection architecture: This is the generalized version of the 1:N
scheme, where M protection links are shared among N working links.
When more than M of the N working links fail simultaneously, the traffic
routed to the protection links can be decided according to pre-assigned
priorities.

Self-Healing Rings (SHR). A more effective technique that is used to pro-
tect against both link and node failures in ring topologies is the self-healing
ring (SHR) technique shown in Figures 13.4 and 13.5. Their effectiveness
is attributed to the developments in add/drop multiplexing (ADM) technol-
ogy and the simplicity of the control mechanisms used, SHRs are available
in unidirectional (USHR) and bidirectional (BSHR) flavors depending on the
direction of traffic flow under normal operation.

Unidirectional SHR: Figure 13.4(a) illustrates a unidirectional SHR.
Normal traffic flows in one direction only. In the event of a failure of
a link or node in the working direction, traffic is switched on to the
protection path which carries it in the opposite direction. USHR can
either provide: (i) line protection (UHSR/L) or loopback, where, the two
nodes adjacent to the failure handle the responsibility of switching the
traffic from the working to the protection fiber, or (ii) path protection
(UHSR/P), which is similar to the 1+1 APS discussed earlier. These two
variations are shown in Figure 13.4(b) and 13.4(c) respectively.

Bidirectional SHR: Here, normal traffic here flows in both directions.
Figures 13.5(a) and 13.5(b) illustrate the two architectures used in
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BHSR. In BSHR/2, each ring allocates half its capacity for protection.
In the event of a failure, the two nodes adjacent to the failure switch
the traffic to the protection bandwidth on both the rings. Alternatively,
BSHR/4 uses twice the number of rings used in BHSR/2. Here, two
fibers are dedicated for protection and working. When a failure occurs,
traffic is switched from the working fibers to the protection fibers.

Dual Homing. Node failures in ring networks become critical when the
node happens to be a major hub or a central office and could be a sink or source
for a large volume of traffic. Dual homing techniques address the problem of
handling node failures. These techniques address the single point-of-failure
issue by introducing a backup node (i.e. by making use of two hub nodes in
place of a single one). Thus if one node fails, the other node can take over the
operation, since connections are placed between each non-hub node and the
protected (and its backup) node.

Protection in Mesh Networks. Protection schemes aimed at making
the mesh network survivable do so either at the path level (termed path-level
protection) where they offer services to each lightpath individually or at the
line or signal level (link-level Protection) where they protect lightpaths on a
per-link basis.

Path Protection. In path protection, for each connection request, a primary
lightpath and a backup lightpath between the source and destination nodes are
used. Essentially path protection is performed individually for each lightpath.
In the event of a link or a node failure in the lightpath, the traffic will be
switched on to the appropriate backup path. The protection path should be
link or node disjoint respectively. Also, the protection paths used for different
connections using the same working paths can be different [11]. Path protec-
tion can either be dedicated or shared as explained below:

Dedicated path protection: In this protection scheme, each request is
given a primary lightpath and a backup lightpath, which are dedicated
to it, at connection time. This is to say that the resources on the backup
path are not shared with any other backup or primary paths, and is used
only for the chosen connection request. Dedicated path protection can
be realized similar to 1+1 APS or 1:1 APS.

Shared path protection: This protection scheme is similar to the ded-
icated case in that each connection request is provided a primary path
and a disjoint backup path and wavelength(s). However the backup re-
sources (wavelength(s)) can be shared by one or more paths as long as
they do not require them simultaneously. Depending on the type of paths
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(Primary or backup paths) that share the backup resources, we can have
two schemes (i) Backup or shared multiplexing: Here the backup re-
sources are shared between one or more backup paths that do not need
them simultaneously. (ii) Primary backup multiplexing: In this case, the
backup resources can be shared between a primary path and one or more
backup paths that do not need them simultaneously [12]. While this
technique reduces the connection blocking probability, it could result in
a potential reduction in restoration guarantee. Moreover this technique
is suitable for a dynamic traffic scenario where lightpaths are setup and
torn down frequently.

Link Protection. Link protection protects each network link indepen-
dently. Depending upon the type of traffic demand, backup paths and wave-
lengths are reserved around each link either at the connection-setup time (dy-
namic traffic demand) or at the network design time (static traffic demand).
In the event of independent single link failures, all the lightpaths traversing
the failed link will be re-routed around that link via the corresponding pre-
determined backup path. Unlike path protection where the end nodes of the
connection need to be signaled to handle the failure, the backup path signal-
ing is handled the end nodes of the link. This will lead to a lower restoration
time for link protection when compared to that of path protection. However,
restoration routes in link protection are generally longer and fewer in number
making them less flexible. As in the case of path protection, link protection
can be either dedicated or shared.

13.2.2 Restoration

Restoration is a reactive mechanism that handles a failure after it occurs.
The routing and wavelength assignment (RWA) algorithm calculates a backup
path (route and wavelength) used to reroute the traffic after the occurrence of a
failure. Restoration aims to effectively utilize backup resources by using them
only in the event of a failure. However, it does not provide any survivability
guarantee since it may not be always possible to determine backup paths for
all affected lightpaths on a link. In addition, the restoration time could be
much higher compared to that of protection due to the additional computation
and signaling involved. Restoration can be done at the path level (where they
restore individual lightpaths) or at the line level (where they restore on a per-
link basis).

Restoration or reactive techniques are attractive due to the efficiency of the
backup routes they provide and the spare capacity savings they attain. One of
the main benefits of optical layer protection is the speed with which they re-
store affected failures. Hence, reactive algorithms can be effective only if their
restoration times are comparable to or better than those of higher layers. In
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general, algorithms that tackle fault tolerance after the occurrence of a failure,
target the following objectives:

In the following sections, we describe the path-level and link-level restora-
tion mechanisms.

Speed: As mentioned earlier, the need to compute effective restoration
routes in less time (For example. at least as fast as 50ms as required by
SONET self-healing rings(SHR)).

Reliability: The need for a distributed nature in operating the scheme
due to the absence of single entity managed infrastructures.

Scalability: The need for restoration algorithms to adapt (provide similar
services) to rapid pace of change and aggregation.

Generality: The need for the techniques to be independent of the under-
lying topology. As an example, an arbitrary two-connected mesh topol-
ogy could be considered for this purpose.

Path restoration. In this restoration scheme, the source and the destina-
tion nodes of the each connection request (lightpath) affected by a failure run
a distributed RWA algorithm to dynamically determine the backup path and
wavelength(s) on an end-to-end basis. If the algorithm does find a backup path
free, the traffic is then routed on that path on appropriate wavelength(s) after
signaling its cross-connects. If not, the connection is said to be blocked.

A distributed path restoration scheme with the objective of minimizing
restoration time and spare capacity used apart from optimizing the network
restorability (fraction of paths restored) was proposed in [13]. The algorithm
is based on the interference principle. Interference is caused by backup
multiplexing wherein the use of a backup link (shared between backup paths)
renders the other infeasible. The proposed algorithm tries to establish the
backup path that has the least interference. Such a path is found by having the
source and destination node of the failed lightpath emit a statelet (broadcast
signal) on all its outgoing spans. At each intermediate node that receives
the statelet, interference numbers are calculated for each of its span as the
difference between the number of statelets intending to use it and the number
of statelets it can support. The interference number of each span a statelet
traverses is added to it. At some point, the statelets from the source and
destination meet at a tandem node which denotes the end of the search.
Once a match is obtained, reverse complimentary statelets are sent back to
the sources. Of all the matches, the backup path with the least interference
number is chosen.
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Link restoration. Here, the end nodes of the failed link run the dynamic
RWA algorithm to find a backup path around the failed link for each lightpath
traversing the link. Again, the absence of such a backup path would block the
connection request.

Restoration failure scenarios. We next analyze the failure characteristics
of restoration algorithms and provide insight into the requirements for efficient
restoration against failures. Such failures are characterized into three groups,
namely (i) Fundamental, (ii) Basic algorithmic and (iii) Practical algorithmic
in [14], while considering dual-link failure scenarios.

Fundamental Failures. Such failures are independent of the restoration
algorithm deployed and occur due to network conditions at the time of recov-
ery. Disconnection failures are the most fundamental ones and occur due to
dual-link failures that partition the network (i.e., disconnect some nodes from
the others). The primary sources of disconnection failures are nodes of degree
two. Such failures depend on the design of the network and cannot be ac-
counted for in the restoration or protection algorithms. Another fundamental
failure relates to the unavailability of restoration routes due to capacity limita-
tions (i.e., unavailability of link/node disjoint paths) and is termed as a capacity
failure. The most common case of such a failure occurs due to network nodes
of degree three and cuts of three edges. In these cases, no dual-link failure can
be tolerated since both the failed links would require the third link for restora-
tion.

Basic Algorithmic Failures. Such failures are characteristic of the re-
covery algorithm used. Directional Failures occur due to the partitioning of
fibers into distinct primary and backup networks. The logical partitioning of
the backup fibers from the primary fibers reduces the number of links carrying
traffic in a particular direction across a cut and could worsen the effects of fun-
damental failures. A restoration algorithm could also fail due to the resulting
hop-length of a recovery route being too long. Longer paths suffer from issues
of signal regeneration and jitter and could even translate into the failure of the
restoration algorithm. Such failures are called path length failures. Another
basic failure caused by the restoration algorithm design relates to the class of
failures termed as path hit failures. Dual-link failures where the failure of a
second link occurs on the backup path of the first link failure belong to this
class. Both path length and path hit failures can suffer from directional failures
(directional path length and directional path hit failure respectively).

Practical Algorithmic Failures. These failures are similar to basic algo-
rithmic failures in that they occur due to algorithm limitations but are specific



13.3 Single Link Failures in Mesh Networks

The simplest and the most likely failure that occurs in an optical wavelength
division multiplexed (WDM) network is that of a link, which the optical layer

Restoration guarantee: The extent to which a protection/restoration
mechanism can restore a failed connection is termed as the restoration
guarantee. Dedicated protection mechanisms provide 100% restoration
guarantee and a 100% restoration efficiency.

Restoration efficiency: Restoration efficiency or restoration performance
can be defined as the ratio of the total number of restored connections to
the the total number of failed connections.

Protection switching time or Restoration time: The protection switching
time (or restoration time) is defined as the down-time the connection
experiences due to a failure, and is indicative of the potential data and
revenue losses [5].

Capacity utilization: Capacity utilization is defined as the measure of
additional backup resources that have been reserved by the specific sur-
vivability (Link/path protection/restoration) scheme [5].

13.2.3 Metrics of Evaluation
In the previous sections, we provided a basic classification of the survivabil-

ity mechanisms presented for optical WDM networks. This section describes
the typical performance metrics used in algorithm evaluation. These include:

to features of particular algorithms. The primary set of failures that belong to
this class are the Blocked path failures which occur when the restoration routes
of different primaries share links between them. Thus, failure of those two
primaries cannot be recovered simultaneously (note that this scenario is not
applicable to single link failures). Other possible failures may be due to those
occurring with pre-planned routes (pre-planning failures) and those occurring
as a result of topological constraints placed on restoration routes (topological
constraint failures).

Experimental results show that path hit failures are the most dominant of all
failures and blocked path failures are dominated by the effects of pre-planning
and topological constraints. The vulnerability of links was used as the per-
formance measure. A link A is said to be vulnerable to link B, if , after the
recovery of link B, A’s failure prevents complete recovery of one or both the
links. Moreover, mesh restoration is found to be more beneficial than embed-
ding ring protection in meshes and so is the need for using link restoration to
optimize restoration time.
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clearly needs to handle. Common causes for link failures are fiber cuts and
failure of optical line equipment [10]. Single-link failure scenarios involve
the independent failure of a single link and is based on the assumption that at
any instant of time, only one link failure exists in the network. This section
surveys different approaches to survive single-link failures in the context of
mesh network topologies.

As indicated previously, both protection and restoration mechanisms have
been proposed to survive single-link failures. Protection techniques for single-
link failures essentially involve reserving backup resources on a per-link or
on a per-connection basis (link and path protection). Restoration schemes are
dynamic in which they make use of intelligent cross-connects and controllers
in the network. However restoration algorithms have a higher restoration time
and operational complexity when compared to most protection algorithms [3,
11].

13.3.1 Embedded ring-based schemes

Protection techniques for single-link failures have been studied in detail.
Initial approaches to protecting single-link failures involved extending ring
protection techniques into the context of mesh networks. An example of such
a technique involved decomposing the available mesh network topology into
multiple self healing rings [15]. This mechanism in conjunction with WDM
loopback recovery is used to handle single link and node failures [7]. The first
mesh decomposition technique termed node cover involved decomposing the
mesh network in to set of rings that were chosen in such a way that each node
belonged to one or more rings and each link belonged to at most one ring. Such
node covers do not protect all the links in the network since they do not cover
all of them. To overcome this, the technique of ring cover was introduced.
Ring covers imposed the constraint that each link must belong to at least one
ring. Such a necessary condition assures that all the links are protected but
does not constrain spare resource redundancy: each link could belong to any
number of links [16]. The optimized version for this technique would hence
relate to finding a minimal ring cover for a given topology.

Cycle cover is a four-fiber ring-cover technique, based on the assumption
that each network link comprises a pair of counter-propagating working and
a pair of counter-propagating protection fibers[17]. The technique involved
identifying a family of directed cycles that cover all the protection fibers where
each protection fiber is used only once. Although polynomial time simple al-
gorithms exist for finding cycle covers for planar topologies, the problem of
finding minimal cycle covers for non-planar topologies is an NP-hard problem
and is not scalable (needs re-computation if a new node is added). An example
of mesh decomposition using cycle covers is illustrated in Figure 13.6. While
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Figure 13.6(a) shows the protection cycles formed by the cycle cover decom-
position, Figure 13.6(b) shows how a connection affected by the failure of a
link is rerouted.

Figure 13.6. (a) Mesh topology decomposition by the cycle cover technique (b) Recovery of
a lightpath after a link failure [16].

An effective alternative to ring-covers is the double cycle-cover technique
for which effective polynomial time algorithms exist. The technique involves
identifying cycles in the network such that each link appears in exactly two
rings. Figure 13.7 depicts two possible mesh-topology decompositions that can
be obtained by the double-cycle-cover technique. Theoretically, the technique
can be used for both four-fiber and two-fiber implementations.

Figure 13.7. Two possible (planar) mesh-topology decompositions obtained by applying the
double-cycle-cover technique([16]).

Another approach to single-link failure survivability involved the use of pro-
tection cycles. It is based on the property of a ring to protect not only its own
links, but also any possible chordal link(a link connecting two non-adjacent
ring nodes) [16]. P-cycle protection design is illustrated in Figure 13.8. The
use of virtual protection cycles (p-cycles), established in the spare capacity of
mesh networks, in order to recover from link and node failures was considered
in [18]. Automatic protection switching was realized using protection cycles
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in [19]. The work proposes mechanisms to identify the protection cycles and
imposes bounds on the number of simultaneous failures that may occur.

Figure 13.8. P-cycle protection design. A ring is able to recover either one of its links(a) or
one of its chords(b)([16]).

13.3.2 Capacity Optimization

Protection mechanisms for single link failures model have been considered
in conjunction with static traffic models, where Integer Linear Programming
(ILP) formulations are used to optimize the capacity utilization of backup re-
sources used in the protection techniques. Generally this capacity optimiza-
tion can be approached in two ways: (i) Given a certain capacity, maximize
the protected carried demand (ii) Given a certain demand, and a given 100%
restoration requirement, minimize the total capacity used.

A detailed discussion on protection and restoration techniques specific to
single-link failure models is presented in [5, 6], where the authors formulate
a set of ILPs to minimize the capacity utilized by the protection resources for
a given demand while satisfying the demand for a 100% restoration (guaran-
teed restoration). The ILPs are formulated for (i) Dedicated-Path protection
(ii) Shared-Path protection and (iii) Shared-Link protection. Numerical results
in [5] suggest that shared-path protection performs significantly better than
dedicated-path and shared-link in terms of capacity utilization. A comprehen-
sive comparison study of the protection/restoration techniques in terms of the
protection switching times (the concept of protection switching times were dis-
cussed in an earlier section) is done in [6]. The numerical results indicate that
the protection switching times are lowest for shared path protection and are
highest for shared link protection.

Recent work on single link protection mechanisms involve optimizing the
resource allocated for a backup path. Primary backup multiplexing introduced
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in [20] involves a single primary and multiple backup paths sharing the same
channel. Here, the protection bandwidth on a backup path may be allocated
to new primary paths, thereby reducing failure restoration guarantee of exist-
ing connections. This technique allows a primary lightpath and one or more
backup lightpaths to share a channel. The goal is to satisfy an increased num-
ber of connections in exchange for a reduced failure restoration guarantee. The
paper presents conditions for a connection’s recoverability in this case in the
event of a failure. Algorithms are proposed to maximize the recovery of a con-
nection using primary backup multiplexing. A trade-off analysis between the
reduction in guarantee and the blocking performance gain is also performed.
The results show that a 90% performance gain at less than 10% guarantee re-
duction under low-load conditions is possible for the studied cases.

13.3.3 Other mechanisms
Another mechanism proposed in [21] considers the use of wavelength con-

verters as a protection resource. Here wavelength converters are shared among
multiple backup paths. The mechanism essentially looks to reduce the number
of connections blocked due to the unavailability of a wavelength converter at
a node. In a further bid to improve network utilization a backup path reloca-
tion scheme where backup paths are migrated to improve the provisioning of
primary paths is considered in [21].

The benefits and tradeoffs in combining protection and restoration into a
hybrid protection-restoration technique is considered in [22]. Here, the pro-
posed survivability mechanism pro-actively reserves bandwidth similar to pre-
planned protection only for a subset of the network links in times of need as
specified by a predetermined policy. The main objectives of this technique is
to obtain a balance between a network’s provisioning capacity and restoration
efficiency specially under moderate and high loads.

13.3.4 Channel failures

Channel failures in optical WDM networks are defined to occur when a sub-
set of wavelengths on a fiber become unavailable. The primary reason for the
failure of a single wavelength channel is due to the failure of specific lasers.
The usual mechanism to recover from such a situation is to switch to a backup
laser emitting the same wavelength [23]. However, this may result in the main-
tenance of a large number of lasers. One solution to providing recovery from
failed channels while reducing keeping the laser inventory is through the use
of tunable lasers.

In [24], a local restoration scheme is used to handle the failure of a particu-
lar channel in a GMPLS-enabled optical mesh network. If the optical channel
connecting two ports on neighboring OXCs fails, the local restoration mecha-
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nism uses a different port/channel combination on the OXCs to overcome the
failure. In case the local restoration scheme fails, end-to-end restoration is
used. The use or tunable lasers to provide restoration capability is also studied
in [25], where a small number of tunable lasers are used to cater to both link
and channel failures.

Figure 13.9. Comparison between (a) the physical topology and (b) its corresponding graph
[26] illustrating the possibility of a simultaneous double link failure.

13.4 Dual-Link failures

Another failure model of interest considered in this section is the dual-link
failure model, a failure model in which any two links in the network may fail
in any unspecified or arbitrary order [26]. Most of the prior work on link fail-
ure models have considered the influence of independent single-link failures –
a failure model that assumes the failure of a single network link at any given
instance of time. However as indicated in [26], a couple of reasons have el-
evated the importance of the double link failure model. With an increasing
number of fiber cuts it is highly possible for two or more fibers to be down at a
given point of time. This possibility is specially enhanced due to the increased
link repair times, which could last from hours to days. Another case cited
in [26] exemplifies the possibility of a double-link failure. This scenario is
shown in Figure 13.9, where the network graph (Figure 13.9(b)) captures only
the connectivity of the network but not its physical layout. In such a case, link
disruption as illustrated in Figure 13.9 (a) could cause a possible unexpected
double link failure of links BD and AD.

Dual-link failure survivability is considered in [26]. Here, three link-level
protection approaches were presented with the predefine assumption that the
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network graph was 3-connected (A necessary requirement for dual link sur-
vivability, encompassed by Menger’s theorem, which states that a graph is

if and only if there exists edge-disjoint paths between every pair
of nodes. The three approaches with specific cases are illustrated as four cases
in Figure 13.10.

The three mechanisms are described below:

Backup paths with link identification - Methods I and II. Here, two
edge-disjoint paths, the first backup path and the second backup paths

are pre-computed for each edge On the failure of link the first (or
primary) backup path is used as the backup to route traffic affected on
link The scenario considered is the failure of a second link which occurs
after the failure of link Four possible cases are discussed in [26, 27], which
are as enumerated as follows:

Case (i): (Figure 13.10(a)) In this case, the primary backup path of link
is not affected by the failure of link Since is disjoint with

failure recovery of links and are independent. Hence, the primary backup
paths, and will re-route the affected traffic across links and
respectively.

Case (ii): (Figure 13.10(b)) Here, the primary backup path of link
is affected due to the failure of link Since link does not lie on
backup paths and will re-route the affected traffic on links and
respectively.

Case (iii): (Figure 13.10(c)) In this case, the primary backup paths of links
and (i.e and are affected due to the failure of links and re-
spectively. Here, the link recovery method I will employ the secondary backup
path and to re-route the affected traffic on links and The link
recovery method II on the other hand employs to re-route the traffic on
as well as the traffic on the backup path Hence the net traffic re-routed
in this method equals

Case (iv): (Figure 13.10(d)) This case is similar to cases (ii) and (iii) described
previously. Here the primary backup path of link is affected by the
failure of link Working in a similar fashion as in case (iii), method I employs

and to re-route traffic on links and while method II employs
to re-route the affected traffic on links and The net traffic re-routed

in this method equals

Capacity optimization of methods I and II have been proposed in [27] with
the optimization formulated as an Integer Linear Programming (ILP) problem.
A 10-15% capacity utilization savings is suggested by using shared protection
over dedicated protection.
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Figure 13.10. Four cases illustrating the re-routing of traffic on the affected links and [27].
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Backup paths without link identification - Method III. In this method,
a single backup path is pre-computed for every link This is based on
the assumption that for every link a backup path that does not
contain link can be found. Hence the failure of link followed by will
cause routes traffic from both links and An advantage of this method
is that the link failure information is not signaled to all the nodes. A heuristic
method to compute the restoration backup paths is also presented in [26]. Nu-
merical results in [26] suggest a 100% recovery from double-link failures with
a modest increase in backup capacity.

Capacity Analysis. An analysis of the capacity requirement for a span-
restorable mesh networks to provide protection against dual link failures in-
cident on a common node is presented in [9]. A span is defined as the set
of transmission channels that directly connect adjacent cross-connects. Such
a scenario belongs to a class of dual link failures that occur when logically
distinct spans between cross-connects happen to share the same physical duct.
However, they do so only for a few hundred meters. An example would be
a bridge-crossing close to a common cross-connecting node. In such cases,
damage to the duct at the point it is shared between the two spans could present
itself as a dual link failure on distinct spans. These fiber optic spans that share
such common ducts are referred to as shared-risk link groups (SRLGs) and
the class of SRLGs that are incident on a common node are called co-incident
SRLGs (which is the most common scenario and the model studied as men-
tioned earlier). To study the effect of SRLGs, the authors consider span pro-
tection (i.e. link protection) to provide fault tolerance motivated by the fact
that link protection enables setting up backup resources once and for all dur-
ing connection setup and does not require dissemination of information to the
source or destination nodes. Shared Backup Path Protection (SBPP), on the
other hand, requires a large number of network state data maintained and dis-
seminated to every node on a lightpath basis.

The authors extend the arc-path ILP formulation for the Spare Capacity Al-
location (SCA) problem to include SRLGs and calculate the capacity required
to protect a span-restorable network for a known set of SRLGs. Further, they
conduct experiments to analyze the effect of co-incident SRLGs on capacity
requirement and identify the set of SRLGs, which when removed from the
network, would provide considerable savings in cost. Results show that the
presence of even a single co-incident SRLG could increase the spare capac-
ity considerably. Moreover, SRLGs at the core required more spare capac-
ity than the ones located around the edge due to the fact that more traffic
is routed through the core. An important observation relates to the fact that
co-incident SRLGs are much more expensive than arbitrary dual-link failures
and non-coincident SRLGs. The problem of enhancing dual-failure restorabil-
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ity in path-protected mesh-restorable optical wavelength division multiplexed
(WDM) networks was considered in [28]. The authors propose a hybrid mech-
anism that uses both protection and restoration to provides maximum (close
to 100%) dual-failure restorability with minimum additional spare capacity.
The basic premise of the algorithm is to identify scenarios in the dual-link
failure model that necessitate additional spare capacity and provide protection
for those scenarios only. Findings indicate that the proposed scheme achieves
close to complete (100%) dual-failure restorability with only maximum of 3%
wavelength-links needing two backups even at high loads. Furthermore, at
moderate to high loads, the proposed scheme attains close to 16% improve-
ment over the base model that provides complete single-failure restorability.

13.5 Node Failures

The previous sections discussed the various aspects and parameters involved
in protecting a WDM optical network against channel and link failures. While
node failures are less common when compared to link failures, they do tend
to occur and deserve attention. However, they have not been addressed much
in literature due to the complexity of the recovery mechanisms involved. This
section discusses the importance of node failures and their implication on the
survivability of the underlying network.

13.5.1 Failure Characteristics

Node failures are generally caused by failures in part or entirety of node
equipment. Component failure at the nodes could be caused by power outages
or operator error apart from natural calamities. Node failures are different from
link failures in the following respects:

Unlike link failures where the failure of a link would only require the
lightpaths traversing the link to be rerouted, node failures would result
in a failure of the lightpaths traversing all the links that are incident the
node. A node failure would hence require the rerouting of all such light-
paths.

Lightpaths that originate or terminate at that node cannot be protected
without having spare nodes.

The failure of a node would not only cut off the forwarding (routing) ser-
vices but also the hardware present at the node. For example, wavelength
converters are placed at nodes to reduce the blocking probability of con-
nections. Hence, the failure of a node could require the other nodes to
compensate for the loss of hardware to maintain the performance before
failure.



318 EMERGING OPTICAL NETWORK TECHNOLOGIES

Protection mechanisms handling link failures usually provide backup
paths that are link disjoint with the primary path. However, node fail-
ures would require backup paths that are both node and link disjoint.
Since the number of node disjoint paths are fewer as compared to the
number of link disjoint paths and more difficult to calculate, recovery
mechanisms for node failures are complex in nature.

Node failures can be modeled as individual link failures in cases where
only part of a node fails (i.e. some links still work). However, the nature
and extent of the failure is difficult to comprehend and most protection
mechanisms do not provide protection against multiple failures. As a
result, such treatment is usually avoided.

Node failures have been addressed using ring based algorithms but suf-
fer from complex synchronization requirements to guarantee network
connectivity in the wake of one or more failures.

13.5.2 Proposed Solutions

The work on the Spare Capacity Allocation (SCA) problem has been ex-
tended to include protection against single node failures in [29]. It also pro-
poses a graph based algorithm to provide a solution to the SCA model. Given
the virtual network topology (working paths in the network), the SCA mini-
mizes the spare capacity or cost involved in provisioning spare capacity and
finding backup routes to provide fault tolerance. As mentioned earlier, ILP
models for survivable network design are NP-complete and hence necessitate
heuristics that quickly find feasible solutions for fault scenarios. The paper
extends successive survivable routing (SSR) [29], a previously proposed algo-
rithm, to solve the SCA problem.

The problem considers failure-independent path restoration that requires all
affected flows to be routed on their backup paths in the event of a failure (i.e.
100% restoration). The SCA model is based on a matrix based heuristic that
is fast and near optimal. The objective function of the model minimizes the
total cost of spare capacity on networks by determining the minimum spare
capacity required (spare provision matrix) on links in the event of a failure.
The spare provision matrix is determined directly from the path-link incident
matrices for the working and backup paths or from their aggregate per-flow
based information.

The model requires the calculation of a node-disjoint backup path for ev-
ery source-destination pairs in the demand. Each iteration of the algorithm
removes links from the node and tries to find a node-disjoint path in the re-
sulting network. The algorithm works by detecting trap links (a trap link is a
link which is on the working path and whose reversed direction link is in the
path found in the new network) during each of its iterations until all of them
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are removed resulting in a node-disjoint path. To detect trap links, all the in-
termediate nodes of the working path are split to allow backup paths to at least
traverse one trap link.

The Successive Survivable Routing (SSR) algorithm solves the SCA model
by decomposition. Multi-commodity flows are first decomposed into multiple
single flows. Each flow uses shortest path routing to route link-disjoint backup
routes. Each flow successively updates its backup path with the one that has
minimal additional reservation.

The comparison of two protection algorithms, namely the ring based Dou-
ble Cycle Cover (DCC) and generalized loopback aimed at protecting double
failure scenarios (two node failures or a link-node failure) is presented in [30].
DCC works by providing every link in the network by exactly two rings in op-
posite directions. As in rings, protection is provided by APS mechanisms that
switch the traffic from the working ring to the protection ring in the event of a
failure. However, the approach is not scalable as are previous ring-based ap-
proaches. Generalized loopback is similar to the DCC scheme in its use of an
APS-like mechanism for protection. However, a pair of conjugate digraphs are
calculated for routing primaries and reserving protection paths. The primary
digraph is used to route primaries while the secondary or backup digraph is
used to route the protection paths. Both the primary and secondary digraphs
are calculated at call-setup or network design time. In the event of a failure,
nodes adjacent to the failure switch the traffic on to the secondary digraph
links. A minimal backup digraph that uses the minimal number of links to
guarantee protection against single failures, is used for the backup path. The
advantage of this approach is that the links not used in the minimal backup
digraph (noncritical links) can be used to route unprotected low priority traffic.

The paper uses two measures of evaluation to study the two protection
schemes. Robust connectivity represents the global end-to-end protection ca-
pability of the network and is calculated as the average percentage of nodes
to which connections from a node can be routed in a way that is completely
robust to any single link failure. It allows protection against single failures of
any source destination pair. The penalty associated with providing robustness
to failures is characterized by Robust path-length expansion, a parameter that
calculates the penalty in terms of the increase in the number of hops for end-
to-end paths. The average over all node pairs of the ratio of shortest robust
path to the shortest unprotected path is the path-length expansion ratio.

Performance analysis of the schemes show that the generalized loopback
mechanism is more robust and capacity efficient when it conies to node failures
in all-optical networks. Moreover, it also provides for provision for utilizing
the unused backup capacity to carry unprotected traffic without affecting the
reliability of the network.
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13.6 Quality of Protection
The previously proposed techniques considered two classical grades of

survivability – guaranteed protection (For example, 100% protection against
single-link failures) or best-effort restoration. This section presents a survey
of different approaches that propose a generalized Quality of Protection (QoP)
framework supporting varying degrees of survivability [31, 32, 33, 20]. These
surveyed approaches aim to bridge the gap between the two well known
protection grades.

The lack of a uniform paradigm for providing protection guarantees mo-
tivated the authors in [33] to formally introduce the concept of Quality-of-
Protection. Multiple protection grades based on the amount of bandwidth uti-
lized in protecting the bandwidth is considered. These common protection
grades considered include:

Guaranteed protection: the connection will be protected with a very
high likelihood (99.999% is typical) of recovery.

Best effort protection: where the connection will be protected using the
available protection bandwidth.

Unprotected traffic: no effort is made to protect the connection, in case
of a failure.

Preemptable traffic: traffic that normally uses protection bandwidth for
classes (a) and (b) and is preempted when the protection bandwidth is
used to protect a failure.

(a)

(b)

(c)

(d)

When failure occurs, the probability of a connection to recover from a fail-
ure is determined by its Quality-of-Protection (QoP). The proposed approach
is based on providing an absolute guarantee versus the differentiated services
model, where it is straightforward to cite that the guarantee of a lower priority
class is dependent on the class of a higher priority. Such a framework proposed
in [33] allows allows one to specify the probability with which a connection
will be restored, providing the customer with a complete range of protection
guarantees at different but fixed pricing.

Two approaches are considered below which can be incorporated into a QoP
framework providing different grades of restorability. The first approach con-
siders the benefits in network provisioning by reducing the restorability for
certain lightpaths, while the second approach considers an added protection
grade of dual failure restorability.

13.6.1 Reducing restoration guarantees

The work in [20] focuses on the concept of a D-connection, (dependable
connection), which are connections where the protection bandwidth can be



A Survey of Survivability Techniques for Optical WDM Networks 321

used by the working paths, D-connections are allowed to have a reduced fail-
ure restoration guarantee, thus allowing the connections to go unsupported in
certain cases. The routing-and-wavelength algorithm (RWA) used to set up a
D-connection is based on the concept of primary backup multiplexing tech-
nique. This technique allows a primary lightpath and one or more backup
lightpaths to share a channel. (this idea is to satisfy an increased number of
connections for a reduced failure restoration guarantee). Conditions are posted
for a connection’s recoverability in this case in the event of a failure. Algo-
rithms are proposed to maximize the recovery of a D-connection using primary
backup multiplexing. A trade-off analysis between the reduction in guarantee
and the blocking performance gain is also performed. The authors suggest a
90% performance gain at less than 10% guarantee reduction under low-load
conditions (the results indicate that a small reduction in protection guarantee
can entail a good increase in blocking performance gain).

13.6.2 Improving restoration guarantees

In [31], the authors extend the model proposed in [33], by considering an
additional protection grade of complete dual failure restorability. Providing
dual failure restorability to all available lightpaths inherently leads to a high
penalties in capacity utilization. In [31], the authors consider formulation by
which a significant subset set of lightpaths (termed premium) are provided with
complete dual failure restorability at little penalties to network provisioning.
The proposed mechanisms essentially illustrates an economically viable and
flexible way to support an added service class such as assured dual failure
protection, with the available infrastructure. T

To summarize, these architectures aim to bridge the gap between the two
well known protection grades, fully guaranteed and no-guaranteed connec-
tions, while studying the trade-off between a reduction in protection guarantee
versus the blocking performance gain.

13.7 MPLS for Optical WDM networks: Challenges and
Remedies

This section concentrates on issues relating to the adaptation of Multi-
Protocol Label Switching (MPLS) [34] protocols to the optical layer. In
particular, it discusses the possibilities of IP/MPLS over optical layer and
MPLS features required to establish optical connections with restoration
functionality.

The issue of reconfigurability in WDM optical networks is dependent on
the efficient use of optical resources in the network. The need for exchang-
ing information from different vendors becomes essential in such cases. This
fact advocates the need for having a control plane that would build an effective
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platform for vendor interoperability. Multi-Protocol Label(lambda) Switching
(MPLS) [34] is one such technique that could be deployed to manage opti-
cal connections. It consists of a set of distributed control protocols which are
currently used for Internet Protocol (IP) networks. Besides being used for
Virtual Private Networks (VPN), Quality of Service (QoS) and other different
services, MPLS is also used for IP layer restoration which gives us the moti-
vation to adapt them to optical networks as well. This necessitates additional
modifications to the IP/MPLS layer in order to be used over the optical layer.

13.7.1 MPLS based IP-Networks
MPLS is essentially used to establish virtual connections termed Label

Switched Paths (LSP). Packets in each LSP are given a unique label and
the intermediate nodes (Label Switched Routers (LSR)) use label forwarding
tables to route the incoming packet on appropriate output ports (with a new
label). The process of distributing labels to establish an LSP is done through
MPLS signaling protocols that do so by calculating the paths either at the
source Resource ReSerVation protocol (RSVP) or on a per-hop basis Label
Distribution Protocol (LDP). These protocols also contain information on
bandwidth requirements of the LSP. Once the paths are calculated, they are
then established using IP-related protocols such as the Open Shortest Path
First (OSPF). MPLS also provides IP restoration either at the source of a flow
or over a sub-path around the failure which are analogous to link and path
protection in the optical layer.

13.7.2 IP/MPLS over WDM optical networks

The labels and LSRs in the MPLS domain may be considered analogous
to the wavelength channels and Optical Crossconnects (OXC) in the optical
domain. This analogy aids in the extension of MPLS protocols to the optical
layer too. In such a configuration, end-to-end connections can be established
as follows: (i) The IP based processor at each OXC would disseminate infor-
mation to all its neighboring nodes with the help of interior gateway protocols
(e.g OSPF extended to adapt to the optical layer); (ii) The RWA algorithm at
the optical layer would then be invoked and would use this information to find
optimal routes between s-d pairs; and (iii) The MPLS signaling protocol would
configure the OXCs en route.

However, inherent differences between IP and the optical layer would re-
quire careful design when extending MPLS protocols. There are hence several
challenges that need to be addressed to efficiently adapt MPLS to optical net-
works. Some of them are summarized below.
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While IP allows zero bandwidth paths when no packets are switched
along the path using the bandwidth, the cross-connection of channels in
optical transport systems (OTS) prevents such a scenario.

Unlike IP paths, optical lightpaths are bidirectional. Absence of coher-
ence in assigning channels to bidirectional links could result in the same
channel being assigned in both directions. This phenomenon is termed
as glare and is absent in unidirectional paths due to a single node having
total control of the channels.

Optical layer restoration has more stringent requirements as compared
to that of IP.

The channel selection process in the optical layer is more complicated if
wavelength continuity is required.

13.7.3 Case Studies

In this section, we present specific case studies relating to the adaptation of
MPLS protocols to the optical layer. In particular this section discusses current
approaches that are considered in the IP/MPLS over optical layer to establish
connection with restoration requirements.

There has been considerable amount of work that concentrates on IP over
WDM. The enhancements in MPLS required to handle optical connections
with restoration are discussed in [34]. Towards this end, it investigates the
optimal protection approach in obtaining fast and efficient protection while
also presenting the enhancements necessary in the MPLS layer. The paper
presents an efficient solution that is neither fully pro-active nor fully re-active.
The proposed approach calculates the working path and protection path at the
same time but neither reserves channels nor configures the cross-connect on
the protection path.

While using MPLS to provision optical lightpaths, an inherent issue that
needs to be handled is the mapping of logical topology to connections. Failure
of a single link in the optical domain could result in the logical topology at the
higher layer being disconnected. Hence it is necessary to have a mapping of
the links in the optical layer with the logical topology at the MPLS layer. The
authors in [34] propose the idea of maintaining a failure event set F that would
contain the failure scenarios. Corresponding to each failure scenario we
have the planning failure event set which represent the probabilistic events
that have to be handled to meet the network restoration objective. The problem
with this approach is the need to model every possible failure event in F.

The lightpath setup algorithm in such a configuration would need to iterate
through the failure event set and find a disjoint path for each working path in the
set that is likely to fail for a particular failure scenario. This would mean that
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the algorithm should have access to the connections, the working and restora-
tion paths for the connections, and the failure event set. This could be achieved
either using a centralized approach to carry out the function mentioned above
or use a simplified approach that would only calculate the restoration paths but
at a frequent rate (for optimization). In [35], the authors proposed the idea of
using a hybrid approach where the number of channels required for restoration
is also provided. The algorithm is able to accurately predict if the restoration
objective could be met.

In [36], the problem of building an integrated scheme where IP routers hold
the responsibility of dynamically provisioning low-rate traffic streams is con-
sidered. Such sub-lambda connection requests are then routed over the WDM
layer whose provisioning algorithms are extended for this purpose. This ap-
proach stems from the IP networks’ need to provide service to users at a rate
much lower than the full wavelength capacity at which optical lightpaths oper-
ate. The optical bypass would eliminate the need for SONET and aid in reduc-
ing the number of IP ports as well as the total switching capacity of the routers
and the number of wavelengths required to achieve full connectivity. The paper
considers dynamic traffic in a mesh topology where the IP and optical layers
work independently in setting up their corresponding connections. They how-
ever coordinate between themselves through standard routing protocols. The
IP layer begins by trying to establish a working and protection path (both paths
could be single hop or multi-hop) for each connection request. Moreover the
algorithm also has provision for backup multiplexing wherever possible and
both the working and backup path can be routed on a single wavelength. If the
IP layer is unable to find working or protection paths, the optical layer RWA
mechanism is invoked to setup the required lightpath. The proposed scheme
reduces the blocking probability as compared to current approaches. More-
over, as long as the wavelength availability is not a bottleneck, faster IP gives
better performance.

An implementation of a distributed restoration method called Robust Opti-
cal Layer End-to-end X-connection (ROLEX) within the GMPLS control plane
by appropriately extending RSVP can be found in [37]. The objective was to
provide fast restoration capabilities to GMPLS. ROLEX supports the two and
one-ended versions. Connections requests are handled as follows.

RSVP sends its PATH message to establish the service (working) path.

On receiving the PATH message, the intermediate nodes select available
channels and forward the message. After forwarding the message, the
nodes request cross-connects from the XC controller.

The destination node finally sends back the acknowledgment through the
RESV message.
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The same process is done for establishing the protection path too. How-
ever, the difference here is that the cross-connects are not configured
(channels are not selected) and only the path is selected. This allows
optimization of the backup path with provision for backup multiplexing.

While the two-ended version does the process from both ends, the single-
ended counterpart works from the source. The two-ended version ends
when the PATH and RESV message meet.

The proposed restoration architecture was found to provide restoration times
comparable to that of SONET. Moreover, it is independent of the cross-connect
platform used.

13.8 Implementation issues

This section discusses the issues involved in the implementation of surviv-
ability (protection/restoration) techniques in the optical layer. Unlike most
mechanisms that concentrate on the importance of optical layer protection and
the various protection schemes, the authors of [10] attempt to investigate ways
of implementing them in conjunction with the other layers. This work presents
a discussion on the factors contributing to the complexity of optical protec-
tion schemes and then deals with the efficient interaction between the client
and optical layer with respect to protection. It also presents the subtleties of
some interesting optical protection implementation alternatives to SONET-like
implementations.

13.8.1 Design Considerations

In dealing with the implementation choices for optical layer protection, [10]
considers the following failure scenarios:

Failure of client ports or client-optical interfaces that require client pro-
tection with or without some optical layer protection.

Failure of optical layer hardware and client-optical interface hardware
(transponders).

Link failures (includes line amplifiers).

Node failures (less likely).

The work also considers the following service classes based on [33].

13.8.2 Protection schemes: Complexity Issues
The complexity involved in implementing a protection scheme relates to

the hardware and software in optical layer equipment. This in turn affects
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the architecture of the nodes. The factors that contribute to this complexity
include:

Protection Switching Time:, as mentioned previously which refers to
the time taken to switch to the protection route on a failure and reliabil-
ity of the scheme. The restoration time of the scheme is dictated by the
applications they support. While voice traffic would be sufficient with
restoration times of 60ms would be sufficient for voice traffic (SONET
protection), data traffic on the other hand require stringent restoration
times (optical layer protection). The choice of switching equipment
largely depends on the aforementioned constraints.

Efficient use of protection bandwidth: This could be achieved by mul-
tiplexing low-priority traffic on the otherwise idle protection bandwidth.
This could however complicate the protection scheme by requiring re-
configuration of the protection path in the event of a failure.

Efficient approach to protection: This considers the use of Mesh Pro-
tection as an alternative to ring protection (which suffers from being less
bandwidth efficient). The complexity in interconnecting rings and the
absence of centralized management further supports the need for mesh
protection. However, the following issues need to be efficiently handled:
(i) speed of signaling mechanisms that aid in configuring the protection
route; (ii) size of protection tables and its efficient management. (iii)
protection efficiency. (iv) sophisticated network planning and (v) need
for a standard scheme.

Protecting all failure modes, which includes node failures, link failures
and multiple concurrent failures. The need for interconnecting rings at
two common nodes and the need to find node-disjoint paths makes pro-
tection against node failures more complicated. Multiple concurrent fail-
ures are much more complicated due to the size of protection tables and
the need to coordinate multiple protection paths. This can be accounted
for by either using protection (centralized or distributed) or restoration
schemes that handle the additional requirements. Another possible solu-
tion is to decompose the network in such a way that it results in a single
failure per domain.

Including the effect of wavelength converters, which decrease block-
ing probability and increase wavelength utilization. Since converters
are expensive, efficient limited converter based designs have been pro-
posed. Node failures remove some converters from the network and
hence would require other nodes to compensate for the lost conversion
capability.
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13.8.3 Client versus Optical Layer Protection:
Interoperability issues

Efficient interaction between the client and optical layers could be in the
form of a combined protection scheme or an efficient interface between the
client and optical layer schemes leading to effective overall solutions. The
following possibilities have been explored in past work on this issue.

Mapping client requests to optical lightpaths. The optical layer provides
the necessary end-to-end communication abstraction between two clients com-
municating over a lightpath. Based on the type of abstraction, the following
are possible options.

The client provides protected links to an unprotected optical layer. This
implies that the client protection is independent of the optical layer that
merely provides the lightpath service for all the client links. This re-
quires the optical layer to provide lightpaths in such a way as to not
allow more than the number of failures the client layer is designed to
protect.

The working client uses a protected or unprotected optical lightpath and
the client’s protection link uses a low-priority lightpath which is pre-
empted in case of protected lightpath failure. This scheme protects more
failure modes than the previous case.

Packet-level client protection is provided where the client is aware of
the optical abstraction and sends high priority packets on protected paths
while using low grade lightpaths for low-priority packets.

Interactive multi-layer protection. Protection can be provided by both
the client and the optical layer provided they coordinate between them. This
can be achieved by imposing a timer which would activate the client layer
protection until the optical layer is done with its protection. The coordination
can be done in one of the following ways:

Imposing a control plane (MPLS) for both the layers thereby integrating
both the layers.

Using optical layer protection for simple link failures and allowing the
higher layers to protect against more complex failures.

Decoupling the two layers by allowing a 1+1 (or 1:N) client protection
and providing appropriate (dedicated or shared) protection at the optical
layer. There is a trade-off involved with reduced cost (using 1:N client)
as opposed to increased availability (using 1+1 clients).
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Another alternative is to allow protected and unprotected client traffic to be
sent on different WDM systems or different bands on the same system thereby
physically separating the two types. The nature of the different systems would
be chosen based on the type of traffic traversing them.

13.8.4 Architecture based implementations: Examples
This section describes implementations the for various schemes discussed

above.

Pre-Split and Post-Split path protection. This situation considers path
protection for the optical lightpath with unprotected client requests which can
be achieved either by splitting the signal before the transponder (pre-split) or
by splitting the signal after the transponder (post-split). This reducing the num-
ber of transponders required, at the cost of reduced transponder availability in
case of failures.

Flexing bus architecture for line/path protection. This solution provides
a closed loop ring for each link/path with dedicated backups (using splitters
and amplifiers/on-off switches). Upon failure of a link/path, traffic is switched
on to the appropriate backup path by turning on the amplifier which is kept off
during normal transmission. This implementation avoids single point failures
and allows for adding/dropping lightpaths at every node. However, the cost of
such an implementation will be high, as may be expected.

Shared ring protection. This solution provides ring based protection for
lightpaths with backup multiplexing using an optical switch that switches be-
tween the working and protection path. Such a solution reduces the number of
OADMs required but incurs the penalty of possibly long backup paths. Protec-
tion can either be provided on two separate fibers or by sharing bandwidth on
the same fiber.

Multi layer protection. This scheme can protect from multiple failures
(not concurrent) using both client and optical layer. While the client layer pro-
vides protection for a first failure, the optical layer could gear itself to protect
any additional failure that could occur before client restoration is complete,
thus hiding the failure from the client. This could again be subjected to careful
optical layer design to avoid long alternate routes.

Transponder Protection. The transponders could be protected by having:
(i) a fixed spare transponder which can be used at the transmitter and at the
receiver in case of a failure, (ii) a tunable spare able to tune to any wavelength
to replace the failed transponder signal thus avoiding the need for coordination
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between the transmitter and receiver as is required in the previous case, or (iii)
a provisional spare that avoids the separate spare and uses an optical switch
before the transponder to choose the spare transponder for each client link.

13.9 Conclusions

Optical wavelength division multiplexing (WDM) technology has enabled
optical networks to realize transfer rates of the order several Gb/s of data on
each channel. At the same time, network partitioning due to failures could af-
flict data losses of the order of a few tens to hundreds of Gb/s. Optical network
survivability has thus emerged as one of the important problems to be handled
in order to effectively implement a WDM optical network and provide valuable
optical services to clients.

In this chapter, we analyzed the various aspects of survivability in WDM
optical networks. We first studied the various failure models in such net-
works. We then presented a taxonomy of the classical survivability mecha-
nisms, namely protection and restoration. Techniques to handle single link
failures, double link failures, node and channel failures were then summarized.
The concept of Quality of Protection (QoP) and related work on this concept
were presented. This was followed by a discussion of signaling protocols in-
cluding the use of MPLS mechanisms. Finally, we also analyzed the issues
related to implementing such schemes in the network and ways of realizing
them.
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Abstract The problem of providing dependable connections in WDM networks is an im-
portant problem due to high traffic speed and high vulnerability of such net-
works. We call a connection with fault tolerant requirements as a dependable
connection (D-connection). We consider single-link and multi-link failure mod-
els in our study. We consider a full redundancy-based schemes where the backup
path for every accepted are identified at the and recommend to use a pro-active
approach wherein a D-connection is identified with the establishment of the pri-
mary lightpath and a backup lightpath at the time of honoring the request (called
restoration).

We discuss algorithms to select routes and wavelengths to establish D-
connections with improved blocking performance. The algorithms use backup
multiplexing and alternate L+1 routing techniques to efficiently utilize the
wavelength channels. We also analyze the performance of these algorithms and
quantify the tradeoffs in using different algorithms.

Keywords: WDM networks, fault tolerance, D-connection, restoration, single-link failure.

14.1 Introduction

Wavelength-division multiplexing (WDM) technology allows building of
very large capacity, of the order of terabits per second wide area networks.
Such networks provide low error rates and low delay and offer a viable so-
lution to meet the bandwidth demand arising from several emerging applica-
tions. Wavelength division multiplexing divides the available bandwidth of a
fiber into many non-overlapping channels, each channel carried on a different
wavelength on the same fiber. All the channels can be used simultaneously.
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Existing networks utilize WDM technology as a physical media for point-
to-point transmission. Each channel in these networks provides the equivalent
of a physical wire and the end nodes perform an electrical to optical and optical
to electrical signal conversion. A source to a destination connection is created
using multiple hops over the point-to-point connections. This increases delay
and requires buffering at the intermediate nodes, not desired for high-speed
connections.

A viable alternative to overcome the shortcomings of point-to-point WDM
networks is to apply WDM technology to the path layer where a message is
directly transmitted from the source to destination by using a lightpath with-
out requiring any electro-optical conversion and buffering at the intermediate
nodes. The intermediate nodes simply provide a route through them for the
path. A lightpath is uniquely identified by a physical path and a wavelength
used for that path on all point-to-point fibers. This is also known as wavelength
routing. Thus a virtual topology may be created using several such lightpaths
as needed to meet the traffic demands.

The architecture of a WDM network consists of wavelength cross-connects
(WXCs) that are interconnected by fiber links. A WXC routes a message ar-
riving on an incoming fiber on a wavelength to an outgoing fiber on the same
wavelength. Use of the same wavelength is required in the absence of wave-
length conversion at the intermediate node. An alternative is to use a wave-
length interchanging cross-connect (WIXC) that employs wavelength convert-
ers. The latter results in higher performance and lower blocking probability in
establishing connections. Another architectural concept is to use multiple fiber
links on each link to minimize the need for converters [1].

Since most WDM networks impose wavelength continuity constraint, sev-
eral good heuristic routing and wavelength assignment (RWA) algorithms have
been developed in literature [2, 3, 4, 5]. The routing methods such as shortest
path routing, fixed path routing, fixed paths alternate routing, least-loaded rout-
ing, and fixed path least congested routing methods have been analytically and
experimentally evaluated [6,5,7]. The RWA algorithms consider static and dy-
namic scenarios and have the objective to assign lightpaths while minimizing
the resources required [8]. Static scenarios are relatively easy to handle as the
requirements for routing are well known in advance. In a dynamic traffic envi-
ronment, the connection requests arrive to a network one by one in a random
order. The dynamic traffic demand scenario is applicable to the circuit layer
or to the path layer. Sometimes the dynamic traffic may require the reconfig-
uration of the network in response to changing traffic patterns [9]. Moreover,
in IP – over – WDM networks, lightpaths may be established between two IP
routers, changing the topology of the IP network. The IP layer and optical path
layer may interact to route the traffic efficiently.



Tradeoffs and Comparison of Restoration Strategies in Optical WDM Networks 335

14.1.1 Lightpath Failure, Protection, and Restoration
WDM networks are prone to component failures. Catastrophic link failures

in optical networks are, in fact, quite common. A variety of factors can lead to
link failure including optical fiber, transmitter, receiver, amplifier, router and
converter faults. A fiber cut, possibly the result of an errant excavation, has
been estimated to occur, on average, once every four days by TEN, a pan-
European carrier network [10]. It has been shown in [11] that detection, loca-
tion and isolation of all of these fault scenarios is both very important and very
possible. A link fault can be detected as easily as the receiver nodes detecting
a loss of light on the link, and invoking a network management algorithm to
first notify and then recover from the fault without causing a network failure.

A fiber-cut causes a link failure. When a link fails, all its constituent fibers
will fail. A node failure may be caused due to the failure of the associated
WXC. A fiber may also fail due to the failure of its end components. Since
WDM networks carry high volumes of traffic, failures may have severe con-
sequences. Therefore, it is imperative that these networks have fault tolerance
capability. Failure monitoring, detection, location, and recovery mechanisms
have to be part of design and operation [13]. For example, the nodes adjacent
to the failed link can detect the failure by monitoring the power levels of sig-
nals on the link [13]. In [11], some mechanisms to detect and isolate faults
such as fiber cuts, router and amplifier failures are discussed.

Fault-tolerance refers to the ability of the network to reconfigure and
reestablish communication upon failure. A mechanism that includes set up
of a backup path as part of connection establishment and be ready to replace
a primary path when a failure is detected on a primary path node or link is
called protection. Alternatively, the connection establishment mechanism
may only identify a path that must be used when a primary path experiences
a node or link failure reserve sufficient resources. The actual process is
managed by a combination of hardware and software methods. The process of
reestablishing communication through a lightpath between the end nodes of a
failed lightpath is known as lightpath restoration [14]. A lightpath that carries
traffic during the normal operation is known as the primary lightpath. When
a primary lightpath fails, the traffic is rerouted over a new lightpath known
as the backup lightpath. The objective of any algorithm is to minimize the
spare resources (wavelengths, fibers) required and to minimize the connection
blocking probability. We call a connection with fault tolerant requirements as
a dependable connection (D-connection).

There have already been several approaches to link fault tolerance laid forth
in literature. Three such strategies, presented in [15] and [16], require the
usage of network resources to provide backup lightpath routing so that when
a fault occurs there is an alternate path for the connection to use. Service in
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such an approach is only interrupted briefly to allow restoration to occur. The
major drawback of this approach is the allocation of valuable system resources
on typically unused backup lightpaths.

We consider single-link and multi-link failure models in our study. A single-
link failure model assumes that at any instant of time, at most one link has
failed. A multi-link failure model may be considered in two different ways,
two simultaneous failures or recovery from two failures that occur sequentially.
We consider the following two techniques: (1) a full redundancy-based scheme
(called protection) where both the primary and backup paths are established
and provisioned at the time of setting up a connection and (2) to use a pro-
active approach (called restoration) wherein a D-connection is identified at the
time of honoring the request and the primary lightpath is established but the
identified backup lightpath is only provisioned when a failure actually occurs.

Due to the use of backup lightpaths, resource (wavelength channel) con-
sumption becomes higher. We discuss algorithms to select routes and wave-
lengths to establish D-connections with improved blocking performance. The
algorithms use backup multiplexing and alternate subgraph-based L+1 routing
techniques to efficiently utilize the wavelength channels.

The idea behind backup multiplexing is to allow two backup lightpaths to
share a wavelength channel, if their primary lightpaths do not fail simultane-
ously. Upon a link failure, all the failed paths find their backup lightpaths
readily available. Thus, these algorithms ensure 100% restoration guarantee.
We define the restoration guarantee as the guarantee with which a failed light-
path finds its backup readily available. An alternative to backup multiplexing
with less than 100% guarantee is to use primary-backup multiplexing [16] that
allows a primary lightpath and one or more backup lightpaths to share the same
channel.

The idea behind the subgraph-based L+1 routing scheme is to plan network
routing such that for any link failure, there exists an alternate path for every
accepted request. When a link fails, all paths that get affected by the link
failure are reassigned to their new path.

We discuss algorithms to select routes and wavelengths to establish D-
connections with improved blocking performance. The algorithms use backup
multiplexing and alternate L+1 routing techniques to efficiently utilize the
wavelength channels. We also analyze the performance of these algorithms
and quantify the tradeoffs in using different algorithm.

14.1.2 Characterizing Restoration Methods

The restoration schemes differ in their assumption about the functionality
of cross-connects, traffic demand, performance metric, and network control.
Moreover, a restoration scheme may assume either centralized or distributed
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control. In large networks, distributed control is preferred over the centralized
control. A distributed control protocol requires several control messages to be
exchanged between nodes.

The restoration methods are broadly classified into reactive and pro-active
methods. The reactive method is a simple way of recovering from failures.
When an existing lightpath fails, a search is initiated for finding a new light-
path which does not use the failed components. This has low overhead as no re-
sources are pre-reserved or kept free. However, this method may not guarantee
successful recovery. In case of distributed implementation, contention among
simultaneous recovery attempts for various failed connections may occur. In
a pro-active method, backup lightpaths are planned and resources are reserved
at the time of establishing the primary connection. This method obviously
guarantees 100% restoration. The restoration time of a pro-active method is
much smaller than reactive method as the resources for restoration are already
identified and reserved. In that sense, it is also a protection scheme.

A pro-active or reactive restoration method is either link based or path based
[8, 12]. A link based method employs local detouring while the path based
method employs end-to-end detouring. The two detouring mechanisms are
shown in Figure 14.1. For a link based method, all routes passing through that
link are transferred to a local rerouting path that replaces that link. This method
is attractive for its local nature, however limits the choices for alternatives [8].
In case of wavelength selective networks, the backup path must necessarily
use the same wavelengths for existing requests as that of their corresponding
primary paths as the working segments are retained.

In a path based restoration method, each request that is using the failed
link requires selection of a new lightpath. Such a path is selected between
the two end nodes of the failed primary lightpath. The backup path may use
any available wavelength as no operational segment of independent path is
necessarily the part of the new path.

14.1.3 Backup Multiplexing - Based Restoration

A pro-active restoration method may use a dedicated backup lightpath for
every primary lightpath. However it may be expensive in terms of resource
utilization as shown in Figure 14.2. The figure shows two primary lightpaths

and and their respective backup lightpaths and on a wavelength.
For better resource utilization, under the assumption of a single link fail-

ure, backup path resources may be used in such a way they are sufficient to
restore all the failed paths. This is known as backup multiplexing technique.
For example, if two primary lightpaths do not fail simultaneously, their backup
lightpaths can share a wavelength channel as illustrated in Figure 14.2. The
same two lightpaths, and are link-disjoint. Hence they do not fail si-
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Figure 14.1. Path and link based restoration.

multaneously upon a single-link failure. Therefore, the corresponding backup
paths and can share the wavelength. A pro-active method can employ
primary-backup multiplexing to improve upon the resource utilization.

A recovery process is a single link-failure independent if two paths chosen
to serve that request are link disjoint. Since we are dealing with only one link
failure, in the primary-backup scheme or backup multiplexing scheme either
the primary path is affected by the failure or it is not. In case it is affected,
the alternate path is guaranteed to be not affected and hence can be used for
recovery. This method of course uses more resources, but guarantees that the
alternate path is available in case primary path is affected. An alternative to
this method is to plan for recovery that is failure dependent and that is what the
subgraph-based L+l routing strategy uses, where for each failure, there is a
different alternate path. This strategy can be used to tolerate node and multiple
link failures as well.

The problem of restorable network design for a static traffic demand has
been dealt with in [8, 14, 17, 18, 12, 19, 20, 21, 22, 23, 24]. Several other
works [25, 16] also use dynamic scenarios.

A reactive method does not reserve any backup lightpath for a primary light-
path before failures actually occur. A pro-active method reserves resources
without or with backup multiplexing. Therefore, they perform poorly when
compared to a reactive method. On the other hand, the restoration time in a
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Figure 14.2. Dedicated vs backup path multiplexing reservation.

pro-active method is much shorter than a reactive method. A happy medium
here could be to also allow primary-backup multiplexing where some resources
that are needed for backup may be used by some low priority primary traffic.
This does not guarantee 100% restoration, but may improve the overall perfor-
mance of the network. A D-connection loses its recoverability only when the
following three events occur simultaneously. 1) a link fails during the period
of its existence 2) the failed link is used by its primary lightpath, and 3) a chan-
nel on its backup lightpath is used by some other primary lightpath. However,
such a situation is less probable.

Such primary-backup multiplexing technique is depicted in Figure 14.3. It
shows three primary lightpaths and and their respective backup light-
paths and on a wavelength. The backup lightpaths and share
the channel on link 5 2, as and are link disjoint. The channel on link
2 3 is shared by and and the channel on link 6 3 is shared by
and Therefore, both and are non-recoverable. This approach has been
explored in [16].

14.2 L+1 Fault Tolerance Routing Strategy
The L+1 routing strategy attempts to provide a passive form of redundancy

to optical networks in the event of a single-link failure. It is passive in that,
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Figure 14.3. Example of primary-backup multiplexing technique.

before a connection is established, it is subjected to the constraints of L+1
routing and is thus guaranteed in the event of a single link failure. The end user
experiences nominal interruption in service due to network state restoration
and it is characterized in [26]. The key characteristics of the L+1 strategy are
as follows:

No additional system transmission resources are used to provide connec-
tion redundancy.

Fault recovery network states are maintained throughout the operation
of the network.

L+1 fault tolerance provides a 100% guarantee that any single link fault
can be recovered from.

L+1 is a path-based fault tolerance strategy.

1

2

3

4

The first characteristic highlights one of the most important aspects of the
strategy; it does not require the allocation of system transmission resources to
ensure recoverability after the detection and location of a link fault. Simply
put, there is no link capacity lost due to the routing of backup connections
because no backup connections exist in this strategy. Instead, all connections
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have a different set of routes to take depending on the actual location of the
fault. The second characteristic is important because, upon the occurrence of
a fault, the network restores itself to a state that eliminates the defective link
from consideration, and the network operates as if it never existed. Third, the
strategy provides a 100% guarantee that any single link failure is recoverable.
This becomes important when comparing L+1 to other fault tolerant strategies.
Fourth, L+1 is a path based recovery strategy because it does not guarantee that
any of the same links are used to reroute a connection upon the occurrence of
a fault.

A disadvantage of L+1 fault tolerance is that it can potentially require a
complete reconfiguration of the network to a predetermined new state. Not all
connections may be affected by a network reconfiguration, but no connection
is guaranteed to be unaffected by a link fault recovery. L+1 fault tolerance
assumes that the probability of suffering a double link failure during network
operation is very low. The strategy guarantees the recovery of the network
from any single link failure at any given time. It is also assumed that each
node knows the entire network state at any given time. This is key because all
nodes need to know when and where a fault has occurred so that they can ap-
propriately retask themselves to adopt the backup network state. Each node is
required to maintain all subgraph network state information. Once a link fault
occurs and is detected and located, all nodes are informed of the location to
start the recovery process. Of course, if there is a centralized recovery station,
then all such information is part of the centralized recovery server.

14.2.1 L+1 Fault Tolerance Model

Networks consist of a set of nodes and links that correspond to the various
servers, routers, switches and cables that make up its physical implementation.
These nodes and links can be viewed as a set of vertices and edges in a graph.
Each graph, G, is defined as a set of V vertices and E edges or, G = (V, E).
There exists a set of subgraphs of G, denoted as where is removed from
the graph G, or mathematically, where
L is the cardinality, of the set of edges in graph G. Therefore there exist
L subgraphs of graph G, each one missing one of the edges. The set of
L subgraphs of G represents all possible single-link failures in the network.
The original full link graph is called the base network. The base network’s
constituent subgraphs are treated as virtual networks because only there state
of utilization is maintain after the current set of active connections have been
admitted. When a fault occurs on link the current set of connections are
routed on the routes chosen in subgraph

A graph with five nodes and six edges, as shown in Figure 14.4, there will
be six subgraphs. For the purposes of this example, we assume that each edge
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in the base network (and its constituent subgraphs) has a capacity of one and
that the distance between any pair of adjacent vertices is one.

Figure 14.4. Example of subgraphs.

Connection Request Servicing in an L + 1 Network. Consider the
northeast part of the NSF network subgraph as shown in Figure 14.5. It has six
nodes and six bi-directional links. Let there be a request issued by vertex MI
to connect with vertex NY. This connection attempts to find a path from MI to
NY on all of the L subgraphs of the base network as shown in Figure 14.5. The
connection request from MI to NY is accepted as a path is available in all sub-
graphs. Another request from vertex NJ to PA is routed in the same way as the
path from NJ to PA is available in all subgraphs (although it may be a different
path in different subgraphs). When a third request from NY to MD arrives, it
can only find paths in subgraphs and It blocks in subgraphs

and Thus the connection request between from node NY to node MD
now fails due to non-availability of resources, and consequently not routed in
the base network.

14.2.2 Fault Tolerance in an L + 1 Network

In the event of a fault, the L + 1 based routed network can fully recover
by accepting the subgraph network state corresponding to the located edge
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Figure 14.5. L + 1 model of northeast part of NSF network.

failure. For example, assume that there is an arbitrary failure of edge NJ to PA.
We assume that the failure is in both directions and for some reason the edge is
left non-operational. To recover, the network reroutes all current connections
to reflect the network state depicted by subgraph The fault occurrence and
recovery cycle is such that connections from the base network are rerouted to
the paths in the selected subgraph (corresponding to the failed link). For the
example, the request from MI to NY need not be rerouted as the path taken in
the bases network as well in subgraph are the same. However the path for
the request node NJ to PA has to be now rerouted through the links (NJ, MD),
(MD, NY), and (NY, PA) as shown in of Figure 14.5.

14.3 Performance Evaluation
In this section, we compare the performance of the backup multiplexing

and subgraph based L + 1 routing strategy. For comparison purpose, the short-
est path length (in terms of the number of hops) routing strategy is utilized
to evaluate the effectiveness of these schemes. Shortest path length routing
attempts to dynamically route connections along the path with the least num-
ber of links between source and destination nodes. Each link is known as a
hop. Wavelength assignment within a link is done at random. Connections are
routed dynamically in that each request is routed based on the network state
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at the time it enters the network. Dynamic routing and wavelength assignment
typically performs better than fixed path routing, although it requires higher
control overhead because each node must maintain network state information.
The no-backup and backup multiplexing routing strategies are compared to
provide a reference to measure the effectiveness of L + 1 fault tolerance. No-
backup routing uses the shortest path in terms of hop strategy, and makes no
provision for fault tolerance. Backup multiplexing uses shortest cycle rout-
ing. The results laid forth for backup multiplexing are based on the selection
of the shortest path for the primary connection. Shortest cycle routing [8] is
used to increase the performance of backup multiplexing by guaranteeing both
a potential primary and backup path are found while attempting to establish a
connection and that the primary/backup path pair is the shortest pair of paths
from source to destination.

For comparison purposes, the connection requests are generated using a Poi-
son distribution with arrival rate of where the arrival rates are varied to com-
pare the different schemes. The request hold time follows negative exponential
probability distribution with a parameter value of Source and desti-
nation nodes for any request are uniformly distributed.

14.3.1 Performance Metrics

Several metrics are used to evaluate the effectiveness of the various schemes.
These metrics are designed to measure both the efficiency and the feasibility
of such a scheme and are only measured in the base network. They include,
blocking probability, average path length, average shortest path length, effec-
tive network capacity used, and probability of path re-assignment

Blocking probability. Blocking probability is the most common indicator
used to assess network routing and fault tolerance strategies. It is the proba-
bility that a request entering the network is rejected. Blocking probability is a
ratio of B and R where B is defined as the total number of blocked requests
and R is the total number of requests, i.e.

Average path length. Average path length and average shortest path
length are intended to compare how metrics perform within a network. As
the ultimate goal in routing a connection is usually to use the shortest path
between two points, average shortest path length provides a way to compare
how effectively a routing strategy performs in a given network configuration.
Both average path length and average shortest path length are calculated in
terms of number of “hops” or number of links along the path.
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These averages are calculated for the accepted requests only. The average
shortest path is computed by using the shortest possible path possible in the
network, even if it is not available. The average path length is calculated using
the path length of the path taken (or available for the request) when the request
arrives.

Network utilization. Network utilization metrics are characterized by
their inclusion of the ideas of connection and link capacity. They are an indi-
cation of how much of the network is being used over the course of operation
and whether there are enough resources available to handle the request load
demands.

Effective utilization refers to the minimum amount of system resources
needed to service all accepted connections if they were to have been routed
along the shortest path. In order for the effective utilization metric to be useful,
it first has to be normalized. The first step is to normalize it to the time duration
of the simulation so that data obtained at different arrival rates can be com-
pared. Dividing by the time duration of the simulation normalizes utilization.
The simulation time is known only to the network, and can either be obtained
by knowing the time that the last request enters the network, or by calculating
it as a function of where R is the number of arriving requests and is
the arrival rate. Normalizing the utilization with respect to time yields a value
that is bounded on the low side by 0 and on the high side by the total available
capacity in the network. The second step to normalization is to normalize it
by dividing it by the total available capacity of the network, given by L × C,
where L is the total number of links in the network, C is the total available
capacity per link. Thus for utilization computation,
where U is the utilization. In other words,

14.3.2 Probability of Path Reassignment

The effectiveness of a fault tolerance scheme depends on how the networks
recover from a failure. This potentially may require all connections in the net-
work to be reconfigured to different paths. In order to quantify the amount of
path reassignment taking place, path reassignment probability must be mea-
sured, which is the probability that a connection’s path on the base network
needs to be changed upon the occurrence of a link failure. Let be the
probability that the path for request remains the same if link of the network
fails. Then probability of reassignment for L + 1 routing strategy is given by

For
the backup multiplexing a path is reassigned only if the failed link is used by
a request. So if is the path length of request then the probability of reas-
signment is given by
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Link load. Link load is a measure of the load placed on each node in
the networks at any given time. It is useful in providing a baseline for the
comparison of the effectiveness of routing strategies across different network
topologies. Link load, or is calculated using the following equation, where
each duplex link is treated as 2 links, N is the total number of nodes in the
network and is the arrival rate per node.

is the expected length of a primary connection in the topology in hops.
Link load, expressed in units of Erlangs and is used to compare results among
different networks.

Figure 14.6. NSF network and ARPA2 network.

14.3.3 Network Structures

Three standard network structures are used to assess and compare the per-
formance of different restoration techniques. The networks considered are a
14-node 21-link NSF net topology, a 4 by 4 mesh-torus network, and a 21-node
26-link ARPA-2 network topology. The first and the last topologies are shown
in Figure 14.6. The NSFNET and APRA-2 networks are real world topolo-
gies. The 4x4 mesh torus network possesses a high level of connectivity. Each



node in a 4x4 mesh torus has a degree of 4, resulting in many potential paths
between a node pair.

All links in network have one fiber and the number of wavelengths per fiber
is 16. In general, the capacity of a link is a direct function of the number of
wavelengths on each fiber in the link. The wavelength continuity constraint
has to be followed for each request. Each link is a duplex link (as all of the
tested networks do) and each link is considered as two simplex links operating
in opposite directions. In the event of a link failure such as a fiber optic cable
being severed, both simplex links are severed.

Figure 14.7. Blocking probability of three topologies.

The results for L +1 fault tolerance and backup multiplexing and no backup
strategy for the NSFNET, ARPA-2 and 4x4 mesh torus topologies are shown in
Figure 14.7. In the Figure 14.7, note that BM stands for backup multiplexing,
L + 1 stands for L + 1 method and None is for no- backup. Also, A is for
ARPA-2 network, N is for NSFNET and M is 4x4 Mesh network. It is noticed
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14.4 Results

This section presents the performance evaluation.

14.4.1 Blocking Probability
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that the L + 1 fault tolerance performs much better than backup multiplexing
under the same parameters. In the best case, the NSFNET, the blocking prob-
ability of backup multiplexing is roughly 3.5 times that of the L + 1 strategy,
and is approximately 3 times higher than L + 1 in the ARPA-2 and mesh torus
topologies.

One factor in the increasing the blocking probability of L +1 fault tolerance
is the presence of nodes with degree of two present two of the topologies. For
example, there are two nodes of degree two in the NSFNET topology, and
when subgraphs are formed; these two nodes become nodes of degree one in
four of the 21 subgraphs. These isolated nodes are much more difficult to route
connections because of the severely limited capacity in and out of the nodes. A
node with degree of two in the base network is referred to as a dead-end node.
Dead-end nodes account for 14 of the total 21 nodes in the ARPA-2 topology,
and consequently the performance of L + 1 in that topology is slightly worse
when compared to the NSFNET and mesh torus.

Figure 14.8. Average path length of three topologies.

The results for L +1 fault tolerance and backup multiplexing and no backup
strategy for the NSFNET, ARPA-2 and 4x4 mesh torus topologies are shown
in Figure 14.8. Average path length indicates the average number of hops a
connection must contain. The figure shows that average path length decreases
as arrival rate increases. The large decrease in path length can be attributed to
higher blocking probability and the consequent lower number of connections

14.4.2 Average Path Length
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in the network for a request to have to route around. In general the average
path length decreases as the arrival rate increases. As more requests enter the
network at a time, the network becomes more congested and more requests are
blocked. The result is that the requests that are accepted as connections are
only those that are able to find shorter paths to route on.

The backup multiplexing path lengths are higher across all topologies be-
cause the paths are based on shortest cycle routing, and the primary paths are
not necessarily the shortest paths between two nodes. Shortest cycle rout-
ing actually improves performance because, although primary path lengths are
longer, a primary-backup pair is almost always found and the total length of
the primary-backup pair is the shortest possible.

Effective utilization measures the minimum amount of network resources
needed to accept the connections in the network at any given time for any
given link load. In other words, in order to accept the requests that the net-
work did, the network had to provide a minimum amount of resources to the
establishment of the connections. The effective utilization figures are shown in
Figure 14.9. For the most part, the effective utilizations of each strategy mir-
ror each other, the exception being under high arrival rates. The difference is
again attributed to fewer requests being accepted as arrival rate increases. Uti-
lization is directly proportional to the sum of the products of the capacity and
path length of each accepted connection, it consequently decreases as fewer
requests are accepted. Again effective utilization is used primarily to compare
the performance of both fault tolerance strategies to a no tolerance strategy.

An indication of the connectivity of a topology is the number of dead-end
nodes each of the subgraphs of that topology contains. Along that reasoning,
the ARPA-2 topology has the worst connectivity with 14 dead-end nodes out
of 21, the NSFNET next with 2 of 14 and the mesh torus best with no dead-
end nodes. The blocking probabilities confirm this, as the blocking probability
is higher per Erlang of link load for the ARPA-2 topology, followed by the
NSFNET and lastly by the mesh torus. The comparatively lower blocking
probability per link load of the mesh torus indicates that L + 1 fault tolerance
performs much better in topologies with higher connectivity.

In a network recovery situation, L + 1 fault tolerance requires the network
to reconfigure to take the state given by the subgraph corresponding to the
link failure. This could potentially require all connections in the network to

14.4.3 Effective Utilization

14.4.4 Comparison Between Network Topologies

14.4.5 Probability of Reassignment
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Figure 14.9. Average effective utilization of three topologies.

Figure 14.10. Average probability of path reassignment for the three topologies.
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change how they are routed. The probability of reassignment indicates how
likely a connection’s path will change during recovery. In all three topologies,
as the arrival rate increases, the probability of reassignment decreases. This
observed decrease is due to the higher probability of a request being blocked
as arrival rate increases. As requests enter the network at a higher rate, fewer
connections are established. This makes routing the connections that do get
accepted on each subgraph easier. Thus there is a much higher probability that
a subgraph routes the connection exactly the same as the base network does.

Figure 14.10 shows the probability of reassignment for the NSFNET,
ARPA-2 and 4x4 mesh topologies, respectively. As mass connection reassign-
ment is unique to L +1 fault tolerance, it is important to show how much more
reassignment it requires than backup multiplexing. As the link load increases,
the probability of reassignment decreases, indicating that there is less of a
chance of a connection having to be rerouted during a network recovery.

The probability of reassignment for the ARPA-2 and NSFNET topologies
remains fairly constant and the probability of reassignment for the mesh torus
topology decreases slightly more as the link load increases. The mesh torus
also has a much higher probability of reassignment overall. This is probably
due to the higher connectivity of the mesh torus. More links means that there
are more options to route a path on, and the shortest hop length routing metric
uses this to the fullest. Backup multiplexing requires far less reassignment in
the event of a fault occurrence.

L + 1 routing strategy can be easily used to handle multiple link failures,
node failures, and specific failure scenarios. Such efforts have been reported
in [27, 28, 29, 30, 31]. Other approaches to fiber failure and multipath routing
has been addressed in [32, 33, 34, 35, 36, 37, 38, 39, 40]. Other researchers
have considered a combination of resources like shared risk link group (SRLG)
[41] or other resources combinations [42]. Back up multiplexing can also be
used in tolerating multiple faults and efforts reporting such results are [43,
44]. Essentially for multiple failure, the network must have capability to find
alternate path that can account for failure of general or specific multi-link or
node failures. We do not consider them here further.

Fault tolerance in optical networks has become increasingly important as
reliance on these networks has increased. The ability to provide guaranteed
connections in the event of a link failure without adversely affecting the oper-
ation of the network is imperative. In this chapter, we addressed the problem
of routing dependable connections in WDM networks with dynamic traffic de-

14.5 Multi-Link and Other Failures

14.6 Conclusions
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mands. We developed several algorithms to efficiently utilize the wavelength
channels. These algorithms use pro-active, path based, failure independent
restoration approach.

Backup multiplexing is a strategy designed to allocate capacity on a network
to enable 100% recovery from a single-link failure. The major drawback of this
strategy is that the capacity allocated to backup connections remains unused if
there is no link failure.

We also presented an alternate technique for recovering from single-link
failures known as L+1 fault tolerance. L+1 fault tolerance has the advantage
of not requiring a network to allocate capacity for backup connections. As has
been shown, the performance of the L+1 strategy was very good in comparison
to that of backup multiplexing. This being said, there are still several ways to
possibly improve the performance of the strategy.
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FACILITATING SERVICE LEVEL AGREEMENTS
WITH RESTORATION SPEED REQUIREMENTS
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Abstract Optical networks with wavelength-division-multiplexing are expected to serve
client networks with different optical layer protection requirements. This chap-
ter considers the problem of providing Quality of Protection (QoP) classes based
on restoration speed, and improving the failure-recovery time performance in
such networks. We first present an approach which uses a different restoration
method for each service class in order to meet the restoration speed requirement.
We then focus on the signaling process required in mesh restoration for recon-
figuring the nodes along the pre-planned restoration paths, and propose a novel
approach for reducing the restoration time and meeting the QoP requirements
by coordinating the set-up procedures for the backup paths through schedul-
ing. We present priority-based online scheduling algorithms that are amenable
to distributed implementation for the problems of (i) minimizing the worst-case
restoration time, and (ii) maximizing the number of connections that meet their
QoP-class-specific restoration time deadlines. The online scheduling methods
that we propose use simple connection and/or class-specific information and can
be easily implemented with minor modifications to the currently proposed sig-
naling protocols. We apply these methods to signaling protocols that require
cross-connect configurations at different nodes to be done in sequence as in the
current GMPLS specification, as well as signaling protocols that allow cross-
connect configurations to be done in parallel. It is shown that in both cases, sig-
nificant performance improvements are achievable through scheduling in terms
of both the QoP grades that can be supported and the restoration times, with
both the heuristics, and two related mixed-integer-linear-program formulations
which we use for comparison purposes. The improvement in restoration time
and restorability through our heuristics can be quite high (e.g., increase from a
network restorability performance of 40% to a network restorability of 88%, and
a 17% reduction in restoration time).

Keywords: Optical networks, Quality of Protection, mesh restoration, SLA, restorability,
signaling, message scheduling, MILP, GMPLS, OXCs.



358 EMERGING OPTICAL NETWORK TECHNOLOGIES

15.1 Introduction

15.1.1 Motivation

Optical networks with wavelength-division-multiplexing are considered to
be among the most prominent candidates for the transport backbone. These
networks provide static lightpaths, which serve as high-capacity virtual links
for the higher layer client networks, such as IP, SONET, or ATM. It is widely
recognized that optical networks will likely serve various classes of traffic with
different Quality of Protection (QoP) requirements from the optical layer [1, 2]
due to the variety of client networks running on top of the optical layer, and
their restoration mechanisms.

There has been a significant amount of work on routing and capacity assign-
ment in optical networks with multiple protection classes, with various goals
such as meeting a pre-specified probability of restoration, minimizing block-
ing probability, and maximizing revenue [1, 2, 3, 4, 5]. In this chapter, we
consider the problem of providing differentiated restoration services in terms
of the restoration time in mesh WDM networks with capacity sharing, and in-
troduce the concept of using control-message scheduling for this purpose. The
problem of providing differentiated services in terms of the restoration times
was also considered in [6], where each connection belonged to one of the fol-
lowing classes depending on the maximum restoration time allowed: platinum
for fastest restoration (50msec), gold (50-100msec) and silver (l-10sec), ex-
cluding propagation delays. The authors proposed using dedicated protection
for connections in the platinum QoP class, shared protection using a logical
ring for gold QoP, and shared mesh protection for silver QoP. Our proposal
differs from [6] in that we use only shared mesh protection schemes, which
have better capacity efficiency, and provide the QoP classes using control mes-
sage scheduling. It is worth pointing out that our proposed control message
scheduling strategy may be used with any shared protection mechanism, for
example, the mechanism used in [6] for the silver class to further improve the
performance.

Connections may have different restoration speed requirements, which are
either explicitly or implicitly specified as part of an Service Level Agreement
(SLA) between the network operator and service provider. Such requirements
may arise simply because a higher layer network completely relies on the opti-
cal layer for restoration and wishes to provide guaranteed levels of availability
to its customers. On the other extreme, they may also arise in order to prevent
race conditions, e.g., when a client network also has a protection mechanism
and the optical layer needs to restore the lightpath in time before the higher
layer restoration mechanisms are triggered. In these cases, it is important for
the client network to prevent any possibility of race conditions, where pro-
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tection mechanisms in two layers are activated simultaneously. To avoid this
phenomenon, the client network may either request the lightpath to be unpro-
tected at the optical layer, or it may require extremely fast restoration guar-
antees at the optical layer so that optical layer restoration is completed before
the higher layer mechanisms are triggered. Finally, restoration speed is a very
natural service differentiation metric based on the criticality of the data being
carried over the lightpaths. It is reasonable to assume that connections which
are served on a best-effort basis would not require the same restoration speed
as high-priority connections which require protection against any single-failure
scenario. Accordingly, several approaches have been proposed in the literature
to improve the restoration speed, or to facilitate providing service level agree-
ments based on the restoration speed. We will discuss two of these approaches
in the following.

Restoration methods, in general, offer a trade-off between capacity effi-
ciency, restoration speed, and restoration success rate. For example, restoration
methods with dedicated capacity can transmit the optical signal on both the ser-
vice and the back-up paths simultaneously, thus providing very rapid recovery
in the event of a failure, while using at least 100% protection capacity. On the
other hand, restoration methods with shared capacity allow multiple connec-
tions that are not expected to fail simultaneously to access the same restoration
capacity to improve efficiency, while providing a slower recovery from failures
due to the need to reconfigure the optical cross connects (OXCs) after the fail-
ure occurs. In [6], the authors use the trade-off between capacity efficiency and
restoration speed to support three different grades of service: platinum connec-
tions with a restoration deadline of 50ms, gold connections with a restoration
deadline of 100ms, and silver connections with a restoration deadline of 1sec.
In all cases, the restoration deadline is assumed to exclude the propagation de-
lay. The authors propose using a different restoration method for each grade
of service: dedicated protection for platinum connections, shared protection
using logical rings for gold connections, and shared mesh protection for silver
connections.

In restoration with dedicated capacity, each source-destination pair is con-
nected by two paths, each with a sufficient number of wavelengths: an active
path, and a protection path that is diversely routed with the active path. Failure
recovery simply involves, (i) detection of the failure by the end nodes of each
affected connection, and (ii) switching to dedicated protection wavelength us-

15.2 Using a Different Restoration Method for each
Service Class

15.2.1 Dedicated Protection
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ing an operation identical to Automatic Protection Switching (APS) in SONET.
Thus, failure recovery can be completed within a few tens of milliseconds with
this method, making it a feasible option for Platinum connections.

This method groups source-destination pairs into logical WDM rings each
of which carries no more than a pre-defined number of wavelengths per fiber
for active as well as protection paths. The source-destination pairs on a given
ring essentially use ring protection: each connection is assigned an active
path, and protection wavelengths are reserved in the complementary routes.
Non-overlapping connections within the same logical ring can share protec-
tion wavelengths, improving the capacity efficiency. The authors estimate the
restoration time to be approximately 50ms, allowing about 40ms for cross-
connect remapping in the intermediate nodes. We note, however, that this es-
timate does not include the potential queueing delays that can arise during the
control-messaging to reconfigure the OXCs. It is suggested that this approach
may be appropriate for Gold connections.

In shared mesh protection, all source-destination pairs can use the same
restoration capacity provided that they are not expected to fail simultaneously.
Since the back-up path does not have to be on a given logical ring, this method
may be more complicated than shared protection using logical rings, and pos-
sibly slower. The authors estimate the reconfiguration time for this method to
be approximately 80msec.

Table 15.1 gives a comparison of the 3 restoration methods when applied to
an example core network of 29 nodes and 53 candidate links, with 138 node-
pairs with positive connections. The trade-off between the capacity efficiency
and restoration speed is clearly observed in the results: Dedicated restoration
provides the fastest recovery, followed by shared restoration over logical rings
and shared mesh restoration, where as shared mesh restoration provides the
best capacity efficiency, followed by the shared restoration over logical rings,
and dedicated restoration.

In restoration methods with capacity sharing, the backup paths need to be
set up in the event of a failure through a signaling procedure, even when the
backup paths are completely pre-planned. While there are some differences

15.2.2 Shared Protection Using Logical Rings

15.2.3 Shared Mesh Protection

15.2.4 Numerical Results

15.3 Motivation for Control-Message Scheduling
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among the various signaling protocols proposed in the literature [7, 8, 9, 10,
11], the rerouting procedure generally involves sending a restoration message
along the restoration path and reconfiguring the optical cross-connects (OXCs)
along the path. Since a DWDM link may carry up to hundreds of lightpaths, a
single failure may affect a large number of connections, and many restoration
messages and OXC configuration commands may need to be processed at the
network nodes. This introduces queueing delays, which may be a significant
component of the restoration time [12, 13]. More importantly, these queueing
delays may make it difficult to provide restoration time guarantees to connec-
tions which have pre-determined restoration time requirements. We propose
the coordination of the rerouting process among connections that fail simulta-
neously, in order to optimize the failure recovery time and provide QoP classes.
Significantly, the current signaling protocols do not consider scheduling the
control messages, and assume that these messages are processed according to
FIFO (first-in-first-out) service discipline. In the following, we first show that
the restoration times for various signaling protocols can be reduced signifi-
cantly through control-message scheduling, i.e., by coordinating the rerouting
process among connections that fail simultaneously. For this purpose, we first
present MRTF, a scheduling algorithm designed with the specific goal of op-
timizing the worst-case restoration time performance. We then consider the
problem of supporting different Quality of Protection classes with different
restoration speed requirements. We propose a new control-message schedul-
ing algorithm, FIFO-CI, for supporting QoP classes with different restoration
deadlines.

15.4 Restoration Architecture and Signaling

We assume that the network has an OAM (operations, administration, and
maintenance) channel dedicated for exchanging control messages for signal-
ing. The OAM channel is terminated at every node and the control messages
are processed electronically. We assume a generic node model that includes
the units shown in Figure 15.1, based on the model presented in [7]: a mes-
sage receiver, a message processor, a cross-connect controller, and the cross-
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connect (switch) fabric. The message receiver unit is responsible for receiving
messages, determining the message type, and forwarding them to the message
processor. The message processor is the algorithm logic of the node. It can
access/change the records regarding the availability of the wavelengths on the
links originating from the node. It also has an interface to the cross-connect
controller, which controls the cross-connect fabric. When the cross-connect
configuration needs to be changed, a cross-connect command is issued to the
cross-connect controller. Each cross-connect controller, message processor,
and message receiver acts as a queue with a deterministic service time, and
has a buffer to store multiple messages/commands if it receives new messages
while still handling other messages.

We note that the architecture of an arbitrary OXC is not restricted to the
model used here. The various components in our node architecture are generic
ones, and most node architectures can be made to “fit” our model by choos-
ing the component parameters (such as the message processor service time)
appropriately.

Several signaling protocols have been proposed for path restoration in mesh
networks in the literature [14,7,8,9,12], as well as in the Internet Engineering
Task Force (IETF) drafts [10,11]. We consider two broad categories of signal-
ing protocols. In signaling with OXC confirmation (WXC), as in the current
Generalized MPLS (GMPLS) specifications, a node may not send the connec-
tion set-up messages to the next node along the path before the completion
of the OXC reconfiguration [8]. Alternatively, signaling without OXC con-
firmation (WOXC) allows a node to forward the control message to the next
node without waiting for OXC configuration. Such a method was proposed
in [7] to expedite restoration, and has been implemented with extensions to
GMPLS [15]. Similar approaches have also been considered in [11, 12, 8].
We describe a generic protocol for signaling WOXC below, and note that sig-
naling WXC can be similarly done. Note that these signaling protocols are

Figure 15.1. Node and link model for restoration signaling.
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similar to the extensions to RSVP-TE proposed in [11], as well as the meth-
ods used in [7]. We emphasize that the signaling protocols described here
are generic. Different signaling protocols will have slight performance differ-
ences, and it is not our objective here to investigate the performance of any
single proposed standard such as [14, 10, 8]. Our main objective is to show
that control-message scheduling is an effective mechanism to facilitate QoP in
mesh networks that use path protection.

We assume that the pre-determined restoration path and wavelength for each
connection are stored at the end-points of the connection. When a link on the
service path of a connection fails, the source node detects the failure when
the loss of signal (LOS) propagates to the source. After retrieving the stored
restoration path and wavelength, the source issues a cross-connect command
to its OXC controller to reconfigure its switch fabric. Without waiting for
the completion of this command, it also sends a control message (set-path)
to the next node on the restoration path. Similarly, each intermediate node
that receives the set-path message issues an OXC command, and simultane-
ously sends the set-path message to the next node. The source switches to
the restoration path when it first detects the LOS. The destination switches to
the restoration path as soon as it receives the set-path message. Restoration
is completed when the last OXC configuration command along the restoration
path is executed.

15.5 Optimizing Restoration Time Performance Through
Scheduling

In this section we focus on the problem of optimizing the restoration time
performance of the signaling protocols that we described in Section 15.4. It is
possible to formulate the problem as a mixed-integer-linear-program (MILP),
which can be solved through commercial optimization software. We present
such an MILP formulation of the problem for signaling without OXC confir-
mation in [16]. The formulation can easily be adjusted for other signaling pro-
tocols as well. However, the MILP turns out to require a substantial amount of
time to solve for large networks and/or when the number of connections to be
restored is large, and may thus not be practical under dynamic traffic. Accord-
ingly, we propose an online scheduling heuristic, maximum-remaining-time-
first (MRTF), to coordinate the restoration signaling process without requiring
any pre-planning. This algorithm can be easily implemented with slight mod-
ifications to the current GMPLS proposals, or other signaling protocols sug-
gested in the literature. Moreover, it can also be used for failure-independent
restoration methods and for dynamic traffic conditions, which is not the case
for the MILP formulation given in [16]. Note that the MRTF heuristic is not
derived from the MILP formulation, (e.g., by solving an integer-constraint-
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relaxed version of the MILP) but is an independent algorithm that schedules
control messages with the goal of minimizing the worst-case restoration time.
However, we will use example MILP solutions in our numerical results for
comparison purposes.

15.5.1 The Maximum-Remaining-Time First Algorithm
(MRTF)

As mentioned earlier, existing signaling protocols do not consider control
message scheduling and are assumed to use first-in-first-out (FIFO) schedul-
ing to process the tasks at each unit. However, this may be inefficient in terms
of minimizing the overall restoration time. In the following sections, we will
demonstrate that the worst-case restoration time can be reduced significantly
by allowing network nodes to use other scheduling strategies. To this end, we
propose the Maximum-Remaining-Time-First (MRTF) algorithm to improve
the worst-case restoration time performance. MRTF is an online scheduling
algorithm which aims to optimize the restoration time performance by giving
priority to the tasks belonging to connections that are further away from com-
pleting the rerouting process. We describe the algorithm for failure-dependent
restoration methods. Extension to methods with failure-independent restora-
tion paths is straightforward.

In MRTF, as in ordinary failure-dependent restoration, the restoration path
is stored at the source node of the connection. When the failure-notification
message arrives at the source node, the source node can compute the remain-
ing processing time before the rerouting for that connection can be completed,
excluding the possible queueing delays. For methods that do not wait for cross-
connect confirmation before forwarding the set-path message to the next node,
this will be equal to the sum of the message processing times at each node on
the path, message transmission times and propagation delays on each link of
the path, message receiving times at each node except the source, and the cross-
connect configuration time at the destination node. Note that all of these times
are deterministic because the backup route is completely pre-planned. They
also do not depend on the processing times of other connections, as queueing
delays are not included. Therefore, MRTF can also be used in a dynamic traf-
fic scenario. For methods that wait for cross-connect confirmation, the cross-
connect configuration times at the source and the intermediate nodes need to
be included as well. Similarly, when an intermediate node receives a set-path
message from the previous node, it also can compute the remaining processing
time for that particular connection. One way to achieve this would be to in-
clude the remaining time information in the set-path message, and allow each
node receiving the message to update this information by subtracting from it
the amount of processing that has already been completed. The nodes may
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also compute this information by simply looking at the restoration path infor-
mation, and calculating the time it would take to go through the remaining part
of the path.

In MRTF signaling, each unit at a node gives priority to connections that
have the highest remaining-time, rather than serving the tasks waiting in the
queue in a FIFO fashion. This can be done without requiring any major ad-
ditions to the node/restoration architecture. The remaining time information
for the given connection can be updated at the completion of each task. Thus,
MRTF can be easily implemented with minimal modification to the currently
proposed restoration signaling methods, such as the GMPLS extensions for
restoration [10, 11]. Note that we propose MRTF only to improve a particu-
lar performance measure, worst-case restoration time. Optimizing the worst-
case restoration time is similar to optimizing the makespan in a traditional job
scheduling problem, and MRTF is inspired by a commonly used scheduling
algorithm to improve makespan. Other scheduling algorithms can be used for
other performance measures. For example, when the goal is to optimize the
average restoration time, a scheduling algorithm which processes messages be-
longing to connections with the minimum (as opposed to maximum) remaining
time first could be used. Note also that MRTF is not unresponsive to the queue-
ing delays. Since the remaining processing time for each connection is updated
as the message goes through each intermediate node, a connection which ini-
tially had a low remaining time, but was delayed excessively due to queueing
may be processed earlier in the remaining intermediate nodes.

15.5.2 Numerical Results

We have applied the MRTF algorithm to signaling protocols that wait for
cross-connect confirmation, as well as those that do not wait for cross-connect
confirmation. In this section we present numerical results demonstrating the
failure-recovery time performance using these signaling protocols. We first
present the solutions obtained through the MILP formulation in representative
problem instances for comparison with the simulation results.

We have developed a network of queues model to simulate the signaling
protocols for different restoration methods [12]. The node and link models
shown in Figure 15.1 form the basis of our simulation model. Each message
processor, message receiver, cross-connect controller unit, and link is repre-
sented as a queue with a deterministic service time, as in [7, 12]. The service
rates at which jobs are processed at each of these queues, as well as the physi-
cal length of each link in the network are input parameters to the model. These
are the: message processing rate (P messages/sec), message receiving rate (R
messages/sec), cross-connect configuration rate (X cross-connects/sec), mes-
sage transmission rate (T messages/sec), and link length (L km). Simulations
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for signaling protocols that do not use scheduling are performed by treating
each unit as a FIFO queue. For signaling protocols using the MRTF algorithm,
we assume that each unit (except the message receiver) along the restoration
path has access to the remaining processing time corresponding to each task
in its queue, and processes the message belonging to the connection with the
highest remaining time first. In our simulations, we assume that the control
network has the same topology as the optical network, although other control
network topologies are possible.

We have simulated these algorithms with randomly generated connection
sets, where each source-destination pair is equally likely to be in the connection
set. For a given set of connections, we compute the restoration time for each
connection for each link failure, and record the worst-case restoration time over
all failures. For a given number of connections N, the experiment is repeated
over 100 connection sets with the given N, and the worst-case restoration time
for each of these sets is averaged. We use two test topologies: the reasonably
well-connected Arpanet (20 nodes, 32 links) shown in Figure 15.2, and a 20-
node ring topology as an extreme example of a sparsely-connected network.
Note that we are not necessarily suggesting the use of these signaling protocols
for ring networks, but only using the ring topology as an example to evaluate
the performance of the algorithms in sparsely connected networks. We use
two different sets of parameters in our simulations. The parameters used in
the first set are: L = 200, P = 1,000, R = 10,000, X = 1,000, and
T = 200,000. This assumes a relatively small OXC configuration time (1ms)
and message processing time. In the second set of parameters, we set X =
100, corresponding to a configuration time of 10ms, and P = 500. These
parameter sets are in line with the values reported in the literature, as well as
the expected range of values that can be achieved with today’s technology [7,
15, 8]. We have not varied the transmission rate, since the restoration time is
dominated by the cross-connect configuration and electronic processing of the
restoration messages, which are much slower. A detailed study of the effects
of these parameters on the restoration time can be found in [13]. In this section
we only consider failure-dependent restoration, since the signaling for failure-
independent restoration is identical except for the starting times for restoration.
For simplicity, we use minimum hop routing for service path selection, and
edge-disjoint minimum hop routing for restoration path selection as in [12].

Example MILP Solutions. We have used ILOG CPLEX 7.1 to solve the
MILP problem. Table 15.2 summarizes the restoration time with and without
MRTF, as well as the optimal restoration time obtained by CPLEX for our test
networks. For these results, we used signaling without cross-connect confir-
mation with parameter set 1, and averaged the experiements over 5 different
set of 60 connections.
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Figure 15.2. The Arpanet topology that is used as a test network.

We observe that the MILP solution provides significantly faster restoration
than FIFO. In ring, the worst-case restoration time can be reduced from
an average of 89.51ms to 65.49ms, whereas in Arpanet it can be reduced
from 41.77ms to 33.91ms. This demonstrates the potential importance of
control-message scheduling in optimizing restoration times. We further note
that MRTF is also useful in reducing the restoration times. In particular, for
the ring network, MRTF can provide about 14% reduction in restoration time.
Given the simplicity and implementation advantages of MRTF over the MILP
solution, these reductions are significant.

Performance Evaluation of MRTF. We first look at the worst-case
restoration time performances for methods without cross-connect confirma-
tion (WOXC). Table 15.3 shows the restoration time performances of FIFO
and MRTF with various parameter sets and signaling options. We observe
that MRTF provides significant reductions in the restoration time, over a wide
range of N. The reduction varies between 11.8% when N=60 and about
13.8% when N=220. As expected, MRTF is more useful when the number of
connections is larger, because then the number of connections affected by a
failure is larger as well. In this case, queueing delays constitute a significant
part of the restoration time, increasing the benefits of using MRTF. It is worth



noting that savings remain high over a wide range of N: the percentage
reduction in worst-case restoration time through MRTF is more than 10% for
all N, reaching up to 17.8% for N=100.

It is known that cross-connect configuration times may be as high as 5-10ms
for MEMS based switches [15]. We next use parameter set 2, corresponding to
the extreme case of 10ms OXC configuration time, and P=500, to see the per-
formance of the algorithms under very slow OXC reconfiguration. Table 15.3
shows that the performance with and without MRTF is very similar for pa-
rameter set 2 when there is no waiting for XC confirmation. Note that when
we allow forwarding the set-up messages along the restoration path without
waiting for cross-connect confirmation, cross-connect reconfigurations at dif-
ferent nodes can proceed in parallel, reducing their contribution to the end-to-
end queueing delay. Moreover, when the cross-connect times are significantly
higher than the message forwarding and processing times, the restoration time
is strongly dominated by the cross-connect time [13], reducing the potential
benefits of giving priority to connections that need to go through a larger num-
ber of hops as in MRTF. This however does not hold for signaling methods
with cross-connect confirmation. We will also see in the following sections
that this observation will not hold when we consider the QoP requirements for
individual connections. In that case, control-message scheduling will turn out
to be useful even with slow OXC configuration.

We next consider signaling methods with cross-connect confirmation
(WXC). Table 15.3 shows that reduction in restoration time through MRTF
remains high for the ring topology for such signaling protocols as well. We
observe that the MRTF algorithm reduces the restoration time significantly
for all values of N. For example, when N=80, MRTF reduces the restoration
time by about 17.2%. Similar observations can be made for the Arpanet
topology, where the savings reach up to 9.5% (not shown). Table 15.3 shows
similar results for parameter set 2 in the ring. Unlike the case for signaling
without OXC confirmation with the same parameter set, we observe that
MRTF provides significant restoration time reductions in the ring topology.
In this case, the savings in restoration time vary between 8.5% and 15.4%.
It is interesting to note that the reduction in restoration time through MRTF
remains more than about 10% in the ring in all scenarios, except for the case
of extremely slow cross-connection time and parallel OXC reconfiguration.

We have shown in this section that control-message scheduling can provide
significant improvements in the restoration time performance of shared path-
protected mesh networks. We will next focus on the problem of maximizing
the restorability performance in networks providing QoP classes. We next pro-
ceed to show that control-message scheduling can be an effective means of
providing QoP classes.
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We assume that each connection is given a pre-specified deadline to com-
plete the restoration. This deadline may be either determined on a connection-
by-connection basis, or it may be a class-specific parameter. When QoP classes
are assumed, we define the following two performance metrics for each class:
connection restorability and network restorability. Connection restorability for
a given class is the probability that a randomly chosen connection in that class
can be restored within its deadline for any failure. Let us say that a particular
connection is restorable if it can be restored within its deadline for all fail-
ures. Then, if the connection restorability for a class is then a fraction
of the total number of connections in that class are restorable. On the other
hand, network restorability for a given class is defined as the probability that
a randomly chosen connection in that class can be restored within its deadline
when a random link failure occurs. Let us define to be 1 if a connection

cannot be restored within its deadline when link fails, and where
to be the number of connections in QoP

Class Let be the number of connections in Class that fail when
failure occurs. Then, connection restorability (C.R.) and network restorabil-
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In this section, we focus on the problem of satisfying the restorability re-
quirements for various QoP classes. We describe the potential performance
metrics for supporting QoP classes, and propose an online scheduling heuristic
based on class information, which is amenable to distributed implementation.

15.6 Providing QoP Classes Through Control Message
Scheduling

15.6.1 Optimizing Restorability
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ity (N.R.) for QoP Class can be defined as:

In [17], we present an MILP formulation, which minimizes the weighted
number of failed connections that cannot be restored within their deadlines.
This is equivalent to maximizing the average network restorability (over all
classes) if the weights are set to 1. However, the MILP formulation is not
amenable to distributed implementation. Hence, we propose a simple online
scheduling algorithm for supporting QoP classes in the following, and use the
MILPs only for comparison purposes.

15.6.2 Online QoP Scheduling Algorithms

We earlier described the maximum-remaining-time-first (MRTF) heuristic
as a means of reducing the restoration time performance, ignoring the QoP
requirements. However, in a more practical scenario, it would be more impor-
tant to ensure that connections meet their individual QoP deadlines, rather than
optimizing the worst-case restoration time among all connections. We now de-
scribe FIFO-CI (FIFO with class-information) as a means of providing QoP
classes.

FIFO-CI attempts to improve the restorability performances by allowing
each node along the restoration path to serve higher priority connection mes-
sages first. The control message (set-path) sent from the source node to the
destination along the restoration path carries the deadline information for the
connection either explicitly or implicitly as part of the class-information. For
example, the header of the packet may carry the class information that the con-
nection belongs to. Each unit along the restoration path that receives a set-path
message first checks the remaining processing time (excluding queueing time
as in MRTF) to complete the restoration for that connection. Note that this
processing time can be easily computed since the set-path message contains
the restoration path information. If the node determines that it is not possible
to restore the connection within its deadline based on the arrival time of the
message to the node and the remaining processing time required, then the mes-
sage is discarded in order not to delay the connections that do have a chance
of meeting their deadlines. All the other messages are processed according to
their class information, with higher class connections receiving higher prior-
ity in service. Note that messages within a class are processed in FIFO order;
hence the name FIFO-CI. Thus, FIFO-CI can be implemented easily in a dis-



We now evaluate the QoP restorability performances of the various algo-
rithms. We first give example MILP solutions for a small number of connec-
tions, and then present simulation results for various N and parameter sets.
Throughout this section, we assume that each connection belongs to one of the
three restoration classes used in [6]: platinum, gold, and silver, with restora-
tion times (excluding the propagation delays) equal to 50ms, 100ms and 1sec.
Connection sets were generated randomly as in the previous sections, with each
connection likely to be in Platinum, Gold, and Silver Classes with probabilities
of 0.25, 0.25, and 0.5, respectively. We use the same parameter sets (parameter
set 1 and parameter set 2) as in Section 15.5.2.

Example MILP Solutions. We first present the solutions obtained through
the MILP formulation over representative problem instances, and compare
them with the simulation results. We set the weights for the penalty function to
1 in our objective function, so the goal is to maximize the number of connec-
tions that meet their deadline (network restorability). For each topology, the
results presented in this section are the averages over the solutions obtained for
5 different connection sets with N=60.

Table 15.4 summarizes the connection and the network restorability perfor-
mances of various algorithms as well as the MILP solution for the ring net-
work, with parameter set 1, and OXC confirmation. Throughout this section,
the results for Silver connections will not be shown, since they have 100%
restorability for all methods. We observe that the MILP solution can increase
both the connection and the network restorability for Platinum to 100%, from
the corresponding values of 29.68% and 62.42% for FIFO-NCI. We also note
that significant improvements over FIFO-NCI are also achievable by the online
scheduling heuristic that uses class information (FIFO-CI). Similar observa-
tions can be made in Table 15.5 for the Arpanet topology, with parameter set 2
and no OXC confirmation.

QoP Restorability Performance Evaluation. Figures 15.3-15.5 sum-
marize the network and connection restorability performances of FIFO-NCI
and FIFO-CI in the ring network. We observed that FIFO-CI provides major
increases in the QoP grades that can be supported. In particular, for the case
of N=220, connection and network restorability for Platinum connections can
be increased from 2.28% to 100%, and from 44.32% to 100%, respectively by
employing FIFO-CI. For this parameter set, all Gold connections already meet
their deadlines using FIFO-NCI, so there is no room for additional performance
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tributed fashion with various signaling protocols. We will refer to signaling
schemes that do not use such deadline or class information as non-CI (NCI).

15.6.3 Numerical Results on QoP Performance
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improvement through FIFO-CI (not shown). However, QoP improvements are
significant for Gold when parameter set 2 is used. In this case, Gold network
and connection restorability with FIFO-CI are 92.4% and 78.69% for N=60,
as opposed to 23.22% and 1.22% for FIFO-NCI (Figure 15.5).

Figures 15.6 and 15.7 show similar results for the Arpanet topology with
parameter set 2 (all values are 100 with parameter set 1). In this case, FIFO-CI
provides major restorability improvements for both Platinum and Gold. For
N=60, network restorability for Platinum increases from 70.5% to 97.2%, and
connection restorability increases from 53.6% to 93.8%. For N=220, net-
work restorability for Platinum increases from 16.1 % to 66.9%, while network
restorability for Gold increases from 55.14% to 76.86%. For parameter set 1,
restorability performances with FIFO-CI were already 100% leaving no room
for improvement.

We observed significant performance through class-based scheduling in the
case of signaling with XC as well. For example, in the ring topology, for N=80
and parameter set 1, platinum network restorability performance is 78.6% for
FIFO-CI, as opposed to 38.8% for FIFO-NCI. However, we observed that un-
der parameter set 2, which has very slow OXC configuration (10ms), Platinum
and Gold restoration time deadlines could not be achieved even with the use of
FIFO-CI. This is mainly due to the sequential OXC configuration requirement,
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Figure 15.3. Platinum Restorability in Ring for Signaling without OXC confirmation with
parameter set 1.

Figure 15.4. Platinum Restorability in Ring for Signaling without OXC confirmation with
parameter set 2.
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Figure 15.5. Gold Restorability in Ring for Signaling without OXC confirmation with param-
eter set 2.

Figure 15.6. Platinum Restorability in Arpanet for Signaling without OXC confirmation with
parameter set 2.
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Figure 15.7. Gold Restorability in Arpanet for Signaling without OXC confirmation with pa-
rameter set 2.

which makes 50 or 100ms restoration targets unrealistic under slow OXC con-
figuration.

15.7 Conclusions
Optical networks will likely serve many client networks with different

restoration/protection requirements from the optical layer. In this chapter, we
have considered the problem of providing Quality of Service Classes based
on the restoration speed at the optical layer. We first presented an approach
which aims to meet the varying speed requirements by employing different
restoration methods for each class. We then proposed a novel approach for
providing quality of protection (QoP) classes by coordinating the reconfigura-
tion procedures for the backup paths through scheduling. While it is possible
to formulate these scheduling problems as Mixed-Integer-Linear-Programs
(MILP), MILPs take a significant amount of time to solve and are certainly
impractical in dynamic traffic scenarios. Therefore, we have proposed online
scheduling algorithms, maximum-remaining-time-first (MRTF), and FIFO
with class information (FIFO-CI) which do not require any off-line schedule
computation, and can be implemented with minor modifications to the restora-
tion signaling protocols proposed in the literature and the IETF drafts. We
have applied MRTF and FIFO-CI to different signaling protocols similar to the
existing proposals, and observed that the performance improvements through
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these algorithms can be very significant. FIFO-CI can increase the restorability
performances from 40% to 88%, and MRTF can reduce the restoration time
by up to 17.8%. These performance improvements are significant considering
the implementation simplicity of these algorithms.
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Chapter 16

FAILURE LOCATION IN WDM NETWORKS

Carmen Mas,1 Hung X. Nguyen2 and Patrick Thiran2
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2LCA, EPFL, CH-1015 Lausanne, Switzerland

Because of the huge data rates that a single optical fiber can carry using
WDM technology, a ribbon break yields the interruption of hundreds of thou-
sands of flows, and the loss of thousands of megabits of data [1]. Survivability
of optical networks, which includes fault identification and location, has thus
become a crucial problem.

When a failure occurs at the physical layer, the lightpaths that are affected
have to be restored as soon as possible so that higher layers do not see the
failure and do not start their own restoration mechanisms. In the meantime,
the failure has to be located and repaired.

Abstract Fault identification and location in optical networks must cope with a multitude
of factors: (i) the redundancy and the lack of coordination (internetworking) of
the managements at the different layers (WDM, SDH/SONET, ATM, IP); (ii) the
large number of alarms a single failure can trigger; (iii) the difficulty in detecting
some failures and the resulting need to cope with missing or false alarms.

This chapter first details the behavior of network components in transparent
WDM networks when a failure occurs. Using this model, we then describe an
efficient algorithm (Fault Location Algorithm, FLA) pointing out the element(s)
which is (are) most likely to be the cause of the received alarms. Although
the problem of multiple failure diagnosis is known to be NP-hard, the non-
polynomial complexity of the algorithm is pushed ahead in a pre-computational
phase, which can be done off-line, and not at the time of a failure. The diagnosis
phase is therefore very rapid. We discuss the time and space complexity of the
FLA.

Keywords: WDM network components, failure model, failure management, complexity.

16.1 Introduction
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Failures are located from the alarms received by the management system.
When there are two or more simultaneous failures, the number of alarms con-
siderably increases, the alarms arrive intermingled at the management system
and the problem of locating the failures becomes even more difficult. The prob-
lem of locating multiple failures has been shown to be NP-hard by Rao [2].

The location of the failure(s) must be fast and accurate, so that a small set
of faulty candidates can be rapidly identified, before expensive repair actions
are undertaken. Failures are less rare than one might expect; [3] has recently
reported a failure rate of 1 per year per 300km of fiber. Submarine cables,
which are vulnerable to damage from submarines, anchors and fishing gears,
have to be repaired once every five weeks [4].

Network management is essential to ensure the good functioning of these
networks. Every network management performs several functions, which have
been classified into five different functional areas by OSI, and are briefly re-
called here.

Configuration Management deals with the initialization of the network
components, the establishment, maintenance and updating of relation-
ships among them. These relationships are based on the connections es-
tablished and cleared down in the network. Configuration management
must also reconfigure the network whenever necessary and include rou-
tines that are able to inform about any change in the configuration (for
example, when a protection switch changes its position, the manager
should be informed about the new paths of the established channels).

Performance Management monitors and controls the components in
the network. Monitoring is the function that tracks activities in the net-
work, whereas the control function enables adjustments in the compo-
nents to improve network performance. The main performance issues
are: network capacity utilization, existence of excessive traffic and of
bottlenecks, and increase of response time. Performance management
collects information from the network and analyzes it so that the man-
agement system can recognize situations of performance degradation.

Security Management deals with the generation, distribution and stor-
age of encryption keys. It also monitors and controls access to computer
networks and to management information.

Accounting Management. Many network services are charged to the
users. Network management performs not only the internal accounting
but also other tasks, such as checking allowed access privileges.

Fault Management deals with [5]:
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fault detection, to know whether there is a failure or not in the
network,

fault location, to know which is/are the component(s) that has/have
failed and caused the received alarms,

fault isolation (so-called protection) in order for the network to
continue to operate, which is the fast and automated way to re-
store interrupted connections. In general, it is implemented with
protection switches that change positions when the optical powers
drop below a certain threshold.

network (re-)configuration (so-called restoration) that minimizes
the impact of a fault by restoring the interrupted connections using
spare equipments. This involves some processing to discover the
best paths to re-route the connections.

replacement of the failed component(s).

Protection and restoration mechanisms in optical networks is an active
field of research. This chapter focuses on the fault location problem.
This problem is not specific to optical networks, but is encountered in
many fields, such as electrical power plants monitoring, medical diag-
nosis, electric circuit analysis, nuclear power station maintenance and
management of communication networks at large. Here we consider
only its application to optical networks, although many methods are ac-
tually valid or have been developed in more general settings. Fault lo-
cation is particularly important for optical networks, where the quantity
of information carried is much larger than over other physical media,
making the effects of a failure much more severe.

16.2 Fault Location Problem definition
Optical communication networks, and all networks in general, need a fault

management system that performs fault diagnosis, that is, able to identify the
faults that occur from the information given by the network components. A
fault can be defined as an unpermitted deviation of at least one characteris-
tic parameter or variable of a network element from acceptable/usual/standard
values, whereas a failure can be defined as the manifestation of the fault. For
example, if the ventilator in a laser stops, and if the temperature increases and
overpasses an accepted temperature limit, the fault is the stopped ventilator
and the failure is the temperature of the laser, which is too high. Because both
terms are closely related, we use them indistinctly.

Fault detection relies on the monitoring of the state of the network compo-
nents. Simple fault detection mechanisms are often based on locally monitored
variables. The faulty values reached by these variables are logged as errors.
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Critical errors are sent to the network manager as alarms. However, it is not
always possible to detect complex faults on the sole basis of locally monitored
variables: it is then necessary to have a global knowledge of the network and
to do some processing to diagnose the presence (or absence), the nature and
the location of the fault. Also, and because the fault can propagate to compo-
nents that depend on the failed component, the influences of faulty components
on other components have to be taken in account to perform an efficient fault
management.

Communication networks are built on several layers, each performing fault
management functions independently. When a failure occurs, several symp-
toms or event indications are issued to the network manager from different
management layers, and fault management functions start in parallel. Research
is carried out to allow interoperability between different layers, to avoid task
duplication and increase efficiency.

The fault location problem is solved by Fault Management Systems that
take the events generated by the network elements as input (these events can
be alarms, warnings or parameters of the network elements), and produce an
output, which is the set of network elements whose failures explain the input
events.

These fault management systems differ in:

the way they solve the problem: using neural networks [6, 7], Finite
State Machines [8, 9, 10], the history of previous cases [11], a (detailed)
modeling of the network [12]. A classification of these methods into
model-based methods and Black box learning-based approaches is made
in [13]. The first one relies on an abstract model of the network, captur-
ing the dependency relations between the elements and capable of point-
ing out the element(s) which is (are) most likely to be the cause of the
received alarms. The second one does not attempt to model the network
in detail, but leaves it as a black box. An abnormal situation is then di-
agnosed from a set of rules obtained by learning or thanks to expertise
of the human manager.

the information they need: failure propagation probabilities [14], times-
tamps, set of established channels [12], etc.

the assumptions on which they rely: existence of only single fail-
ures [15], existence of multiple failures [12, 16, 17], etc.

the quantity of memory they use: large memory requirements [11, 12]
to store failure history, modest memory requirements or even absence of
memory requirements [15, 14, 9, 8, 10], etc.

intolerance [11, 18] or tolerance [6, 12] to false and missing alarms.

1

2

3

4

5
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16.3 A failure model of optical networks

16.3.1 Optical equipment

We distinguish two classes of network components: (i) Optical components,
which take care of the optical signal transmission and are not able to send
alarms, except, in some cases, for their own failures (but never when the re-
ceived optical signals are not as expected); and (ii) Monitoring equipments that
are able to send alarms and notifications when the monitored optical signals are
not the expected one. The alarms sent by monitoring equipments depend on
the equipment type and characteristics. Failure of a monitoring equipment does
not interrupt/modify the data transmission, it may only result in the loss of an
alarm. It is not as relevant as the failure of an optical component, and therefore
is not considered in the present study.

The optical equipment in a transparent optical network can be listed as fol-
lows.

Transmitters (Txs), which are located at the beginning of an optical
channel, are lasers or laser arrays converting electrical signals into op-
tical ones at a certain wavelength. New lasers used in advanced WDM
networks are tunable and can change the emission wavelength within a
prescribed range. Some lasers do include a wavelength locker so that
when the emitted wavelength deviates from the expected value due, for
example, to temperature changes, it resets the transmitter to the original
wavelength.

Receivers (Rxs), which are located at the end of an optical channel, con-
vert the received optical signal of a certain wavelength, into an electrical
one.

Optical switches: There are different switches architectures, each of
them having different crosstalk characteristics: crossbar, Clos, Spanke,
Benes, and Spanke-Benes. Different technologies can be used for their
implementation (except MEMS, all these technologies are used in cross-
bar architectures: Micro-Electro-Mechanical System (MEMS), Bulk
mechanical, Bubble-based waveguide, Liquid crystal, Thermo-optical,
SOA).

Amplifiers, which output a signal at a higher power level than the input
signal, usually add distortion to the signal. A fault may occur when
the pump laser (in the case of EDFA and Raman amplifiers) fails or
when the fiber or a passive component within the amplifiers fails. Other
faults may involve the failure of the gain monitoring system causing gain
variations. They send alarms for example when the pump laser does
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not work properly, or when the incoming power falls below a threshold
value.

Optical regenerators and wavelength converters: These two types of ele-
ments are included in the same category since they are based upon sim-
ilar physical principles and technologies. There are three techniques to
perform optical wavelength conversion and regeneration: optical gating,
interferometric, and wave mixing based.

Couplers (Splitters/combiners): These elements are included in some
demultiplexers/multiplexer architectures. Their key performance param-
eter is their insertion loss that should be kept low so that when included
in serial architectures the overall loss is still acceptable.

Optical filters: These components have two important applications: to
be used to multiplex and demultiplex wavelengths in a WDM system,
and to provide equalization of the gain and filtering of noise in optical
amplifiers. The most important characteristics of optical filters are: in-
sertion loss, temperature coefficient, flat passband, and sharp passband
skirts.

Protection switches, which receive multiple optical signals, and select
the one with an acceptable power level. Note that these elements could
also be considered as monitoring equipments, since they send alarms
when they change the switch positions due to unacceptable incoming
optical powers.

16.3.2 Monitoring equipment

Different types of monitoring equipment exist in the market and are used in
transparent optical networks [19, 20]. They monitor the optical signals using
tapping couplers. We assume that for monitoring purposes, the optical signal
can be converted to the electrical domain. We distinguish six different types of
monitoring equipment:

Optical Power Meter: detects any change in the power of the optical
signal over a wide band. It may be able to send an alarm when the
measured power is different from the expected one. When the power
decrease is very slow, it takes a longer time to be detected and an alarm
takes longer to be generated. In some cases, the BER can be severely
degraded without a corresponding decrease in the optical power. For
example, amplifiers with automatic gain control deliver signals with the
expected power even if they contain too much noise.

Optical Spectrum Analyzer [21] performs analog optical signal moni-
toring by measuring the spectrum of the optical signal. The parameters
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that can be measured are channel power, channel center wavelength and
optical signal to noise ratio (OSNR), which is useful and provides im-
portant information on the health and quality of the optical signal. For
example, it is able to detect OSNR changes (even if they do not cause
optical power variations) and the unexpected out-of-band signals. How-
ever, this equipment suffers from slow responses and possible sampling
errors.

Eye Monitoring derives from the eye diagram information on the time
distortion and interferences. The resulting histogram is used to study the
statistical characteristics of the optical signal [22, 23].

BER Monitoring: After converting the signal to the electrical domain,
this equipment is able to calculate the Bit Error Rate which is sensi-
tive to noise and time distortion. BER Testers compare the expected
with the received bit pattern and the differences that are found, give
the estimated BER. This equipment is sensitive to impairments such as
crosstalk, chromatic and polarization mode dispersion, and optical non-
linearities. Most of the BER techniques are based on the synchronous
[24, 25] or asynchronous [23, 26] sampling of the optical signal.

Wavemeter is an accurate monitoring equipment able to detect any vari-
ation in the used wavelength.

Pilot tones are signals that travel with the data but can be retrieved eas-
ily. For example, pilot tones may use different carrier frequencies from
the transmitted signals (in WDM systems), different time slots (in TDM
systems), or different codes (in CDMA systems). Pilot tones can detect
transmission disruptions, but not in-band jamming problems unless they
affect the pilot tone frequency (which in this case may not affect the
transmitted signals).

Optical Time Domain Reflectometry (OTDR) techniques are based on
pilot tones. However, the difference is that OTDR analyzes the pilot
tone’s echo. This method is used to detect fiber cut and bending that
causes data signal loss. OTDR may be able to detect some faults that
pilot tones cannot. For example, a jamming signal may not be detected
by a pilot tone if it does not cover its frequency, but the pilot tone’s echo
may contain remainders of the jamming signal that have reflected.

Table 16.1 summarizes the monitoring properties of the components listed
above, for a transparent WDM network.

A WDM network is formed by a number of optical channels, which are
composed of the different components listed above. The classification of this
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section enables us to abstract the network components in two categories: opti-
cal (passive) components, and monitoring components. To keep the exposition
of the Fault Location Algorithm sufficiently simple in the next section, we
assume that only power is monitored, which is the only variable that will be
detected by all monitoring components. In reality, the algorithm is much more
complex, as each monitoring component belongs to a different sub-category, as
defined by the alarms that can be generated according to Table 16.1 (see also
[27, 28]). The classification becomes even richer, when we include opaque
networks.

Figure 16.1 shows an example of two channels in a transparent network,
abstracted using the models elaborated in this section.

16.4 Fault location algorithm (FLA)

Time to locate failure(s) is critical, any good fault location algorithm must
be able to locate fault as quick as possible. Unfortunately, the fault localiza-
tion problem has been shown to be NP-Hard by Rao in [2] even in the ideal
scenarios where there are no erroneous alarms. Nevertheless, the computation
that has to be carried out when alarms reach the manager can be kept short
despite the potentially large size of the network, if we follow the fault loca-
tion algorithm (FLA) proposed in [12] to pre-compute, as much as possible,
the functions that can be executed independently of the received alarms. This
phase is called the pre-computation phase (PCP). The pre-computation phase
is executed only when relationships between fault sources and alarm elements
change, for example when a channel is set up or torn down, not when the alarms
are received. Once the manager starts receiving alarms from the network, the
algorithm does not have to perform complex computation but simply traverses
a binary tree. This minimizes the time the algorithm needs to deliver results to
the manager when failures occur.
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Figure 16.1. Example of a transparent ultra long haul WDM network including some moni-
toring equipments at some relevant components such as an amplifier with a Dynamic Spectrum
Equalizer (DSE) or an Optical Add-Drop Multiplexer with Wavelength Selective architecture.
The figure also shows two established channels that have been modeled: the optical components
are represented by circles, and the monitoring equipments by rectangles.

16.4.1 FLA to localize single failure in the ideal case

We first start by solving the problem of localizing single failure. In this
case, only a single network component can fail at a time and when a network
component fails, the monitoring components that follow it on a channel will
issue alarms.

Let us illustrate the steps of the algorithm on the network in Figure 16.1.
For the sake of simplicity in our description, we will only consider a fraction
of the network as in Figure 16.2, this is equivalent to assume that all optical
components preceding OF2 in both channel 1 and channel 2 never fail. There
are two established channels in the network We label
the network elements by for optical (passive) components and for the mon-
itoring components. In this example, there are 10 passive elements
and 4 monitoring elements

The PCP consists in the following steps.

1 Compute the domain for each optical component. The domain of an
optical component is defined as the set of monitoring equipments that
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Figure 16.2. Reduced network example.

will trigger alarms when that optical component fails. In the example,
we obtain

2 Group all identical domains into fault classes

3

4

Compute the set of elements that belong to the same fault class
in other words, the optical components whose failures cannot be

distinguished by the network manager from the monitoring information.
In this example, these sets are:

and

Construct the dependency matrix where each column of the dependency
matrix is a binary vector with as many elements as the number
of monitoring components in the established channels (4 in this exam-
ple). The component of is equal to 1 if the monitoring
equipment fires alarm when elements in the fault class fail, and 0
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otherwise. In the example, let us denote by G the dependency matrix,
then

5 Build a binary tree for single failures: The binary tree has a depth equal
to the number of alarm elements and leaves correspond to different bi-
nary combinations. Occupied leaves point to the fault class whose
corresponding column in the dependency matrix, is the path
from the root of the tree to the leaves. The binary tree constructed for
this example is shown in Figure 16.3.

Figure 16.3. Binary tree for single failures.
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16.4.2 FLA to localize multiple failures in the ideal case

16.4.3 FLA to localize multiple failures in the non-ideal
case

Let us now consider the case where several failures may happen in a short
interval of time so that the alarms reaching the manager are intermingled. The
algorithm has to be able to distinguish the failures based on the received alarms.
To solve this problem, the binary tree is extended by adding leaves which corre-
spond to multiple failures. This amounts to computing the domains of simulta-
neous failures which are the union of the domains of single failures. We begin
with double failures. The construction are as follows. Let

and be the domain for double failures of and
then

where stands for the point-wise OR operation between and

If is equal to for an existing failure class the leaf is
already occupied by the domain of a single failure. We can reasonably assume
that single failure is more likely to occur than multiple failures, hence the oc-
cupied leaf points to the more likely single failure. Conversely, if
is different from any of the existing leaves, a new leaf is then occupied and
pointed to the double failures. Once all the new leaves corresponding to dou-
ble failures are filled, we proceed likewise for triple failures, etc. Note that if
at some point of this procedure, there is a corresponding to a single failure
which is such that for all the already computed

then will not contribute to any new leaf anymore. Therefore, it needs not
be considered for further steps with more failures. This property allows us to
decrease the number of binary vectors corresponding to single failures needed
for computing the domain of multiple ones. The process finishes when the set
of single failures becomes empty.

Let us consider the example shown in Figure 16.2. The output of this part
of the algorithm is the following:

One new failure class has been found. It is defined by the vector
The resulting binary tree is shown in Figure 16.4.

Alarm errors are unavoidable in network diagnosis. There are two kinds
of erroneous alarms: missing alarms and false alarms. Missing alarms occur
when some alarms are lost, or arrive with such a delay that they cannot be



Failure Location in WDM Networks 391

Figure 16.4. Binary tree for multiple failures.

considered during the ongoing computation of the algorithm or if a monitoring
component is itself defective. False alarms can occur when, due to abnormal
situations, a monitoring component sends an alarm although there is no real
failure. The empty leaves in the binary tree for multiple failures in Figure 16.4
are those corresponding to missing or false alarms.

The tree can be viewed as a particular block error-correcting code, whose
codewords have the property that the logical OR of any two codewords is an-
other codeword. One empty leaf of the tree corresponds to an erroneous word,
and the error correction task would be to replace the erroneous word by the
correct codeword whose Hamming distance with the received word is mini-
mal. The problem of finding the nearest codeword to an arbitrary word can be
shown to be NP-complete, but however, there are special instances where this
problem is easy to solve. We will discuss these cases in the next section when
we discuss the computational complexity of the FLA. In the rest of this sec-
tion, we will show how the binary tree can be extended to deal with erroneous
alarms.
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Contrary to the use of error-correcting codes for data transmission, the man-
ager of a network does not require unique decoding. Indeed, he/she will prefer
to get the set of all faulty candidates whose domains are close to the received
alarms. In fact, we can use the bounded distance decoding approach by giving
all the codewords that realize a given alarm mismatching threshold as possible
answers. For example, if we tolerate a maximum of missing alarms and

false alarms, for a set of alarms the codewords that fall within this mar-
gin from the binary vector are the codewords that have a ‘1’ when a

has a ‘0’ in at most positions, and have a ‘0’ when has a
‘1’ in at most positions.

The error correction part of the algorithm can be computed off-line, in the
PCP module, or on-line, when the alarms are received. In the first case, one
computes for each occupied leaf (i.e., for each codeword), the binary vectors
whose number of 0’s and 1’s differ to this codeword respectively by at most

and positions. The corresponding fault classes are added to the list
pointed by the leaf (see for example in Figure 16.5 the new binary tree when

and and in Figure 16.6 the new binary tree when
and The on-line approach is discussed in the next section when
trade-offs between storage requirement and time requirement for the FLA are
considered.

Let us illustrate the algorithm with different scenarios in the example of
Figure 16.2 when the set of received alarms is is issued by

and is issued by Hence, which corresponds to
an empty leaf of the tree in Figure 16.4. Let us check the following scenarios:

One missing alarm and no false alarm are toler-
ated. In this case (Figure 16.5), the output of the algorithm is the leaf

with one mismatch which corresponds to the fol-
lowing solution:

Failure of with one mismatch.

One false alarm and no missing alarm are tolerated. In
this case (Figure 16.6) the output of the algorithm is the leaf

with one mismatch which corresponds to the following solution:

Failure of with one mismatch.

In the considered example, there are only four monitoring elements, the
tolerance is too loose because it amounts to accepting 50%
erroneous alarms. For this reason, we will not consider this tolerance or other
tolerances with higher values of and
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Figure 16.5. Binary tree when and

16.5 Algorithmic complexity
In this section, we present the complexity of the FLA and show how the

algorithm can be modified to meet certain complexity requirements.
Let us denote by the number of different components in the established

channels, by the number of alarming elements and by the
passive (non-alarming) elements. is also the depth of the binary tree and
therefore the binary vector size. Let us also denote by the number of single
fault classes and by the number of established channels.

16.5.1 Pre-Computing Phase (PCP)

Time requirements.

1 Computation of Domains : The computational complexity for this step
is at most of because the number of channels is
much less than the number of network components.
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Figure 16.6. Binary tree when and

2

3

4

Grouping of Domains into fault classes and production of the depen-
dency matrix: each domain is associated to one binary
vector. The computation time needed to group identical domains, and to
compute the codeword is at most

Computation of the domains of multiple failures and of the correspond-
ing codewords. If is the total number of different classes (or equiv-
alently of different codewords), the computational time of this step is

Since the (very) worst case bound is

Computation of codewords with mismatching thresholds and
This step can be implemented as follows. For each codeword

it finds all the vectors such that and
where and 0 otherwise. The

worst case computation time is where
is the combinatorial coefficient

if
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Storage requirements. The storage memory for a binary tree which has
leaves is

16.5.2 FLA Main Part
1

2

Compute This module only requires a computational time of

Find of the leaf: This module also requires a compu-
tational time of

The total computational time of the on-line part of the algorithm is
This low complexity comes at a cost of a high computation time in the PCP
which is and an exponential storage memory of

16.5.3 The Error Correction Problem
Let us consider a received alarm vector which is a bi-

nary vector of dimension The problem of correcting the erroneous alarms
amounts to finding a codeword for some fault class with the min-
imum Hamming distance to the received word; that is, such that the number of
1’s by which and differ is minimal for all possible fault classes

Note at this point that the code is not linear, and that it will have very poor
performances in terms of minimal distance. Nevertheless, the following re-
sults are important for managing monitoring equipments in a transparent opti-
cal network. When there is no missing alarm, i.e., finding the nearest
codeword to a received word can be achieved in polynomial time. The poly-
nomial time algorithm first finds all the codewords that do not have 1s at the
positions where the received word has 0s, and then sequentially remove all
the common ‘1’ entries between the received word and each of the codewords
identified above. The ‘1’ entries left in the received word after this operation
correspond to the false alarms. On the other hand, when there are missing
alarms, i.e. finding the nearest codeword to a received word is NP-
complete. This is due to the fact that when and the problem
of finding the nearest codeword becomes the red-blue set cover problem as de-
fined in [29]. The red-blue set cover problem is an extension of the set cover
problem which is an NP-complete problem, hence it is also NP-complete.

From the above result, we see that for the error correction problem, it is
more desirable to have false alarms than missing alarms. This has a significant
practical influence as the most common source of alarm errors comes from
setting wrong threshold values for monitoring equipments. Our analysis above
indicates that one should set the threshold values high rather than low in or-
der to restrict all missing alarms (with the possibility of producing more false
alarms).
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16.5.4 Trading time for storage

In this section, we look at the problem of reducing the exponential storage
requirement for the binary tree. Since the storage memory is proportional to
the number of leaves, the way to reduce the storage memory is to reduce the
number of leaves in the tree. The leaf reduction can be achieved in two steps.

In the first step, we remove all the leaves that correspond to erroneous alarms
(that is, those obtained for and/or and carry out the error cor-
rection module of the algorithm on-line. There are two reasons for carrying out
this module in the on-line part of the algorithm : first, it helps speeding up the
PCP phase of the algorithm; second, the overall complexity of the algorithm
is lower, as the received alarm vector is compared only with
the codewords corresponding to single or multiple failures in the absence of
erroneous alarms (i.e., with not with all the leaves. This is
particularly true in cases where the problem of finding the nearest codeword
can be solved in polynomial time (i.e., when

After this first step, we are left with a tree whose leaves point to at most
one set each. Each of these sets is made of subsets of network
components, the union of the domains of all elements within a subset is
Recall that in the tree construction process for multiple faults, among all the
subsets of faulty elements which satisfy the condition that the union of the
domains of all elements within a subset is we only keep in subsets
with the smallest cardinality. Let us define a failure scenario associated to a set

as a set of fault classes for single failure which satisfies the condition
that the unions of the fault classes in that set is In the second step of the leaf
reduction process, we further reduce the leaves in the binary tree by exploiting
the fact that the online decoding time for a leaf depends on the number of
failure scenarios associated to the corresponding set We proceed as
follows. Pick a number If the number of failure scenarios associated
to is less than then is removed from the tree. Otherwise, it is
maintained in the tree.

With such a trimmed tree, whenever the received codeword corresponds
to a set that is associated to at least failure scenarios, it is retrieved
as before, since it is pointed by the corresponding leaves. Otherwise, if the
received codeword corresponds to a set that is associated to less than

failure scenarios, we find these on-line, using an exhaustive search. This ex-
haustive search only needs to examine at most different sets of single fault
classes that correspond to to find the optimal subsets. Let us denote by
the number of single failure codewords. Since there is a maximum of differ-
ent possible subsets of single fault classes, there are less than codewords
whose corresponding set is associated to more than different failure
scenarios. Furthermore, the computational time to identify one subset of fault
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classes that corresponds to a codeword is Hence, by storing in the
binary tree only the codewords whose corresponding set that has more
than failure scenarios, one can store less than leaves in the binary tree
and still guarantee a worst case decoding time of By varying
one can actually choose different levels of time and storage complexities for
the FLA.

The on-line decoding strategy when a word is received is
as follows. The algorithm iteratively identifies all codewords within a mis-
matching threshold and from This step has a time complexity of

For each codeword, the algorithm first traverses the binary
tree in time, to find the optimal failure scenario. If the codeword is not
in the binary tree, the tree search will fail, the algorithm will then carry out an
exhaustive search in time to find the optimal failure scenario, where

is the number of failure scenarios that are associated with The worst
case bound for the on-line decoding module is

16.6 Conclusion

Ideally, methods to locate faults in a WDM network should be sensitive to
hard and soft failures, should rely on the analog signals or cope with lost and
false alarms, should avoid the use of probabilities since they are time-varying
parameters that are difficult to estimate, should be aware of the possible fail-
ure scenarios and how they propagated under correlation rules [30], or an ap-
propriate taxonomy of the network elements as developed in this chapter and
[12], and should rapidly identify an accurate set of faulty candidates. Despite
the NP-hard complexity of the multiple-failure problem, an efficient algorithm
that meets these requirements has been described in this chapter. We have also
discussed the complexity of the various modules of the algorithm, and shown
how the NP-hard part of the algorithm can be done off-line.

Without monitoring equipments along the optical physical layer, optical net-
works provide few information about failures. These monitoring components
detect different signals and thus failures, and the Fault Location Algorithm
should be extended in order to take this into account.

Instead of deploying additional monitoring equipment, or in complement to
this deployment, a second solution is to exploit the interoperability between
the layers so that a single fault management system using information from
the different layers could become more accurate and locate a larger number of
failure scenarios.
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Abstract In this chapter, a new multi-layer switched optical network scheme is proposed
based on the GMPLS paradigm. In the new scheme, we introduce an integrated
reconfigurable electronic- optical switching layer, that enables traffic grooming
and wavelength conversion in the core region of the GMPLS network. Benefits
of the proposed network architecture are analyzed and a brief introduction of the
UMBC GMPLS testbed, based on this scheme, follows.

Keywords: Generalized MPLS, routing, QoS, traffic grooming, label switching.

17.1 Introduction

The Internet traffic has been increasing rapidly in recent years. In order
to satisfy the surging traffic demands, large amount of bandwidth has been
deployed utilizing wavelength-division multiplexing (WDM) technology. In
a WDM network, multiple signals can be carried over a single fiber via dif-
ferent wavelengths, therefore extending the capacity of fiber links. The ini-
tial employment of WDM technology is point-to-point, where WDM links are
established as high-capacity transport channels. As optical network evolves,
the concept of wavelength switched optical network has emerged as an effort
to introduce networking functionality to the optical transport plane. One of
such concepts is generalized-multiple protocols label switching (GMPLS), or

GMPLS extends the MPLS concept from packet- switching capable
interfaces to non-packet-switching capable interfaces, such interfaces.
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Although GMPLS paradigm contains various network scenarios, for the
sake of simplicity here we only consider a two-layer GMPLS network case:
consisting of an IP/MPLS layer, whose network elements are label switching
routers (LSRs), and an optical layer, whose network elements are optical
cross-connects (OXCs). The network nodes consist of two main components
in this scenario: the OXC and the LSR. A typical architecture of the two-
layer GMPLS network as well as a depiction of the core node structure is
presented in Figure 17.1. In such networks the IP/MPLS routers are inter-
connected through a set of lightpaths crossing multiple underlying OXCs
and fiber spans. Incoming traffic flows are groomed at ingress LSRs and
then transmitted all-optically (through designated lightpaths) to the
destinations. In this process, traffic engineering (TE) is used to manage the
establishment, maintenance, teardown of the lightpaths, and grooming of
traffic flows to optimize resource usage and to keep the network

performance above a certain level.
Figure 17.1. GMPLS network architecture and core node structure.

Traffics carried on the lightpaths in this scheme have high end-to-end
signal and service qualities, e .g., low delay and low jitter. Because of the
elimination of O/E conversions at intermediate core nodes, the costs of these
IP based networks are expected to be lower than the traditional
SONET/SDH-over-WDM networks. However, due to the nature of all-
optical routing, certain constraints are imposed against the network
operations and, as a result, can hinder the efficiency of the network. One
typical constraint is the wavelength continuity constraint, in which two
lightpaths sharing a common fiber link cannot be assigned to the same
wavelength. This can result to a wavelength blocking. A partial solution to
this problem is to introduce wavelength converters to the network. Using a
wavelength converter can improve the connectivity at the node it is present.
However the cost would be prohibitively high if wavelength converters are
placed on every node for every wavelength channel. In addition, normally a
wavelength converter, due to technology limitation, does not have full
wavelength coverage of the network, but operates only at a subset of
wavelengths. The elimination of electronic layer involvement at core nodes
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also results in the removal of electronic buffers, making the network less
flexible to accommodate traffic flows especially in case of congestion and
optical path reconfiguration.

Moreover, in real networks not all traffic flows require the same level of
quality of service (QoS). If in the core optical region only one unified
lightpath service is provided to all types of traffic requests, differentiated
QoS cannot be offered in the core region.

In order to improve the network efficiency, it is therefore desirable for
GMPLS networks to have the capability of provisioning more fine-grained
services to different traffic flows. More specifically, the GMPLS core
network region should be capable of performing sub-wavelength traffic
grooming, wavelength conversion, and differentiated QoS. If routers were
used at core in the traditional fashion to handle all incoming traffics, even
with GMPLS cut-through, it will call for ultra-high capacity high-
performance routers at each core node (due to the high volume of traffic in a
DWDM network). The line card for each router channel is also expensive,
due to the complexity and high performance design of the router backbone.
The challenging issue is how to provide differentiated QoS and achieve
efficient resource utilization while preserving the cost-effectiveness of all-
optical networks.

17.2 Proposed Network Architecture

Our approach to this problem is to utilize an integrated optical-electronic
switching layer at core nodes in GMPLS networks. In fact, the concept of
electronic switching has been well established by MPLS, in which packets
are forwarded at intermediate nodes by simply looking up a fixed electronic
“label”. Networks, such as MPLS, that utilize this type of electronic
switching can achieve higher performance than traditional store-and-
forwarding networks, like traditional IP networks. The same concept can be
applied to GMPLS. In our proposed network architecture, an integrated
optical-electronic switching layer is introduced to core network nodes, as
shown in Figure 17.2. The electronic switch is capable of executing both
layer-2 switching and layer-3 store-and-forwarding functions. Differentiated
QoS is provided by executing different forwarding schemes at core nodes,
including all-optical bypass, layer-2 switching, and layer-3 store-and-
forwarding. Each forwarding scheme corresponds to a specified type of QoS.
The all-optical bypass offers the highest QoS with negligible delay and jitter,
while the layer-2 switching scheme offers bounded QoS with predicted delay
and controlled packet dropping rate. Traditional best-effort traffic can be
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routed utilizing the layer-3 store-and-forwarding scheme. In times of
congestion these best-effort traffics can be shaped or reshaped according to
TE arrangements and their routing paths adjusted dynamically. Flexible sub-
wavelength traffic grooming at the core region is also achievable by
directing traffics to electronic switches. At the same time wavelength
conversion can be performed at electronic switches to avoid/reduce
wavelength blocking. This greatly increases the routing efficiency of the
network.

Figure 17.2. Proposed network architecture and core node structure.

The GMPLS “label” in our proposed system includes not only the
wavelength and MPLS label, but also the layer-2 label, as illustrated in
Figure 17.3. In this chapter we use the MAC address as a typical
representation of layer-2 labels. It should be noted that the MAC label
already exists in all GMPLS packets. In a traditional GMPLS system, the
layer-2 is treated as a passive layer therefore the MAC label is not used for
routing purposes.

Figure 17.3. Proposed label structure.

Noted that in our proposed scheme, the optical and electronic switching
layers are integrated as one. It is executed through the control of wavelength
“label”: an OXC directs (switches) the incoming optical signal either to the
following OXC, ala all-optical switching, or to a local electronic switch port
and thus allowing the incoming data packets to be processed by the
electronic layer: to be groomed and, if needed, traffic to be directed to a new
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(wavelength) lightpath (layer-2 switching), or stored at the buffer and
forwarded to a lightpath when bandwidth is available, based on the
electronic “label” assigned through the TE process (layer-3 store-and-
forwarding).

A salient feature of the proposed node structure is its ability to seamlessly
execute path reconfiguration within the node when the forwarding scheme is
reconfigured from layer-2 switching to layer-3 store-and-forwarding or vice
versa. This is accomplished using the buffering capability of electronic
switches, a feature that is not presented for all-optical networks.

The cost issue of such proposed network is not as how-stopper either.
Although the cost will increase due to additional electronic switches and
correspondent O/E transceivers/transponders, the increase is not formidable.
This is because the layer-2 electronic switching function can be carried out
by inexpensive legacy Ethernet switches, which are mass-produced and
widely deployed in existing networks. Many current Ethernet switches are
equipped with well-designed QoS functions and limited amount of buffer, so
that layer-3 store-and-forwarding functions can also be built into the same
switches. Furthermore, the OXC only direct the optical channels that require
electronic processing to the local node, the line cards are shared in the
network and the traffic to each node is controlled to a manageable size.
Thus monster routers are not needed for most core nodes.

In summary, the key ideas of our proposed scheme are listed below:
Implements an integrated reconfigurable optical-electronic switching
layer; the management of switching layer is based on QoS-TE.
Enables traffic grooming and O/E/O wavelength conversion in the
core region.
Wavelength information and MAC addresses are utilized
collectively to perform the GMPLS “label” functions. It is fully
compatible with the current IP packet formats.

17.3 Network Traffic and Performance Analysis

To analyze the benefits of our proposed network architecture, we have
carried out the following simulations to compare the performance of an all-
optical network and our proposed network, termed core O-E switching
network. Although our network can support QoS, we did not include the
QoS constrain in the network traffic engineering process, since QoS is not
considered in traditional GMPLS all-optical routing. To make the proper
comparison, we set the traffic type to be Internet best-effort traffic only. The
rest of the system considerations are as follows:
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Network topology: we used a 32-node NSFNET topology; each link
in the topology has 32 wavelength channels with a uniform line rate
of 100Mbps per wavelength (noted that the line rate is not relevant
to the conclusion of the simulations).
Wavelength conversion: We assumed no all-optical wavelength
conversion in the all-optical network and full wavelength conversion
using electronic switch in core O-E switching network.
Routing and wavelength assignment (RWA) algorithm: we used
adaptive Dijkstra minimum-hop SPF and First-Fit (FF) wavelength
assignment algorithm for all-optical networks, and Dijkstra
minimum-hop SPF for core O-E switching networks.
Traffic model: we assumed a Poisson distribution with mean value
for traffic inter-arrival rate and an exponential distribution with
mean value for traffic holding time. The source, destination of
individual traffic flow is uniformly distributed. This traffic model is
appropriate for our case because we are doing flow-based traffic
simulation and assuming that a resource reservation scheme is used.
Requested bandwidth: We assumed each traffic flow request had the
same unit bandwidth. We used bandwidth units (BW_Unit) varying
from 2Mbps to 100Mbps in order to compare the performance under
different traffic granularities.

We also applied the following metrics to measure the performance of the
two networking schemes:

Normalized traffic load where L is the
line rate (constant for all wavelengths), and is the mean inter-
arrival rate with bandwidth unit L.

The requested network capacity is defined as a value normalized by
the maximum capacity of the network. Figure 17.4 shows the
relationship between total requested network capacity and
normalized traffic load. It gives a correlation of the value of
normalized traffic load to the actual network traffic load.
Accordingly, we term that for values of normalized traffic load
between (0,25) the network traffic load is “normal”, while for values
above 25 the network traffic load is “heavy”.

Blocking probability represents the percentage of blocked traffic
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over the bandwidth requirement of all traffic requests during the
simulation.

Weighted blocking probability measures the lost revenue over all
potential revenue during the simulation period. Each request carries
revenue that is proportional to its source-destination minimum hop
distance.

Hop-dependent blocking probability calculates the blocking
probability with respect to source-destination hop distances.

Average path hop calculates the average number of hops for
successfully allocated traffic requests and categorizes them
according to their source-destination hop distances.

Figure 17.4. Requested network capacity vs. traffic load.
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Figure 17.5a and 5b show the blocking probability vs. offered traffic load
under different traffic granularities, and Figure 17.6a and 6b show the
corresponding weighted blocking probability under the two network
scenarios. We note that under normal traffic load condition (0~25), our
proposed core O-E switching network that is equipped with electronic
switches at the core nodes outperforms an all-optical network equipped with
only OXCs, in both traffic blocking ratio and lost revenue comparisons.
When traffic granularity becomes finer, the all-optical network becomes less
efficient (more blocking). This is because traffic grooming can only be
carried out at ingress routers and not at the core nodes. On the other hand,
the core O-E switching network becomes more efficient, as the light-pipe
can be more efficiently utilized by grooming at core nodes - the finer the
traffic granularity is the more efficient grooming at the core becomes. This is
consistent with the current “filling the fat light pipe at the edge” concept for
all-optical networks. The ability to fill the fat pipe at the core nodes makes it
even better.

Figure 17.5a. Blocking probability vs. traffic load , layer 2 O/E/O.

We should point out that when the bandwidth unit equals to the line rate,
in our case 100Mpbs, the curve in our core O-E switching network is also
corresponding to the all-optical network case with wavelength conversion
capability at the core nodes. Since each request occupies the whole
lightpath, the OEO wavelength conversion function at the core nodes is
equivalent to an all-optical wavelength conversion. Under this condition, the
all-optical network shows some improvement over the corresponding all-
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optical case without wavelength conversion. However it is still inferior to
the finer granularity cases in our core O-E switching network.

Figure 17.5b. Blocking probability vs. traffic load , all-optical routing.

Figure 17.6a. Weighted blocking probability vs. traffic load, layer 2 O/E/O.
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Figure 17.6b. Weighted blocking probability vs. traffic load, all-optical routing.

Under high traffic load (25 and up), we observe that by allowing
unlimited hop distance that a path can traverse, the blocking probability in a
core O-E switching network tends to increase faster than in the all-optical
networks. Figures 17.7 and 17.8 illustrate this effect from another angle
where average path hops are observed. It shows that the average path-hop in
all-optical networks stays at a constant level insensitive to traffic load
changes, while average path-hop scales with traffic load in core O-E
switching networks. Average paths become longer under higher traffic load.
Paths with longer hops occupy more resource and thus leave less resource
for future traffic requests, resulting in a high traffic blocking rate. This
suggests that one should limit hop distance of path requests when doing
calculation in traffic engineering. To address this traffic path engineering
issue, we devise a traffic engineering rule imposing dynamical restriction on
path hops according to traffic load: for low traffic load (below 20), the
maximum hop path allowed is the actual hop number required by the
connection plus 2, for normal traffic load (20-25), the maximum hop path
allowed is the actual hop number plus 1, and for heavy traffic load (above
25), the maximum hop path allowed is the actual hop number. Under the
dynamic path restriction rule we can achieve a even better network
performance, i.e., reduced blocking probability, reduced lost revenue, and
shorter paths, as shown in Figure 17.9 and Figure 17.10, respectively.
Restriction of path hops is also essential when considering traffic
engineering with QoS constraints, where longer paths with more O/E/O
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conversion may incur accumulated high delay and jitter that exceed
requested bounds.

Figure 17.7a. Average path hop vs. minimum path hop, traffic load = 20, all-optical
routing.

Figure 17.7b. Average path hop vs. minimum path hop, traffic load = 20, layer 2 O/E/O.
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Figure 17.8a. Average path hop vs. minimum path hop, traffic load = 40, all-optical

routing.

Figure 17.8b. Average path hop vs. minimum path hop, traffic load = 40, layer 2 O/E/O.
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Figure 17.9. Improvement of average path hops with dynamic hop restriction. Type of

traffic : min-hop = 1.

Figure 17.10a. Blocking probability vs. offered load, BW_Unit=100Mbps.

In another simulation, we studied the hop-distance-dependent blocking of
the two network scenarios. In Figure 17.11, the hop-distance-dependent
blocking probability vs. traffic load is shown. We observe that the blocking
probability for longer hop distance requests is much higher than that of
shorter hop distance requests in all-optical networks, while there is not much
difference in core O-E switching networks. This is because, in all-optical
networks, it is difficult for a long-hop distance request to successfully find a
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route due to high wavelength blocking. While in core O-E switching
networks, the grooming at the core nodes eases this problem considerably.
Hence our proposed scheme can achieve greater “fairness” with respect to
the hop distance of traffic requests.

Figure 17.10b. Weighted locking probability vs. offered load, BW_Unit=100Mbps.

Figure 17.11a. Hop-dependent blocking probability, traffic load = 40, all-optical routing.
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Figure 17.11b. Hop-dependent blocking probability‚ traffic load = 40‚ layer 2 O/E/O.

17.4 The UMBC GMPLS Testbed

In order to implement our core O -E switching concept in a real world
environment‚ we have built a GMPLS testbed based on the proposed
network architecture‚ as illustrated in Figure 17.12. The testbed consists of 3
core nodes and 6 edge nodes. Currently‚ the testbed is equipped with four
operational wavelengths at a line rate of up to 1Gbps. It can be readily scaled
to 16 or more wavelengths. Each core node is equipped with a 4x4 OXC for
each operating wavelength. The 4x4 OXC connects the core node to the two
adjacent core nodes and 2 edge nodes. The OXC is a MEMS-based device
made by OMM that has built-in local add-drop capability‚ which allows us to
provide all three switching schemes at each core node. The layer 2 switches
are legacy Gigabit Ethernet switches by Dell that have build-in buffer and
support QoS. The routers are based on standard high performance PCs‚
running a GMPLS network operating system developed by our group‚ based
on NIST Free BSD MPLS engine [27]. QoS Traffic engineering software is
developed in-house for our operating system as well as the control of various
network elements (OXCs and Ethernet switches). A separate signaling
channel is established to interchange control and management information
among network nodes. The signaling channel is based on a legacy Ethernet
network (the campus network).
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Figure 17.12. The UMBC GMPLS testbed.

To implement differentiated QoS‚ data traffic in our network is classified
into three categories: premium‚ preferred‚ and best-effort‚ in accordance with
current Differentiated Service (DiffServ) specifications. The premium traffic
has fixed bandwidth‚ bounded delay and no packet drop‚ and is served with
the highest priority in the testbed. The testbed will try the best effort to
provide service to its request‚ including reconfiguration of lower priority
traffic paths‚ and will guarantee its QoS conditions. The preferred traffic also
allows bounded delay‚ but its requested bandwidth has a finite dropping rate:
its traffic is divided into a premium portion that must be satisfied (like the
premium service) and a best-effort portion that may be dropped when
congestion occurs. The best-effort traffic has no specific QoS requirements
and is implemented just as current Internet best-effort services do. Premium
and preferred services are typically assigned to either all-optical bypass or
layer-2-O/E/O paths‚ both of which have guaranteed QoS.

As mentioned earlier‚ we utilize MAC address as part of the electronic
“label” so that the legacy Ethernet routers can be utilized in the testbed.
Since MAC addresses do not carry any QoS information‚ using only MAC
address would result in a coarse QoS granularity of one QoS per MAC
address. Currently the more advanced Ethernet switches‚ deployed in our
system‚ are capable of utilizing additional DiffServ bits in IP header to
support QoS. Therefore‚ we have extended the MAC “label” to a modified
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version that includes not only MAC address but also additional DiffServ
bits. The MAC address label cannot be swapped (label-swapping) at the
Ethernet switch‚ due to the hardware limitation of our switch. However
label swapping can be carried out by directing traffic to layer 2.5/layer 3.
We can perform label swapping function by directing the packets to the PC
based routers.

Each class of traffic has different processing disciplines. When a new
client request comes through the User-network-interface (UNI)‚ the traffic
engineering process first determines the class of the new request and then
executes route calculation. If a feasible route is successfully found‚ the
traffic engineering procedure then tries to establish the route through the
signal protocol‚ such as RSVP-TE [7]. The network status‚ including the
status of network nodes‚ links and information databases‚ will be updated if
the route is successfully established by the signaling protocol. The client
request can be either rejected or rerouted according to carrier’s policy if
traffic engineering is not able to find a route for it or there are errors during
the route establishment. Figure 17.13 shows an illustrative example of how
traffic is routed and signaled in the traffic engineering process.

Figure 17.13. Illustration of routing and signaling process.

17.5 Conclusion

In this chapter we proposed a new scheme based on the GMPLS
paradigm‚ in which we introduce an integrated reconfigurable electronic-
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optical switching layer‚ thus enabling traffic grooming and wavelength
conversion in the core region of the GMPLS network. Benefits of the
proposed network architecture are analyzed and a brief introduction of the
UMBC GMPLS testbed follows.

References

D. Awduche et al.‚ “Overview and Principle of Internet Traffic Engineering‚”
RFC 3272‚ May 2002.
D. Awduche et al.‚ “Requirements for Traffric Engineering over MPLS‚” RFC
2702‚ Sept. 1999.
E. Mannie et al.‚ “Generalized Multi-Protocol Label Switching (GMPLS)
Architecture”‚ draft-ietf-ccamp-gmpls-architecture-07.txt‚ Aug. 2002.
S. Blake et al.‚ “An Architecture for Differentiated Services”‚ RFC 2475‚ Dec.
1998.
User Network Interface (UNI) 1.0 Proposal‚ Optical Internetworking Forum‚
July 2000.
D. Katz‚ et al.‚ “Traffic Engineering Extensions to OSPF Version 2”‚ Internet
Draft‚ draft-katz-yeung-ospf-traffic-07.txt‚ August 2002.
L. Berger‚ “Generalized MPLS Signaling – RSVP-TE Extensions”‚ Internet
Drafts‚ draft-ietf-mpls-generalized-rsvp-te-08.txt‚ August 2002.
B. Rajagopalan et al.‚ “IP over Optical Networks: Architectural Aspects‚” IEEE
Commun. Mag.‚ vol. 38‚ no. 9‚ Sept. 2000‚ pp. 94–102
Resilient Packet Ring‚ IEEE 802.17 Working Group.
Optical Ethernet Feature Issue‚ ed. by Cedric F. Lam and Danny H. K. Tsang‚
OSA Journal of Optical Networking vol.1‚ 8/9 2002.
A. Guo‚ Z. Zhu et al.‚ “Applying GMPLS On Optical Ethernet: A Hybrid
Approach”‚ Proceeding of OFC 2003.
A. Guo‚ Z. Zhu et al.‚ “A Novel Packet-loss Free Reconfiguration Scheme for
GMPLS Optical Networks”‚ Proceeding of APOC 2002.
K. Zhu et al.‚ “Traffic Engineering in Multigranularity Heterogeneous Optical
WDM Mesh Networks through Dynamic Traffic Grooming”‚ IEEE Network‚
Mar./Apr. 2003.
T. Cinkler et al.‚“Traffic and Grooming”‚ IEEE Network‚ Mar./Apr. 2003.
E. Modiano and P. J. Lin‚ “Traffic Grooming in WDM Networks‚” IEEE
Communication Magazine‚ Vol. 39‚ No. 7‚ July 2001‚ pp. 124–29.
C. Xin et al.‚ “On an IP-centric Optical Control Plane‚” IEEE Communication
Magazine‚ Vol. 39‚ No. 9‚ Sept. 2001‚ pp. 88–93.
G. Papadimitriou et al.‚ “Optical Switching: Switch Fabrics‚ Techniques‚ and
Architectures”‚ IEEE J. of Lightwave Technology‚ Vol. 21‚ No. 2‚ Feb. 2003.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]
[10]

[11]

[12]

[13]

[14]
[15]

[16]

[17]



A Multi-layer Switched GMPLS Optical Network 421

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

I. Chlamtac et al.‚ “Lightpath (Wavelength) Routing in Large WDM
Networks”‚ IEEE. J. on Selected Areas in Communications‚ Vol. 14‚ No. 5‚ June
1996.
M. Kodialam et al.‚ “Minimum Interference Routing with Applications to MPLS
Traffic Engineering”‚ Proceeding of IEEE INFOCOM 2000.
G. Li et al.‚ “Control Plane Design for Reliable Optical Networks”‚ IEEE
Communication Magazine‚ Feb. 2002.
S. Sengupta et al.‚ “From Network Design to Dynamic Provisioning and
Restoration in Optical Cross-Connect Mesh Networks: An Architectural and
Algorithmic Overview”‚ IEEE Network‚ July/Aug. 2001.
C. Assi et al.‚ “Optical Networking and Real-Time Provisioning : An Integrated
Vision for the Next Generation Internet”‚ IEEE Network‚ July/Aug. 2001.
R. Dutta et al.‚ “Traffic Grooming in WDM Networks: Past and Future”‚ IEEE
Network‚ Nov./Dec. 2002.
B. Mukherjee et al.‚ “Some principles for designing a wide-area WDM optical
network‚” IEEE/ACM Trans. Networking‚ vol. 4‚ pp. 684–696‚ Oct. 1996.
I. Chlamtac‚ A. Ganz‚ and G. Karmi‚ “Lightpath Communications: an Approach
to High Bandwidth Optical WAN’s‚” IEEE Trans. Commun., Vol. 40‚ July
1992‚ pp. 1171–82.
H. Zang et al.‚ “A Review of Routing and Wavelength Assignment Approaches
for Wavelength-Routed optical WDM Networks”‚ SPIE Optical Network
Magazine‚ vol. 1‚ No. 1‚ Jan 2002.
Mark Carson‚ et al.‚ “NIST Switch: A Platform for Research on Quality of
Service Routing”‚ SPIE Symposium on Voice‚ Video‚ and Data
Communications‚ 1998.
R. Stevens‚ “TCP-IP Illustrated”‚ Addison-Wesley‚ 1994.



This page intentionally left blank 



Chapter 18

HORNET: A PACKET SWITCHED
WDM METROPOLITAN NETWORK

Kapil Shrikhande1‚ Ian White1‚2‚ Matt Rogge1 and Leonid G. Kazovsky1

1 Photonics and Networking Research Laboratory‚ Stanford University‚ Stanford‚ CA 94305
2Sprint Advanced Technology Laboratories (ATL)‚ Burlingame‚ CA

Email: kapils@stanford.edu‚ iwhite@sprintlabs.com‚ mrogge@stanford.edu‚

kazovsky@stanford.edu

Abstract HORNET is a metro network designed to better face the challenges offered
by next generation metropolitan area networks. HORNET uses a packet-over-
WDM transport on a bi-directional ring network. Fast-tunable packet transmit-
ters and wavelength routing enable it to scale cost-effectively to ultra-high ca-
pacities. A control-channel-based MAC protocol enables the nodes to share the
bandwidth of the network while preventing collisions. The MAC protocol is
designed to transport variable-sized IP packets and guaranteed bit-rate circuits
while maintaining fairness in the network. Survivability protocols protect cir-
cuit and best effort traffic against a fiber cut or node failure. A burst mode
receiver‚ in conjunction with the tunable transmitter and constant gain optical
amplifiers make up the essential sub-systems inside a node. This article summa-
rizes the accomplishments of the HORNET project‚ including the design‚ anal-
ysis‚ and demonstration of the architecture‚ protocols‚ sub-systems and testbed.
As this work shows‚ the HORNET architecture is an excellent candidate for
next-generation high-capacity metro networks.

Keywords: Metropolitan Area Networks‚ Tunable Lasers‚ Media Access Control‚ Ring Net-
works.

18.1 Introduction

The past five years have seen a significant deployment of high-capacity pho-
tonic systems in backbone networks. The increasing availability of high-speed
access via DSL‚ cable‚ and wireless technologies‚ will continue to fuel the
growth in traffic. It is well understood that the next frontier for photonic net-
works and technologies will be in the metro/access space. Besides increasing
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traffic‚ a noticeable trend has been the dominance of data‚ i.e. IP traffic (as op-
posed to voice); while future applications such as file-sharing may contribute
to changing traffic patterns. For example‚ we may see a need for any-to-any
communication in the metro instead of many-to-one (nodes talking to one an-
other in addition to the Point of Presence or POP).

This dominance of data-traffic has been one of the prime motivating factors
for the emergence of packet-switched solutions for ring topologies. Indus-
try has proposed RPR (Resilient Packet Ring‚ IEEE 802.17) [1]‚ a survivable
packet-ring in which nodes uses a store-and-forward data-link layer on top of a
point-to-point physical layer. The use of store-and-forward techniques allows
nodes to tailor their bandwidth usage more dynamically (by simply transmit-
ting more or less packets)‚ drop packets during congestion‚ and in general ben-
efit from statistical multiplexing. Some research groups have taken the packet-
switching trend one step further by proposing architectures that switch small
data-units (like packets) at the physical layer in addition to the data-link layer‚
in order to achieve added benefits and/or functionality. HORNET [2]‚ amongst
others [3‚ 4]‚ is a prime example of the above trend. HORNET enables direct
communication between nodes by using a tunable-transmitter-fixed receiver
(TTFR) packet-based transport‚ eliminating costly regeneration‚ and creating a
more scalable architecture.

In doing so‚ a number of challenges emerge at both the physical layer and
the data-link layer of the architecture. Most of these problems have been in-
vestigated by using a combination of theoretical analysis‚ simulations and im-
plementation. This article summarizes the accomplishments of the HORNET
project: the architecture is described in Section 18.2; Section 18.3 describes the
design and evaluation of the MAC and survivability protocols; Section 18.4 de-
scribes the design and implementation of the HORNET node and sub-systems;
the testbed and recent results are presented in Section 18.5; and the work is
summarized in Section 18.6.

18.2 HORNET Architecture

HORNET uses a 2-fiber ring topology to leverage currently deployed
fiber infrastructure. Figure 18.1 shows the node architecture capable of bi-
directional transmission. The physical layer is burst-mode‚ i.e. nodes transmit
and receive optical packets and do not maintain a point to point link with
their neighbors like in SONET or RPR networks. The node consists of four
main functional components: the fast-tunable transmitter‚ packet receiver‚ the
MAC and the data and control processor. Each node is assigned a unique
wavelength. To transmit a packet‚ the node tunes the fast-tunable transmitter
to the destination wavelength and transmits the optical packet. The packets are
optically coupled into the ring using a wideband power coupler. At each node‚
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Figure 18.1. HORNET architecture.

an optical drop filter drops the assigned wavelength into the packet receiver.
Thus‚ only the packets destined for the node are dropped into the node’s
receiver. All other wavelengths will pass through the drop filter transparently.
The media access control (MAC) is required to avoid collisions on the net-
work. It monitors all the wavelengths passing through the node and finds
openings. It controls the transmitter’s tuning and data transmission process
such that the transmitted packet does not collide with an existing packet on
the network. In addition the MAC performs the scheduling of the data queued
inside the node. The data and control processor‚ shown in Figure 18.1 as a
switch‚ handles all the electrical logic‚ processing and queuing functions of
the node.

HORNET’S packet switched architecture is well suited to handle the data-
dominated traffic patterns that the metro will face. Moreover‚ all nodes can
talk directly to all other nodes‚ a logical mesh‚ eliminating costly regenera-
tion. In other words‚ the I/O and processing bandwidth of a HORNET node

is used exclusively to transport its local traffic By contrast‚
in ADM (add-drop-multiplex) based networks such as SONET and RPR‚ a
large fraction of the node’s bandwidth is wasted in regenerating upstream traf-
fic. It can be shown that for an ADM-node‚ will have to be large
enough to support a fraction of the aggregate traffic that the network expects
to switch: while for a HORNET node

In both cases‚ the exact value of k depends on a num-
ber of factors such as traffic patterns‚ protection needs‚ statistical multiplexing
gain‚ etc. This scaling property is one of the unique advantages that HORNET
offers over ADM-rings.
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Figure 18.2. A collision occurs if a transmitter inserts a packet on a wavelength that is cur-
rently carrying a packet through the node.

18.3 HORNET Control Protocol and Mechanisms

18.3.1 Media Access Control (MAC)

The MAC has two inter-related parts. The first part is the physical mecha-
nisms by which nodes are able to find openings and transmit packets without
collisions: packet multiplexing. The second part is the mechanisms such as
reservation protocols and fairness control protocols necessary to support cir-
cuit transport and best effort packet transport. It is important to realize that the
data contained inside the HORNET packet could belong to a TCP/IP best effort
service; or it could belong to a guaranteed bit-rate service such as a SONET
TDM stream. In this article‚ a packet refers to the HORNET packet‚ while an
IP packet is referred to as a best effort packet or simply IP packet.

Packet Multiplexing. Data-multiplexing in HORNET can suffer from
collisions at the power-combiner inside the node‚ if the transmitter transmits
on a wavelength that already has a packet on it (see Figure 18.2). To prevent
collisions‚ the MAC mechanisms should be able to monitor the WDM traffic
passing through the node‚ locate the wavelengths that are available‚ and inform
the transmitter of which wavelengths it is allowed to use at a particular mo-
ment. As a result‚ the transmitter will not insert a packet on a wavelength that
is currently carrying another packet through the node.

We have developed different solutions for monitoring and packet multiplex-
ing. Our current solution of using a control wavelength has evolved from and
improves upon our earlier work[5].
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Control channel design. The control wavelength is dropped and added
in every node. A point to point link is established between neighboring HOR-
NET nodes using the control channel. The control channel is time slotted into
fixed size frames. The frame (or slot) size is chosen to be 64 Bytes in order
to minimize the overhead in transporting variable size IP packets. The ring
therefore holds N circulating slots‚ where N depends on the size of the ring‚
the frame size and the bit-rate (a 100km ring at 10Gbps will hold ~ 10‚000
64Byte slots). N slots form a super-frame with slot# 1 of the super-frame being
identified by a special indicator. Nodes maintain a slot counter that increments
with each passing slot and resets at the beginning of the super-frame.

Once the nodes can read and update the control channel‚ it can be used to
carry control bits. For example‚ within each frame a bit-vector can convey
the wavelength availability information for the time slot. The vector will be
of length W‚ where W is the number of wavelengths in the network. If bit w
equals a ‘1‚’ then wavelength w is carrying a packet during the time period. A
‘0’ bit indicates that the wavelength w is available in that time slot. Therefore
by simply reading the control bits a node can immediately determine which
wavelengths are busy and which are free. It can then choose a free wavelength‚
say i for transmission and update the corresponding control bit i to ‘1’. This
ensures that the next node does not transmit on wavelength i in that particular
time slot: collision avoidance.

In order for this scheme to work‚ it is important to align the packets trans-
mitted on the data channels to the slot boundaries on the control channel: slot
synchronization. Any amount of misalignment‚ either random or determinis-
tic‚ has to be compensated by adding guard time (extra overhead) in between
time slots. Figure 18.3 shows the portion of the node involved in the alignment
process. First‚ each node transmits a data packet such that is time-aligned with
the control frame at the node’s output. This can be done by electrically control-
ling the transmission process. Second‚ the delay of the data channels passing
transparently through the node has to be made equal to the electrical process-
ing delay of the control channel. For that‚ the local clocks of the nodes are
synchronized during the link establishment process‚ ensuring a deterministic
electrical delay for the control channel. Then‚ a SMF (Single Mode Fiber)
delay line (shown in Figure 18.3) is used to match the two delays to within a
few 10s of nanoseconds. Furthermore‚ a calibration process is used fine-tune
this delay difference to within one byte by adjusting the electrical delay (also
shown in 18.3) seen by the control channel. This calibration technique is de-
scribed in [6]. This can reduce the delay difference between data and control
channel to within 1 byte.

In addition to the above‚ chromatic dispersion in SMF will cause slots on
the wavelengths to drift away from each other. Figure 18.4 (a) plots the drift
in ns/km for both SMF (single Mode Fiber) and DCF (Dispersion Compen-
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Figure 18.3. Control-channel and data-channel paths through a HORNET node.

Figure 18.4. (a)Drift in ns/km measured in SMF and DCF as a function of wavelength. The
drift is relative to the control wavelength of 1550.8nm. The data channels are at wavelengths
greater than 1550.8nm. (b) Drift in ns after 100km of SMF + Optimized length of DCF is shown
as a function of wavelength. Again‚ the control wavelength of 1550.8 nm is the reference.

sation Fiber) versus the wavelength. 1550.8nm is used as the control wave-
length. Therefore as an example‚ for a 32-node‚ 100km SMF ring with 0.8nm
WDM spacing and one wavelength per node design ( 30nm total bandwidth)‚
the maximum drift = 50ns. This leads to a guard time of 50ns per time slot‚
i.e. 100-percent overhead for 64-byte slots at l0Gbps. Clearly this is a serious
problem. We manage the dispersion on a link by link basis by using an optimal
length of DCF per km of SMF such that the variance of the resulting drift at
the output of the SMF+DCF span is minimized. The resulting drift for 100km
SMF plus optimized length of DCF has a maximum value of only 125ps re-
quiring a negligibly small overhead. This result is plotted in Figure 18.4 (b).
We have confirmed that this technique works for different samples of SMF and
DCF.

Supporting best effort IP traffic. In the case of best effort packet trans-
port‚ there are two main challenges to overcome. The first challenge is the
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Figure 18.5. This CDF of IP packet sizes measured on a particular link by NLANR shows
packets ranging from 40bytes to 1500bytes.

transport of variable size IP packets inside fixed sized HORNET frames‚ while
the second is scheduling packets while maintaining fairness in the network.
This section will cover our solutions to the two issues.

Handling variable size IP packets. Figure 18.5 shows a cumulative
distribution function (CDF) of packet sizes measured on a typical IP link[7].
As shown in the figure‚ typical IP packets sizes range from 40 bytes to 1500
bytes making them incompatible with the fixed sized control channel format of
HORNET. One possible solution is to segment all packets into 64byte frames‚
similar to IP-over-ATM transport. Although simple‚ the scheme results in an
excessive amount of overhead owing to the addition of a header to each seg-
ment.

Adding only a small amount of intelligence into the MAC protocol can sig-
nificantly reduce the overhead. Instead of segmenting all the packets into fixed
size cells‚ the HORNET MAC protocol segments packets only when neces-
sary: segmentation and re-assembly on demand (SAR-OD). In SAR-OD‚ if a
packet is longer than the control frame (or slot) duration‚ the node transmits the
packet across slot boundaries (without segmenting the packet and re-applying
the header) until either the packet is complete or until the MAC protocol detects
an imminent collision. If a collision is imminent‚ the node segments the packet
by applying a byte that indicates that the segment is an incomplete packet and
stops its transmission‚ avoiding the collision. The node is now free to send
packets on different wavelengths while it waits for an opportunity to finish the
packet it had begun. At the next opportunity‚ the node begins transmitting the
segmented packet. When the final segment of a packet is completely transmit-
ted‚ the node finishes the packet with a byte that indicates that the packet is
complete. The receiver in a HORNET node has extra intelligence built into it
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Figure 18.6. The simulated performance benefits of using SAR-OD. The network has 33
nodes‚ and the transmission rate is 10Gbps.

to work with the SAR-OD protocol. It queues the packet segments it receives
in Virtual Input Queues (VIQs) based on the source of the segment (the HOR-
NET packet header carries the source address of the HORNET node). Thus
segments fall into the queues as the node receives them. It then reconstructs
the original packet whepever all segments are received and passes the packets
to the local area interface.

The performance advantage of SAR-OD is measured via simulations shown
in Figure 18.6 for a 33-node HORNET network. The simulator uses a variable-
sized packet CDF similar to the one shown in Figure 18.5. The graph in Figure
18.6 shows a significant performance advantage of approximately 15%‚ to a
segment-all scheme similar to IP-over-ATM.

The DQBR protocol for scheduling and fairness control. In HORNET‚
the source node transmits a packet on wavelength i and sets the control bit i
to a value = ‘1’. When the destination node drops the wavelength i‚ it clears
the control bit i to ‘0’. This leads to the commonly acknowledged unfairness
problem where the node j that is immediately downstream to a node i will get
first chance of using slots freed by node i. As a result‚ the VOQs for certain
source-destination pairs will experience lower throughput than others. Fair-
ness control is hence necessary for the HORNET MAC. To that end‚ we have
developed a protocol called Distributed Queue Bi-directional Ring (DQBR)
that attempts to transform HORNET ring architecture into a distributed FCFS
queue (one queue per wavelength per direction). The protocol is an adaptation
of an older protocol called Distributed Queue Dual Bus (DQDB)[8‚ 9]‚ which
was created for single channel dual-bus metro networks.
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The operation of the DQBR fairness control protocol is shown in Figure
18.7. In each control channel frame‚ a bit stream of length W called the re-
quest bit stream follows the wavelength availability information‚ where W is
the number of wavelengths. When a node on the network receives a packet
into VOQ w‚ the node notifies the upstream nodes about the packet by setting
bit w in the request bit stream in the control channel that travels upstream with
respect to the direction the packet will travel. For the case of variable-sized
packets‚ the node places the number of requests corresponding to the length of
the packet measured in frames. All upstream nodes take note of the requests by
incrementing a counter called a request counter (RC). Each node maintains an
RC corresponding to each wavelength. Thus‚ if bit w in the incoming request
bit stream is set‚ RC w is incremented (Figure 18.7(a) and (b)). Each time a
packet arrives to VOQ w‚ the node stamps the value in RCw onto the packet
and then clears the RC (Figure 18.7 (c)). The stamp is called a wait counter
(WC). After the packet reaches the front of the VOQ‚ if the WC equals n‚ the
VOQ must allow n frame availabilities to pass by for downstream packets that
were generated earlier (Figure 18.7 (c) and (d)). When an availability passes
by the node on wavelength w‚ the WC for the packet in the front of VOQ w
is decremented (if the WC equals zero‚ then RC w is decremented). Not until
the WC equals zero can the packet can be transmitted (Figure 18.7 (e)). The
DQBR request-counting system attempts to ensure that if two packets arrive at
two different nodes and desire the same wavelength‚ the one that arrived to the
network first will be transmitted first‚ as if the network is one large distributed
FCFS queue.

To demonstrate the fairness control of the protocol‚ we simulated the scheme
when the network is saturated‚ i.e. the wavelengths are oversubscribed. Figure
18.8 shows one specific result: it plots the throughput for nodes sending pack-
ets to Node 18 on a 25-Node HORNET network. With DQBR‚ the throughput
is equal for all nodes‚ whereas without DQBR‚ the nodes close to Node 18 have
a very difficult time sending packets to Node 18. Although not shown here‚ the
throughput of the nodes to destinations other than Node 18 is also equal.

Supporting guaranteed bit-rate circuit traffic. The HORNET architec-
ture is inherently best effort. Therefore the MAC should be extended to support
guaranteed bit-rate services for applications requiring QoS and for carrying
TDM (SONET for example) traffic across the network.

Obtaining a constant bit-rate over HORNET. As described previously
the network is time slotted. Therefore‚ nodes can obtain a constant bit-rate
by simply using a constant number of slots per unit time‚ to transmit on a
particular destination wavelength. For example‚ if a node uses slot i to transmit
data on wavelength w‚ when slot i passes through the node (once per super-
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Figure 18.7. DQBR operation: (a) A node monitors the requests on the upstream control
channel. (b) The node increments the RC counters for any requests it sees. (c) When a packet
arrives in a VOQ‚ the value in the corresponding RC counter is stamped onto the packet as
the WC. The packet cannot be inserted into the availability because the WC value is nonzero.
(d) The WC counter is decremented for every availability that passes by on the corresponding
wavelength. (e) The packet can now be transmitted. (f) When a packet arrives to VOQ m‚ the
value from RC m is moved into the WC stamped onto the packet. The packet will have to allow
three empty frames on Wavelength m to pass before it can be transmitted.

Figure 18.8. Throughput measured for VOQ 18 at each of the 25 nodes on a HORNET network
is plotted. The total network load for wavelength 18 is 1.5 times its capacity. There is enough
propagation delay between nodes to hold 50 control frames.
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frame or round trip time RTT)‚ then the node will obtain a constant bit-rate.
The value of the bit-rate is equal to the number of bits transmitted divided by
the round trip time (RTT) in seconds. For a 100km ring network with 64byte
frame sizes this amounts to approximately 1Mbps‚ making it the granularity of
circuit transport over HORNET. In order to obtain a circuit bit-rate of R Mbps‚
the node can use R slots per RTT. Therefore the MAC needs to a reservation and
scheduling mechanism that can guarantee the availability of certain slots for
certain nodes for the duration of their circuits. Additionally‚ the scheme should
allow circuits of different bit-rates‚ fast setup and teardown times (millisecond)
and fair access to all nodes.

Any reservation and scheduling (termed RS from hereon) protocol for HOR-
NET needs to complete three steps in order to work within the bounds of the
architecture. First‚ to begin servicing a circuit request‚ the mechanism needs
to find a slot (or slots) that are free for both the source s and destination d of
the circuit. This is because it is possible that a slot in which the wavelength d
is unreserved is being used by the source to transmit circuit data to some other
destination d’. Second‚ once the required number of slots are found‚ these slots
need to be reserved for the wavelength d and the reservation status of the slots
needs to be broadcast to all nodes. The broadcast is necessary so that all nodes
are aware of this reservation and do not re-reserve the slot for the same wave-
length or transmit best-effort packets in a reserved slot. Third‚ the source needs
to schedule the transmission of data on the correct wavelength in the reserved
slots. Different RS protocols can be designed based on how these three steps
are handled [10]. A specific RS scheme developed for HORNET is described
below.

A source-based reservation and scheduling mechanism. Similar to
the wavelength availability vector for best effort packet transport‚ the control
channel carries a reservation vector in each slot. If the reservation bit d is ‘1’
it means that wavelength d is reserved in that time slot. Each node maintains a
data structure in memory (SRAM) that is indexed by the slot# and has as many
entries as there are slots in the ring network‚ N. At each entry‚ the structure car-
ries three items: a reservation bit‚ a long bit-vector that holds the target
wavelength where W is the number of wavelengths‚ and a bit-vector to
denote circuit ID. This implies that there can be N independent circuits being
serviced by a node simultaneously. This structure is called the control mem-
ory‚ since it controls the slot by slot functioning of a node similar to a control
memory in a circuit switch.

To understand the RS process‚ assume that the node s has to service a circuit
request with ID xyz for k slots to node d. Also assume that a slot j is entering
the node s. By reading the control channel reservation vector and its local
reservation bit from the control memory‚ node s immediately knows whether it



434 EMERGING OPTICAL NETWORK TECHNOLOGIES

can reserve wavelength d in slot j. If it can reserve the wavelength‚ it sets the
reservation bit d to ‘1’ on the control channel and enters (1‚d‚ xyz) in its control
memory at location j. That completes the slot reservation. Node s continues
to do this until all k slots are reserved for the circuit xyz before moving on to
the next request. Therefore the algorithm described above handles the three
steps mentioned before very efficiently. A node finds the right slot by reading
the destination’s reservation status via the control channel and its status in the
control memory. Setting the control channel bit to ‘1’ reserves the slot for the
particular wavelength and acts as a broadcast mechanism. The control channel
acts like a single bulletin board to reserve wavelengths. It is thus not possible
for two nodes to reserve the same slot simultaneously because of time lags or
the large distances between nodes etc. Once a slot is reserved by node s‚ no
other node can use it. This ensures that a reserved slot becomes available for
use 1 RTT after it is reserved. The circuit setup time is thus 2 RTTs provided
bandwidth is available: 1 RTT to find and reserve the slots and 1 RTT for the
slots to become free for use. Similarly‚ a circuit can be torn within 1 RTT. This
is because a node sees all slots in 1 RTT and can clear the control channel bits
and its control memory for the slots to be cleared. The scheduling is easy since
the nodes maintain a control memory. In the example‚ slot j is reserved by node
s. When slot j passes by the node (once per RTT)‚ the node reads the control
memory and immediately knows that it has to tune the laser to wavelength d
and transmit data belonging to circuit xyz.

Fairness control mechanisms are added to the core protocol described above.
To obtain the results shown below we wrote a custom simulator. A Bernoulli
arrival process is used to generate circuit requests. The destination of a request
is randomly chosen amongst all nodes to simulate any-to-any traffic‚ or is some
cases we use a single destination to simulate hot-spot traffic patterns. Requests
are stored in VOQs as they arrive at a node. The arrival rate is kept high in
order to induce congestion‚ i.e. wavelengths are over-subscribed.

The first fairness control mechanism is to make the source clear the slots
during circuit tear down instead of the destination. This is because destination
based clearing is unfair just like in the best-effort transport scenario. Figure
18.9 (a) depicts this phenomenon: the service rate of VOQ-10 at each node is
plotted; node 9 suffers the most owing to the worse positional priority (node
10’s service rate is 0 since a node does not transmit to itself). The intuition
behind source based clearing is that slots are cleared at different points in the
ring getting rid of unfairness. But source clearing can be unfair if a node is
allowed to reserve a slot it has just cleared. In this scenario a node can hold-on
to a slot forever (greedy protocol). This is avoided by not allowing the node
to reserve a slot it has just cleared (non-greedy). Thus when a node clears the
slot‚ the next downstream node that is free gets to use it first. This leads to a
round-robin use of a particular slot and no node can hold onto a slot forever.
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Figure 18.9. (a) The service rate for VOQ-10‚ plotted for all the nodes‚ shows the decreasing
trend from nodes 31 to 9‚ with node 9 suffering the most while it picks up again from node 11
onwards to node 30. (b) Service rates for a traffic pattern consisting of a combination of small
and large requests. The circuit size is distributed as a uniform random variable U(1‚ 32). Fair
access is achieved and deadlock is avoided using random-timers.

We have found that a non-greedy version of source-based clearing is effective
in rendering fair access to all wavelengths for single-slot circuits. For the more
general case‚ i.e. circuits of varying sizes‚ additional challenges exist. It is pos-
sible for multiple nodes to get into a deadlock while reserving slots on the same
wavelength. This happens because nodes try to reserve slots simultaneously.
If the destination gets reserved in all slots without a single circuit finishing its
reservation‚ the nodes will keep trying to reserve‚ a deadlock. To break possi-
ble deadlocks‚ the requests have a random timer that gets activated once they
get to the head of the queue. If the node cannot finish its reservation in the
random time indicated by the timer‚ it stops reserving and clears the slots it has
reserved. The request then waits for a random amount of time before it can
start reserving again. This basically breaks the deadlock with a random node
winning and finishing its circuit reservation. The randomness ensures that no
one node is favored in this process. We see that random timer technique offers
excellent fairness and avoids deadlock when circuits of different sizes (small
and big) are part of the traffic pattern. Figure 18.9 (b) plots the service rates
when the size of the circuits is distributed U (1‚ 32). Note that the number of
slots in this simulation N is 320. Similar fairness results are seen for hot-spot
destination and unbalanced traffic scenarios (not shown here).

18.3.2 Survivability Protocols
A metro network must be survivable to a fiber cut or a node failure. SONET

networks typically use a 2-fiber unidirectional path switched ring (2FUPSR)
or a 2 or 4-fiber bi-directional line switched ring (2F or 4F BLSR) architecture
[11]. We have previously developed a 2-fiber bi-directional path-switched ring
(2FBPSR) survivable architecture for HORNET[6]. In this scheme‚ all of a
node’s transmission capacity can be used for working traffic‚ while the capac-
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ity drops to half for the nodes positioned adjacent to the cut (worse case) when
a failure occurs. Therefore the amount of fully protected traffic that can be
supported is half the maximum capacity of the network (similar to SONET)‚
but the benefit over conventional SONET is that under normal working condi-
tions‚ all of the bandwidth is used for working traffic‚ effectively doubling the
capacity.

With the addition of circuit service over HORNET‚ the survivability mech-
anisms have to undergo a change. This is because a circuit is obtained by
reserving slots. If the nodes were to re-reserve slots for all the active circuits
when a failure occurs‚ it would take much longer than the 50ms restoration
time specified by SONET. This is because to finish reserving a circuit‚ it takes
at best 2 RTTs (1ms for 100km ring). Moreover‚ each node can have as many
active circuits as there are slots in the ring. Hence‚ there can be no guarantees
given about the restoration time.

So‚ if a circuit needs protection‚ the reservation protocol is made to reserve
slots to the destination in both directions (fibers). One direction carries the
working slots while the other carries the protection slots. The working direc-
tion can be chosen by a simple routing decision‚ such as shortest path to the
destination. Another vector in the control channel is used‚ the survivability-
vector‚ that denotes if the reserved wavelength d in time slot j is a working slot
(bit d = ‘1’) or a protection slot (bit d = ‘0’). This will be a W-bit vector‚ where
W is the number of wavelengths. When a node reserves a slot‚ it marks the
corresponding survivability control bit to ‘1’ or ‘0’ and makes an entry in its
control memory. For scheduling the node transmits data only in the working
slots and leaves the protection slots empty. Thus under normal working condi-
tions (no failures)‚ any node can use the protection slots for carrying best effort
traffic. When a fiber cut occurs‚ for a given source-destination pair‚ only one
working direction exists. Nodes can compute the working direction by know-
ing the location of the failure (this can be broadcast by the nodes adjacent to the
fiber cut or failed node) and their position in the ring (topology). Once the con-
trol channel is reestablished‚ the nodes can continue transmitting circuit data in
the pre-reserved slots in whichever direction is still working. The restoration
time is hence of the order of a few RTTs‚ the time it takes to repair the con-
trol channel‚ well within the 50ms specified for SONET equipment. Thus the
pre-reservation of slots in a soft-state provides quick restoration while allow-
ing protection slots to be used for best effort traffic during normal operation
effectively doubling the capacity during normal operation.
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18.4 HORNET Node and Sub-systems

18.4.1 Node design

Figure 18.10 shows a detailed block diagram of one half of the HORNET
node (one transmission direction). At the input of the node is a DCF spool that
aligns frames on data and control channels A wavelength drop (3-port thin-film
filter) removes the control channel wavelength from the ring and drops it into
the Data and Control Processor where the bit stream is analyzed for wavelength
availability information‚ DQBR requests‚ reservation bits and any other con-
trol information. An optical amplifier boosts the power of the payload signals.
It is important to drop the control channel wavelength before the amplifier so
that it only provides gain to the data wavelengths. Because the loss through
the node is relatively low ( 6dB)‚ optical amplifiers are not necessarily con-
tained in all nodes. Thus the amplifier is illustrated with a dotted line in Figure
18.10. After the payload signals receive the necessary boost‚ a thin film filter
drops the data wavelength associated with the node into the burst-mode packet
receiver. The data packets with the recovered clock are sent to the Data and
Control Processor‚ where a lookup is performed and the packets are switched
to the appropriate local area interface card. The data wavelength drop could be
reconfigurable to drop a tunable sub-set (one or more) of the wavelengths. The
payload wavelengths that are not dropped will then pass through a wavelength
add that multiplexes the control channel wavelength onto the fiber. An SMF
delay line is located just before the wavelength add. The delay line along with
the frame synchronization protocol is used to perfectly match the delays of the
payload signals to the control channel. Near the output of the node‚ the fast-
tunable packet transmitter inserts packets onto the ring. The node could use
more than one tunable transmitter to accommodate varying traffic demands. A
variable optical attenuator (VOA) is placed at the output of the tunable trans-
mitter to set the output power of the transmitter. The node must transmit its
packets at a power level to match the power level of the packets passing through
the node‚ as determined by the link budget. This power level is dependent upon
the location of the nearest optical amplifier (recall that amplifiers are not nec-
essarily located in all nodes). The link budget systems analysis is presented in
detail in [12].

In the following subsections‚ we discuss the design and performance of the
tunable transmitter and burst-mode receiver sub-systems of HORNET.

18.4.2 Fast tunable transmitter sub-system

The fast tunable transmitter is one of HORNET’s main sub-systems. The
transmitter consists of four components: the tunable laser‚ the tuning con-
troller‚ the D/A converters‚ and the modulator. The tunable laser can be a



438 EMERGING OPTICAL NETWORK TECHNOLOGIES

Figure 18.10. Detailed block diagram of the HORNET node. Sub-systems and components
for only one transmission direction are shown.

Super-Structure Grating DBR (SSG-DBR) laser[13]‚ a Sampled Grating DBR
(SG-DBR) laser[14]‚ or a Grating-Assisted Coupler with Sampled Reflector
(GCSR) laser[15]. All three lasers exhibit a wide tuning range of approxi-
mately 30nm for commercially available devices. Moreover‚ all three are DBR
lasers‚ relying on refractive index changes for tuning‚ an inherently fast phys-
ical effect. We have used both SG-DBR and GCSR lasers in our sub-systems.
Our fast-tuning work is restricted to the GCSR laser.

Both SG-DBRs and GCSR lasers have three tuning sections. A change of
current into these sections effectively tunes the laser to a different wavelength.
Hence each wavelength is specified by a combination of three tuning currents.
The accuracy of these currents is important. A block diagram of the transmitter
is shown in the node figure itself (Figure 18.10. The tuning controller consists
of a processor that holds three sets of 10-bit digital values per wavelength.
There are three D/A converters (DACs) that convert the digital values to ana-
log current. The DACs have a 0.02mA resolution (accurate) and their output
current has a rise time ~ in a 50-ohm load (fast). The output current of
the three DACs drives the tuning sections of the laser. The optimum values of
the tuning currents and hence the 10-bit digital values are obtained by a cali-
bration procedure. To tune the laser from wavelength w1 to w2‚ the processor
outputs a new set of digital values and clocks the DACs. The current output of
the DACs changes and tunes the laser to the target wavelength.
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To fast-tune the laser we used a tuning pulse with an overshoot or an under
shoot to help maintain a fast rise or fall time of the current entering the laser
chip. This was required because the laser packaging is not optimized to handle
fast rise time signals. The overshoots and undershoots are created digitally by
changing the digital inputs to the DACs and clocking the DACs at the appropri-
ate times [16]. Using these techniques we have obtained less than 15ns tuning
times for C-band tuning [17‚ 16].

Other researchers have also investigated the fast-tunable packet transmitter
subsystem [18‚ 19‚ 20]. Similar tuning results have been achieved in each of
those projects. The tunable laser technology will continue to improve and cost
of these lasers will reduce even further‚ making the fast-tunable transmitters a
viable sub-system for use in photonic packet switched networks.

18.4.3 Burst mode receiver sub-system

The HORNET project has experimented with two analog techniques for
burst mode clock and data recovery. In the first method‚ called the Embed-
ded Clock Tone (ECT) technique (first demonstrated in [21])‚ the transmitter
frequency multiplexes its local clock with the payload of the data packet. In the
packet receiver‚ the packet and embedded clock are separated using a low-pass
filter for the data and a very narrow band-pass filter for the clock tone. The re-
lationship between the clock phase and the data bit-phase is a design aspect of
the transmitter‚ and can be made deterministic. Thus‚ the receiver can use the
received clock to sample the payload data. The ECT technique is simple but
the clock tone uses some modulation depth on MZ modulator that would have
otherwise been used for data‚ thus reducing power in the transmitted payload
data signal.

A technique that does not suffer from the modulation depth issue uses a
nonlinear circuit element to re-create the clock signal from the incoming data
signal. The nonlinear clock extraction subsystem implemented for HORNET
[16] is shown inside the packet RX sub-system in Figure 18.10. A nonlinear
element used could be a frequency doubler (shown in the figure) or a mixer. A
narrow band-pass filter is required at the output of the nonlinear clock element.
The filter rejects unwanted signal components and acts to average the clock
cycles generated by the non-linear element. The filter must be narrow enough
to withstand strings of bits in the payload bit stream with no transitions. This
is dictated by the well-known relationship between filter response time and
filter bandwidth. The resulting output clock tone phase has a deterministic
relationship to the pay-load data bit phase‚ and thus the clock can be used to
recover the data bits in the receiver.

However‚ the clock recovery time for both the nonlinear clock extraction
and ECT techniques is limited by the rise time of the band-pass filter‚ which is
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inversely proportional to the bandwidth of the pass band. The rise time of the
output signal for the band-pass filter used in HORNET is approximately 12ns‚
which equates to 4Bytes at 2.5Gbps and 16Bytes at 10Gbps. This is a funda-
mental limit for the analog techniques described above. For lower overhead‚
digital techniques are preferable.

18.4.4 Transmitter-Receiver performance tests
The transmitter-receiver sub-systems were setup back to back to measure the

tuning time‚ recovery time and error-rate performance of the two sub-systems
[16]. Figure 18.11 shows the setup. A PLD-based controller manages timing
and controls the various devices in the set-up. The HP Pattern Generator (PPG)
outputs PRBS data stream at 2.5Gbps. Data packets with a time duration
approximately 1 microsecond are generated by controlling the switch placed
at the PPG output. This is comparable to an average Internet packet at 2.5
Gbps. The timing is managed such that the packet arrives at the MZ modulator
to modulate the optical carrier as soon as the laser is tuned. An optical filter
at the output of the tunable transmitter drops a fixed wavelength. Hence‚ it
selects packets only on the receiver’s drop wavelength‚ to simulate a HORNET
receiver. These packets are converted to electronic data by an O/E converter.
The electrical 2.5Gbps data signal is split to feed the BERT (payload) and the
non-linear clock recovery circuit (a mixer is used as the non-linear element).
A strong tone at the exact frequency of the payload data’s bit rate is present
at the output of the mixer whenever there is a packet present at the inputs. A
gating signal is applied to the BERT when clock and data are present at its
inputs. The BERT counts errors when the gating pulse is high. One difficulty
is that the BERT requires a continuous clock at its input. In our system‚ the
recovered clock is present only when a packet is incident on the burst mode
receiver. Thus‚ a continuous clock from the PPG is ‘switched in’‚ whenever
the recovered clock is not present.

The results are shown in Figure 18.12. In Figure 18.12(a)‚ a specific fast-
tuning result is shown in which the benefit of using the overshoot-undershoot
pulse shaping technique is clearly seen; a reduction of tuning time from 25 to 4
ns is achieved. In Figure 18.12(b)‚ the data‚ clock and gating signal are shown
just before they enter the BERT. The zoomed-in picture shows that the gating
signal turns on 25 ns after the clock start rising. We were able to measure
error-less transmission for this setup indicating that the clock is stable and re-
covered within 25 ns. We could not pull the gating signal within 25 ns because
the switching-out of the BER clock causes an electrical bounce that renders
the clock unusable. In (c) the BER plot is shown. The line to the extreme
left represents conventional systems: the transmitter is not tuned but kept fixed
such that its wavelength matches the drop wavelength‚ the PPG’s clock is used
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Figure 18.11. Experimental setup for the transmitter-receiver sub-system BER tests.

as the BERT input clock‚ and burst-gating mode is not used. The second line
from the left is the case when data packets are generated using the RF switch
at the output of the PPG‚ but the laser is not tuned‚ and the clock from the
PPG is used. In the third line‚ the tunable transmitter is tuned between each
packet transmission: it transmits on the receiver’s wavelength‚ then on a chan-
nel 0.8nm away‚ then on a channel 5nm away and then back on the receiver’s
wavelength; but still the PPG clock is used. It can be seen that the first three
lines are almost on top of each other showing negligible penalty when pack-
ets are created and when the laser is tuned. In the line on the extreme right‚
the clock recovery is added to the test such that the recovered clock is used as
the input clock of the error detector. Extra power required for jitter-free clock
creates a 0.7 dB penalty which is quite small.

18.5 Testbed

Over the duration of the HORNET project‚ we have built a comprehensive
testbed that is used to demonstrate protocols‚ sub-systems and conduct system
experiments. Key testbed results are presented in [5‚ 16‚ 22‚ 23]. In this article‚
we present our most recent testbed results that demonstrate the reservation
protocol and other mechanisms that enable circuits over HORNET [24].

A four node unidirectional HORNET testbed is depicted in Figure 18.13.
Each node monitors incoming traffic and outputs node statistics. For the pur-
pose of illustrating the reservation protocol‚ we will focus on node 3. As Figure
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Figure 18.12. (a) A laser fast-tuning result: reduction in tuning time from 25 ns to 4 ns is
achieved using a shaped tuning pulse. (b) Timing of the signals as they enter the BERT: data‚
clock and the gating-signal. Zoomed-in signals (clock‚ gating) shows that gating is on 25 ns
after clock starts rising. (b) Burst mode BER curves for the transmitter-receiver sub-systems.
Total penalty from baseline to final test is only 0.7dB.

Figure 18.13. A 4-node testbed was built for demonstrating Circuits over HORNET.

18.13 shows‚ each node contains a random packet source. Node 0 serves as a
circuit source with traffic generated by a Bit Error Rate Tester (BERT). Node
3 receives circuits and packets placed on wavelength w3. Packet arrivals into
source nodes are generated with a pseudo-random number generator.

The first experiment uses a pre-configured pattern of circuit setups and tear-
downs to illustrate the protocol capabilities. The statistics at node 3 presented
in Figure 18.14 confirm proper operation. The x- and y-axis are normalized
to round trip times (RTTs) and utilization‚ respectively. The figure shows a
number of interesting properties. The plot begins with the circuit traffic in-
creasing as was pre-configured for the circuit arrivals. As the circuit traffic
increases more and more slots to node 3 get reserved resulting in a decrease
in the best effort traffic. This exhibits that best effort packet traffic does not
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Figure 18.14. Circuit and Packet Statistics measured at node 3 show ability of the MAC to
setup and teardown circuits and handle both circuits and best effort traffic simultaneously.

use slots that are reserved for circuit traffic. Second‚ circuits of several sizes
are reserved ranging from 5Mbps (see the staircase in the circuit-plot start-
ing at roughly the 32nd RTT) to approximately 310Mbps (at the 60th RTT).
Each circuit has a pre-assigned time to live (TTL). The node maintains a timer
for each circuit and when the timer for a circuit expires‚ it clears the slots re-
served for the circuit. The circuit traffic therefore starts reducing (at 80th RTT)
as pre-configured‚ allowing the best effort traffic to increase. Meanwhile‚ the
combined utilization of node 3’s bandwidth is 100% implying that almost ev-
ery slot is full. This plot confirms the functioning of the control channel time
slotting‚ link establishment and maintenance‚ the reservation protocol and the
ability of the circuit and best effort scheduler to work hand-in-hand.

Bit Error Rate (BER) test constitutes the second test. These are continuous
mode BER tests (not gated packet BER). As Figure 18.13 illustrates‚ the con-
tinuous streaming traffic incident at the access side of node 0 is transmitted
across HORNET as bursts of data. The current testbed operates at a channel
rate of 1.25Gbps‚ while the PRBS BER tests are taken at 155 Mbps (OC-3).
Therefore‚ these tests include the entire electrical and optical path through both
the source and destination nodes and across the network. The remaining chan-
nel bandwidth is still available for other circuits or best effort traffic. Therefore
this is a realistic test of circuits over HORNET‚ in which an imaginary OC-3
circuit is established across HORNET from node 0 to 3 using the reservation
protocol‚ to allow SONET network elements to communicate.

The BER plot is shown in Figure 18.15. The baseline case is actually con-
tinuous streaming data at 1.25Gbps from node 0 to node 3‚ back-to-back‚
representing the performance of a traditional circuit-based network. In the
second line circuit data is packetized and transmitted from node 0 directly
to 3 (not over the network) and node 3 reconstructs the circuit from packet
data. Although the data channel rate is 1.25Gbps‚ the data in the plot corre-
sponds to a 155Mbps circuit occupying only a portion of that bandwidth. The
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Figure 18.15. Continuous mode BER tests over HORNET’s packet switched physical layer
demonstrate the feasibility of Circuits over HORNET.

1.3dB penalty is due to the clock and data recovery employed in HORNET’s
packet receiver. The rightmost trend corresponds to the full HORNET testbed‚
as depicted in Figure 18.13. The data travels electrically through the source
node’s (node 0) queuing subsystem before entering HORNET where it travels
at 1.25Gbps in reserved slots through two HORNET nodes‚ an amplifier‚ and
approximately 60km of SMF to the destination node 3’s packet receiver. The
complete optical path causes a 1.8dB penalty at a BER of The BER line
exhibits a signal dependent penalty due to the presence of the in-line EDFA.
This test confirms the concept of circuits over HORNET: the ability to trans-
mit and maintain a synchronous OC-3 circuit over an OC-24 packet switched
physical layer. It also demonstrates the functioning of the complete HORNET
node‚ with tunable transmitter‚ packet receiver‚ data and control processor and
LAN-side interfaces.

18.6 Summary

This article summarizes the accomplishments of the HORNET project. The
primary achievement of the project is the development of a new architecture
for next-generation metro networks. The use of tunable transmitters and wave-
length routing enables HORNET to cost-effectively scale to high capacities
compared to conventional networks.

The development of a new architecture created a new set of issues‚ requir-
ing an entirely new suite of protocols and sub-systems. A control channel was
used to design a time slotted MAC protocol. Time slotting simplifies the de-
sign of the control protocols allowing the protocols to work synchronously‚
on a slot by slot basis rather than asynchronously. The alignment of the slots
is maintained by a combination of: clock synchronization‚ calibration proce-
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dures and dispersion compensation using optimal length of DCF. The MAC
handles variable-sized IP packets using the SAR-OD protocol that segments
on demand‚ and provides a significant improvement in throughput compared
to a segment-all scheme. A fairness control protocol named DQBR was de-
veloped. DQBR operates in a distributed fashion using the control channel
to effectively create a network-wide FIFO queue per destination. Simulations
verified that DQBR guarantees equal opportunity to all network users. We de-
signed a reservation protocol that reserves the desired number of slots that are
used in each round trip time to create a fixed bit-rate channel. Circuits of dif-
ferent bit-rates can be established by reserving more or less slots. The protocol
achieves fairness by employing a number of heuristics: source-clearing instead
of destination-clearing‚ round robin service of VOQs inside nodes and random
timers are used to avoid deadlock. The network is survivable to one node fail-
ure or fiber cut. In the survivability protocol‚ nodes changes the direction of
transmission based on the location of the fiber cut‚ the destination of the data
and the position of the node in the ring. For circuits that require protection‚
slots are reserved in both directions and path switching is used at the transmit-
ter and receiver. The various sub-systems are described in Section 18.4. The
tunable transmitter is shown to tune within 15ns and carry bits on the tuned
optical carrier with a good bit error rate. Similarly two burst mode receiver
designs are described. Both designs are analog and are simple to implement
but the recovery time is limited to the rise time of the band pass filter 12ns. A
complete node design depicting the various opto-electronic‚ optical‚ electrical
sub-systems and components is described. The project benefited by the devel-
opment of a 4-node testbed that was used for extensive demonstration of the
protocol and sub-systems described above. In this article‚ key results demon-
strating circuits over HORNET are presented. Namely a pre-configured pattern
of circuits was established on the testbed. Statistics of circuit and best effort
packet traffic were measured to prove the correct functioning of the protocols.
A continuous mode bit-error rate test at 155Mbps over the packet switched
1.25Gbps HORNET network was also presented. The BER test mimics a syn-
chronous circuit‚ such as an OC-3 SONET TDM channel‚ on top of HORNET.

In conclusion‚ the research completed in the HORNET project can help in
the development of future packet-based metro and access networks.
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