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## Preface

This book is devoted to (a) multivariate models for non-normal response, an area of probability and statistics with increasing activity and applications, and (b) dependence concepts that are useful for analysing properties of multivariate models. It also adds to the knowledge of the space of multivariate distributions.

By a multivariate model, I mean a parametric statistical model for a multivariate response, possibly with covariates. Examples are models for multivariate or longitudinal count, binary and ordinal response data. My approach consists of the modelling of the univariate margins followed by adding the appropriate dependence structure, with considerations of positive or negative dependence, and exchangeable, time series or general dependence structure. I find that dependence concepts and dependence analysis are necessary to understand a model and when it might be applicable. This includes analysis of the range of dependence that a model permits and whether the dependence of the model increases as multivariate parameters increase.

This book's special features include:

- methods for constructions of multivariate non-normal distributions and copulas;
- the topics of Fréchet classes and dependence concepts;
- an introduction to new statistical inference theory for multivariate models - the method of inference functions for margins is presented in Chapter 10;
- data analysis examples with comparisons of models, diagnostic checking and sensitivity analyses;
- exercises and unsolved problems at the end of chapters;
- some supplementary results in the Appendix, in order to make the book more self-contained.

This book has minimal overlap with earlier books on bivariate and multivariate distributions.

The methods and models of this book extend commonly used univariate models to multivariate models in which parameters of the models can be considered as univariate parameters or dependence parameters, and allow one to make a variety of inferences as well as assess assumptions, do diagnostic checks, make model comparisons and perform sensitivity analyses. These are not all possible with the method of generalized estimating equations (GEEs), which is based on partly specified probability models. There have been many advances in research in multivariate non-normal distributions since researchers proposed methods like the GEE approach partly because of a lack of existing models. The models and methods here are more general and more flexible, and less dependent on assumptions, than are GEEs.

The topics in the book have been largely motivated by applications. Because of space limitations, I cover only the main concepts and ideas that can be used to construct and analyse multivariate distributions and models. There is by no means an exhaustive coverage of what has appeared in the probability and statistics literature in multivariate models and dependence concepts, and there are no comparisons for analysis of multivariate or longitudinal non-normal response data with methods that do not fall within the theme of the 'multivariate' approach. Only the most relevant references are cited and these are mainly in the sections entitled 'Bibliographic notes'.

There is no real linear ordering of the material in this book, so that the more foundational results are given earlier. Different sections are cross-referenced in order that the reader can more easily move around non-linearly. Some features to help the reader are as follows.

- Section 1.3 consists of notation, abbreviations and conventions used throughout.
- Those sections that provide a basic introduction to multivariate models and dependence concepts are indicated with a ${ }^{\circ}$ symbol in the section title and those that are very advanced are indicated with a * symbol.
- There is an appendix at the end to make the book more selfcontained.
- The index is arranged so that the first page number listed is usually the definition of a term.


## Audience

This book is written for a number of audiences: (i) those who work with and analyse multivariate or longitudinal non-normal response data; (ii) those interested in methods for constructing multivariate non-normal distributions; (iii) researchers (or those who want to become researchers) in multivariate non-normal statistics; and (iv) those who need a reference for multivariate models and dependence concepts.

This book can be read or used in several ways. The reader who is more interested in the theory and foundations can start from the beginning. The reader who is more interested in applications and how the theory applies can start with the examples of data analyses in Chapter 11, and then read the sections with the relevant theory for the multivariate models and inference. This book can also be used as a reference or as a starting point for further research (there are pointers throughout on further research that could be done, for example, in the exercises and unsolved problems).

This book assumes that the reader has some background in mathematical statistics and probability. To implement or to analyse the models, the reader should be able to write out the probability distributions based on stochastic representations. Sometimes the model is given only in terms of stochastic representations because this takes less space and makes properties of the model more evident. In a few places, terminology from measure theory or other areas of mathematics is used; the usage is explained in the Appendix.

This book could be used for a graduate course on multivariate non-normal statistics or as a supplementary book for courses in multivariate statistics, time series, categorical data, and longitudinal data analysis.
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## CHAPTER 1

## Introduction

This book is devoted to multivariate models for non-normal response (e.g., binary, ordinal, count, extreme value), an area of probability and statistics with increasing activity and applications. It also contributes to the understanding of the space of multivariate distributions. Important ideas in the book include:

- construction of multivariate models to cover various types of dependence structure;
- development of dependence concepts and their use to analyse multivariate models;
- use of stochastic representations, mixtures and latent variables to construct parametric models with nice dependence properties;
- use of the copula as a summary of the dependence in a multivariate distribution, independent of the univariate margins;
- Fréchet classes with given marginal distributions;
- time series models with given univariate margins;
- the emphasis on properties of multivariates models to decide their applicability;
- the estimation method of inference functions for margins, consisting of parameter estimates from likelihoods of marginal distributions of a multivariate model, together with the jackknife method for standard error estimates;
- comparison of models in examples of data analysis.

In this first chapter, an overview of the book is given in Section 1.1, the style and format are described in Section 1.2, notation and abbreviations are summarized in Section 1.3, some basic results are given in Sections 1.4 to 1.6, and a point of view for statistical modelling is set out in Section 1.7.

### 1.1 Overview and background

This is a book on multivariate models in which there is a multivariate response vector and possibly a vector of covariates, explanatory variables or factors. For a multivariate response, we will include the cases of
(i) repeated measures, time series or longitudinal data, in which a response variable is measured sequentially at several points in time (with covariates possibly changing with time);
(ii) measurements on $m$ different variables;
(iii) measurements of a variable for each member of a cluster, family or litter;
(iv) combinations of (i), (ii) and (iii).

Concrete examples are the following.

1. For a study of the risk factors of cardiac surgery, binary response variables measured after cardiac surgery are indicators of low-output syndrome and renal, neurological and pulmonary complications (these indirectly measure the quality of life after surgery), and covariates include age, sex, and indicators of chronic obstructive pulmonary disease, prior myocardial infarction, renal disease and diabetes.
2. For an epidemiological study on the effects of air pollution on health, response variables which are measured daily are number of hospital emergency room visits (for respiratory, cardiac and other types of visits), absenteeism and mortality count (for combined, respiratory and other causes of death). Inhalable particulate matter, ozone and organic dust are the principal pollutants of interest, and other covariates are meteorological variables.
3. For extreme value inference concerning air quality in a region with several monitoring stations, measurements are daily maxima of hourly averaged concentrations of several pollutants (e.g., ozone, sulphur dioxide, oxides of nitrogen) at each station.
4. For a study on the psychological effects over time after a disaster, subjects are measured for stress (an ordinal response variable) at several time points; one covariate is the distance from the site of the disaster.

There is a well-developed theory for the case in which the multivariate response vector can be assumed to have a multivariate normal distribution. There is relatively little on multivariate models
for non-normal response variables, such as multivariate or longitudinal count, binary and ordinal response data. This is perhaps due to the mathematical intractability of reasonable models and computational problems in statistical inference with the models. The generalized estimating equation (GEE) approach with a partly specified model (some moments and/or marginal distributions but no joint distributions are specified) has been developed since the mid-1980s. However the GEE approach has several disadvantages, including limited types of inferences that can be made, and the lack of a clear accompanying means of diagnostic checking and assessment of implicit assumptions.
This book concentrates on models that can be applied to nonnormal multivariate data, with one chapter devoted to multivariate discrete models, for use with binary, ordinal categorical or count data, another chapter devoted to multivariate extreme value models, etc. Rather than starting with a complex model that can cover many situations, we start by building from the simple cases. The simplest case is that of no covariates, and this reduces to the study of multivariate distributions (with given univariate margins). Then there are several approaches to allow for covariates, including letting parameters in a family of multivariate distributions be functions of the covariates.

The study of multivariate distributions is not easy because one cannot just write down a family of functions and expect it to satisfy the necessary conditions for multivariate cumulative distribution functions (see the conditions in Section 1.4). We will mainly be constructing multivariate distributions through methods such as mixtures, latent variables and stochastic representations, to avoid the need for tedious and perhaps impossible checks on the necessary conditions. Different general methods to obtain families of multivariate distributions are given in Chapter 4, together with their dependence properties, and some parametric families are given in Chapter 5. (Nonparametric multivariate inference requires far more data than parametric multivariate inference; the 'curse of dimensionality' is a problem with the former.) Until recently, little research had been done in the area of multivariate non-normal distributions.

The approach of multivariate models in this book is that of generalizing univariate models or distributions, and obtaining models for which univariate margins belong to a given family. Time series models with univariate margins in a given family are a special case, in which there is a special dependence structure for the response
variables. This is different from defining a class of multivariate models or time series models and then asking what are the possible univariate margins (e.g., elliptically contoured distributions, which are discussed briefly in Section 4.9). The construction of multivariate models becomes an existence problem if certain dependence structures are desired.

Methods for obtaining a multivariate family include the following.

1. From a characterizing property of a parametric univariate family, generalize to the multivariate case. Examples are minstable multivariate exponential distributions and multivariate distributions with univariate margins in a convolution-closed infinitely divisible class.
2. For continuous variables, make use of the probability transformation, so that the multivariate dependence or structure is independent of univariate margins. The copula, which summarizes the dependence structure, is a multivariate distribution with uniform $(0,1)$ margins. It is introduced and some of its properties studied in Section 1.6.
For non-normal random variables, correlation is not the best measure of dependence. More generally useful dependence concepts are introduced in Chapter 2. These are necessary for analysing the type and range of dependence in a parametric family of multivariate models. A parametric family has extra interpretability if some of the parameters can be identified as dependence or multivariate parameters. More specifically, for some general concept of positive and negative dependence, one would like to say that some range of the parameters corresponds to positive dependence and some to negative dependence, and furthermore, it would be desirable to have the amount of dependence increasing as parameters increase.

Chapter 3 contains results on Fréchet classes, including Fréchet bounds, which sometimes are the most dependent multivariate distributions given knowledge of univariate margins and possibly some higher-dimensional margins. For a given parametric family, to know whether it is applicable to given situations, one needs to know the range of dependence that is covered. This can be compared relative to the Fréchet bounds for the magnitude of dependence, and relative to the full range of $\left\{\delta_{i j}: i<j\right\}$ over all multivariate distributions, where $\delta_{i j}$ is a bivariate dependence measure for the $(i, j)$ bivariate margin. From the latter, one can assess the type of dependence in a parametric family of multivariate distributions.

For example, special types of dependence pattern are: (i) permutation symmetric or exchangeable, in which all bivariate margins are the same (and $\delta_{i j}$ does not depend on $(i, j)$ ); (ii) partially exchangeable, in which there are only a few distinct bivariate margins among the set of all bivariate margins; (iii) decreasing in dependence with lag, suitable for time series or longitudinal data, in which the amount of dependence in a bivariate margin decreases as $|j-i|$ increases.

This book does not contain an encyclopaedic or exhaustive list of what have been proposed for families of multivariate distributions. The aim is to concentrate on techniques to obtain parametric families of models that (i) cover the types of dependence mentioned above, (ii) have parameters that are all interpretable, (iii) apply to multivariate discrete data (e.g., binary, ordinal, count) or multivariate non-normal continuous data (e.g., extreme value, exponential). The techniques as well as listings of parametric families are given in Chapters 4 to 9 . Multivariate survival data are not covered other than the frailty models for survival times associated with members of clusters. Despite the literature on multivariate survival functions as models for lifetimes of components of a system, it is not clear what this means in practice when components are replaced or repaired - perhaps stochastic process models rather than multivariate models are more appropriate.

The hardest part of statistical inference for multivariate nonnormal responses has been the multivariate modelling and the relevant dependence concepts. Hence most of this book (Chapters 1 to 9 ) is devoted to these topics, starting with simpler cases which can serve as building blocks for more complex models. Much of classical inference (e.g., sufficiency, ancillarity, unbiasedness), apart from asymptotic likelihood theory, does not apply to estimation in multivariate models. However, there are some new ideas associated with estimation and data analysis in multivariate models, in particular, parameter estimates from likelihoods of marginal distributions of a multivariate model. Chapters 10 and 11 are devoted to inference, computing and data analysis (and comparisons of models for some real data sets).

### 1.2 Style and format

Each chapter is divided into sections, some of which have subsections. Most chapters have sections entitled 'Bibliographic notes', 'Exercises' and 'Unsolved problems'. The exercises are roughly or-
dered by level of difficulty, starting with more basic exercises. Some exercises contain material that supplements results in the text. Generally, background and references for each chapter are given in the sections on 'Bibliographic notes', with the complete citations in the References section at the end of the book. The mention of references and authors in the text is rare. There are results in this book that are definitely new, and other results that may be new; in the latter case, I do not know of any published references. Some results that are conjectured to be true or seem to be true based on some numerical experience are listed in the sections on 'Unsolved problems'.

It will be observed that equations and theorems are numbered by chapter and not by section. Most theorems are combined together into subsections on dependence properties. Key words of definitions are given in bold face.
To make the material in this book easier to read, ideas are presented in simpler cases and then extended to more general cases. This book is mostly self-contained, with some background material in the Appendix, and has minimal overlap with other books on bivariate and multivariate distributions (because of the large void in knowledge about multivariate non-normal distributions).

Short proofs of results are included if they are illuminating, and there are examples throughout the book to illustrate the important concepts. On the other hand, some things that may become repetitive or straightforward to check are left as exercises. The style of the book is partly influenced by the plan to keep it within a certain length. Sometimes, for example, in order to save space, only a stochastic representation and not a probability distribution is given.

There is no real linear ordering of the material in this book, so that results that are more foundational are given earlier. Different sections of the book are cross-referenced in order that the reader can more easily move around non-linearly. Sections that provide a basic introduction to the topic of multivariate models and dependence concepts are indicated with a ${ }^{\circ}$ symbol and sections that are very advanced are indicated with a * symbol.

This book can be read or used in several ways. The reader who is more interested in the theory and foundational issues and concepts can start from the beginning. The reader who is more interested in applications and how the theory applies can start with the examples of data analyses in Chapter 11, and then read the sections with the relevant theory for the multivariate models and inference.

This book can also be used as a reference or as a starting point for further research (there are pointers throughout on further research that could be done).

### 1.3 Notation, abbreviations and conventions

This section consists of notation, abbreviations and conventions that are used throughout the book.

First, multivariate as an adjective refers to results that are valid in two or more dimensions. Bivariate as an adjective refers to results that are valid in two dimensions, but may not extend to higher dimensions, and similarly for trivariate. This usage is not always consistent in the statistical literature; there are papers which use the word multivariate but contain only bivariate results that are not extendible.

Second, unless stated otherwise, a multivariate ' $x$ ' distribution means that all univariate margins are in the class ' $x$ ', e.g., multivariate Poisson or multivariate exponential. This is common usage in the statistical literature, but the property does not hold for all existing multivariate distributions that are named.

Other items are enumerated below.

1. Simplifying assumptions, such as existence of derivatives, are used at times for convenience of presentation of ideas and to avoid too much technical detail.
2. All functions involved in integrals (or expectations) are assumed measurable with respect to the appropriate measure.
3. The words 'non-increasing' and 'non-decreasing' are not used; instead 'increasing', 'strictly increasing', 'decreasing' and 'strictly decreasing' are used.
4. cdf is the abbreviation for cumulative distribution function, pdf is the abbreviation for probability density function, and pmf is the abbreviation for probability mass function.
5. rv is the abbreviation for random variable.

6 . iid is the abbreviation for independent and identically distributed.
7. BVN and MVN are the abbreviations for bivariate normal and multivariate normal; BVSN and MVSN are used when the univariate margins are standard normal, i.e., zero mean vector and unit variances.
8. GEV is the abbreviation for the generalized extreme value (univariate) distribution.
9. BEV and MEV are the abbreviations for bivariate extreme value and multivariate extreme value, respectively.
10. MSMVE is the abbreviation for min-stable multivariate exponential; it is mainly used in Chapter 6.
11. The abbreviations $\operatorname{AR}(p)$ for autoregressive of order $p$, MA $(k)$ for moving average of order $k$, and ARMA for autoregressive moving average are used, mainly in Chapter 8.
12. LT is the abbreviation for Laplace transform. Some results on Laplace transforms are given in the Appendix. All LTs in this book are assumed to have a limiting value of 0 at $\infty$ unless otherwise stated.
13. ML and MLE are the abbreviations for maximum likelihood and maximum likelihood estimate or estimation.
14. IFM is the abbreviation for inference functions for margins. This is a method for the estimation of parameters in multivariate models that is based on the log-likelihoods of marginal distributions of the model. The theory is given in Chapter 10 and the method is used in Chapter 11.
15. SE is the abbreviation for standard error.
16. AIC is the abbreviation for Akaike information criterion.
17. $\Re^{d}$ is the symbol for Euclidean space of dimension $d$, and the real line is denoted by $\Re$.
18. $\sim$ is the symbol for distributed as, $\stackrel{d}{=}$ is the symbol for equality in distribution or stochastic equality, $\rightarrow_{d}$ is the symbol for convergence in distribution or law, ${ }^{\text {sgn }}$ is the symbol for equality in sign, $\stackrel{\text { def }}{=}$ is the symbol for defined as, $\uparrow$ is the symbol for increasing, $\downarrow$ is the symbol for decreasing, $\uparrow_{\mathrm{st}}\left(\downarrow_{\mathrm{st}}\right)$ is the symbol for stochastically increasing (decreasing).
19. $\prec$, with possibly a subscript or superscript, is used to denote a partial ordering or pre-ordering.
20. $\prec^{s t}$ denotes the stochastic ordering for cdfs. For univariate cdfs $F, F^{\prime}, F \prec^{s t} F^{\prime}$ if $F(x) \geq F^{\prime}(x)$ for all $x \in \Re$; for multivariate cdfs, $F \prec^{s t} F^{\prime}$ if $\int g d F \leq \int g d F^{\prime}$ for all increasing functions $g$ for which the expectations exist.
$21 . \emptyset$ is used for the empty set.
22. The cardinality of a finite set $S$ is denoted by $|S|$.
23. The complement of a set or event $A$ is denoted by $A^{c}$ unless indicated otherwise.
24. The transpose of a vector or matrix is indicated with a superscript $T$. Vectors are usually row vectors. Whether a vector is a row or column vector will be clear from the context.
25. $m$ is used for the dimension of the multivariate response vector or multivariate distribution.
26. $\mathcal{S}=\mathcal{S}_{m}$ is used for the set of non-empty subsets of $\{1, \ldots, m\}$.
27. Italic Latin upper-case letters, often $X, Y, Z$, usually with subscripts, are used for random variables; bold Latin uppercase letters, often $\mathbf{X}, \mathbf{Y}, \mathbf{Z}$, are used for random vectors.
28. Bold Latin lower-case letters are used for vectors, and the components are written in italic form with subscripts, e.g., $\mathbf{a}=\left(a_{1}, \ldots, a_{m}\right)$.
29. $\mathbf{1}_{m}$ is used for an $m$-vector of 1 s .
30. $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{m}\right)$ or $\mathbf{y}=\left(y_{1}, \ldots, y_{m}\right)$ is used to denote a response vector. A vector of explanatory variables or covariates is usually denoted by $\mathbf{x}$ or $\mathbf{z}$.
31. Script Latin upper-case letters are used for classes of sets or functions, e.g., $\mathcal{L}, \mathcal{F}$.
32. Greek lower-case letters, often with subscripts, are used for parameters of families of distributions, e.g., $\theta, \delta$. Usually $\tau$ is used for Kendall's tau, $\rho$ for Spearman's rho or Pearson's correlation, $\lambda$ for tail dependence. Bold Greek letters are used for parameter vectors, e.g., $\boldsymbol{\theta}, \boldsymbol{\mu}$.
33. $\phi, \psi$, often with subscripts, are used mainly for Laplace transforms or strictly decreasing differentiable functions. Classes of such functions that are used are denoted by:

$$
\begin{gather*}
\mathcal{L}_{m}=\{\phi:[0, \infty) \rightarrow[0,1] \mid \phi(0)=1, \phi(\infty)=0 \\
\left.(-1)^{j} \phi^{(j)} \geq 0, j=1, \ldots, m\right\} \tag{1.1}
\end{gather*}
$$

$m=1,2, \ldots, \infty$, with $\mathcal{L}_{\infty}$ being the class of Laplace transforms (with 0 value at $\infty$ ). Other classes are:

$$
\begin{gather*}
\mathcal{L}_{n}^{*}=\{\omega:[0, \infty) \rightarrow[0, \infty) \mid \omega(0)=0, \omega(\infty)=\infty \\
\left.(-1)^{j-1} \omega^{(j)} \geq 0, j=1, \ldots, n\right\} \tag{1.2}
\end{gather*}
$$

$n=1,2, \ldots, \infty$. The functions in $\mathcal{L}_{n}^{*}$ are usually compositions of the form $\psi^{-1} \circ \phi$ with $\psi, \phi \in \mathcal{L}_{1}$.
34. The following notation is used for certain special distributions and random variables: $U(a, b)$ for uniform on $[a, b]$; $N\left(\mu, \sigma^{2}\right)$ for univariate normal with mean $\mu$ and variance $\sigma^{2} ; N_{m}(\mu, \Sigma)$ for $m$-variate normal with mean vector $\mu$ and covariance matrix $\Sigma ; \operatorname{Gamma}(\alpha, \sigma)$ for gamma with shape parameter $\alpha$ and scale parameter $\sigma$ (and mean $\alpha \sigma$ ); $\mathrm{NB}(\theta, p)$ for negative binomial with probability parameter $p$ and mean $\theta\left(p^{-1}-1\right)$.
35. $F, G, H$ are the common symbols for a (multivariate) cdf; sometimes $M$ is used as the cdf of a mixing variable.
36. For an $m$-variate $\operatorname{cdf} F$, the set of its marginal distributions is denoted by $\left\{F_{S}: S \in \mathcal{S}_{m}\right\}$; for a specific $S$, the subscript is written without braces, e.g., $F_{1}, F_{12}, F_{123}$, etc.
37. If the density of a cdf $F$ and its margins exist, they are denoted by $f$ and $f_{S}, S \in \mathcal{S}$.
38. Conditional cdfs and densities derived from a multivariate cdf are written in the form $F_{S_{1} \mid S_{2}}, f_{S_{1} \mid S_{2}}$; the latter is equivalent to $f_{S_{1} \cup S_{2}} / f_{S_{2}}$.
39. The survival function corresponding to a cdf $F$ is denoted by $\bar{F}$; its margins are $\left\{\bar{F}_{S}\right\}$. If $\left(X_{1}, \ldots, X_{m}\right) \sim F$, then

$$
\bar{F}(\mathbf{x})=\operatorname{Pr}\left(X_{i}>x_{i}, i=1, \ldots, m\right) .
$$

For $m=1, \bar{F}(x)=1-F(x)$. For $m=2, \bar{F}\left(x_{1}, x_{2}\right)=$ $1-F_{1}\left(x_{1}\right)-F_{2}\left(x_{2}\right)+F\left(x_{1}, x_{2}\right)$; for $m=3, \bar{F}\left(x_{1}, x_{2}, x_{3}\right)=$ $1-F_{1}\left(x_{1}\right)-F_{2}\left(x_{2}\right)-F_{3}\left(x_{3}\right)+F_{12}\left(x_{1}, x_{2}\right)+F_{13}\left(x_{1}, x_{3}\right)+$ $F_{23}\left(x_{2}, x_{3}\right)-F\left(x_{1}, x_{2}, x_{3}\right)$. For general $m$,

$$
\begin{equation*}
\bar{F}(\mathbf{x})=1+\sum_{S \in \mathcal{S}}(-1)^{|S|} F_{S}\left(x_{j}, j \in S\right) . \tag{1.3}
\end{equation*}
$$

A related formula is:

$$
\begin{equation*}
F(\mathbf{x})=1+\sum_{S \in \mathcal{S}}(-1)^{|S|} \bar{F}_{S}\left(x_{j}, j \in S\right) \tag{1.4}
\end{equation*}
$$

40. For a univariate $\operatorname{cdf} F, F^{-1}$ denotes the quantile or inverse cdf. It is defined as usual to be left-continuous, i.e., $F^{-1}(v)=$ $\inf \{x: F(x) \geq v\}, 0<v<1$.
41. The symbol $\mathcal{F}$ is used for Fréchet classes given a set of margins, e.g., $\mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$ denotes the class of multivariate distributions with the given univariate margins $F_{1}, \ldots, F_{m}$ and $\mathcal{F}\left(F_{12}, F_{23}\right)$ denotes the class of trivariate distributions with given (1,2) and (2,3) bivariate margins $F_{12}, F_{23}$.

### 1.4 Conditions for multivariate distribution functions

This section consists of the conditions that a function must satisfy in order to be a multivariate cdf. The simpler bivariate case is presented first.

To prove that a function $F$ is a multivariate cdf , it is often necessary to construct rvs $Y_{1}, \ldots, Y_{m}$ through latent variables, mixtures and limits, etc., and then show that $\mathbf{Y} \sim F$. In general, it is difficult or impossible to show that a function $F$ is a proper cdf by making use of the conditions given in this section; of course, lowerdimensional cases are easier to handle analytically.

### 1.4.1 Properties of a bivariate cdf $F$

Necessary and sufficient conditions for a right-continuous function $F$ on $\Re^{2}$ to be a bivariate cdf are:

1. $\lim _{x_{j} \rightarrow \infty} F\left(x_{1}, x_{2}\right)=0, j=1,2$;
2. $\lim _{x_{j} \rightarrow \infty \forall j} F\left(x_{1}, x_{2}\right)=1$;
3. (rectangle inequality) for all $\left(a_{1}, a_{2}\right),\left(b_{1}, b_{2}\right)$ with $a_{1}<b_{1}, a_{2}<$ $b_{2}$,

$$
\begin{equation*}
F\left(b_{1}, b_{2}\right)-F\left(a_{1}, b_{2}\right)-F\left(b_{1}, a_{2}\right)+F\left(a_{1}, a_{2}\right) \geq 0 . \tag{1.5}
\end{equation*}
$$

Note the following observations:
(i) If $F$ has second-order derivatives, then condition 3 is equivalent to $\partial^{2} F / \partial x_{1} \partial x_{2} \geq 0$.
(ii) Conditions 1 and 2 imply that $0 \leq F \leq 1$.
(iii) Let $a_{2} \rightarrow-\infty$ in (1.5); then $F\left(b_{1}, b_{2}\right)-F\left(a_{1}, b_{2}\right) \geq 0$ and $F$ is increasing in the first variable. Similarly, from letting $a_{1} \rightarrow-\infty, F$ is increasing in the second variable.
(iv) The univariate margins $F_{1}, F_{2}$ of $F\left(x_{1}, x_{2}\right)$ are obtained by letting $x_{2} \rightarrow \infty$ and $x_{1} \rightarrow \infty$, respectively.

### 1.4.2 Properties of a multivariate cdf F

Necessary and sufficient conditions for a right-continuous function $F$ on $\Re^{m}$ to be a multivariate cdf are:

1. $\lim _{x_{j} \rightarrow \infty} F\left(x_{1}, \ldots, x_{m}\right)=0, j=1, \ldots, m$;
2. $\lim _{x_{j} \rightarrow \infty \forall j} F\left(x_{1}, \ldots, x_{m}\right)=1$;
3. (rectangle inequality) for all $\left(a_{1}, \ldots, a_{m}\right),\left(b_{1}, \ldots, b_{m}\right)$ with $a_{i}<b_{i}, i=1, \ldots, m$,

$$
\begin{equation*}
\sum_{i_{1}=1}^{2} \cdots \sum_{i_{m}=1}^{2}(-1)^{i_{1}+\cdots+i_{m}} F\left(x_{1 i_{1}}, \ldots, x_{m i_{m}}\right) \geq 0 \tag{1.6}
\end{equation*}
$$

where $x_{j 1}=a_{j}, x_{j 2}=b_{j}$.
Note the following:
(i) If $F$ has $m$ th-order derivatives, then condition 3 is equivalent to $\partial^{m} F / \partial x_{1} \cdots \partial x_{m} \geq 0$.
(ii) Let $a_{2}, \ldots, a_{m} \rightarrow-\infty$ in (1.6); then

$$
F\left(b_{1}, b_{2}, \ldots, b_{m}\right)-F\left(a_{1}, b_{2}, \ldots, b_{m}\right) \geq 0
$$

and $F$ is increasing in the first variable. Similarly, by symmetry, $F$ is increasing in the remaining variables.
(iii) Let $S \in \mathcal{S}_{m}$. The margin $F_{S}$ of $F(\mathbf{x})$ is obtained by letting $x_{i} \rightarrow \infty$ for $i \notin S$.

### 1.5 Types of dependence

As mentioned earlier, a multivariate model should be analysed for the types of dependence structure that it covers as well as the range of dependence. These dependence properties are important in order for one to know whether a particular model might be suitable for a given application or data set. Types of dependence include: (i) singularities on some curves or surfaces; (ii) positive and negative dependence; (iii) exchangeable dependence or flexible dependence; (iv) dependence decreasing with lag if there is a time index.

Sometimes the type of dependence for a multivariate model and whether the model can be used in a specific instance can be understood from stochastic representations and derivations of the model, so analysis of a model should include the search for one or more stochastic representations.

### 1.6 Copulas

For continuous multivariate distributions, the univariate marginals and the multivariate or dependence structure can be separated, and the multivariate structure can be represented by a copula.

The copula is a multivariate distribution with all univariate margins being $U(0,1)$. Hence if $C$ is a copula, then it is the dis-
tribution of a multivariate uniform random vector. For an $m$ variate distribution $F \in \mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$, with $j$ th univariate margin $F_{j}$, the copula associated with $F$ is a distribution function $C:[0,1]^{m} \rightarrow[0,1]$ that satisfies

$$
\begin{equation*}
F(\mathbf{x})=C\left(F_{1}\left(x_{1}\right), \ldots, F_{m}\left(x_{m}\right)\right), \mathbf{x} \in \Re^{m} \tag{1.7}
\end{equation*}
$$

If $F$ is a continuous $m$-variate distribution function with univariate margins $F_{1}, \ldots, F_{m}$, and quantile functions $F_{1}^{-1}, \ldots, F_{m}^{-1}$, then

$$
C(\mathbf{u})=F\left(F_{1}^{-1}\left(u_{1}\right), \ldots, F_{m}^{-1}\left(u_{m}\right)\right)
$$

is the unique choice in (1.7). This result essentially follows from two properties: (i) if $H$ is a univariate cdf with inverse cdf $H^{-1}$ and $U \sim U(0,1)$, then $H^{-1}(U) \sim H$; (ii) if $H$ is a continuous univariate cdf and $X \sim H$, then $H(X) \sim U(0,1)$. That is, if $\mathbf{X} \sim F$ and $F$ is continuous, then $\left(F_{1}\left(X_{1}\right), \ldots, F_{m}\left(X_{m}\right)\right) \sim C$, and if $\mathbf{U} \sim C$, then $\left(F_{1}^{-1}\left(U_{1}\right), \ldots, F_{m}^{-1}\left(U_{m}\right)\right) \sim F$.

The copula can be considered 'independent' of the univariate margins, since if $C$ is a copula, then

$$
G(\mathbf{y})=C\left(G_{1}\left(y_{1}\right), \ldots, G_{m}\left(y_{m}\right)\right)
$$

is a distribution (survival) function if $G_{1}, \ldots, G_{m}$ are all univariate distribution (survival) functions. If $C$ is parametrized by a (vector) parameter $\boldsymbol{\theta}$, then we call $\boldsymbol{\theta}$ a multivariate parameter.

Example 1.1 For $\delta>0$, the distribution
$F(x, y)=\exp \left\{-\left[e^{-x}+e^{-y}-\left(e^{\delta x}+e^{\delta y}\right)^{-1 / \delta}\right]\right\}, \quad-\infty<x, y<\infty$,
is obtained as a limiting distribution in Section 5.1. By letting $y \rightarrow \infty$ and $x \rightarrow \infty$ in turn, its univariate margins are $F_{1}(x)=$ $\exp \left\{-e^{-x}\right\}$ and $F_{2}(y)=\exp \left\{-e^{-y}\right\}$. By substituting $u=F_{1}(x)$ and $v=F_{2}(y)$, or $x=-\log (-\log u)$ and $y=-\log (-\log v)$, one obtains the copula

$$
C(u, v)=u v \exp \left\{\left[(-\log u)^{-\delta}+(-\log v)^{-\delta}\right]^{-1 / \delta}\right\}
$$

which is in the family B7 in Section 5.1. A bivariate survival function with exponential margins is $G(s, t)=C\left(e^{-s}, e^{-t}\right)=\exp \{-s-$ $\left.t+\left(s^{-\delta}+t^{-\delta}\right)^{-1 / \delta}\right\}$.

If $F$ is an $m$-variate distribution of discrete rvs, then the copula associated with $F$ is not unique. The above argument does not work because if $H$ is a non-continuous or discrete univariate cdf and $X \sim H$, then $H(X)$ does not have a $U(0,1)$ distribution. An example of a copula that satisfies (1.7) in the discrete case is
given below. The main idea is that the copula is defined over a discrete grid of points and assumed to be conditionally uniform in between; it can be shown that this leads to a multivariate density with $U(0,1)$ margins.

For the purely discrete case, let the points of support for the $j$ th margin be $x_{j, i_{j}}$, where $i_{j}$ is in the ordered index set $D_{j}, j=$ $1, \ldots, m$. Suppose that each $D_{j}$ is a consecutive sequence of integers. Let $F_{j}\left(i_{j}\right)$ and $f_{j}\left(i_{j}\right)$ be the univariate cdf and pmf for the $j$ th margin. Let $P\left(i_{1}, \ldots, i_{m}\right)$ and $p\left(i_{1}, \ldots, i_{m}\right)$ be the cdf and pmf for the joint $m$-variate distribution. A copula $C$ associated with $P$ satisfies

$$
P\left(i_{1}, \ldots, i_{m}\right)=C\left(F_{1}\left(i_{1}\right), \ldots, F_{m}\left(i_{m}\right)\right), \quad \mathbf{i} \in D_{1} \times \cdots \times D_{m}
$$

To define the remaining values of $C$, suppose that $C$ is uniform in the rectangle $\times_{1 \leq j \leq m}\left[F_{j}\left(i_{j}-1\right), F_{j}\left(i_{j}\right)\right]$, i.e., the multivariate pdf of $C$ in this rectangle is $p\left(i_{1}, \ldots, i_{m}\right) / \prod_{j=1}^{m} f_{j}\left(i_{j}\right)$. For $F_{1}\left(i_{1}-1\right)<$ $u_{1} \leq F_{1}\left(i_{1}\right)$, integrating over the margins $j=2, \ldots, m$ leads to

$$
\begin{aligned}
& \sum_{i_{2}} \cdots \sum_{i_{m}} \frac{p\left(i_{1}, \ldots, i_{m}\right)}{f_{1}\left(i_{1}\right) \cdots f_{m}\left(i_{m}\right)} f_{2}\left(i_{2}\right) \cdots f_{m}\left(i_{m}\right) \\
& \quad=\left[f_{1}\left(i_{1}\right)\right]^{-1} \sum_{i_{2}} \cdots \sum_{i_{m}} p\left(i_{1}, \ldots, i_{m}\right)=1
\end{aligned}
$$

Hence the first univariate margin is $U(0,1)$; by symmetry, the other univariate margins can also be deduced to be $U(0,1)$.

The non-uniqueness comes from the fact that the copula $C$ satisfying (1.7) need not be uniform over rectangles. The details are left as an exercise.

We now move on to other properties of copulas. Since a copula $C$ is the distribution of a random vector, $\mathbf{U}=\left(U_{1}, \ldots, U_{m}\right)$, where each $U_{j} \sim U(0,1), C$ is a continuous function. However $C$ need not be absolutely continuous (there may not be density with respect to Lebesgue measure on $\Re^{m}$ ), in which case it has a singular component. Often, in cases where $C$ is not absolutely continuous, the singular component can be identified through a functional relationship. For example, if $C_{U}(\mathbf{u})=\min \left\{u_{1}, \ldots, u_{m}\right\}$, defined as the Fréchet upper bound copula in Section 3.1, then $C_{U}$ is the distribution of $\mathbf{U}$ such that $U_{1}=\ldots=U_{m}$; this is the functional relationship causing the singularity. (If necessary, please consult the Appendix for background on the concepts referred to here.)

A copula is continuous and increasing, so right derivatives of first order, i.e., $\partial C(\mathbf{u}) / \partial u_{j}, j=1, \ldots, m$, exist. Hence if $\mathbf{U} \sim C$,
conditional distributions of the form

$$
C_{1, \ldots, j-1, j+1, \ldots, m \mid j}\left(u_{1}, \ldots, u_{j-1}, u_{j+1}, \ldots, u_{m} \mid u_{j}\right)
$$

exist, and $C$ has a singular component if one or more of these conditional distributions has a jump discontinuity. A similar result holds if $C$ has mixed derivatives of $k$ th order everywhere, $2 \leq k<$ $m$. A bivariate result, for identifying the total mass of the singular component, is the following.
Theorem 1.1 Let $F$ be a continuous bivariate distribution with univariate margins $F_{1}, F_{2}$ and conditional distribution $F_{2 \mid 1}$ of the second variable given the first. Suppose that $F_{2 \mid 1}(\cdot \mid x)$ has jump discontinuities totalling a mass of $a(x)$, and $a(\cdot)$ is continuous and positive on an interval. Then $F$ has a singular component and the mass of the singular component is $\int a(x) d F_{1}(x)$. A similar result holds for the conditional distribution $F_{1 \mid 2}$ of the first variable given the second.
Proof. Let $f_{2 \mid 1}(\cdot \mid x)$ be the derivative of $F_{2 \mid 1}(\cdot \mid x)$ where it exists. Because of the jump discontinuities, $\int f_{2 \mid 1}(y \mid x) d y=1-a(x)$. The conclusion follows.

Example 1.2 Consider $C\left(u_{1}, u_{2}\right)=\left[\min \left\{u_{1}, u_{2}\right\}\right]^{\theta}\left[u_{1} u_{2}\right]^{1-\theta}$, where $0<\theta \leq 1$ (this is the family B12 in Section 5.1). The conditional distribution is

$$
C_{2 \mid 1}\left(u_{2} \mid u_{1}\right)= \begin{cases}(1-\theta) u_{2} u_{1}^{-\theta}, & 0 \leq u_{2}<u_{1} \\ u_{2}^{1-\theta}, & u_{1} \leq u_{2} \leq 1\end{cases}
$$

Therefore $C_{2 \mid 1}(\cdot \mid x)$ has a jump discontinuity at $x, a(x)=x^{1-\theta}-$ $(1-\theta) x^{1-\theta}=\theta x^{1-\theta}$ and the mass of the singular component is $\theta /(2-\theta)$. If $\left(U_{1}, U_{2}\right) \sim C$, the singular component corresponds to the relationship $U_{1}=U_{2}$ occurring with probability $\theta /(2-\theta)$.

Next, some results on associated copulas are given. Note that for a given $m$-variate copula, there are $2^{m}-1$ associated copulas. For $m=2$ and $\left(U_{1}, U_{2}\right) \sim C$, the associated copulas come from the distributions of

$$
\left(1-U_{1}, 1-U_{2}\right), \quad\left(U_{1}, 1-U_{2}\right) \quad \text { and } \quad\left(1-U_{1}, U_{2}\right)
$$

Hence they are

$$
\begin{aligned}
& C^{\prime}\left(u_{1}, u_{2}\right)=u_{1}+u_{2}-1+C\left(1-u_{1}, 1-u_{2}\right), \\
& C^{\prime \prime}\left(u_{1}, u_{2}\right)=u_{1}-C\left(u_{1}, 1-u_{2}\right)
\end{aligned}
$$

and

$$
C^{\prime \prime \prime}\left(u_{1}, u_{2}\right)=u_{2}-C\left(1-u_{1}, u_{2}\right)
$$

So if a bivariate copula $C$ is applied to survival functions $\bar{F}_{1}, \bar{F}_{2}$, the copula associated with $C\left(\bar{F}_{1}, \bar{F}_{2}\right)$ is $C^{\prime}$. The multivariate extension is obvious. If $C$ is permutation-symmetric in the $m$ arguments, then there are $m$ distinct associated copulas.

Copulas have many uses. In this book, they are used for construction of models for various types of multivariate data; however, they can also be used for simple examples and counterexamples of dependence properties of rvs. Highlights of applications of copulas are the following.

1. Parametric families of copulas with a logistic univariate margin are used to obtain multivariate logit models for multivariate binary or ordinal data with covariates (Sections 7.1.7, 7.3, 11.1, 11.2).
2. The extreme value limit of copulas is used to construct parametric families of extreme value copulas (Sections 6.2,6.3); extreme value copulas with generalized extreme value univariate margins are models for multivariate maxima (Section 11.3).
3. Copulas are used to construct Markov chains and $k$-dependent stationary time series with an arbitrary univariate margin (Sections 8.1, 8.2, 11.5, 11.6).

### 1.7 View of statistical modelling

Statistical modelling usually means that one comes up with a simple (or mathematically tractable) model without knowledge of the physical aspects of the situation. The statistical model need not be 'real' and is not an end but a means of providing statistical inferences, such as percentiles, exceedance probabilities, predictions and forecasts, etc. The availability of modern computers has been an important factor in the types of multivariate models that can now be used. My view of multivariate modelling, based on experience with multivariate data, is that models should try to capture important characteristics, such as the appropriate density shapes for the univariate margins and the appropriate dependence structure, and otherwise be as simple as possible. The parameters of the model should be in a form most suitable for easy interpretation (e.g., a parameter is interpreted as either a dependence parameter or a univariate parameter but not some mixture); this form of parametrization also helps a lot in the estimation of the parameters, which must typically be done numerically. This and other desirable nronerties for multivariate models are given in Sec-
tion 4.1. The properties of a multivariate model are a factor in whether the model is useful in a given situation. For a given data set, I usually like to carry out sensitivity analyses by comparing inferences from several models. If there is much sensitivity, then one must think a lot more about the assumptions in the models. The examples in Chapter 11 all involve comparisons of models for each data set.

### 1.8 Bibliographic notes

An early reference for copulas is Sklar (1959). The copula is called a uniform representation in Kimeldorf and Sampson (1975) and a dependence function in Galambos (1987) and Deheuvels (1978). A recent historical account of copulas is given in Schweizer (1991). Scarsini (1989) studies copulas for more general probability measures.

Early books on bivariate and multivariate distributions are Mardia (1970) and Johnson and Kotz (1972), and these do not mention copulas. More recent books on bivariate distributions are Hutchinson and Lai (1990) and Kocherlakota and Kocherlakota (1992).

The ideas in Shaked and Shanthikumar (1993) may be useful in the construction of models for multivariate survival in reliability theory. A recent book that includes the generalized estimating equations approach is Diggle, Liang and Zeger (1994).

### 1.9 Exercises

1.1 For the following bivariate cdfs or survival functions, find the univariate margins and copula:
(a) $F(x, y ; \delta)=1-\left(e^{-\delta x}+e^{-2 \delta y}-e^{-\delta(x+2 y)}\right)^{1 / \delta}, x, y \geq 0$, $\delta \geq 1$
(b) $F(x, y ; \delta)=\exp \left\{-\left(e^{-\delta x}+e^{-\delta y}\right)^{1 / \delta}\right\},-\infty<x, y<\infty$, $\delta \geq 1$
(c) $G(x, y ; \theta, \eta)=\left(1+x^{\eta}+y^{\eta}\right)^{1 / \theta}, x, y \geq 0, \theta>0, \eta>0$.
(d) $F(x, y)=\left(1+e^{-x}+e^{-y}\right)^{-1},-\infty<x, y<\infty$.
1.2 Show that the family B10 in Section 5.1 consists of proper bivariate distributions if and only if $|\delta| \leq 1$.
1.3 Write out the associated copulas for the family B10 in Section 5.1.
1.4 Obtain the copula for the multivariate normal distribution. What are its parameters?
1.5 Let $S_{1}, S_{2}$ be two non-empty subsets of $\{1, \ldots, m\}$. $S_{1}$ and $S_{2}$ can have empty or non-empty intersection. If $F_{1}\left(x_{i}: i \in\right.$ $\left.S_{1}\right)$ and $F_{2}\left(y_{j}: j \in S_{2}\right)$ are cdfs, prove that the product

$$
F\left(z_{k}: k \in S_{1} \cup S_{2}\right)=F_{1}\left(z_{i}: i \in S_{1}\right) F_{2}\left(z_{j}: j \in S_{2}\right)
$$

is a cdf. [Hint: in the case of a non-empty intersection, it may be useful to construct a stochastic representation.]
1.6 Suppose $\left\{F_{n}\right\}$ is a sequence of $m$-variate cdfs such that $F_{n} \rightarrow_{d} F$. What conditions must be checked to show that $F$ is a proper cdf ?
1.7 Find the mass of the singular component for the trivariate copula

$$
C\left(u_{1}, u_{2}, u_{3} ; \delta\right)=\left[\min \left\{u_{1}, u_{2}, u_{3}\right\}\right]^{\delta}\left[u_{1} u_{2} u_{3}\right]^{1-\delta}, 0<\delta \leq 1
$$

1.8 Given a bivariate copula $C$, outline a general approach to simulating $(U, V)$ from $C$ ? Extend this approach to a multivariate copula $C$.
1.9 Find two copulas associated with the bivariate binary pair $\left(Y_{1}, Y_{2}\right)$ with probabilities $\operatorname{Pr}\left(Y_{1}=Y_{2}=0\right)=0.25, \operatorname{Pr}\left(Y_{1}=\right.$ $\left.0, Y_{2}=1\right)=\operatorname{Pr}\left(Y_{1}=1, Y_{2}=0\right)=0.15, \operatorname{Pr}\left(Y_{1}=Y_{2}=1\right)=$ 0.45 . For example, can a bivariate normal copula be used?
1.10 Prove that the copula is not unique in the case of a multivariate distribution of discrete rvs.
1.11 What is the most dependence that one can obtain for two dependent Bernoulli rvs, with respective parameters $p_{1}, p_{2}$ ? What are the maximum and minimum possible correlations for two such rvs?
1.12 Suppose two Bernoulli rvs $Y_{1}, Y_{2}$ depend on a covariate vector $\mathbf{x}$. Consider a model in which $Y_{1}, Y_{2}$ have constant correlation $\rho$ over $\mathbf{x}$. If $\left(p_{1}(\mathbf{x}), p_{2}(\mathbf{x})\right)=\left(\operatorname{Pr}\left(Y_{1}=1 \mid \mathbf{x}\right), \operatorname{Pr}\left(Y_{2}=\right.\right.$ $1 \mid \mathbf{x})$ ) takes on all values in $(0,1)^{2}$ as $\mathbf{x}$ varies, what are possible values for $\rho$ ? What if $\left(p_{1}(\mathbf{x}), p_{2}(\mathbf{x})\right)$ lies in a set $\left\{\left(\pi_{1}, \pi_{2}\right): \pi_{1}^{\alpha} \leq \pi_{2} \leq 1-\left(1-\pi_{1}\right)^{\alpha}\right\}$ as $\mathbf{x}$ varies, where $\alpha \in(1, \infty)$ ?

## CHAPTER 2

## Basic concepts of dependence

For non-normal random variables, Pearson's correlation and concepts based on linearity are not necessarily the best concepts to work with. More generally useful concepts of positive and negative dependence and measures of monotone dependence are given in Section 2.1. Dependence (partial) orderings which compare the amount of (monotone) dependence in two different random vectors of the same length are studied in Section 2.2. Included are properties that should be satisfied in order for a partial ordering to be considered a dependence ordering.

The dependence concepts that are presented in this chapter are those that are needed and used in analysis of multivariate models in subsequent chapters. There is no attempt to be exhaustive in mentioning all dependence concepts that have ever been proposed in the literature. Highlights of the important use of dependence concepts are the following.

- The concepts of positive quadrant dependence (in Section 2.1.1) and the concordance ordering (in Section 2.2.1) are basic to the parametric families of copulas in Chapter 5 in determining whether a multivariate parameter is a dependence parameter. The concordance ordering is also used in Section 7.1.10 to obtain the most negatively dependent multivariate exchangeable Bernoulli distribution.
- The concept of stochastic increasing positive dependence (in Section 2.1.2) is a key concept in the analysis of the decrease in dependence with lag for stationary Markov chains (Section 8.5).
- The concepts of $\mathrm{TP}_{2}$ dependence (in Section 2.1.5) and maxinfinite divisibility (in Section 2.1.8) are necessary for the method in Section 4.3 of constructing families of closed-form copulas with a wide range of dependence.
- The concept of tail dependence (in Section 2.1.10) is crucial to the construction and analysis of multivariate extreme value
distributions and copulas.
- Kendall's tau and Spearman's rho (in Section 2.1.9) are used as summary measures of dependence for bivariate copulas in Section 5.1; Kendall's tau is also used for compatibility conditions in Sections 3.4 and 3.6.
- The more stochastic increasing ordering (in Section 2.2.4) is useful in the analysis of the Fréchet classes in Sections 3.3 and 3.4, and in the analysis of the range of dependence of the construction method in Section 4.5.


### 2.1 Dependence properties and measures

Bivariate dependence concepts, properties and measures are easier to define and have appeared more often in the probability and statistics literature than multivariate counterparts. This section consists of a number of dependence concepts; for each, the bivariate version is given first, followed by the intuition behind it, and then a multivariate extension is given if there is one. Examples illustrating the concepts are combined together into a separate subsection.

### 2.1.1 Positive quadrant and orthant dependence ${ }^{\circ}$

Let $\mathbf{X}=\left(X_{1}, X_{2}\right)$ be a bivariate random vector with $\operatorname{cdf} F . \mathbf{X}$ or $F$ is positive quadrant dependent (PQD) if

$$
\begin{equation*}
\operatorname{Pr}\left(X_{1}>a_{1}, X_{2}>a_{2}\right) \geq \operatorname{Pr}\left(X_{1}>a_{1}\right) \operatorname{Pr}\left(X_{2}>a_{2}\right) \quad \forall a_{1}, a_{2} \in \Re \tag{2.1}
\end{equation*}
$$

Condition (2.1) is equivalent to

$$
\begin{equation*}
\operatorname{Pr}\left(X_{1} \leq a_{1}, X_{2} \leq a_{2}\right) \geq \operatorname{Pr}\left(X_{1} \leq a_{1}\right) \operatorname{Pr}\left(X_{2} \leq a_{2}\right) \quad \forall a_{1}, a_{2} \in \Re \tag{2.2}
\end{equation*}
$$

The reason why (2.1) or (2.2) is a positive dependence concept is that $X_{1}$ and $X_{2}$ are more likely to be large together or to be small together compared with $X_{1}^{\prime}$ and $X_{2}^{\prime}$, where $X_{1} \stackrel{d}{=} X_{1}^{\prime}, X_{2} \stackrel{d}{=} X_{2}^{\prime}$, and $X_{1}^{\prime}$ and $X_{2}^{\prime}$ are independent of each other. Reasoning similarly, $\mathbf{X}$ or $F$ is negative quadrant dependent (NQD) if the inequalities in (2.1) and (2.2) are reversed.

For the multivariate extension, let $\mathbf{X}$ be a random $m$-vector ( $m \geq$ 2 ) with cdf $F$. $\mathbf{X}$ or $F$ is positive upper orthant dependent
(PUOD) if

$$
\begin{equation*}
\operatorname{Pr}\left(X_{i}>a_{i}, i=1, \ldots, m\right) \geq \prod_{i=1}^{m} \operatorname{Pr}\left(X_{i}>a_{i}\right) \quad \forall \mathbf{a} \in \Re^{m} \tag{2.3}
\end{equation*}
$$

and $\mathbf{X}$ or $F$ is positive lower orthant dependent (PLOD) if

$$
\begin{equation*}
\operatorname{Pr}\left(X_{i} \leq a_{i}, i=1, \ldots, m\right) \geq \prod_{i=1}^{m} \operatorname{Pr}\left(X_{i} \leq a_{i}\right) \quad \forall \mathbf{a} \in \Re^{m} . \tag{2.4}
\end{equation*}
$$

If both (2.3) and (2.4) hold, then $\mathbf{X}$ or $F$ is positive orthant dependent (POD). Note that for the multivariate extension, (2.3) and (2.4) are not equivalent.

Intuitively, (2.3) means that $X_{1}, \ldots, X_{m}$ are more likely simultaneously to have large values, compared with a vector of independent rvs with the same corresponding univariate margins. If the inequalities in (2.3) and (2.4) are reversed, then the concepts of negative lower orthant dependence (NLOD), negative upper orthant dependence (NUOD) and negative orthant dependence (NOD) result.

### 2.1.2 Stochastic increasing positive dependence

Let $\mathbf{X}=\left(X_{1}, X_{2}\right)$ be a bivariate random vector with $\mathrm{cdf} F \in$ $\mathcal{F}\left(F_{1}, F_{2}\right) . X_{2}$ is stochastically increasing (SI) in $X_{1}$ or the conditional distribution $F_{2 \mid 1}$ is stochastically increasing if

$$
\begin{equation*}
\operatorname{Pr}\left(X_{2}>x_{2} \mid X_{1}=x_{1}\right)=1-F_{2 \mid 1}\left(x_{2} \mid x_{1}\right) \uparrow x_{1} \forall x_{2} . \tag{2.5}
\end{equation*}
$$

By reversing the roles of the indices of 1 and 2 , one has $X_{1} \mathrm{SI}$ in $X_{2}$ or $F_{1 \mid 2}$ SI. The reason why (2.5) is a positive dependence condition is that $X_{2}$ is more likely to take on larger values as $X_{1}$ increases. By reversing the direction of monotonicity in (2.5) from $\uparrow$ to $\downarrow$, the stochastically decreasing (SD) condition results.

There are two dependence concepts that could be considered as multivariate extensions of SI; they are positive dependence through the stochastic ordering and conditional increasing in sequence.

Definition. The random vector $\left(X_{1}, \ldots, X_{m}\right)$ is positive dependent through the stochastic ordering (PDS) if $\left\{X_{i}: i \neq\right.$ $j\}$ conditional on $X_{j}=x$ is increasing stochastically as $x$ increases, for all $j=1, \ldots, m$.

Definition. The random vector $\left(X_{1}, \ldots, X_{m}\right)$ is conditional increasing in sequence (CIS) if $X_{i}$ is stochastically increasing
in $X_{1}, \ldots, X_{i-1}$ for $i=2, \ldots, m$, i.e., $\operatorname{Pr}\left(X_{i}>x_{i} \mid X_{j}=x_{j}, j=\right.$ $1, \ldots, i-1$ ) is increasing in $x_{1}, \ldots, x_{i-1}$ for all $x_{i}$.

Note that for $m=2, \mathrm{PDS}$ is the same as $X_{2} \mathrm{SI}$ in $X_{1}$ and $X_{1}$ SI in $X_{2}$, and CIS is the same as SI .

### 2.1.3 Right-tail increasing and left-tail decreasing

Let $\mathbf{X}=\left(X_{1}, X_{2}\right)$ be a bivariate random vector with cdf $F \in$ $\mathcal{F}\left(F_{1}, F_{2}\right) . X_{2}$ is right-tail increasing (RTI) in $X_{1}$ if

$$
\begin{equation*}
\operatorname{Pr}\left(X_{2}>x_{2} \mid X_{1}>x_{1}\right)=\bar{F}\left(x_{1}, x_{2}\right) / \bar{F}_{1}\left(x_{1}\right) \uparrow x_{1} \forall x_{2} . \tag{2.6}
\end{equation*}
$$

Similarly, $X_{2}$ is left-tail decreasing (LTD) in $X_{1}$ if

$$
\begin{equation*}
\operatorname{Pr}\left(X_{2} \leq x_{2} \mid X_{1} \leq x_{1}\right)=F\left(x_{1}, x_{2}\right) / F_{1}\left(x_{1}\right) \downarrow x_{1} \forall x_{2} . \tag{2.7}
\end{equation*}
$$

The reason why (2.6) and (2.7) are positive dependence conditions is that, for (2.6), $X_{2}$ is more likely to take on larger values as $X_{1}$ increases, and, for (2.7), $X_{2}$ is more likely to take on smaller values as $X_{1}$ decreases. Reversing the directions of the monotonicities lead to negative dependence conditions.

A multivariate extension of RTI for an $m$-vector ( $X_{1}, \ldots, X_{m}$ ) is: $X_{i}, i \in A^{c}$, is RTI in $X_{j}, j \in A$, if

$$
\operatorname{Pr}\left(X_{i}>x_{i}, i \in A^{c} \mid X_{j}>x_{j}, j \in A\right) \uparrow x_{k}, k \in A
$$

where $A$ is a non-empty subset of $\{1, \ldots, m\}$. Similarly, there is a multivariate extension of LTD.

### 2.1.4 Associated random variables

Let $\mathbf{X}$ be a random $m$-vector. $\mathbf{X}$ is (positively) associated if the inequality

$$
\begin{equation*}
\mathrm{E}\left[g_{1}(\mathbf{X}) g_{2}(\mathbf{X})\right] \geq \mathrm{E}\left[g_{1}(\mathbf{X})\right] \mathrm{E}\left[g_{2}(\mathbf{X})\right] \tag{2.8}
\end{equation*}
$$

holds for all real-valued functions $g_{1}, g_{2}$ which are increasing (in each component) and are such that the expectations in (2.8) exist. Intuitively, this is a positive dependence condition for $\mathbf{X}$ because it means that two increasing functions of $\mathbf{X}$ have positive covariance whenever the covariance exists.

It may appear impossible to check this condition of association directly given a cdf $F$ for $\mathbf{X}$. Where association of a random vector can be established, it is usually done by making use of a stochastic representation for $\mathbf{X}$. One important consequence of the association condition is that it implies the POD condition; see Section 2.1.7 on relationships between concepts of positive dependence.

For a random variable (with $m=1$ ), inequality (2.8) holds whenever the expectations exist.
Lemma 2.1 For a rv $X, \mathrm{E}\left[g_{1}(X) g_{2}(X)\right] \geq \mathrm{E}\left[g_{1}(X)\right] \mathrm{E}\left[g_{2}(X)\right]$ for all increasing real-valued functions $g_{1}, g_{2}$ such that the expectations exist.
Proof. For binary increasing functions $g_{j}(x)=I_{\left(a_{j}, \infty\right)}(x)$, the lefthand side of (2.8) becomes $\operatorname{Pr}\left(X>\max \left\{a_{1}, a_{2}\right\}\right)$ and the righthand side becomes $\operatorname{Pr}\left(X>a_{1}\right) \operatorname{Pr}\left(X>a_{2}\right)$ so that inequality (2.8) holds and is equivalent to $\operatorname{Cov}\left[g_{1}(X), g_{2}(X)\right] \geq 0$. For general increasing functions $g_{1}, g_{2}$ such that the covariance exist, Hoeffding's identity (see Exercise 2.15) leads to

$$
\begin{align*}
& \operatorname{Cov} {\left[g_{1}(X), g_{2}(X)\right] }  \tag{2.9}\\
& \quad= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \operatorname{Cov}\left[I_{\left(s_{1}, \infty\right)}\left(g_{1}(X)\right), I_{\left(s_{2}, \infty\right)}\left(g_{2}(X)\right)\right] d s_{2} d s_{1} \\
& \quad=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \operatorname{Cov}\left[I_{\left(g_{1}^{-1}\left(s_{1}\right), \infty\right)}(X), I_{\left(g_{2}^{-1}\left(s_{2}\right), \infty\right)}(X)\right] d s_{2} d s_{1}
\end{align*}
$$

and the integrand is always non-negative from the binary case.
There exists a definition for negative association but it will not be given here as it is not needed in subsequent chapters.

### 2.1.5 Total positivity of order 2

A non-negative function $b$ on $A^{2}$, where $A \subset \Re$, is totally positive of order $2\left(\mathrm{TP}_{2}\right)$ if for all $x_{1}<y_{1}, x_{2}<y_{2}$, with $x_{i}, y_{j} \in A$,

$$
\begin{equation*}
b\left(x_{1}, x_{2}\right) b\left(y_{1}, y_{2}\right) \geq b\left(x_{1}, y_{2}\right) b\left(y_{1}, x_{2}\right) . \tag{2.10}
\end{equation*}
$$

The 'order 2' part of the definition comes from writing the difference $b\left(x_{1}, x_{2}\right) b\left(y_{1}, y_{2}\right)-b\left(x_{1}, y_{2}\right) b\left(y_{1}, x_{2}\right)$ as the determinant of a square matrix of order 2. Total positivity of higher orders involves the non-negativity of determinants of larger square matrices. If the inequality in (2.10) is reversed then $b$ is reverse rule of order 2 $\left(\mathrm{RR}_{2}\right)$.

For a bivariate $\operatorname{cdf} F$ with density $f$, three notions of positive dependence are: (i) $f$ is $\mathrm{TP}_{2}$; (ii) $F$ is $\mathrm{TP}_{2}$; (iii) $\bar{F}$ is $\mathrm{TP}_{2}$. The reasoning behind (i) as a positive dependence condition is that for $x_{1}<y_{1}, x_{2}<y_{2}, f\left(x_{1}, x_{2}\right) f\left(y_{1}, y_{2}\right) \geq f\left(x_{1}, y_{2}\right) f\left(y_{1}, x_{2}\right)$ means that it is more likely to have two pairs with components matching high-high and low-low than two pairs with components matching high-low and low-high. Similarly, $f \mathrm{RR}_{2}$ is a negative dependence condition.

It is shown later in Section 2.1 .7 that $f \mathrm{TP}_{2}$ implies both $F$ and $\bar{F} \mathrm{TP}_{2}$, and either $F \mathrm{TP}_{2}$ or $\bar{F} \mathrm{TP}_{2}$ implies that $F$ is PQD . Hence both (ii) and (iii) are positive dependence conditions. A direct explanation for (ii) as a positive dependence condition is as follows. The condition of $F \mathrm{TP}_{2}$ is given by:

$$
F\left(x_{1}, x_{2}\right) F\left(y_{1}, y_{2}\right)-F\left(x_{1}, y_{2}\right) F\left(y_{1}, x_{2}\right) \geq 0, \forall x_{1}<y_{1}, x_{2}<y_{2} .
$$

This is equivalent to:

$$
\begin{gather*}
F\left(x_{1}, x_{2}\right)\left[F\left(y_{1}, y_{2}\right)-F\left(y_{1}, x_{2}\right)-F\left(x_{1}, y_{2}\right)+F\left(x_{1}, x_{2}\right)\right] \\
-\left[F\left(x_{1}, y_{2}\right)-F\left(x_{1}, x_{2}\right)\right]\left[F\left(y_{1}, x_{2}\right)-F\left(x_{1}, x_{2}\right)\right] \geq 0,  \tag{2.11}\\
\forall x_{1}<y_{1}, x_{2}<y_{2}
\end{gather*}
$$

If $\left(X_{1}, X_{2}\right) \sim F$, then the inequality in (2.11) is the same as

$$
\begin{aligned}
& \operatorname{Pr}\left(X_{1} \leq x_{1}, X_{2} \leq x_{2}\right) \operatorname{Pr}\left(x_{1}<X_{1} \leq y_{1}, x_{2}<X_{2} \leq y_{2}\right) \\
& \quad-\operatorname{Pr}\left(X_{1} \leq x_{1}, x_{2}<X_{2} \leq y_{2}\right) \operatorname{Pr}\left(x_{1}<X_{1} \leq y_{1}, X_{2} \leq x_{2}\right) \geq 0,
\end{aligned}
$$

for all $x_{1}<y_{1}, x_{2}<y_{2}$. This has an interpretation as before for high-high and low-low pairs versus high-low and low-high. Similarly, the inequality resulting from $\bar{F} \mathrm{TP}_{2}$ can be written in the form of (2.11) with the survival function $\bar{F}$ replacing $F$.

The conditions of $F \mathrm{TP}_{2}$ and $\bar{F} \mathrm{TP}_{2}$ occur as necessary and sufficient conditions for a bivariate cdf or survival function to be max- or min-infinitely divisible; see Section 2.1.8.

A multivariate extension of $\mathrm{TP}_{2}$ is the following. Let $\mathbf{X}$ be a random $m$-vector with density $f$. $\mathbf{X}$ or $f$ is multivariate totally positive of order $2\left(\mathrm{MTP}_{2}\right)$ if

$$
\begin{equation*}
f(\mathbf{x} \vee \mathbf{y}) f(\mathbf{x} \wedge \mathbf{y}) \geq f(\mathbf{x}) f(\mathbf{y}) \tag{2.12}
\end{equation*}
$$

for all $\mathbf{x}, \mathbf{y} \in \Re^{m}$, where

$$
\begin{aligned}
\mathbf{x} \vee \mathbf{y} & =\left(\max \left\{x_{1}, y_{1}\right\}, \max \left\{x_{2}, y_{2}\right\}, \ldots, \max \left\{x_{m}, y_{m}\right\}\right), \\
\mathbf{x} \wedge \mathbf{y} & =\left(\min \left\{x_{1}, y_{1}\right\}, \min \left\{x_{2}, y_{2}\right\}, \ldots, \min \left\{x_{m}, y_{m}\right\}\right)
\end{aligned}
$$

An important property of $\mathrm{MTP}_{2}$ is that if a density is $\mathrm{MTP}_{2}$, then so are all of its marginal densities of order 2 and higher (see the proof in Section 2.1.7).

If the inequality in (2.12) is reversed, then $f$ is multivariate reverse rule of order $2\left(\mathrm{MRR}_{2}\right)$. This is a weak negative dependence concept because, unlike $\mathrm{MTP}_{2}$, the property of $\mathrm{MRR}_{2}$ is not closed under the taking of margins. (An example of non-closure is given in Section 9.2.1.)

### 2.1.6 Positive function dependence

Positive function dependence is a concept of dependence for the special case in which all univariate margins are the same, i.e., for $\mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$, with $F_{1}=\cdots=F_{m}\left(=F_{0}\right.$, say $)$. For the bivariate case, let $X_{1}, X_{2}$ be dependent rvs with cdf $F_{0}$ and suppose ( $X_{1}, X_{2}$ ) $\sim F$. Then ( $X_{1}, X_{2}$ ) or $F$ is positive function dependent (PFD) if

$$
\begin{equation*}
\operatorname{Cov}\left[h\left(X_{1}\right), h\left(X_{2}\right)\right] \geq 0, \forall \text { real-valued } h \tag{2.13}
\end{equation*}
$$

such that the covariance exists. The multivariate extension with $X_{1}, \ldots, X_{m}$ being dependent rvs with $\operatorname{cdf} F_{0}$ and $\left(X_{1}, \ldots, X_{m}\right) \sim$ $F$ is that $\left(X_{1}, \ldots, X_{m}\right)$ is positive function dependent if

$$
\begin{equation*}
\mathrm{E}\left[\prod_{i=1}^{m} h\left(X_{i}\right)\right] \geq \prod_{i=1}^{m} \mathrm{E}\left[h\left(X_{i}\right)\right], \forall \text { real-valued } h \tag{2.14}
\end{equation*}
$$

such that the expectations exist. If $m$ is odd, then there is the further restriction that $h$ be non-negative.

In the statistical literature, this concept has been called 'positive dependence', but here we use the term 'positive function dependence' in order to avoid confusion with the general notion of positive dependence (i.e., many definitions in Section 2.1 are concepts of either positive or negative dependence). In Section 8.5, we show an application of positive function dependence to inference for stationary dependent sequences.

Similar to the definition of association, it looks as if (2.13) and (2.14) would be difficult to establish analytically in general. Again, where PFD can be established, it is usually done by making use of a stochastic representation for $\mathbf{X}$. For example, a condition that implies PFD in the bivariate case is positive dependent by mixture, which means that $F\left(x_{1}, x_{2}\right)$ (or $\bar{F}\left(x_{1}, x_{2}\right)$ ) has the representation $\int G\left(x_{1} ; \alpha\right) G\left(x_{2} ; \alpha\right) d M(\alpha)$ (or $\left.\int \bar{G}\left(x_{1} ; \alpha\right) \bar{G}\left(x_{2} ; \alpha\right) d M(\alpha)\right)$, where $M$ is a mixing distribution and $G(\cdot ; \alpha)$ is an appropriately chosen family of distributions so that the representation holds. The proof is left as an exercise.

### 2.1.7 Relationships among dependence properties

In this subsection, invariance results and results on relationships among dependence properties are given. The first theorem is trivial so its proof is omitted.

Theorem 2.2 All of the dependence properties in Sections 2.1.1 to 2.1.6 are invariant with respect to strictly increasing transformations on the components of the random vector. For example, if $\left(X_{1}, X_{2}\right)$ is $P Q D$ then so is $\left(a_{1}\left(X_{1}\right), a_{2}\left(X_{2}\right)\right)$ for strictly increasing functions $a_{1}, a_{2}$.
Theorem 2.3 Relations in the bivariate case are:
(a) $T P_{2}$ density $\Rightarrow S I \Rightarrow$ LTD, RTI;
(b) LTD or $R T I \Rightarrow$ association $\Rightarrow P Q D$;
(c) $T P_{2}$ density $\Rightarrow T P_{2}$ cdf and $T P_{2}$ survival function;
(d) $T P_{2} c d f \Rightarrow L T D$, and $T P_{2}$ survival function $\Rightarrow$ RTI.

Proof. $\mathrm{TP}_{2}$ density $\Rightarrow$ SI: Let $\left(X_{1}, X_{2}\right) \sim F$ with density $f$. We need to show $\operatorname{Pr}\left(X_{2}>y \mid X_{1}=x\right) \leq \operatorname{Pr}\left(X_{2}>y \mid X_{1}=x^{\prime}\right)$ for arbitrary $x<x^{\prime}$. This is equivalent to showing

$$
\int_{y}^{\infty} f(x, z) d z \int_{-\infty}^{\infty} f\left(x^{\prime}, w\right) d w \leq \int_{y}^{\infty} f\left(x^{\prime}, z\right) d z \int_{-\infty}^{\infty} f(x, w) d w
$$

or

$$
\int_{y}^{\infty} \int_{-\infty}^{\infty}\left[f\left(x^{\prime}, z\right) f(x, w)-f(x, z) f\left(x^{\prime}, w\right)\right] d w d z \geq 0
$$

But the left-hand side of the above inequality simplifies to

$$
\int_{y}^{\infty} \int_{-\infty}^{y}\left[f\left(x^{\prime}, z\right) f(x, w)-f(x, z) f\left(x^{\prime}, w\right)\right] d w d z
$$

and the integrand is non-negative for all $(z, w) \in(y, \infty) \times(-\infty, y]$ by the $\mathrm{TP}_{2}$ assumption.

SI $\Rightarrow$ RTI (SI $\Rightarrow$ LTD is similar): Let $x<x^{\prime}$ and let ( $X_{1}, X_{2}$ ) $\sim$ $F$. Since $\bar{F}_{2 \mid 1}\left(x_{2} \mid x_{1}\right)=\operatorname{Pr}\left(X_{2}>x_{2} \mid X_{1}=x_{1}\right)$ is increasing in $x_{1}$, there is an inequality for the weighted averages when this conditional probability is weighted against the density of $X_{1}$, i.e.,

$$
\frac{\int_{x}^{\infty} \bar{F}_{2 \mid 1}\left(x_{2} \mid x_{1}\right) d F_{1}\left(x_{1}\right)}{\bar{F}_{1}(x)} \leq \frac{\int_{x^{\prime}}^{\infty} \bar{F}_{2 \mid 1}\left(x_{2} \mid x_{1}\right) d F_{1}\left(x_{1}\right)}{\bar{F}_{1}\left(x^{\prime}\right)}
$$

This inequality is the same as

$$
\operatorname{Pr}\left(X_{2}>x_{2} \mid X_{1}>x\right) \leq \operatorname{Pr}\left(X_{2}>x_{2} \mid X_{1}>x^{\prime}\right)
$$

and this is the RTI condition.
LTD or RTI $\Rightarrow$ association: The proof of this is lengthy and requires technical details. It is omitted here but is given in Esary and Proschan (1972). We give instead a simple proof of the implication
'SI $\Rightarrow$ association', since this gives an indication of how to work with the concept of associated rvs.

SI $\Rightarrow$ association: Let $a$ and $b$ be increasing functions on $\Re^{2}$. Assuming that second-order moments exist,

$$
\begin{align*}
& \operatorname{Cov}\left[a\left(X_{1}, X_{2}\right), b\left(X_{1}, X_{2}\right)\right]=\mathrm{E}\left\{\operatorname{Cov}\left[a\left(X_{1}, X_{2}\right), b\left(X_{1}, X_{2}\right) \mid X_{1}\right]\right\} \\
& \quad+\operatorname{Cov}\left(\mathrm{E}\left[a\left(X_{1}, X_{2}\right) \mid X_{1}\right], \mathrm{E}\left[b\left(X_{1}, X_{2}\right) \mid X_{1}\right]\right) . \tag{2.15}
\end{align*}
$$

Let $a^{*}\left(X_{1}\right)=\mathrm{E}\left[a\left(X_{1}, X_{2}\right) \mid X_{1}\right], b^{*}\left(X_{1}\right)=\mathrm{E}\left[b\left(X_{1}, X_{2}\right) \mid X_{1}\right]$. Then $a^{*}$ and $b^{*}$ are increasing functions since $a$ and $b$ are increasing and $X_{2}$ is SI in $X_{1}$, so that the second term on the right of (2.15) is nonnegative, by Lemma 2.1 in Section 2.1.4. For the first term on the right of (2.15), $a\left(x_{1}, X_{2}\right), b\left(x_{1}, X_{2}\right)$ are increasing in $X_{2}$ for each fixed $x_{1}$ so that the conditional covariance is non-negative for each $x_{1}$ (again by Lemma 2.1). Hence unconditionally the expectation in the first term is non-negative.

Association $\Rightarrow$ PQD: The bivariate case is a special case of the multivariate result of 'association $\Rightarrow$ POD', which is proved in the next theorem.
$\mathrm{TP}_{2}$ density $\Rightarrow \mathrm{TP}_{2}$ cdf ( $\mathrm{TP}_{2}$ density $\Rightarrow \mathrm{TP}_{2}$ survival function is similar): Let $\left(X_{1}, X_{2}\right) \sim F$ with density $f$. Let $x_{1}<y_{1}, x_{2}<y_{2}$. Then $f \mathrm{TP}_{2}$ implies that
$\int_{-\infty}^{x_{1}} \int_{-\infty}^{x_{2}} \int_{x_{1}}^{y_{1}} \int_{x_{2}}^{y_{2}}\left[f\left(s_{1}, s_{2}\right) f\left(t_{1}, t_{2}\right)-f\left(s_{1}, t_{2}\right) f\left(t_{1}, s_{2}\right)\right] d t_{2} d t_{1} d s_{2} d s_{1}$ is non-negative or

$$
\begin{aligned}
& F\left(x_{1}, x_{2}\right)\left[F\left(y_{1}, y_{2}\right)-F\left(y_{1}, x_{2}\right)-F\left(x_{1}, y_{2}\right)+F\left(x_{1}, x_{2}\right)\right] \\
& \quad \geq\left[F\left(x_{1}, y_{2}\right)-F\left(x_{1}, x_{2}\right)\right]\left[F\left(y_{1}, x_{2}\right)-F\left(x_{1}, x_{2}\right)\right] .
\end{aligned}
$$

This is equivalent to the $\mathrm{TP}_{2}$ condition for the cdf (see inequality (2.11) in Section 2.1.5).
$\mathrm{TP}_{2} \mathrm{cdf} \Rightarrow$ LTD ( $\mathrm{TP}_{2}$ survival function $\Rightarrow \mathrm{RTI}$ is similar): Let $y_{2} \rightarrow \infty$ and suppose $x_{1}<y_{1}$; then the $\mathrm{TP}_{2}$ cdf condition implies $F\left(x_{1}, x_{2}\right) / F\left(x_{1}, \infty\right) \geq F\left(y_{1}, x_{2}\right) / F\left(y_{1}, \infty\right)$, which is the LTD condition.
Theorem 2.4 Relations in the multivariate case are:
(a) a random subvector of an associated random vector is associated;
(b) association $\Rightarrow$ PUOD and PLOD;
(c) $P D S \Rightarrow P U O D$ and $P L O D$;
(d) $C I S \Rightarrow$ association.

Proof. (a) Let $\left(X_{1}, \ldots, X_{m}\right)$ be associated and $\mathbf{X}^{s}=\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)$ be a subvector, with $1 \leq k<m$ and $i_{1}<\cdots<i_{k}$. Let $g_{1}, g_{2}$ be increasing functions on $\Re^{k}$. Then

$$
\mathrm{E}\left[g_{1}\left(\mathbf{X}^{s}\right) g_{2}\left(\mathbf{X}^{s}\right)\right] \geq \mathrm{E}\left[g_{1}\left(\mathbf{X}^{s}\right)\right] \mathrm{E}\left[g_{2}\left(\mathbf{X}^{s}\right)\right]
$$

provided the expectations exist since $g_{1}, g_{2}$ can be considered as functions of $X_{1}, \ldots, X_{m}$.
(b) Let $\left(X_{1}, \ldots, X_{m}\right)$ be associated. Fix real numbers $a_{1}, \ldots, a_{m}$. Let $g_{1}\left(x_{1}, \ldots, x_{m-1}\right)=I_{\left(a_{1}, \infty\right) \times \cdots \times\left(a_{m-1}, \infty\right)}\left(x_{1}, \ldots, x_{m-1}\right)$ and let $g_{2}\left(x_{m}\right)=I_{\left(a_{m}, \infty\right)}\left(x_{m}\right)$. Then $g_{1}, g_{2}$ are increasing functions. Inequality (2.8) leads to

$$
\operatorname{Pr}\left(X_{i}>a_{i}, i \leq m\right) \geq \operatorname{Pr}\left(X_{i}>a_{i}, i \leq m-1\right) \operatorname{Pr}\left(X_{m}>a_{m}\right)
$$

By (a) and making use of induction,

$$
\operatorname{Pr}\left(X_{i}>a_{i}, i \leq k\right) \geq \operatorname{Pr}\left(X_{i}>a_{i}, i \leq k-1\right) \operatorname{Pr}\left(X_{k}>a_{k}\right)
$$

for $k=m-1, \ldots, 2$. Therefore

$$
\operatorname{Pr}\left(X_{i}>a_{i}, i=1, \ldots, m\right) \geq \prod_{i=1}^{m} \operatorname{Pr}\left(X_{i}>a_{i}\right)
$$

or $\mathbf{X}$ is PUOD.
Similarly, to show the conclusion of PLOD, use the functions $g_{1}\left(x_{1}, \ldots, x_{m-1}\right)=-I_{\left(-\infty, a_{1}\right] \times \cdots \times\left(-\infty, a_{m-1}\right]}\left(x_{1}, \ldots, x_{m-1}\right)$ and $g_{2}\left(x_{m}\right)=-I_{\left(-\infty, a_{m}\right]}\left(x_{m}\right)$.
(c) $\left(X_{1}, \ldots, X_{m}\right)$ PDS implies

$$
\begin{aligned}
& \operatorname{Pr}\left(X_{2}>x_{2}, \ldots, X_{m}>x_{m} \mid X_{1}=x_{1}\right) \\
& \quad \geq \operatorname{Pr}\left(X_{2}>x_{2}, \ldots, X_{m}>x_{m} \mid X_{1}=x_{1}^{\prime}\right)
\end{aligned}
$$

for all $x_{1}>x_{1}^{\prime}$ and for all $x_{2}, \ldots, x_{m}$. Then

$$
\begin{aligned}
& \operatorname{Pr}\left(X_{2}>x_{2}, \ldots, X_{m}>x_{m} \mid X_{1}>x_{1}\right) \\
& \quad=\int_{x_{1}}^{\infty} \operatorname{Pr}\left(X_{2}>x_{2}, \ldots, X_{m}>x_{m} \mid X_{1}=z\right) d F_{1}(z) / \int_{x_{1}}^{\infty} d F_{1}(z) \\
& \quad \geq \int_{x_{1}^{\prime}}^{\infty} \operatorname{Pr}\left(X_{2}>x_{2}, \ldots, X_{m}>x_{m} \mid X_{1}=z\right) d F_{1}(z) / \int_{x_{1}^{\prime}}^{\infty} d F_{1}(z) \\
& \quad=\operatorname{Pr}\left(X_{2}>x_{2}, \ldots, X_{m}>x_{m} \mid X_{1}>x_{1}^{\prime}\right)
\end{aligned}
$$

for all $x_{1}>x_{1}^{\prime}$. Letting $x_{1}^{\prime} \rightarrow-\infty$ yields

$$
\begin{equation*}
\operatorname{Pr}\left(X_{j}>x_{j}, j \leq m\right) \geq \operatorname{Pr}\left(X_{1}>x_{1}\right) \operatorname{Pr}\left(X_{2}>x_{2}, \ldots, X_{m}>x_{m}\right) \tag{2.16}
\end{equation*}
$$

Since a subset of a vector that is PDS is also PDS, $\left(X_{j}, \ldots, X_{m}\right)$ is PDS for $j=2, \ldots, m-1$ and by induction $\operatorname{Pr}\left(X_{j}>x_{j}, j=\right.$ $1, \ldots, m) \geq \prod_{j=1}^{m} \operatorname{Pr}\left(X_{j}>x_{j}\right)$ or $\left(X_{1}, \ldots, X_{m}\right)$ is PUOD.

The conclusion of PLOD follows similarly since $\left(X_{1}, \ldots, X_{m}\right)$ PDS implies $\operatorname{Pr}\left(X_{2} \leq x_{2}, \ldots, X_{m} \leq x_{m} \mid X_{1}=x_{1}\right) \geq \operatorname{Pr}\left(X_{2} \leq\right.$ $\left.x_{2}, \ldots, X_{m} \leq x_{m} \mid X_{1}=x_{1}^{\prime}\right)$ for all $x_{1}<x_{1}^{\prime}$. A similar inequality then holds conditional on $X_{1} \leq x_{1}$ and $X_{1} \leq x_{1}^{\prime}$. An inequality like (2.16) results by letting $x_{1}^{\prime} \rightarrow \infty$.
(d) The proof is similar to that of ' $\mathrm{SI} \Rightarrow$ association' in the preceding theorem.

Note that as a consequence of part (d) of Theorem 2.4, independent rvs are associated since they clearly satisfy the CIS condition. Theorem 2.5 Let $\left(X_{1}, \ldots, X_{m}\right)$ have density $f$ which is $M T P_{2}$. Then all of marginal densities of $f$ of order 2 and higher are also $M T P_{2}$.
Proof. This proof is modified from Karlin and Rinott (1980a). Suppose densities for $X_{j}$ exist relative to the measure $\nu$. Because of symmetry and induction, it suffices to show that the density of $\left(X_{1}, \ldots, X_{m-1}\right)$ is $\mathrm{MTP}_{2}$, or that

$$
\begin{align*}
& \int_{s<t}\left[f\left(\mathbf{x}_{m-1}, s\right) f\left(\mathbf{y}_{m-1}, t\right)+f\left(\mathbf{x}_{m-1}, t\right) f\left(\mathbf{y}_{m-1}, s\right)\right] d \nu(s) d \nu(t) \\
& \leq \int_{s<t}\left[f\left(\mathbf{x}_{m-1} \vee \mathbf{y}_{m-1}, s\right) f\left(\mathbf{x}_{m-1} \wedge \mathbf{y}_{m-1}, t\right)\right.  \tag{2.17}\\
& \left.\quad+f\left(\mathbf{x}_{m-1} \vee \mathbf{y}_{m-1}, t\right) f\left(\mathbf{x}_{m-1} \wedge \mathbf{y}_{m-1}, s\right)\right] d \nu(s) d \nu(t)
\end{align*}
$$

where $\mathbf{x}_{m-1}=\left(x_{1}, \ldots, x_{m-1}\right), \mathbf{y}_{m-1}=\left(y_{1}, \ldots, y_{m-1}\right)$. (For the 'discrete' case, the inequality

$$
\begin{aligned}
& \int_{s=t}\left[f\left(\mathbf{x}_{m-1}, s\right) f\left(\mathbf{y}_{m-1}, s\right)+f\left(\mathbf{x}_{m-1}, s\right) f\left(\mathbf{y}_{m-1}, s\right)\right] d \nu(s) d \nu(t) \\
& \leq 2 \int_{s=t}\left[f\left(\mathbf{x}_{m-1} \vee \mathbf{y}_{m-1}, s\right) f\left(\mathbf{x}_{m-1} \wedge \mathbf{y}_{m-1}, s\right)\right] d \nu(s) d \nu(t)
\end{aligned}
$$

follows easily from the $\mathrm{MTP}_{2}$ property of $f$.) In (2.17), let

$$
\begin{aligned}
a & =f\left(\mathbf{x}_{m-1}, s\right) f\left(\mathbf{y}_{m-1}, t\right), \quad b=f\left(\mathbf{x}_{m-1}, t\right) f\left(\mathbf{y}_{m-1}, s\right), \\
c & =f\left(\mathbf{x}_{m-1} \vee \mathbf{y}_{m-1}, s\right) f\left(\mathbf{x}_{m-1} \wedge \mathbf{y}_{m-1}, t\right), \\
d & =f\left(\mathbf{x}_{m-1} \vee \mathbf{y}_{m-1}, t\right) f\left(\mathbf{x}_{m-1} \wedge \mathbf{y}_{m-1}, s\right),
\end{aligned}
$$

with $s<t$. From the $\mathrm{MTP}_{2}$ property for $f, d \geq a, b$ and $a b \leq c d$ (the latter from matching up terms with $s$ and $t$ separately). Then
$(c+d)-(a+b)=d^{-1}[(d-a)(d-b)+(c d-a b)] \geq 0$ and inequality (2.17) holds.

### 2.1.8 Max-infinite and min-infinite divisibility

For a univariate cdf $F$, all positive powers $F^{\gamma}\left(\bar{F}^{\gamma}\right), \gamma>0$, are cdfs (survival functions). This need not be the case for multivariate cdfs. In general, for an $m$-variate cdf $F, F^{\gamma}\left(\bar{F}^{\gamma}\right)$ is a cdf (survival function) for all $\gamma \geq m-1$. If $F^{\gamma}$ is a cdf for all $\gamma>0$, then $F$ is max-infinitely divisible (max-id), and if $\bar{F}^{\gamma}$ is a survival function for all $\gamma>0$, then $F$ is min-infinitely divisible (minid).

The explanations for these definitions are as follows. If $F$ is maxid and $\mathbf{X}=\left(X_{1}, \ldots, X_{m}\right) \sim F$, then for all positive integers $n$, $F^{1 / n}$ is a cdf. If $\left(X_{i 1}^{(n)}, \ldots, X_{i m}^{(n)}\right), i=1, \ldots, n$, are iid with cdf $F^{1 / n}$, then

$$
\mathbf{X} \stackrel{d}{=}\left(\max _{i} X_{i 1}^{(n)}, \ldots, \max _{i} X_{i m}^{(n)}\right)
$$

where the maxima are over the indices 1 to $n$. For min-id, replace max by min and cdf by survival function.

The max-id and min-id conditions are equivalent respectively to being a $\mathrm{TP}_{2}$ cdf and $\mathrm{TP}_{2}$ survival function in the bivariate case, and hence they are (strong) dependence conditions. These proofs are given next and then conditions are given in the multivariate case.

Theorem 2.6 Let $F$ be a bivariate cdf.
(a) $F$ is max-id if and only if $F$ is $T P_{2}$.
(b) $F$ is min-id if and only if $\bar{F}$ is $T P_{2}$.

Proof. (a) Let $R(x, y)=\log F(x, y)$, so that $R$ is increasing in $x$ and $y$. Then $F \mathrm{TP}_{2}$ implies that for $\delta, \epsilon>0, R(x+\delta, y+\epsilon) \geq$ $R(x, y+\epsilon)+R(x+\delta, y)-R(x, y)$. Since $e^{z}$ is convex and increasing in $z$, for $\gamma>0$,
$e^{\gamma R(x, y+\epsilon)}-e^{\gamma R(x, y)} \leq e^{\gamma[R(x, y+\epsilon)+R(x+\delta, y)-R(x, y)]}-e^{\gamma R(x+\delta, y)}$

$$
\leq e^{\gamma R(x+\delta, y+\epsilon)}-e^{\gamma R(x+\delta, y)}
$$

This is equivalent to $F^{\gamma}(x+\delta, y+\epsilon)-F^{\gamma}(x+\delta, y)-F^{\gamma}(x, y+\epsilon)+$ $F^{\gamma}(x, y) \geq 0$ for all $\gamma>0$. Hence, from the rectangle inequality, $F^{\gamma}$ is a cdf for all $\gamma>0$.

For the converse, if $F$ is max-id, then

$$
w(\gamma)=F^{\gamma}(x+\delta, y+\epsilon)-F^{\gamma}(x+\delta, y)-F^{\gamma}(x, y+\epsilon)+F^{\gamma}(x, y) \geq 0
$$

for all $\delta, \epsilon, \gamma>0$. Since $w$ is continuous and differentiable and $w(0)=0$, the right derivative of $w(\gamma)$ at 0 is non-negative. This leads to

$$
\log \left[\frac{F(x+\delta, y+\epsilon) F(x, y)}{F(x+\delta, y) F(x, y+\epsilon)}\right] \geq 0
$$

for all $\delta, \epsilon>0$. Equivalently, $F$ is $\mathrm{TP}_{2}$.
The proof of (b) is similar and is left as an exercise.
For a multivariate distribution $F$ to be max-id, a necessary condition is that all bivariate margins are $\mathrm{TP}_{2}$. Hence max-id is a (strong) positive dependence condition.

A general condition for max-id, which generalizes the above bivariate result to any dimension $m$, is given next.
Theorem 2.7 Let $m \geq 2$. Suppose $F(\mathbf{x})$ is an $m$-variate distribution with a density (with respect to Lebesgue measure) and let $R=\log F$. For a subset $S$ of $\{1, \ldots, m\}$, let $R_{S}$ denote the partial derivative of $R$ with respect to $x_{i}, i \in S$. A necessary and sufficient condition for $F$ to be max-id is that $R_{S} \geq 0$ for all (non-empty) subsets $S$ of $\{1, \ldots, m\}$.
Proof. We look at the derivatives of $H=F^{\gamma}=e^{\gamma R}$ with respect to $x_{1}, \ldots, x_{m}, i=1, \ldots, m$, and then permute indices. All of the derivatives must be non-negative for all $\gamma>0$ if $F$ is max-id. The derivatives are:

$$
\begin{aligned}
& \partial H / \partial x_{1}=\gamma H R_{1}, \\
& \partial^{2} H / \partial x_{1} \partial x_{2}=\gamma^{2} H R_{1} R_{2}+\gamma H R_{12}, \\
& \partial^{3} H / \partial x_{1} \partial x_{2} \partial x_{3}=\gamma^{3} H R_{1} R_{2} R_{3}+\gamma^{2} H\left[R_{1} R_{23}+R_{2} R_{13}+\right. \\
& \left.R_{3} R_{12}\right]+\gamma H R_{123}, \text { etc. }
\end{aligned}
$$

For the non-negativity of $\partial^{|S|} H / \prod_{i \in S} \partial x_{i}$ for $\gamma>0$ arbitrarily small, a necessary condition is that $R_{S} \geq 0$. From the form of the derivatives above, it is clear that $R_{S} \geq 0$ for all $S$ is a sufficient condition.

For multivariate distributions which have special forms, simpler conditions can be obtained. These are obtained in Section 4.3 where mixtures of powers of a max-id or min-id multivariate distribution are used to obtain families of multivariate distributions.

### 2.1.9 Kendall's tau and Spearman's rho ${ }^{\circ}$

Kendall's tau (denoted by $\tau$ ) and Spearman's rho (denoted by $\rho_{S}$ or
$\rho$ ) are bivariate measures of (monotone) dependence for continuous
variables that are (i) invariant with respect to strictly increasing transformations and (ii) equal to 1 for the bivariate Fréchet upper bound (one variable is an increasing transform of the other) and -1 for the Fréchet lower bound (one variable is a decreasing transform of the other). These two properties do not hold for Pearson's correlation, so that $\tau$ and $\rho_{S}$ are more desirable as measures of association for multivariate non-normal distributions. Another property (Exercise 2.10) is that $\tau$ and $\rho_{S}$ are increasing with respect to the concordance ordering of Section 2.2.1.

Definition. Let $F$ be a continuous bivariate $c \mathrm{df}$ and let ( $X_{1}, X_{2}$ ), ( $X_{1}^{\prime}, X_{2}^{\prime}$ ) be independent random pairs with distribution $F$. Then Kendall's tau is

$$
\begin{gathered}
\tau=\operatorname{Pr}\left(\left(X_{1}-X_{1}^{\prime}\right)\left(X_{2}-X_{2}^{\prime}\right)>0\right)-\operatorname{Pr}\left(\left(X_{1}-X_{1}^{\prime}\right)\left(X_{2}-X_{2}^{\prime}\right)<0\right) \\
\quad=2 \operatorname{Pr}\left(\left(X_{1}-X_{1}^{\prime}\right)\left(X_{2}-X_{2}^{\prime}\right)>0\right)-1=4 \int F d F-1
\end{gathered}
$$

Definition. Let $F$ be a continuous bivariate cdf with univariate margins $F_{1}, F_{2}$ and let $\left(X_{1}, X_{2}\right) \sim F$; then Spearman's rho is the correlation of $F_{1}\left(X_{1}\right)$ and $F_{2}\left(X_{2}\right)$. Since $F_{1}\left(X_{1}\right)$ and $F_{2}\left(X_{2}\right)$ are $U(0,1)$ rvs (under the assumption of continuity), their expectations are $1 / 2$, their variances are $1 / 12$, and Spearman's rho is

$$
\rho_{S}=12 \iint F_{1}\left(x_{1}\right) F_{2}\left(x_{2}\right) d F\left(x_{1}, x_{2}\right)-3=12 \iint \bar{F} d F_{1} d F_{2}-3 .
$$

The condition $\left(X_{1}-X_{1}^{\prime}\right)\left(X_{2}-X_{2}^{\prime}\right)>0$ corresponds to $\left(X_{1}, X_{2}\right)$, ( $X_{1}^{\prime}, X_{2}^{\prime}$ ) being two concordant pairs in that one of the two pairs has the larger value for both components, and the condition ( $X_{1}-$ $\left.X_{1}^{\prime}\right)\left(X_{2}-X_{2}^{\prime}\right)<0$ corresponds to $\left(X_{1}, X_{2}\right),\left(X_{1}^{\prime}, X_{2}^{\prime}\right)$ being two discordant pairs in that for each pair one component is larger than the corresponding component of the other pair and one is smaller. Hence Kendall's tau is the difference of the probability of two random concordant pairs and the probability of two random discordant pairs. If there is an increasing (decreasing) transform from one variable to the other, the probability of a concordant (discordant) pair is 1 and the probability of a discordant (concordant) pair is 0 .

Because $\tau$ and $\rho_{S}$ are invariant to strictly increasing transformations, their definitions could be written in terms of the copula $C$ associated with $F$. That is,

$$
\begin{aligned}
\tau & =4 \int C d C-1 \text { and } \\
\rho_{S} & =12 \iint u v d C(u, v)-3=12 \iint \bar{C}(u, v) d u d v-3
\end{aligned}
$$

The relation to the sample version of $\rho_{S}$ can now be seen. For bivariate data, $\rho_{S}$ is the rank correlation and the rank transformation is like the probability transform of a rv to $U(0,1)$.

### 2.1.10 Tail dependence ${ }^{\circ}$

The concept of bivariate tail dependence relates to the amount of dependence in the upper-quadrant tail or lower-quadrant tail of a bivariate distribution. It is a concept that is relevant to dependence in extreme values (which depends mainly on the tails) and in the derivation of multivariate extreme value distributions from the taking of limits (see Chapter 6). Because of invariance to increasing transformations, the definition will be given in terms of copulas. The symbol used for a tail dependence parameter is $\lambda$.

Definition. If a bivariate copula $C$ is such that

$$
\lim _{u \rightarrow 1} \bar{C}(u, u) /(1-u)=\lambda_{U}
$$

exists, then $C$ has upper tail dependence if $\lambda_{U} \in(0,1]$ and no upper tail dependence if $\lambda_{U}=0$. Similarly, if

$$
\lim _{u \rightarrow 0} C(u, u) / u=\lambda_{L}
$$

exists, $C$ has lower tail dependence if $\lambda_{L} \in(0,1]$ and no lower tail dependence if $\lambda_{L}=0$.

The reasoning behind these definitions is as follows. Suppose $\left(U_{1}, U_{2}\right) \sim C$. Then

$$
\lambda_{U}=\lim _{u \rightarrow 1} \operatorname{Pr}\left(U_{1}>u \mid U_{2}>u\right)=\lim _{u \rightarrow 1} \operatorname{Pr}\left(U_{2}>u \mid U_{1}>u\right) .
$$

A similar expression holds for $\lambda_{L}$. These expressions show that the parameters $\lambda_{U}, \lambda_{L}$ are bounded between 0 and 1 inclusive. If $\lambda_{U}>0\left(\lambda_{L}>0\right)$, there is a positive probability that one of $U_{1}, U_{2}$ takes values greater (less) than $u$ given that the other is greater (less) than $u$ for $u$ arbitrarily close to 1 (0).

### 2.1.11 Examples

In this subsection, a few examples are used to illustrate the dependence concepts in the preceding subsections.

Example 2.1 Let $f\left(x_{1}, x_{2} ; \rho\right)=(2 \pi)^{-1}\left(1-\rho^{2}\right)^{-1 / 2} \exp \left\{-\frac{1}{2}\left(x_{1}^{2}\right.\right.$ $\left.\left.+x_{2}^{2}-2 \rho x_{1} x_{2}\right) /\left(1-\rho^{2}\right)\right\},-1<\rho<1$, be the BVSN density. Then it is straightforward to show that $f$ is $\mathrm{TP}_{2}\left(\mathrm{RR}_{2}\right)$ if and only if $\rho \geq 0$ $(\rho \leq 0)$. Also the conditional distribution of the second variable
given the first is $F_{2 \mid 1}\left(x_{2} \mid x_{1}\right)=\Phi\left(\left(x_{2}-\rho x_{1}\right) / \sqrt{1-\rho^{2}}\right)$, and this is decreasing in $x_{1}$ for all $x_{2}$ if and only if $\rho \geq 0$. Hence this shows directly that $F_{2 \mid 1}$ is stochastically increasing (decreasing) if $\rho \geq 0$ ( $\rho \leq 0$ ).

Example 2.2 For the MVSN distribution with $m \times m$ correlation matrix $R=\left(\rho_{i j}\right)$, the PDS condition is equivalent to $\rho_{i j} \geq 0$ for all $i, j$. Also the association condition is equivalent to $\rho_{i j} \geq 0$ for all $i, j$. Let $A=R^{-1}=\left(a_{i j}\right)$; then the $\mathrm{MTP}_{2}$ condition is equivalent to $a_{i j} \leq 0$ for all $i \neq j$.
Proof. Let $\left(X_{1}, \ldots, X_{m}\right)$ be MVSN with correlation matrix $R=$ $\left(\rho_{i j}\right)$. Note that the mean vector of $\left(X_{2}, \ldots, X_{m}\right)$ given $X_{1}=x_{1}$ is $\left(\rho_{12}, \ldots, \rho_{1 m}\right) x_{1}$, so that the stochastic increasing property holds only if $\rho_{1 j} \geq 0$ for $j=2, \ldots, m$. By permuting the indices, all correlations must be non-negative if $\left(X_{1}, \ldots, X_{m}\right)$ is PDS.

The proof of association is non-trivial; see Joag-dev, Perlman and Pitt (1983).

It is easy to show that the MVN density $\phi_{R}(\mathbf{x})$, with correlation $\operatorname{matrix} R$, is $\mathrm{TP}_{2}$ in $x_{i}, x_{j}$, for all $i \neq j$, if $a_{i j} \leq 0$ for all $i \neq j$. This implies the MTP 2 condition.

Example 2.3 Consider the family B5 of bivariate copulas in Section 5.1. With $\bar{u}=1-u, \bar{v}=1-v$, the family is

$$
\begin{equation*}
C(u, v ; \delta)=1-\left(\bar{u}^{\delta}+\bar{v}^{\delta}-[\overline{u v}]^{\delta}\right)^{1 / \delta}, \quad 1 \leq \delta<\infty \tag{2.18}
\end{equation*}
$$

The corresponding family of densities is
$c(u, v ; \delta)=\left(\bar{u}^{\delta}+\bar{v}^{\delta}-[\overline{u v}]^{\delta}\right)^{-2+1 / \delta}[\overline{u v}]^{\delta-1}\left[\delta-1+\bar{u}^{\delta}+\bar{v}^{\delta}-\bar{u}^{\delta} \bar{v}^{\delta}\right]$.
Note that the case of $\delta=1$ corresponds to the independence copula $C_{I}(u, v)=u v$.

The conditional cdf,

$$
\begin{equation*}
C_{2 \mid 1}(v \mid u ; \delta)=\left[1+\bar{v}^{\delta} \bar{u}^{-\delta}-\bar{v}^{\delta}\right]^{-1+1 / \delta}\left[1-\bar{v}^{\delta}\right] \tag{2.19}
\end{equation*}
$$

is decreasing in $u$ for each $v$, so this proves directly that $C_{2 \mid 1}$ is SI for each $\delta \geq 1$.

The demonstration that the density $c$ is $\mathrm{TP}_{2}$ reduces to showing that $h(x, y)=(1-x y)^{-2+1 / \delta}(\delta-x y)$ is $\mathrm{TP}_{2}$ in $0 \leq x, y \leq 1$ or that $h_{0}(s, t)=\left(1-e^{-s-t}\right)^{-2+1 / \delta}\left(\delta-e^{-s-t}\right)$ is $\mathrm{TP}_{2}$ in $s, t \geq 0$. The inequality $h_{0}\left(s_{1}, t_{1}\right) h_{0}\left(s_{2}, t_{2}\right) \geq h_{0}\left(s_{1}, t_{2}\right) h_{0}\left(s_{2}, t_{1}\right)$ holds for $0<$ $s_{1}<s_{2}, 0<t_{1}<t_{2}$ if $g\left(x_{1}+y_{1}\right)+g\left(x_{2}+y_{2}\right) \geq g\left(x_{1}+y_{2}\right)+g\left(x_{2}+y_{1}\right)$ for $0<x_{1}<x_{2}, 0<y_{1}<y_{2}$, where $g(z)=\log \left(\delta-e^{-z}\right)+$ $(-2+1 / \delta) \log \left(1-e^{-z}\right)$. But $g(z)$ is convex for $z>0$ and then the inequality follows from $\left(x_{1}+y_{2}, x_{2}+y_{1}\right) \prec_{m}\left(x_{1}+y_{1}, x_{2}+y_{2}\right)\left(\prec_{m}\right.$
is the majorization ordering in Marshall and Olkin 1979; see also the Appendix). To show the convexity, $g^{\prime \prime}(z)=-\delta e^{z}\left(\delta e^{z}-1\right)^{-2}+$ $(2-1 / \delta) e^{z}\left(e^{z}-1\right)^{-2}=e^{z}\left(\delta e^{z}-1\right)^{-2}\left(e^{z}-1\right)^{-2}(\delta-1) w(\delta, z)$, where $w(\delta, z)=2 \delta e^{2 z}-2 e^{z}-1+\delta^{-1}$. Note that $w(\delta, 0)=\delta^{-1}(2 \delta-1)(\delta-$ 1) $\geq 0$ and $\partial w / \partial z=4 \delta e^{2 z}-2 e^{z} \geq 0$, so that $g^{\prime \prime}(z) \geq 0$ for all $\delta \geq 1$.

The upper and lower tail dependence parameters are respectively $2-2^{1 / \delta}$ and 0 , so that (2.18) has upper tail dependence for $\delta>1$.

The PFD property follows from Exercise 2.4 and results in Sections 4.2 and 5.1.

Example 2.4 Consider the family B10 of bivariate copulas in Section 5.1:

$$
\begin{equation*}
C(u, v ; \theta)=u v[1+\theta(1-u)(1-v)], \quad-1 \leq \theta \leq 1 . \tag{2.20}
\end{equation*}
$$

This family is just a perturbation of the independence copula $C_{I}(u, v)=u v$. The distribution in (2.20) is PQD (NQD) for $0 \leq$ $\theta \leq 1(-1 \leq \theta \leq 0)$. It has a limited range of of dependence which is why it is not useful as a model; simple computations show that Kendall's tau is $2 \theta / 9$ and Spearman's rho is $\theta / 3$ so that $\tau$ is bounded in absolute value by $2 / 9$ and $\rho_{S}$ is bounded in absolute value by $1 / 3$.

Example 2.5 A family of bivariate exponential survival functions due to Gumbel (1960b) is:

$$
\bar{F}\left(x_{1}, x_{2} ; \theta\right)=e^{-x_{1}-x_{2}-\theta x_{1} x_{2}}, \quad x_{1}>0, x_{2}>0,0 \leq \theta \leq 1 .
$$

This has negative quadrant dependence and limited range of dependence so that it is not useful as a model. The amount of negative dependence increases as $\theta$ increases; for $\theta=1$, Kendall's tau and Spearman's rho are -0.361 and -0.524 , respectively.

### 2.2 Dependence orderings

Positive dependence concepts such as PQD, SI and LTD, in the preceding section, result from comparing a bivariate or multivariate random vector with a random vector of independent rvs with the same corresponding univariate distributions. That is, if $F \in$ $\mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$, the class of $m$-variate distributions with given univariate margins $F_{1}, \ldots, F_{m}$, a positive dependence concept comes from comparing whether $F$ is more positive dependent in some sense than the $\mathrm{cdf} \prod_{j=1}^{m} F_{j}$. For example, the PUOD concept compares $\operatorname{Pr}\left(X_{i}>a_{i}, i=1, \ldots, m\right)$ for $\mathbf{X} \sim F$ with $\mathbf{X} \sim \prod_{j=1}^{m} F_{j}$.

However, for a parametric family of multivariate distributions, one would be interested in more information than just positive or negative dependence (or indeterminate type of dependence). A parameter in the family is interpretable as a dependence parameter if the amount of dependence is increasing (or decreasing) as the parameter increases. This is one motivation for comparing whether one multivariate cdf is more dependent than another cdf based on some dependence concept. Comparisons can be made via dependence orderings that are partial orderings within a class $\mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$. Because of the result (1.7) on copulas, dependence orderings or comparisons should hold the univariate margins fixed, at least in the continuous case.

In this section, we first give the concordance ordering corresponding to the dependence concept of PQD and POD. Then, we discuss and list the types of properties that would be desirable for a dependence ordering; one property is that the bivariate concordance ordering should hold for all sets of corresponding bivariate margins. (There are references to the Fréchet bounds, which are studied in detail in Chapter 3.) Following this, we list some dependence orderings that generalize the concepts in Section 2.1.

### 2.2.1 Concordance ordering ${ }^{\circ}$

We first give the definition of the concordance ordering in the bivariate case.

Definition. Let $F, F^{\prime} \in \mathcal{F}\left(F_{1}, F_{2}\right)$ where $F_{1}$ and $F_{2}$ are univariate cdfs. $F^{\prime}$ is more concordant (or more PQD) than $F$, written $F \prec_{c} F^{\prime}$, if

$$
\begin{equation*}
F\left(x_{1}, x_{2}\right) \leq F^{\prime}\left(x_{1}, x_{2}\right) \quad \forall x_{1}, x_{2} \in(-\infty, \infty) \tag{2.21}
\end{equation*}
$$

From the relation between a survival function and a cdf in the bivariate case (see equation (1.3)), (2.21) is equivalent to

$$
\begin{equation*}
\bar{F}\left(x_{1}, x_{2}\right) \leq \bar{F}^{\prime}\left(x_{1}, x_{2}\right) \quad \forall x_{1}, x_{2} \in(-\infty, \infty) \tag{2.22}
\end{equation*}
$$

Note that if $\left(X_{1}, X_{2}\right) \sim F$ and $\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \sim F^{\prime}$, then the concordance ordering means that

$$
\operatorname{Pr}\left(X_{1} \leq x_{1}, X_{2} \leq x_{2}\right) \leq \operatorname{Pr}\left(X_{1}^{\prime} \leq x_{1}, X_{2}^{\prime} \leq x_{2}\right) \quad \forall x_{1}, x_{2}
$$

and

$$
\operatorname{Pr}\left(X_{1}>x_{1}, X_{2}>x_{2}\right) \leq \operatorname{Pr}\left(X_{1}^{\prime}>x_{1}, X_{2}^{\prime}>x_{2}\right) \quad \forall x_{1}, x_{2}
$$

For random vectors, we may use the notation $\left(X_{1}, X_{2}\right) \prec_{\mathrm{c}}\left(X_{1}^{\prime}, X_{2}^{\prime}\right)$ instead of $F \prec_{c} F^{\prime}$.

In the multivariate case with dimension $m \geq 3$, the orderings of cdfs and survival functions are not equivalent (i.e., the multivariate extensions of (2.21) and (2.22) are not equivalent). Hence there are various versions that could be considered as simple multivariate dependence orderings.

Definition. Let $F, F^{\prime} \in \mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$ where $F_{1}, \ldots, F_{m}$ are univariate cdfs. $F^{\prime}$ is more PLOD than $F$, written $F \prec_{c L} F^{\prime}$, if

$$
\begin{equation*}
F(\mathbf{x}) \leq F^{\prime}(\mathbf{x}) \quad \forall \mathbf{x} \in \Re^{m} . \tag{2.23}
\end{equation*}
$$

$F^{\prime}$ is more PUOD than $F$, written $F \prec_{\mathrm{cU}} F^{\prime}$, if

$$
\begin{equation*}
\bar{F}(\mathbf{x}) \leq \bar{F}^{\prime}(\mathbf{x}) \quad \forall \mathbf{x} \in \Re^{m} . \tag{2.24}
\end{equation*}
$$

$F^{\prime}$ is more concordant or more POD than $F$, written $F \prec_{c} F^{\prime}$, if both (2.23) and (2.24) hold.

The use of the term concordant here means that if $\mathbf{X}^{\prime} \sim F^{\prime}$ and $\mathbf{X} \sim F$, then the components of $\mathbf{X}^{\prime}$ are more likely than those of $\mathbf{X}$ to take on small values (or large values) simultaneously.

For the bivariate ordering in $\mathcal{F}\left(F_{1}, F_{2}\right)$, the most concordant or maximal distribution is the Fréchet upper bound $F_{U}\left(x_{1}, x_{2}\right)=$ $\min \left\{F_{1}\left(x_{1}\right), F_{2}\left(x_{2}\right)\right\}$ and the most discordant or minimal distribution is the Fréchet lower bound $F_{L}\left(x_{1}, x_{2}\right)=\max \left\{0, F_{1}\left(x_{1}\right)+\right.$ $\left.F_{2}\left(x_{2}\right)-1\right\}$. For the general multivariate ordering in $\mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$, the maximal distribution is the Fréchet upper bound $F_{U}(\mathbf{x})=$ $\min _{i} F_{i}\left(x_{i}\right)$.

A nice property of the concordance ordering is that if $F, F^{\prime}$ are continuous bivariate distributions with Kendall taus $\tau(F), \tau\left(F^{\prime}\right)$, Spearman rhos $\rho_{S}(F), \rho_{S}\left(F^{\prime}\right)$, tail dependence parameters $\lambda(F)$, $\lambda\left(F^{\prime}\right)$, and $F \prec_{c} F^{\prime}$, then $\tau(F) \leq \tau\left(F^{\prime}\right), \rho_{S}(F) \leq \rho_{S}\left(F^{\prime}\right)$ and $\lambda(F) \leq \lambda\left(F^{\prime}\right)$. (The proof is left as an exercise.) The next theorem is a consequence of the $\prec_{c}$ ordering that is used later and its proof is also left as an exercise.
Theorem 2.8 Suppose that $s_{1}, \ldots, s_{k}$ are all non-negative increasing or all non-negative decreasing functions on the real line and that $F, F^{\prime}$ are two $m$-variate cdfs. Let $\phi\left(x_{1}, \ldots, x_{m}\right)=\prod_{j=1}^{m} s_{j}\left(x_{j}\right)$. Then $F \prec \prec_{c} F^{\prime}$ implies $\int \phi d F \leq \int \phi d F^{\prime}$ provided that the integrals exist.

Other properties appear in the next subsection as part of an axiomatic approach for defining what properties are needed for an ordering on distributions to be considered a dependence ordering.

### 2.2.2 Axioms for a bivariate dependence ordering

In this subsection, we list properties or axioms that an ordering of distributions should have in order that higher in the ordering means more positive dependence.

Let $\prec$ be a bivariate dependence ordering (for cdfs in $\mathcal{F}\left(F_{1}, F_{2}\right)$ or random vectors that have the same corresponding univariate marginal distributions). Desirable properties or axioms for $\prec$ are:
P1. (concordance) $F \prec F^{\prime}$ implies $F\left(x_{1}, x_{2}\right) \leq F^{\prime}\left(x_{1}, x_{2}\right)$ for all $x_{1}, x_{2}$;
P2. (transitivity) $F \prec F^{\prime}$ and $F^{\prime} \prec F^{\prime \prime}$ imply $F \prec F^{\prime \prime}$;
P3. (reflexivity) $F \prec F$;
P4. (equivalence) $F \prec F^{\prime}$ and $F^{\prime} \prec F$ imply $F=F^{\prime}$;
P5. (bounds) $F_{L} \prec F \prec F_{U}$, where $F_{U}$ is the Fréchet upper bound and $F_{L}$ is the Fréchet lower bound;
P6. (invariance to limit in distribution) $F_{n} \prec F_{n}^{\prime}, n=1,2, \ldots$, and $F_{n} \rightarrow{ }_{d} F, F_{n}^{\prime} \rightarrow_{d} F^{\prime}$ as $n \rightarrow \infty$, imply that $F \prec F^{\prime}$;
P7. (invariance to order of indices) $\left(X_{1}, X_{2}\right) \prec\left(X_{1}^{\prime}, X_{2}^{\prime}\right)$ implies $\left(X_{2}, X_{1}\right) \prec\left(X_{2}^{\prime}, X_{1}^{\prime}\right) ;$
P8. (invariance to increasing transforms) $\left(X_{1}, X_{2}\right) \prec\left(X_{1}^{\prime}, X_{2}^{\prime}\right)$ implies $\left(a\left(X_{1}\right), X_{2}\right) \prec\left(a\left(X_{1}^{\prime}\right), X_{2}^{\prime}\right)$ for all strictly increasing functions $a$;
P9. (invariance to decreasing transforms) $\left(X_{1}, X_{2}\right) \prec\left(X_{1}^{\prime}, X_{2}^{\prime}\right)$ implies $\left(b\left(X_{1}^{\prime}\right), X_{2}^{\prime}\right) \prec\left(b\left(X_{1}\right), X_{2}\right)$ for all strictly decreasing functions $b$.
If property P1 is satisfied, then the bivariate dependence ordering is stronger than the concordance ordering $\prec_{c}$. Property P5 implies that the Fréchet upper (lower) bound is the most (least) dependent in the ordering. Properties P6 to P9 are fairly natural invariance requirements.

An ordering that satisfies the nine properties is called a bivariate positive dependence ordering (BPDO). The concordance ordering is a BPDO and it is the weakest one in that if $F \prec F^{\prime}$ for any other BPDO $\prec$, then $F \prec_{c} F^{\prime}$. Other orderings are given in later subsections.

### 2.2.3 Axioms for a multivariate dependence ordering

In this subsection, we generalize the properties or axioms of the preceding subsection to the multivariate case. Let $\prec$ be a multivariate dependence ordering (for cdfs in $\mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$ or random
vectors that have the same corresponding univariate marginal distributions) that is defined for all dimensions $m \geq 2$. Desirable properties or axioms for $\prec$ are:
P1. (bivariate concordance) $F \prec F^{\prime}$ implies that, for all $1 \leq i<$ $j \leq m, F_{i j}\left(x_{i}, x_{j}\right) \leq F_{i j}^{\prime}\left(x_{i}, x_{j}\right) \forall x_{i}, x_{j}$, where $F_{i j}, F_{i j}^{\prime}$ are the ( $i, j$ ) bivariate margins;
P2. (transitivity) $F \prec F^{\prime}$ and $F^{\prime} \prec F^{\prime \prime}$ imply $F \prec F^{\prime \prime}$;
P3. (reflexivity) $F \prec F$;
P4. (equivalence) $F \prec F^{\prime}$ and $F^{\prime} \prec F$ imply $F=F^{\prime}$;
P5. (bound) $F \prec F_{U}$, where $F_{U}$ is the Fréchet upper bound;
P6. (invariance to limit in distribution) $F_{n} \prec F_{n}^{\prime}, n=1,2, \ldots$, and $F_{n} \rightarrow_{d} F, F_{n}^{\prime} \rightarrow_{d} F^{\prime}$ as $n \rightarrow \infty$, imply that $F \prec F^{\prime}$;
P7. (invariance to order of indices) $\left(X_{1}, \ldots, X_{m}\right) \prec\left(X_{1}^{\prime}, \ldots, X_{m}^{\prime}\right)$ implies $\left(X_{i_{1}}, \ldots, X_{i_{m}}\right) \prec\left(X_{i_{1}}^{\prime}, \ldots, X_{i_{m}}^{\prime}\right)$ for all permutations $\left(i_{1}, \ldots, i_{m}\right)$ of $(1, \ldots, m)$;
P8. (invariance to $\uparrow$ transforms) $\left(X_{1}, \ldots, X_{m}\right) \prec\left(X_{1}^{\prime}, \ldots, X_{m}^{\prime}\right)$ implies $\left(a\left(X_{1}\right), X_{2}, \ldots, X_{m}\right) \prec\left(a\left(X_{1}^{\prime}\right), X_{2}^{\prime}, \ldots, X_{m}^{\prime}\right)$ for all strictly increasing functions $a$;
P9. (closure under marginals) $\left(X_{1}, \ldots, X_{m}\right) \prec\left(X_{1}^{\prime}, \ldots, X_{m}^{\prime}\right)$ implies $\left(X_{i_{1}}, \ldots, X_{i_{k}}\right) \prec\left(X_{i_{1}}^{\prime}, \ldots, X_{i_{k}}^{\prime}\right)$ for all $i_{1}<\cdots<i_{k}$, $2 \leq k<m$.
Note that bivariate property P5 does not extend completely because there is no Fréchet lower bound in general for dimensions $m \geq 3$. Similarly, the use of a decreasing transformation to reverse the ordering of dependence does not extend to the multivariate case. So property P9 from the bivariate case is replaced by the natural property of closure under marginals.

An ordering that satisfies these properties is called a multivariate positive dependence ordering (MPDO). The pairwise concordance ordering, which is defined next, satisfies all of the properties except for property P4.

Definition. Let $F, F^{\prime} \in \mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$, where $F_{1}, \ldots, F_{m}$ are univariate cdfs. $F^{\prime}$ is more pairwise concordant than $F$, written $F \prec_{\mathrm{c}}^{\mathrm{pw}} F^{\prime}$, if, for all $1 \leq i<j \leq m$,

$$
F_{i j}\left(x_{i}, x_{j}\right) \leq F_{i j}^{\prime}\left(x_{i}, x_{j}\right) \quad \forall\left(x_{i}, x_{j}\right) \in \Re^{2},
$$

where $F_{i j}, F_{i j}^{\prime}$ are the $(i, j)$ bivariate margins of $F, F^{\prime}$, respectively.
It is simple to show that for any MPDO $\prec, F \prec F^{\prime}$ implies $F \prec_{c}^{\text {pw }} F^{\prime}$. It is also straightforward to show that $\prec_{c}, \prec_{c U}$ and $\prec_{c \mathrm{~L}}$
are MPDOs. An MPDO which is stronger than $\prec_{c}$ is given in Section 2.2.5. It will be seen from the families of multivariate distributions given in Chapters 4 and 5 that the $\prec_{c}$ ordering is difficult or impossible to show analytically, whereas $\prec_{\mathrm{c}}^{\mathrm{pw}}$ and one of $\prec_{c U}$ or $\prec_{c L}$ is not difficult to establish. The reason can be seen in the formulas for obtaining a survival function from a cdf and vice versa (equations (1.3) and (1.4)). If one has a parametric family $F(\mathbf{x} ; \boldsymbol{\theta})$ in $\mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$ that is increasing in $\boldsymbol{\theta}$ for all $\mathbf{x}$ (so that the $\prec_{c L}$ ordering holds), then the ordering in $\theta$ holds for all marginal distributions, but this need not imply (analytically) that the survival functions are ordered because of the alternating signs in (1.3). Where the multivariate $\prec_{c}$ ordering has been established, it is through stochastic representations (e.g., Theorems 2.21 and 4.7 to 4.10 ).

### 2.2.4 More SI bivariate ordering *

In this subsection, we define a bivariate ordering $\prec_{\text {SI }}$ such that if $F \in \mathcal{F}\left(F_{1}, F_{2}\right)$, then $F_{1} F_{2} \prec_{\mathrm{SI}} F$ is equivalent to $F_{2 \mid 1}$ SI. This ordering has been called the 'more regression dependent' or 'more monotone regression dependent' ordering in the statistical literature. There are several equivalent versions of the definition. Here we use the forms that will be the most useful in subsequent chapters. Also we impose some conditions, such as $F_{1}, F_{2}$ continuous and differentiable, to avoid technicalities.

Definition. Let $\left(X_{1}, X_{2}\right) \sim F,\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \sim F^{\prime}$ with $F, F^{\prime} \in$ $\mathcal{F}\left(F_{1}, F_{2}\right)$. Let $G=F_{2 \mid 1}, G^{\prime}=F_{2 \mid 1}^{\prime}$ be the respective conditional distributions of the second rv given the first. Suppose that $G\left(x_{2} \mid x_{1}\right)$ and $G^{\prime}\left(x_{2} \mid x_{1}\right)$ are continuous in $x_{2}$ for all $x_{1}$. Then $F_{2 \mid 1}^{\prime}$ is more SI than $F_{2 \mid 1}\left(\right.$ written $F \prec_{\text {SI }} F^{\prime}$ or $\left.F_{2 \mid 1} \prec_{\text {SI }} F_{2 \mid 1}^{\prime}\right)$ if $\psi\left(x_{1}, x_{2}\right)=$ $G^{\prime-1}\left(G\left(x_{2} \mid x_{1}\right) \mid x_{1}\right)$ is increasing in $x_{1}$. (Note that $\psi$ is increasing in $x_{2}$ since, for each fixed $x_{1}$, it is a composition of increasing functions.)

We go through a sequence of theorems to establish properties and equivalences for the $\prec_{\text {SI }}$ ordering.
Theorem 2.9 Suppose $X_{1}=X_{1}^{\prime}, X_{1} \sim F_{1},\left(X_{1}, X_{2}\right) \sim F$ and $\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \sim F^{\prime}$. Also suppose $F_{2 \mid 1}\left(x_{2} \mid x_{1}\right)$ and $F_{2 \mid 1}^{\prime}\left(x_{2} \mid x_{1}\right)$ are continuous in $x_{2}$ for all $x_{1}$. Then a stochastic representation is

$$
\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \stackrel{d}{=}\left(X_{1}, \psi\left(X_{1}, X_{2}\right)\right)
$$

where $\psi\left(x_{1}, x_{2}\right)=F_{2 \mid 1}^{\prime-1}\left(F_{2 \mid 1}\left(x_{2} \mid x_{1}\right) \mid x_{1}\right)$.

Proof. Let $G=F_{2 \mid 1}$ and $G^{\prime}=F_{2 \mid 1}^{\prime}$. Given $X_{1}=x_{1}, X_{2} \sim G\left(\cdot \mid x_{1}\right)$. Since $G\left(x_{2} \mid x_{1}\right)$ is continuous in $x_{2}, G\left(X_{2} \mid x_{1}\right)$ is uniform conditional on $X_{1}=x_{1}$. Also if $U \sim U(0,1)$, then, conditional on $X_{1}=x_{1}$, $G^{\prime-1}\left(U \mid x_{1}\right)$ has distribution $G^{\prime}\left(x_{2} \mid x_{1}\right)$ by the continuity of this function in $x_{2}$. Hence $\left(X_{1}, G^{\prime-1}\left(G\left(X_{2} \mid X_{1}\right) \mid X_{1}\right)\right) \stackrel{d}{=}\left(X_{1}, X_{2}^{\prime}\right)$.

Note that by symmetry another stochastic relationship is

$$
\left(X_{1}, X_{2}\right) \stackrel{d}{=}\left(X_{1}^{\prime}, \zeta\left(X_{1}^{\prime}, X_{2}^{\prime}\right)\right),
$$

where $\zeta\left(x_{1}, x_{2}\right)=F_{2 \mid 1}^{-1}\left(F_{2 \mid 1}^{\prime}\left(x_{2} \mid x_{1}\right) \mid x_{1}\right)$.
Theorem 2.10 With $G=F_{2 \mid 1}, G^{\prime}=F_{2 \mid 1}^{\prime}$, such that $G\left(x_{2} \mid x_{1}\right)$ and $G^{\prime}\left(x_{2} \mid x_{1}\right)$ are continuous in $x_{2}$ for all $x_{1}$, equivalent forms for $F_{2 \mid 1} \prec \mathrm{ss}_{1} F_{2 \mid 1}^{\prime}$ are the following:
(a) For any $z_{1}<z_{2}$ and $u, v$ in $(0,1)$,

$$
G^{-1}\left(u \mid z_{2}\right) \geq G^{-1}\left(v \mid z_{1}\right) \quad \Rightarrow \quad G^{\prime-1}\left(u \mid z_{2}\right) \geq G^{\prime-1}\left(v \mid z_{1}\right)
$$

(b) For any $z_{1}<z_{2}$ and any $y, y^{\prime}$ with $y$ in the support of $G\left(\cdot \mid z_{1}\right)$ and $y^{\prime}$ in the support of $G^{\prime}\left(\cdot \mid z_{2}\right)$,

$$
\begin{equation*}
G\left(y \mid z_{1}\right) \geq G^{\prime}\left(y^{\prime} \mid z_{1}\right) \quad \Rightarrow \quad G\left(y \mid z_{2}\right) \geq G^{\prime}\left(y^{\prime} \mid z_{2}\right) \tag{2.25}
\end{equation*}
$$

(c) $\zeta\left(x_{1}, x_{2}\right)=F_{2 \mid 1}^{-1}\left(F_{2 \mid 1}^{\prime}\left(x_{2} \mid x_{1}\right) \mid x_{1}\right)$ is increasing in $x_{2}$ and decreasing in $x_{1}$.
Proof. We prove the equivalence of (a) and (b) in the case where $G\left(x_{2} \mid x_{1}\right)$ and $G^{\prime}\left(x_{2} \mid x_{1}\right)$ are strictly increasing in $x_{2}$. This assumption can be relaxed with some extra technical details.

For (b) $\Rightarrow(\mathrm{a})$, the proof is by contradiction. Suppose (b) holds and (a) does not. Then there exist $u, v, z_{1}<z_{2}$ such that $G^{-1}\left(u \mid z_{2}\right)$ $\geq G^{-1}\left(v \mid z_{1}\right)$ and $G^{-1}\left(u \mid z_{2}\right)<G^{-1}\left(v \mid z_{1}\right)$. Let $y=G^{-1}\left(v \mid z_{1}\right)$ and $y^{\prime}=G^{\prime-1}\left(u \mid z_{2}\right)$ so that $v=G\left(y \mid z_{1}\right)$ and $u=G^{\prime}\left(y^{\prime} \mid z_{2}\right)$. The inequalities become $G^{-1}\left(u \mid z_{2}\right) \geq y$ or $G\left(y \mid z_{2}\right) \leq G^{\prime}\left(y^{\prime} \mid z_{2}\right)$ and $y^{\prime}<G^{\prime-1}\left(v \mid z_{1}\right)$ or $G^{\prime}\left(y^{\prime} \mid z_{1}\right)<G\left(y \mid z_{1}\right)$. From the assumption of strictly increasing $G, G^{\prime}$, there exists $\epsilon>0$ such that $G^{\prime}\left(y^{\prime} \mid z_{1}\right) \leq$ $G\left(y-\epsilon \mid z_{1}\right)$ and $G\left(y-\epsilon \mid z_{2}\right)<G^{\prime}\left(y^{\prime} \mid z_{2}\right)$. This contradicts condition (b).

The proof of $(\mathrm{a}) \Rightarrow(\mathrm{b})$ is similar. Suppose (a) holds and (b) does not. Then there exist $y, y^{\prime}, z_{1}<z_{2}$ such that $G\left(y \mid z_{1}\right) \geq G^{\prime}\left(y^{\prime} \mid z_{1}\right)$ and $G\left(y \mid z_{2}\right)<G^{\prime}\left(y^{\prime} \mid z_{2}\right)$. Let $v=G\left(y \mid z_{1}\right)$ and $u=G^{\prime}\left(y^{\prime} \mid z_{2}\right)$ so that $y=G^{-1}\left(v \mid z_{1}\right)$ and $y^{\prime}=G^{\prime-1}\left(u \mid z_{2}\right)$. The inequalities become $v \geq G^{\prime}\left(y^{\prime} \mid z_{1}\right)$ or $G^{\prime-1}\left(v \mid z_{1}\right) \geq G^{\prime-1}\left(u \mid z_{2}\right)$, and $G\left(y \mid z_{2}\right)<u$ or $G^{-1}\left(v \mid z_{1}\right)<G^{-1}\left(u \mid z_{2}\right)$. From the assumption of strictly increasing
$G, G^{\prime}$, there exists $\epsilon>0$ such that $G^{-1}\left(v \mid z_{1}\right) \leq G^{-1}\left(u-\epsilon \mid z_{2}\right)$ and $G^{\prime-1}\left(v \mid z_{1}\right)>G^{\prime-1}\left(u-\epsilon \mid z_{2}\right)$. This contradicts condition (a).

Next we show the equivalence of condition (b) and the definition of $\prec$ sI , again under the assumption of strictly increasing conditional cdfs. (This corrects part of the proof of Theorem 2.2 in Fang and Joe (1992).) Assume that (2.25) holds for $z_{1}<z_{2}$. Let $\psi(z, y)=G^{\prime-1}(G(y \mid z) \mid z)$. It suffices to show that $\psi(z, y)$ is increasing in $z$. Let $z_{1}<z_{2}$ and fix $y$. Let $y^{\prime}$ satisfy $G\left(y \mid z_{1}\right)=$ $G^{\prime}\left(y^{\prime} \mid z_{1}\right)$. Then (2.25) implies that $\psi\left(z_{2}, y\right)=G^{\prime-1}\left(G\left(y \mid z_{2}\right) \mid z_{2}\right) \geq$ $G^{\prime-1}\left(G^{\prime}\left(y^{\prime} \mid z_{2}\right) \mid z_{2}\right) \geq y^{\prime}=G^{\prime-1}\left(G^{\prime}\left(y^{\prime} \mid z_{1}\right) \mid z_{1}\right)=G^{-1}\left(G\left(y \mid z_{1}\right) \mid z_{1}\right)=$ $\psi\left(z_{1}, y\right)$.

For the converse, suppose that (2.25) does not hold for some $y, y^{*}$ and some $z_{1}<z_{2}$. That is,

$$
G\left(y \mid z_{1}\right) \geq G^{\prime}\left(y^{*} \mid z_{1}\right) \quad \text { and } \quad G\left(y \mid z_{2}\right)<G^{\prime}\left(y^{*} \mid z_{2}\right)
$$

Let $y^{\prime}$ satisfy $G\left(y \mid z_{1}\right)=G^{\prime}\left(y^{\prime} \mid z_{1}\right)$ so that $y^{\prime} \geq y^{*}$. Then $G\left(y \mid z_{2}\right)<$ $G^{\prime}\left(y^{\prime} \mid z_{2}\right)$. Furthermore,

$$
\psi\left(z_{1}, y\right)=G^{\prime-1}\left(G\left(y \mid z_{1}\right) \mid z_{1}\right)=G^{\prime-1}\left(G^{\prime}\left(y^{\prime} \mid z_{1}\right) \mid z_{1}\right)=y^{\prime}
$$

and

$$
\psi\left(z_{2}, y\right)=G^{\prime-1}\left(G\left(y \mid z_{2}\right) \mid z_{2}\right)<G^{\prime-1}\left(G^{\prime}\left(y^{\prime} \mid z_{2}\right) \mid z_{2}\right)=y^{\prime}
$$

so that $\psi\left(z_{1}, y\right)>\psi\left(z_{2}, y\right)$ and $\psi$ is not increasing in $z$ for all $y$.
For the equivalence of condition (c) to the definition, we provide a proof in the case where $\psi$ is strictly increasing and differentiable. The general case then follows by a limit of approximations. The transformation from the definition is $\left(x_{1}, x_{2}\right) \rightarrow\left(x_{1}^{\prime}, x_{2}^{\prime}\right)=$ $\left(x_{1}, \psi\left(x_{1}, x_{2}\right)\right)$ and the inverse transformation is $\left(x_{1}^{\prime}, x_{2}^{\prime}\right) \rightarrow\left(x_{1}, x_{2}\right)$ $=\left(x_{1}^{\prime}, \zeta\left(x_{1}^{\prime}, x_{2}^{\prime}\right)\right)$. The Jacobian matrices of the two transformations are inverses of each other, i.e.,

$$
\left[\begin{array}{cc}
1 & 0 \\
\psi_{1} & \psi_{2}
\end{array}\right]^{-1}=\left(\psi_{2}\right)^{-1}\left[\begin{array}{cc}
\psi_{2} & 0 \\
-\psi_{1} & 1
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
\zeta_{1} & \zeta_{2}
\end{array}\right]
$$

where $\psi_{j}, \zeta_{j}$ are the partial derivatives with respect to the $j$ th variable, $j=1,2$. Hence $\zeta_{1}\left(x_{1}^{\prime}, x_{2}^{\prime}\right)=-\psi_{1}\left(x_{1}, x_{2}\right) / \psi_{2}\left(x_{1}, x_{2}\right)$ or $\zeta_{1}$ and $\psi_{1}$ are opposite in sign (i.e., the monotonicities of $\zeta$ and $\psi$ in the first variable $x_{1}$ are opposite in direction).
Theorem 2.11 Let $F \in \mathcal{F}\left(F_{1}, F_{2}\right)$. Then $F_{1} F_{2} \prec_{\mathrm{SI}} F$ if and only if $F_{2 \mid 1}$ is $S I$.
Proof. $F_{1} F_{2} \prec_{\mathrm{SI}} F \Longleftrightarrow F_{2 \mid 1}^{-1}\left(F_{2}\left(x_{2}\right) \mid x_{1}\right) \uparrow x_{1} \forall x_{2} \Longleftrightarrow F_{2 \mid 1}^{-1}\left(u \mid x_{1}\right)$ $\uparrow x_{1} \forall 0<u<1 \Longleftrightarrow F_{2 \mid 1}\left(x_{2} \mid x_{1}\right) \downarrow x_{1} \forall x_{2} \Longleftrightarrow F_{2 \mid 1}$ is SI.

Theorem 2.12 $F \prec_{\mathrm{SI}} F^{\prime}$ implies $F \prec_{\mathrm{c}} F^{\prime}$.
Proof. Let $\left(X_{1}, X_{2}\right) \sim F,\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \sim F^{\prime}$, with $X_{j} \stackrel{d}{=} X_{j}^{\prime}, j=1,2$.
From Theorem 2.9, $\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \stackrel{d}{=}\left(X_{1}, \psi\left(X_{1}, X_{2}\right)\right)$ with $\psi\left(x_{1}, x_{2}\right)=$ $F_{2 \mid 1}^{\prime-1}\left(F_{2 \mid 1}\left(x_{2} \mid x_{1}\right) \mid x_{1}\right)$. The assumption here implies that $\psi$ is increasing in both $x_{1}, x_{2}$. To prove the concordance ordering, we consider two cases.

Case 1. Suppose that $x_{1}, x_{2}$ are such that $\psi\left(x_{1}, x_{2}\right) \leq x_{2}$. Then

$$
\begin{aligned}
& F^{\prime}\left(x_{1}, x_{2}\right)=\operatorname{Pr}\left(X_{1}^{\prime} \leq x_{1}, X_{2}^{\prime} \leq x_{2}\right) \\
& \quad=\operatorname{Pr}\left(X_{1} \leq x_{1}, \psi\left(X_{1}, X_{2}\right) \leq x_{2}\right) \\
& \quad \geq \operatorname{Pr}\left(X_{1} \leq x_{1}, \psi\left(x_{1}, X_{2}\right) \leq x_{2}\right) \\
& \quad \geq \operatorname{Pr}\left(X_{1} \leq x_{1}, X_{2} \leq x_{2}\right)=F\left(x_{1}, x_{2}\right)
\end{aligned}
$$

where the last inequality results since $X_{2} \leq x_{2}$ implies $\psi\left(x_{1}, X_{2}\right) \leq$ $\psi\left(x_{1}, x_{2}\right) \leq x_{2}$ under the starting assumption.

Case 2. Suppose that $x_{1}, x_{2}$ are such that $\psi\left(x_{1}, x_{2}\right)>x_{2}$. Then $X_{2}>x_{2} \Rightarrow \psi\left(x_{1}, X_{2}\right) \geq \psi\left(x_{1}, x_{2}\right)>x_{2}$ or $\psi\left(x_{1}, X_{2}\right) \leq x_{2} \Rightarrow X_{2} \leq$ $x_{2}$. Therefore, $\operatorname{Pr}\left(X_{1}>x_{1}, X_{2} \leq x_{2}\right) \geq \operatorname{Pr}\left(X_{1}>x_{1}, \psi\left(x_{1}, X_{2}\right) \leq\right.$ $\left.x_{2}\right) \geq \operatorname{Pr}\left(X_{1}>x_{1}, \psi\left(X_{1}, X_{2}\right) \leq x_{2}\right)=\operatorname{Pr}\left(X_{1}^{\prime}>x_{1}, X_{2}^{\prime} \leq x_{2}\right)$, so that $F\left(x_{1}, x_{2}\right) \leq F^{\prime}\left(x_{1}, x_{2}\right)$.

We next extend the definitions of $\prec_{\text {SI }}$ in order to incorporate the Fréchet upper and lower bounds in the ordering of distributions in $\mathcal{F}\left(F_{1}, F_{2}\right)$. Then we comment on the properties of a BPDO, and whether they are satisfied for $\prec_{\text {SI }}$.

The Fréchet upper bound does not have continuous conditional cdfs but the condition in the definition of $\prec_{\text {SI }}$ still holds. Let $F \in \mathcal{F}\left(F_{1}, F_{2}\right)$ and let $F^{\prime}=F_{U}$ be the Fréchet upper bound in $\mathcal{F}\left(F_{1}, F_{2}\right)$. Then $F_{2 \mid 1}^{\prime}\left(x_{2} \mid x_{1}\right)=1$ if $x_{2} \geq F_{2}^{-1} \circ F_{1}\left(x_{1}\right)$ and 0 otherwise, and $F_{2 \mid 1}^{\prime-1}\left(u \mid x_{1}\right)=F_{2}^{-1} \circ F_{1}\left(x_{1}\right), 0<u<1$. Hence $\psi\left(x_{1}, x_{2}\right)=F_{2 \mid 1}^{\prime-1}\left(F_{2 \mid 1}\left(x_{2} \mid x_{1}\right) \mid x_{1}\right)=F_{2}^{-1} \circ F_{1}\left(x_{1}\right)$ is increasing in $x_{1}$. Furthermore, if $\left(X_{1}, X_{2}\right) \sim F$ and $\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \sim F_{U}$, then $\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \stackrel{d}{=}\left(X_{1}, F_{2}^{-1} \circ F_{1}\left(X_{1}\right)\right)$.

Next let $F^{\prime} \in \mathcal{F}\left(F_{1}, F_{2}\right)$ and let $F=F_{L}$ be the Fréchet lower bound in $\mathcal{F}\left(F_{1}, F_{2}\right)$. If $\left(X_{1}, X_{2}\right) \sim F_{L}$ and $\left(X_{1}^{\prime}, X_{2}^{\prime}\right) \sim F^{\prime}$, there is no stochastic representation for $\left(X_{1}^{\prime}, X_{2}^{\prime}\right)$ in terms of $\left(X_{1}, X_{2}\right)$ because of the relationship $X_{2}=F_{2}^{-1}\left(1-F_{1}\left(X_{1}\right)\right)$. For incorporating the Fréchet lower bound into the $\prec_{\text {SI }}$ ordering, we make use of the equivalent condition (c) in Theorem 2.10. Note that $F_{2 \mid 1}\left(x_{2} \mid x_{1}\right)=1$ if $x_{2} \geq F_{2}^{-1}\left(1-F_{1}\left(x_{1}\right)\right)$ and 0 otherwise, and

$$
\begin{aligned}
& F_{2 \mid 1}^{-1}\left(u \mid x_{1}\right)=F_{2}^{-1}\left(1-F_{1}\left(x_{1}\right)\right), 0<u<1 . \text { Hence } \\
& \quad \zeta\left(x_{1}, x_{2}\right)=F_{2 \mid 1}^{-1}\left(F_{2 \mid 1}^{\prime}\left(x_{2} \mid x_{1}\right) \mid x_{1}\right)=F_{2}^{-1}\left(1-F_{1}\left(x_{1}\right)\right) .
\end{aligned}
$$

Also $\left(X_{1}, X_{2}\right) \stackrel{d}{=}\left(X_{1}^{\prime}, \zeta\left(X_{1}^{\prime}, X_{2}^{\prime}\right)\right)$.
Theorem 2.13 The (extended) $\prec$ SI ordering satisfies all properties of a BPDO except for P7. P7 is not satisfied because the definition of $\prec_{\mathrm{SI}}$ is not symmetric in the two variables. $P 7$ is satisfied within the subfamilies of permutation-symmetric distributions.

An approach that is useful for showing the $\prec_{\text {sI }}$ ordering for a one-parameter family $C(\cdot ; \delta)$ of copulas, when $C_{2 \mid 1}(v \mid u ; \delta)$ does not have a closed-form inverse, is provided by the following theorem.
Theorem 2.14 Let $C(u, v ; \delta)$ be a family of bivariate copulas. Let $B(u, v, \delta)=g\left(C_{2 \mid 1}(v \mid u ; \delta)\right)$, where $g$ is an arbitrary strictly increasing real-valued function. Assume that $B$ is continuously differentiable in all variables up to second order. The family $C$ is increasing in $\prec_{\mathrm{SI}}$ as $\delta$ increases (i.e., $C\left(u, v ; \delta_{1}\right) \prec_{\mathrm{SI}} C\left(u, v ; \delta_{2}\right)$ for $\left.\delta_{1}<\delta_{2}\right)$ if

$$
\frac{\partial^{2} B}{\partial v \partial u} \frac{\partial B}{\partial \delta}-\frac{\partial^{2} B}{\partial \delta \partial u} \frac{\partial B}{\partial v} \geq 0
$$

Proof. Let $\delta_{1}<\delta_{2}$. Then $C\left(u, v ; \delta_{1}\right) \prec_{\mathrm{SI}} C\left(u, v ; \delta_{2}\right)$ if $v^{*}(u)=v^{*}\left(\delta_{2}\right)$ $=v^{*}\left(u ; \delta_{1}, \delta_{2}, v\right)$ is increasing in $u$ with $v^{*}$ being the root of

$$
\begin{equation*}
B\left(u, v^{*}, \delta_{2}\right)=B\left(u, v, \delta_{1}\right) \tag{2.26}
\end{equation*}
$$

Taking the derivative of (2.26) with respect to $u$ leads to

$$
\frac{\partial B}{\partial u}\left(u, v^{*}, \delta_{2}\right)+\frac{\partial B}{\partial v}\left(u, v^{*}, \delta_{2}\right) \frac{\partial v^{*}}{\partial u}(u)=\frac{\partial B}{\partial u}\left(u, v, \delta_{1}\right)
$$

Since $\frac{\partial B}{\partial v} \geq 0, \frac{\partial v^{*}}{\partial u} \geq 0$ if $\frac{\partial B}{\partial u}\left(u, v^{*}, \delta_{2}\right)-\frac{\partial B}{\partial u}\left(u, v, \delta_{1}\right) \leq 0$ or if $\frac{\partial^{2} B}{\partial \delta \partial u}\left(u, v^{*}(\delta), \delta\right) \leq 0$. This is equivalent to

$$
\begin{equation*}
\frac{\partial^{2} B}{\partial v \partial u}\left(u, v^{*}, \delta\right) \frac{\partial v^{*}}{\partial \delta}+\frac{\partial^{2} B}{\partial \delta \partial u}\left(u, v^{*}, \delta\right) \leq 0 \tag{2.27}
\end{equation*}
$$

From (2.26), with $\delta=\delta_{2}, \frac{\partial v^{*}}{\partial \delta}=-\frac{\partial B}{\partial \delta} / \frac{\partial B}{\partial v}$. Hence (2.27) is equivalent to the condition in the statement of the theorem.

### 2.2.5 More $T P_{2}$ bivariate orderings *

This subsection is on orderings involving the $\mathrm{TP}_{2}$ condition. It is mainly included for theoretical interest and completeness. The orderings here are not used subsequently, whereas the more SI ordering is used; they are also difficult to check analytically.

Some notation is needed in order to present the orderings in a simple form. For intervals $I_{1}, I_{2}$ of real numbers, the notation $I_{1}<I_{2}$ means that $x_{1} \in I_{1}$ and $x_{2} \in I_{2}$ imply $x_{1}<x_{2}$. If $I=$ $(a, b), J=(c, d)$ are intervals and $F$ is a bivariate cdf, the notation $F(I, J)$ is shorthand for the rectangle probability $F(b, d)-F(a, d)-$ $F(b, c)+F(a, c)$.

Definition. Let $F, F^{\prime} \in \mathcal{F}\left(F_{1}, F_{2}\right)$, where $F_{1}$ and $F_{2}$ are univariate cdfs. $F^{\prime}$ is more $\mathbf{T P}_{2}$ than $F$ with respect to rectangles (written $F \prec_{\text {TPR }} F^{\prime}$ ) if, for all intervals $I_{1}, I_{2}, J_{1}, J_{2}$, with $I_{1}<J_{1}$, $I_{2}<J_{2}$,

$$
\begin{align*}
& F\left(I_{1}, I_{2}\right) F\left(J_{1}, J_{2}\right) F^{\prime}\left(I_{1}, J_{2}\right) F^{\prime}\left(J_{1}, I_{2}\right) \\
& \quad \leq F^{\prime}\left(I_{1}, I_{2}\right) F^{\prime}\left(J_{1}, J_{2}\right) F\left(I_{1}, J_{2}\right) F\left(J_{1}, I_{2}\right) \tag{2.28}
\end{align*}
$$

$F^{\prime}$ is more $\mathbf{T P}_{2}$ than $F$ with respect to lower quadrants (written $F \prec_{\mathrm{TPL}} F^{\prime}$ ) if (2.28) holds for all intervals $I_{1}, I_{2}, J_{1}, J_{2}$ with $I_{1}<J_{1}, I_{2}<J_{2}$ and the extra restriction that $I_{1}, I_{2}$ have lower limits of $-\infty$. Similarly, $F^{\prime}$ is more $\mathbf{T P}_{2}$ than $F$ with respect to upper quadrants (written $F \prec_{\text {TPU }} F^{\prime}$ ) if (2.28) holds for all intervals $I_{1}, I_{2}, J_{1}, J_{2}$ with $I_{1}<J_{1}, I_{2}<J_{2}$ and the extra restriction that $J_{1}, J_{2}$ have upper limits of $\infty$.

For $\prec_{\text {TPL }}$ and $\prec_{\text {TPU }}$, inequality (2.28) could be written respectively as

$$
\begin{array}{ll} 
& F\left(x_{1}, x_{2}\right)\left[F\left(y_{1}, y_{2}\right)-F\left(y_{1}, x_{2}\right)-F\left(x_{1}, y_{2}\right)+F\left(x_{1}, x_{2}\right)\right] \\
& \cdot\left[F^{\prime}\left(x_{1}, y_{2}\right)-F^{\prime}\left(x_{1}, x_{2}\right)\right]\left[F^{\prime}\left(y_{1}, x_{2}\right)-F^{\prime}\left(x_{1}, x_{2}\right)\right] \\
\leq & F^{\prime}\left(x_{1}, x_{2}\right)\left[F^{\prime}\left(y_{1}, y_{2}\right)-F^{\prime}\left(y_{1}, x_{2}\right)-F^{\prime}\left(x_{1}, y_{2}\right)+F^{\prime}\left(x_{1}, x_{2}\right)\right] \\
& \cdot\left[F\left(x_{1}, y_{2}\right)-F\left(x_{1}, x_{2}\right)\right]\left[F\left(y_{1}, x_{2}\right)-F\left(x_{1}, x_{2}\right)\right]
\end{array}
$$

and

$$
\begin{aligned}
& \bar{F}\left(x_{1}, x_{2}\right)\left[\bar{F}\left(y_{1}, y_{2}\right)-\bar{F}\left(y_{1}, x_{2}\right)-\bar{F}\left(x_{1}, y_{2}\right)+\bar{F}\left(x_{1}, x_{2}\right)\right] \\
& \cdot\left[\overline{F^{\prime}}\left(x_{1}, x_{2}\right)-\bar{F}^{\prime}\left(x_{1}, y_{2}\right)\right]\left[\bar{F}^{\prime}\left(x_{1}, x_{2}\right)-\bar{F}^{\prime}\left(y_{1}, x_{2}\right)\right] \\
& \leq \bar{F}^{\prime}\left(x_{1}, x_{2}\right)\left[\bar{F}^{\prime}\left(y_{1}, y_{2}\right)-\bar{F}^{\prime}\left(y_{1}, x_{2}\right)-\bar{F}^{\prime}\left(x_{1}, y_{2}\right)+\bar{F}^{\prime}\left(x_{1}, x_{2}\right)\right] \\
& \cdot\left[\bar{F}\left(x_{1}, x_{2}\right)-\bar{F}\left(x_{1}, y_{2}\right)\right]\left[\bar{F}\left(x_{1}, x_{2}\right)-\bar{F}\left(y_{1}, x_{2}\right)\right]
\end{aligned}
$$

where $x_{1}<y_{1}, x_{2}<y_{2}$.
We go through a sequence of theorems to establish properties of the orderings.

Theorem 2.15 Let $F \in \mathcal{F}\left(F_{1}, F_{2}\right)$ and suppose $F$ has density $f$. Then $F_{1} F_{2} \prec$ TPR $F$ if and only if $f$ is $T P_{2}$.

Proof. For comparing $F_{1} F_{2}$ with $F$, (2.28) is equivalent to

$$
\begin{equation*}
F\left(I_{1}, J_{2}\right) F\left(I_{2}, J_{1}\right) \leq F\left(I_{1}, J_{1}\right) F\left(I_{2}, J_{2}\right) \tag{2.29}
\end{equation*}
$$

Let $x_{1}<y_{1}, x_{2}<y_{2}$ and let $\epsilon>0$ be sufficiently small. Let $I_{1}=\left(x_{1}, x_{1}+\epsilon\right], I_{2}=\left(y_{1}, y_{1}+\epsilon\right], J_{1}=\left(x_{2}, x_{2}+\epsilon\right], J_{2}=\left(y_{2}, y_{2}+\epsilon\right]$. Divide both sides of (2.29) by $\epsilon$ and let $\epsilon \rightarrow 0$ to get

$$
\begin{equation*}
f\left(x_{1}, y_{2}\right) f\left(y_{1}, x_{2}\right) \leq f\left(x_{1}, x_{2}\right) f\left(y_{1}, y_{2}\right), \tag{2.30}
\end{equation*}
$$

so that $F_{1} F_{2} \prec_{\mathrm{TPR}} F$ implies that $f$ is $\mathrm{TP}_{2}$. If $f$ is $\mathrm{TP}_{2}$, so that (2.30) holds for all $x_{1}<y_{1}, x_{2}<y_{2}$, then (2.29) holds for all $I_{1}<I_{2}, J_{1}<J_{2}$ by integration.

Theorem $2.16 F \prec_{\text {TPR }} F^{\prime} \Rightarrow F \prec_{\text {TPU }} F^{\prime}$ and $F \prec_{\text {TPL }} F^{\prime}$. Both $F \prec_{\text {TPU }} F^{\prime}$ and $F \prec_{\text {TPL }} F^{\prime} \Rightarrow F \prec_{c} F^{\prime}$.

Proof. The first statement is obvious. For the second, take $I_{1}=$ $\left(-\infty, x_{1}\right], J_{1}=\left(x_{1}, \infty\right), I_{2}=\left(-\infty, x_{2}\right], J_{2}=\left(x_{2}, \infty\right)$. Then (2.28) becomes

$$
\begin{aligned}
& F\left(x_{1}, x_{2}\right) \bar{F}\left(x_{1}, x_{2}\right)\left(F_{1}\left(x_{1}\right)-F^{\prime}\left(x_{1}, x_{2}\right)\right)\left(F_{2}\left(x_{2}\right)-F^{\prime}\left(x_{1}, x_{2}\right)\right) \\
& \quad \leq F^{\prime}\left(x_{1}, x_{2}\right) \bar{F}^{\prime}\left(x_{1}, x_{2}\right)\left(F_{1}\left(x_{1}\right)-F\left(x_{1}, x_{2}\right)\right)\left(F_{2}\left(x_{2}\right)-F\left(x_{1}, x_{2}\right)\right),
\end{aligned}
$$

and this implies $F\left(x_{1}, x_{2}\right) \leq F^{\prime}\left(x_{1}, x_{2}\right)$ since $h(w)=\log \{[w(1-$ $\left.\left.\left.F_{1}-F_{2}+w\right)\right] /\left[\left(F_{1}-w\right)\left(F_{2}-w\right)\right]\right\}$ is increasing in $w \in\left[\max \left\{0, F_{1}+\right.\right.$ $\left.\left.F_{2}-1\right\}, \min \left\{F_{1}, F_{2}\right\}\right]$ (its derivative is $w^{-1}+\left(1-F_{1}-F_{2}+w\right)^{-1}+$ $\left.\left(F_{1}-w\right)^{-1}+\left(F_{2}-w\right)^{-1} \geq 0\right)$.

Remarks. Although a bivariate cdf $F$ with $\mathrm{TP}_{2}$ density satisfies the SI property, the $\prec_{\text {TPR }}, \prec_{\text {TPL }}$ and $\prec_{\text {TPL }}$ orderings have not been shown to imply the $\prec_{\text {sI }}$ ordering. There is no obvious connection between the $\mathrm{TP}_{2}$ orderings and the $\prec \mathrm{sI}$ ordering.

Theorem $2.17 \prec_{\text {TPR }}, \prec_{\text {TPL }}$ and $\prec_{\text {TPU }}$ are BPDOs.
Proof. The proof for $\prec_{\text {TPR }}$ is given in Kimeldorf and Sampson (1987). The proof for the other two orderings is very similar (see also Metry and Sampson 1991).

### 2.2.6 Positive function dependence ordering*

The ordering that generalizes the dependence concept of PFD is given in this subsection.

Let the rvs $X_{1}, \ldots, X_{m}, X_{1}^{\prime}, \ldots, X_{m}^{\prime}$ have a common distribution, say $F_{0}$, and let $\mathbf{X} \sim F, \mathbf{X}^{\prime} \sim F^{\prime}$. Then $\mathbf{X}^{\prime}$ or $F^{\prime}$ is more positive function dependent than $\mathbf{X}$ or $F$ (written $\mathbf{X} \prec_{\text {pfd }} \mathbf{X}^{\prime}$ or
$\left.F \prec_{\mathrm{pfd}} F^{\prime}\right)$ if

$$
\mathrm{E}\left[h\left(X_{1}\right) \cdots h\left(X_{m}\right)\right] \leq \mathrm{E}\left[h\left(X_{1}^{\prime}\right) \cdots h\left(X_{m}^{\prime}\right)\right]
$$

for all real-valued functions $h$ such that the expectations exist. In the case of $m$ odd, there is the extra constraint of $h$ being nonnegative.

This ordering has some applications to multivariate models, but the following results show that it is not a BPDO when $m=2$. Also a result below shows that two multivariate distributions can be ordered in $\prec_{c}$ but not in $\prec_{p f d}$ and vice versa. Generally, the $\prec_{\text {pfd }}$ ordering is useful only for exchangeable and some partially exchangeable multivariate distributions.
Theorem 2.18 Let $F_{0}$ be a given univariate cdf and let $F \in$ $\mathcal{F}\left(F_{0}, F_{0}\right)$. Furthermore, let $F_{U}\left(x_{1}, x_{2}\right)=\min \left\{F_{0}\left(x_{1}\right), F_{0}\left(x_{2}\right)\right\}$ be the Fréchet upper bound in $\mathcal{F}$. Then $F \prec_{\text {pfd }} F_{U}$.
Proof. Let $\left(X_{1}, X_{2}\right) \sim F$ so that $\left(X_{1}, X_{1}\right) \sim F_{U}$. Then E $\left[h\left(X_{1}\right)-\right.$ $\left.h\left(X_{2}\right)\right]^{2} \geq 0$ implies $2 \mathrm{E}\left[h^{2}\left(X_{1}\right)\right] \geq 2 \mathrm{E}\left[h\left(X_{1}\right) h\left(X_{2}\right)\right]$.
Theorem 2.19 Let $F_{0}$ be a given univariate cdf and consider the Fréchet class $\mathcal{F}\left(F_{0}, F_{0}\right)$; let $F_{L}\left(x_{1}, x_{2}\right)=\max \left\{0, F_{0}\left(x_{1}\right)+F_{0}\left(x_{2}\right)-\right.$ $1\}$ be the Fréchet lower bound. Then it is not true that $F_{L} \prec_{\text {pfd }} F$ for all $F \in \mathcal{F}\left(F_{0}, F_{0}\right)$.
Proof. Let us simplify to the case where $F_{0}$ is the cdf of a $U(0,1)$ rv. Let $\left(U_{1}, U_{2}\right) \sim F$ and then $\left(U_{1}, 1-U_{1}\right) \sim F_{L}$. The $\prec_{\text {pfd }}$ ordering would require $\mathrm{E}\left[h\left(U_{1}\right) h\left(1-U_{1}\right)\right] \leq \mathrm{E}\left[h\left(U_{1}\right) h\left(U_{2}\right)\right]$ for all $h$. However, with $h(x)=x(1-x)$ on $[0,1], \mathrm{E}\left[U_{1}^{2}\left(1-U_{1}\right)^{2}\right]=1 / 30$ and, for $U_{1}, U_{2}$ independent, $\left\{\mathrm{E}\left[U_{1}\left(1-U_{1}\right)\right]\right\}^{2}=1 / 36$.
Theorem 2.20 The $\prec_{\text {pfd }}$ ordering need not imply the $\prec_{c}$ ordering, and vice versa.
Proof. To get a simple example of a family of copulas $C(\cdot ; \theta)$ which is ordered by $\prec_{c}$ but not by $\prec_{\text {pfd }}$, the symmetry in the two variables is eliminated. Let $b_{1}, b_{2}$ be functions on [0,1] which satisfy $\int_{0}^{1} b_{j}(u) d u=0, j=1,2$, and $\int_{0}^{x} b_{1}(u) d u \int_{0}^{y} b_{2}(v) d v \geq 0$ for all $x, y$ in $[0,1]$. Then $c(u, v ; \theta)=1+\theta b_{1}(u) b_{2}(v)$ is a proper density on $[0,1]^{2}$ for $\theta$ in a neighbourhood of 0 , and the $\operatorname{cdfs} C(\cdot ; \theta)$ are increasing in $\prec_{c}$ as $\theta$ increases. Now let $b_{1}, b_{2}, h$ be piecewise constant with

$$
\begin{aligned}
& b_{1}(u)=\left\{\begin{array}{cl}
1 & \text { if } 0 \leq u<0.5 \\
-1 & \text { if } 0.5 \leq u \leq 1
\end{array}\right. \\
& b_{2}(u)=\left\{\begin{array}{cl}
1 & \text { if } 0 \leq u<0.25,0.5 \leq u<0.75 \\
-1 & \text { if } 0.25 \leq u<0.5,0.75 \leq u \leq 1
\end{array}\right.
\end{aligned}
$$

$$
h(u)= \begin{cases}0 & \text { if } 0 \leq u<0.25,0.75 \leq u \leq 1 \\ h_{2} & \text { if } 0.25 \leq u<0.5 \\ h_{3} & \text { if } 0.5 \leq u<0.75\end{cases}
$$

and $h_{2} \neq h_{3}$. Then $\int_{0}^{1} \int_{0}^{1} h(u) h(v) c(u, v ; \theta) d u d v=\left[\left(h_{2}+h_{3}\right) / 4\right]^{2}-$ $\theta\left[\left(h_{2}-h_{3}\right) / 4\right]^{2}$ is decreasing in $\theta$.

The above example can be modified to get a family of copulas $C(\cdot ; \theta)$ which is ordered by $\prec_{\text {pfd }}$ but not by $\prec_{c}$. Let $b$ be a function on $[0,1]$ such that $|b| \leq 1$, and $\int_{0}^{1} b(s) d s=0$. Then $c(u, v ; \theta)=$ $1+\theta b(u) b(v)$ is a proper density for $-1 \leq \theta \leq 1$. Let $h$ be an integrable function on $[0,1]$. Note that $\int_{0}^{1} \int_{0}^{1} h(u) h(v) c(u, v ; \theta) d u d v=$ $\left[\int_{0}^{1} h(u) d u\right]^{2}+\theta\left[\int_{0}^{1} b(u) h(u) d u\right]^{2}$ is increasing in $\theta$, so that

$$
C(u, v ; \theta)=u v+\theta \int_{0}^{u} b(s) d s \int_{0}^{v} b(t) d t
$$

is increasing in the $\prec_{\text {pfd }}$ ordering as $\theta$ increases. Now let

$$
b(u)=\left\{\begin{array}{cl}
-1 & \text { if } 0<u<0.25,0.75<u<1, \\
1 & \text { if } 0.25 \leq u \leq 0.75
\end{array}\right.
$$

so that

$$
\int_{0}^{x} b(s) d s= \begin{cases}-x & \text { if } 0<x \leq 0.25 \\ x-0.5 & \text { if } 0.25<x \leq 0.75 \\ 1-x & \text { if } 0.75<x \leq 1\end{cases}
$$

For $u=1 / 8, v=5 / 8, C(u, v ; \theta)=(5-\theta) / 64$ is decreasing in $\theta$, so that $C(\cdot ; \theta)$ is not increasing in the $\prec_{c}$ ordering.

### 2.2.7 Examples: bivariate

This subsection consists of bivariate examples that illustrate the dependence orderings.

Example 2.3 (continued). The family B5 of copulas in (2.18) is increasing in concordance as $\delta$ increases and the limit is the Fréchet upper bound as $\delta \rightarrow \infty$. To show the concordance ordering, one needs $\delta^{-1} \log \left(u^{\delta}+v^{\delta}-u^{\delta} v^{\delta}\right)$ to be decreasing in $\delta$ for all $0<u, v<$ 1 or $a \log a+b \log b-a b \log (a b)-(a+b-a b) \log (a+b-a b) \leq 0$ for all $0<a, b<1\left(a=u^{\delta}, b=v^{\delta}, \delta \geq 1\right)$. The last inequality follows from the majorization ordering $(a, b) \prec_{m}(a b, a+b-a b)$ and the convexity of the function $w \log w$ for $w \geq 0$.

The family B5 satisfies the stronger $\prec_{\mathrm{sI}}$ ordering as $\delta$ increases. The following is a proof based on Theorem 2.14. Let $B=\log C_{2 \mid 1}$, where $C_{2 \mid 1}$ is given in (2.19). Let $U=u^{\delta}, V=v^{\delta}, \dot{U}=\partial U / \partial \delta=$
$\delta^{-1} U \log U$, and $\dot{V}=\delta^{-1} V \log V$. Then
$B(u, v, \delta)=\left(-1+\delta^{-1}\right) \log (U+V-U V)+\left(1-\delta^{-1}\right) \log U+\log (1-V)$.
Derivatives are:

$$
\begin{aligned}
& \frac{\partial^{2} B}{\partial v \partial u}=\frac{(\delta-1) \delta U V}{(U+V-U V)^{2} u v} \\
& \frac{\partial B}{\partial \delta}=\frac{-1}{\delta^{2}} \log (U+V-U V)+\frac{\dot{U}}{U}-\frac{\dot{V}}{1-V}+\left(\delta^{-1}-1\right) \frac{\dot{U}(1-V)+\dot{V}(1-U)}{U+V-U V} \\
& \frac{\partial^{2} B}{\partial \delta \partial u}=\frac{V(U+V-U V)+(\delta-1)[U \dot{V}-\dot{U} V(1-V)]}{u(U+V-U V)^{2}} \\
& \frac{\partial B}{\partial v}=\frac{V[(1-U)(1-V)-\delta]}{v(1-V)(U+V-U V)}
\end{aligned}
$$

The condition $\frac{\partial^{2} B}{\partial v \partial u} \frac{\partial B}{\partial \delta}-\frac{\partial^{2} B}{\partial \delta \partial u} \frac{\partial B}{\partial v}$ simplifies to

$$
(U+V-U V)^{-3}(u v)^{-1}\left[A_{1}+A_{2}+A_{3}\right],
$$

where $A_{1}=V^{2}(U+V-U V)[\delta-(1-U)(1-V)] /(1-V) \geq 0$, $A_{2}=-\delta^{-1}(\delta-1) U V \log (U+V-U V) \geq 0$ and $A_{3}=(\delta-1) \dot{U}(U+$ $V-U V) V(1-V)=\delta^{-1}(\delta-1) U V(U+V-U V)(1-V) \log U \leq 0$. The sum $A_{2}+A_{3}$ can be negative. However $A_{1}+A_{2}+A_{3} \geq 0$ since $V(U+V-U V)^{2} /(1-V)+U[-\log (U+V-U V)+(U+V-U V)(1-$ $V) \log U] \geq 0$ for all $0 \leq U, V \leq 1$. This last inequality has been verified by numerical computation and a study at the boundaries.

Example 2.6 The $\prec_{\text {sI }}$ ordering is shown for the family B3 in Section 5.1, using a direct application of the definition of $\prec_{\mathrm{SI}}$.

Consider the family of copulas

$$
C(u, v ; \delta)=-\delta^{-1} \log \left[1-\left(1-e^{-\delta u}\right)\left(1-e^{-\delta v}\right) /\left(1-e^{-\delta}\right)\right], 0 \leq \delta<\infty .
$$

Let $0<\delta_{1}<\delta_{2}$. We show that $C\left(\cdot ; \delta_{1}\right) \prec_{\mathrm{sI}} C\left(\cdot ; \delta_{2}\right)$. Let $G(v \mid u ; \delta)$ $=C_{2 \mid 1}(v \mid u ; \delta)=\left[1-e^{-\delta}-\left(1-e^{-\delta u}\right)\left(1-e^{-\delta v}\right)\right]^{-1} e^{-\delta u}\left(1-e^{-\delta v}\right)$ $=e^{-\delta u}\left[\left(1-e^{-\delta}\right)\left(1-e^{-\delta v}\right)^{-1}-\left(1-e^{-\delta u}\right)\right]^{-1}$. Then

$$
\begin{aligned}
& \psi\left(u, v ; \delta_{1}, \delta_{2}\right)=G^{-1}\left(G\left(v \mid u ; \delta_{1}\right) \mid u ; \delta_{2}\right) \\
& \quad=-\frac{1}{\delta_{2}} \log \left\{1-\frac{1-\exp \left\{-\delta_{2}\right\}}{\left(w^{-1}-1\right) \exp \left\{-\delta_{2} u\right\}+1}\right\},
\end{aligned}
$$

where $w=G\left(v \mid u ; \delta_{1}\right)$. Here $\psi\left(u, v ; \delta_{1}, \delta_{2}\right)$ is increasing in $u$ since $\left(w^{-1}-1\right) e^{-\delta_{2} u}=e^{\left(\delta_{1}-\delta_{2}\right) u}\left(1-e^{-\delta_{1} v}\right)^{-1}\left(e^{-\delta_{1} v}-e^{-\delta_{1}}\right)$ is decreasing in $u$ for fixed $v$.

Example 2.7 Numerical checks seem to indicate that the $\prec$ TPU (and $\prec_{\text {TPL }}$ ) ordering holds for the one-parameter families B1-B8 of copulas in Section 5.1. Note that by numerical checks we mean that conditions are evaluated over a (fine) grid of values of the
relevant variables. The $\prec_{\text {TPR }}$ ordering has been shown numerically and analytically not to hold for the families B2-B8, by comparing the special case of densities (intervals in the definition collapsed to points). The $\prec_{\text {TPR }}$ ordering seems to hold for the BVN family from numerical tests. The $\prec_{\text {sI }}$ ordering holds for the families B1-B6; for the families B7 and B8 the $\prec$ sI ordering has not been checkable analytically.

Example 2.8 Let $\left(X_{1}, X_{2}\right),\left(X_{1}^{\prime}, X_{2}^{\prime}\right)$ have BVSN distributions with respective correlations $\rho, \rho^{\prime}$ such that $0 \leq \rho<\rho^{\prime} \leq 1$. Then $\left(X_{1}, X_{2}\right) \prec_{\text {pfd }}\left(X_{1}^{\prime}, X_{2}^{\prime}\right)$. This result generalizes to equicorrelated MVN random vectors with positive correlations.
Proof. Let $g(u, v, w)=\sqrt{1-\rho^{\prime}} u+\sqrt{\rho^{\prime}-\rho} v+\sqrt{\rho} w$. Then we can write

$$
\begin{aligned}
& \left(X_{1}, X_{2}\right)=\left(g\left(U_{1}, V_{1}, W\right), g\left(U_{2}, V_{2}, W\right)\right), \\
& \left(X_{1}^{\prime}, X_{2}^{\prime}\right)=\left(g\left(U_{1}, V_{1}, W\right), g\left(U_{2}, V_{1}, W\right)\right),
\end{aligned}
$$

where $U_{1}, U_{2}, V_{1}, V_{2}, W$ are iid standard normal rvs. Let $h^{*}(v, w)=$ $\mathrm{E}\left[h\left(g\left(U_{1}, V_{1}, W\right)\right) \mid V_{1}=v, W=w\right]$. Then

$$
\begin{aligned}
& \mathrm{E}\left[h\left(X_{1}\right) h\left(X_{2}\right)\right]=E\left[h^{*}\left(V_{1}, W\right) h^{*}\left(V_{2}, W\right)\right] \\
& \quad \leq E\left\{\left[h^{*}\left(V_{1}, W\right)\right]^{2}\right\}=\mathrm{E}\left[h\left(X_{1}^{\prime}\right) h\left(X_{2}^{\prime}\right)\right],
\end{aligned}
$$

by making use of Theorem 2.18 for the inequality.

### 2.2.8 Examples: multivariate

This subsection consists of multivariate examples that illustrate the dependence orderings.

Example 2.9 The following is a result on the concordance ordering for elliptically contoured distributions, which include MVN distributions as a special case.

Theorem 2.21 Let $\mathcal{P}$ be the set of non-negative definite correlation matrices. Let $\mathbf{Z}$ have a spherically symmetric distribution, and let $\mathbf{X}^{T}=A \mathbf{Z}^{T}$ where $A A^{T}=\Sigma=\left(\sigma_{i j}\right)$ is the Cholesky decomposition of $\Sigma \in \mathcal{P}$, with $A$ lower triangular. Then, for all $\mathbf{b} \in \Re^{m}$,

$$
\begin{equation*}
\operatorname{Pr}\left(X_{1} \leq b_{1}, \ldots, X_{m} \leq b_{m}\right) \tag{2.31}
\end{equation*}
$$

is increasing in $\sigma_{i j}$ for all $i \neq j$.
Proof. Since a spherically symmetric distribution is a mixture of distributions that are uniform on the surfaces of spheres of different
radii, it suffices to prove the result for the uniform distribution on the surface of a sphere with radius 1 .

In the bivariate case, the representation from the Cholesky decomposition is $X_{1}=Z_{1}, X_{2}=\rho Z_{1}+\left(1-\rho^{2}\right)^{1 / 2} Z_{2}$ as $\rho$ varies from -1 to 1 . Then $\operatorname{Pr}\left(X_{2} \leq b_{2}\right)=\operatorname{Pr}\left(Z_{2} \leq\left(b_{2}-\rho Z_{1}\right) /\left(1-\rho^{2}\right)^{1 / 2}\right)$ is a constant; the line $y=\left(b_{2}-\rho x\right) /\left(1-\rho^{2}\right)^{1 / 2}$ divides the circle $x^{2}+y^{2}=1$ in the same proportions for all $\rho$ between -1 and 1. Hence it is clear from a diagram that $\operatorname{Pr}\left(X_{1}=Z_{1} \leq\right.$ $\left.b_{1}, Z_{2} \leq\left(b_{2}-\rho Z_{1}\right) /\left(1-\rho^{2}\right)^{1 / 2}\right)$ is increasing in $\rho$ because the slope $-\rho /\left(1-\rho^{2}\right)^{1 / 2}$ is decreasing in $\rho$. Therefore the case $m=2$ has been proved.

For $m>2$, it suffices by symmetry to show that (2.31) is increasing in $\rho=\sigma_{m-1, m}$ with other $\sigma_{i j}$ held fixed. Let $\mathbf{Z}$ be uniform on the surface of a sphere of radius 1 . From the Cholesky decomposition, only $a_{m, m-1}$ and $a_{m m}$ depend on $\rho$ and $a_{m, m-1}=$ $\left(\rho-\sum_{j=1}^{m-2} a_{m-1, j} a_{m j}\right) / a_{m-1, m-1}$ if $a_{m-1, m-1}>0$ and $a_{m, m-1}=0$ if $a_{m-1, m-1}=0$ (in this case the upper $(m-1) \times(m-1)$ submatrix of $\Sigma$ is singular and $\rho$ is fixed given the other $\sigma_{i j}$ ). If $a_{m-1, m-1}>0, \operatorname{Pr}\left(X_{1} \leq b_{1}, \ldots, X_{m} \leq b_{m}\right)$ becomes a weighted integral over $z_{1}, \ldots, z_{m-2}$ of

$$
\begin{align*}
& \operatorname{Pr}\left(Z_{m-1} \leq c_{1}\left(z_{1}, \ldots, z_{m-2}\right), \rho^{*} Z_{m-1}+\left(1-\rho^{* 2}\right)^{1 / 2} Z_{m}\right. \\
& \left.\quad \leq c_{2}\left(z_{1}, \ldots, z_{m-2}\right) \mid\left(Z_{1}, \ldots, Z_{m-2}\right)=\left(z_{1}, \ldots, z_{m-2}\right)\right) \tag{2.32}
\end{align*}
$$

where $\rho^{*}=a_{m, m-1} / D$ is increasing in $\rho$, and

$$
c_{1}\left(z_{1}, \ldots, z_{m-2}\right)=\left[b_{m-1}-\sum_{j=1}^{m-2} a_{m-1, j} z_{j}\right] / a_{m-1, m-1}
$$

$c_{2}\left(z_{1}, \ldots, z_{m-2}\right)=\left[b_{m}-\sum_{j=1}^{m-2} a_{m j} z_{j}\right] / D, D=\left[1-\sum_{j=1}^{m-2} a_{m j}\right]^{1 / 2}$. Hence the monotonicity of (2.32) follows from the general $m=2$ case, since in (2.32), $\left(Z_{m-1}, Z_{m}\right)$ has a density with circular contours.

Example 2.10 Suppose $F_{12}, F_{13}, F_{23}$ are compatible (1,2), (1,3) and ( 2,3 ) bivariate margins. Consider the set of trivariate cdfs $\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$. If $F, F^{\prime} \in \mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$ then $F \prec_{c \mathrm{U}} F^{\prime}$ implies $F^{\prime} \prec_{\mathrm{cL}} F$ so that $F \prec_{\mathrm{c}} F^{\prime}$ implies that $F=F^{\prime}$. This follows from the relationship between a trivariate cdf and survival function.

Example 2.11 (Multivariate Fréchet upper bound and $\prec_{\text {pfd }}$.) Suppose $\mathbf{X}$ is such that $X_{1} \stackrel{d}{=} \cdots \stackrel{d}{=} X_{m}$. Then $\mathbf{X} \prec_{\mathrm{pfd}}\left(X_{1}, \ldots, X_{1}\right)$.

Proof. Consider the case where $h$ is a non-negative function. First let $X_{1}, \ldots, X_{m}$ be exchangeable rvs. Then it suffices to prove that

$$
\begin{equation*}
\mathrm{E}\left[h\left(X_{1}\right) \cdots h\left(X_{m}\right)\right] \leq \mathrm{E}\left[h^{m}\left(X_{1}\right)\right] . \tag{2.33}
\end{equation*}
$$

Note that $h\left(X_{j}\right)$ are exchangeable rvs and then (2.33) follows from Muirhead's theorem (Marshall and Olkin 1979, p. 87). For the nonexchangeable case, note that if $\mathbf{X} \sim F$ and $F$ has density $f$ relative to some measure, then the $F$ can be symmetrized to $F^{*}$ with density $f^{*}(\mathbf{x})=(m!)^{-1} \sum_{\pi} f\left(x_{\pi(1)}, \ldots, x_{\pi(m)}\right)$, where the sum is over the permutations of $\{1, \ldots, m\}$. If $\mathbf{X}^{*} \sim F^{*}$, then

$$
\mathrm{E}\left[h\left(X_{1}^{*}\right) \cdots h\left(X_{m}^{*}\right)\right]=\mathrm{E}\left[h\left(X_{1}\right) \cdots h\left(X_{m}\right)\right] .
$$

Hence in general, $\mathbf{X} \prec_{\mathrm{pfd}}\left(X_{1}, \ldots, X_{1}\right)$.
Next consider the case where $m$ is even and $h$ can have positive and negative values. It is necessary to show (2.33) above for arbitrary $h$. Similarly to the proof in Theorem 2.18, we start with $\mathrm{E}\left\{\left[h\left(X_{1}\right) \cdots h\left(X_{m / 2}\right)-h\left(X_{m / 2+1}\right) \cdots h\left(X_{m}\right)\right]^{2}\right\} \geq 0$. We can assume (by symmetrization) that $X_{1}, \ldots, X_{m}$ are exchangeable rvs. Then $\mathrm{E}\left[h\left(X_{1}\right) \cdots h\left(X_{m}\right)\right] \leq \mathrm{E}\left[h^{2}\left(X_{1}\right) \cdots h^{2}\left(X_{m / 2}\right)\right]$. The latter term is dominated by $\mathrm{E}\left[h^{m}\left(X_{1}\right)\right]$ from the preceding case.

### 2.3 Bibliographic notes

Early references for the concepts of PQD, POD, SI, RTI, LTD, $\mathrm{TP}_{2}$ density, association and CIS are Barlow and Proschan (1981), Lehmann (1966), Esary and Proschan (1972) and Esary, Proschan and Walkup (1967). Papers that include negative association, not used in this book, are Alam and Saxena (1981) and Joag-dev and Proschan (1983). A reference for multivariate dependence concepts is Block and Ting (1981). A reference for the concept of PDS is Block, Savits and Shaked (1985). The multivariate extension of LTD is from Alzaid and Proschan (1994). For the concept of TP ${ }_{2}$ survival functions and generalizations, see Shaked (1977a). Shaked (1977a) shows that the condition of a $\mathrm{TP}_{2}$ bivariate survival function is the same as an earlier definition of right corner set increasing (RCSI) in Harris (1970). The relation between min-id and $\mathrm{TP}_{2}$ surivival functions is proved in Marshall and Olkin (1990). The concepts of $\mathrm{MTP}_{2}$ and $\mathrm{MRR}_{2}$ are from Karlin and Rinott (1980a; 1980b). Results on max-id and min-id are from Joe and Hu (1996). For further results for max-id for bivariate distributions, see Balkema and Resnick (1977).
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The axioms of a bivariate positive dependence ordering and a framework for positive dependence are given in Kimeldorf and Sampson (1987; 1989). The bivariate concordance ordering is presented in Yanagimoto and Okamoto (1969), Tchen (1980) and Cambanis, Simons and Stout (1976), and the multivariate concordance ordering is presented in Joe (1990c). The more SI ordering, although called the more regression dependent or more monotone regression dependent ordering, is studied in Yanagimoto and Okamoto (1969), Schriever (1986; 1987) and Fang and Joe (1992). Schriever has a more associated ordering and a different equivalent condition for the more SI ordering; these are not given here because they are not needed for the results in this book. The more $\mathrm{TP}_{2}$ orderings are studied in Kimeldorf and Sampson (1987) and Metry and Sampson (1991); the latter has more versions of more $\mathrm{TP}_{2}$ orderings than given in this chapter.

Property P9 in Section 2.2.2 is an extension of Kimeldorf and Sampson (1987) from a sign change to a decreasing transformation. Section 2.2.3 consists of new results. However, the usefulness of multivariate positive dependence orderings other than the variations of the concordance ordering seems to be limited because of the difficulty of analytic checking. Theorem 2.14 is new, and the proof of Theorem 2.21 is from Joe (1990c).

The PFD condition and orderings, known as positive dependence and more positive dependent, respectively, are studied in Rinott and Pollak (1980), Gleser and Moore (1983) and Tong (1989). Related ideas, including positive dependence by mixtures, are in Shaked (1977b; 1979).

A comprehensive reference for stochastic orderings is Shaked and Shanthikumar (1994). A reference on total positivity is Karlin (1968). Dependence concepts have many other applications besides those in this book; several dependence concepts arise from reliability (see Barlow and Proschan 1981) and Boland et al. (1996) study dependence properties of order statistics.

### 2.4 Exercises

2.1 Show the equivalence of (2.1) and (2.2).
2.2 Show that (2.3) and (2.4) are not equivalent for $m>2$.
2.3 Show by means of counterexamples that there are no other implications among the bivariate positive dependence concepts of PQD, SI, LTD, RTI, associated, $\mathrm{TP}_{2}$ density and $\mathrm{TP}_{2}$ cdf.
2.4 Show that if $F\left(x_{1}, x_{2}\right)=\int_{0}^{\infty} G\left(x_{1} ; \alpha\right) G\left(x_{2} ; \alpha\right) d M(\alpha)$, then $F$ is PFD.
2.5 For an $m$-variate $\operatorname{cdf} F$, show that $F^{\gamma}\left(\bar{F}^{\gamma}\right)$ is a cdf (survival function) for all $\gamma \geq m-1$.
2.6 Suppose $F \in \mathcal{F}\left(F_{1}, F_{2}\right)$ has a covariance of 0 but $F \neq F_{1} F_{2}$. Prove that $F$ is neither PQD nor NQD.
2.7 For a bivariate copula $C$, let $C^{\prime}\left(u_{1}, u_{2}\right)=u_{1}+u_{2}-1+C(1-$ $\left.u_{1}, 1-u_{2}\right), C^{\prime \prime}\left(u_{1}, u_{2}\right)=u_{1}-C\left(u_{1}, 1-u_{2}\right)$ be two of the associated copulas. Show that if $C$ is PQD, then $C^{\prime}$ is PQD and $C^{\prime \prime}$ is NQD. Show that if $C$ has upper tail dependence, then $C^{\prime}$ has lower tail dependence.
2.8 For the bivariate normal density with correlation $\rho$, establish the condition for a $\mathrm{TP}_{2}$ density and association.
2.9 Let ( $X_{1}, X_{2}$ ) have a BVSN distribution with correlation $\rho<$ 1. Show that $\operatorname{Pr}\left(X_{2}>x \mid X_{1}>x\right) \rightarrow 0$ as $x \rightarrow \infty$ so that the BVN copula does not have tail dependence for $\rho<1$.
2.10 Let $F \prec_{c} F^{\prime}$, where $F, F^{\prime}$ are continuous cdfs. Show that the Kendall tau, Spearman rho and tail dependence values for $F^{\prime}$ are respectively greater than or equal to those of $F$.
2.11 Prove Theorem 2.8.
2.12 Let $C(u, v ; \delta)=\left(u^{-\delta}+v^{-\delta}-1\right)^{-1 / \delta}, 0 \leq \delta<\infty$. This is the bivariate family B4 of copulas in Section 5.1. Check whether the dependence concepts in Section 2.1 hold. Also check whether $C$ is increasing with respect to the $\prec_{c}$ and $\prec_{\text {sI }}$ orderings as $\delta$ increases.
2.13 For a bivariate cdf $F$, prove that $\bar{F} \mathrm{TP}_{2}$ is equivalent to $F$ being min-id.
(Marshall and Olkin 1990)
2.14 For the bivariate normal density with correlation $\rho$, show that Kendall's tau is $\tau=(2 / \pi) \arcsin (\rho)$ and Spearman's rho is $\rho_{S}=(6 / \pi) \arcsin (\rho / 2)$. (See Kepner, Harper and Keith 1989, for the quadrant probability calculation.)
2.15 Let $\left(X_{1}, X_{2}\right) \sim F$, where $F \in \mathcal{F}\left(F_{1}, F_{2}\right)$, and suppose that the covariance of $X_{1}, X_{2}$ exists. Hoeffding's identity, which
is
$\operatorname{Cov}\left(X_{1}, X_{2}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\bar{F}\left(x_{1}, x_{2}\right)-\bar{F}_{1}\left(x_{1}\right) \bar{F}_{2}\left(x_{2}\right)\right] d x_{2} d x_{1}$, is used in (2.9). Verify it. [Hint: use the positive and negative parts of a rv.]
(Hoeffding 1940; Shea 1983)
2.16 Find an example of a random vector $\left(X_{1}, X_{2}, X_{3}\right)$ which is not PFD but has pairs $\left(X_{1}, X_{2}\right),\left(X_{1}, X_{3}\right),\left(X_{2}, X_{3}\right)$ that are are PFD. Also find an example where $\left(X_{1}, X_{2}, X_{3}\right)$ is PFD but $\left(X_{1}, X_{2}\right)$ is not PFD. [Hint: consider trivariate families that are like the family B10 in Section 5.1.]
2.17 Prove that if an $m$-variate density $f$ is $\mathrm{MTP}_{2}$, then its cdf $F$ and survival function $\bar{F}$ are also $\mathrm{MTP}_{2}$.
2.18 Let $X_{1}, X_{2}$ be continuous rvs such that $X_{2}$ is RTI in $X_{1}$ and $X_{2}$ is LTD in $X_{1}$. Prove that the Spearman rho value for $X_{1}, X_{2}$ is larger than the Kendall tau value.
(Capéraà and Genest 1993)
2.19 (Interpretation of $\Sigma^{-1}$ for a MVN distribution, see Example 2.2.) Let $A=\left(a_{i j}\right)$ be the inverse of the $m$-dimensional correlation or covariance matrix $\Sigma$. Let $\Sigma^{(u v)}$ be the matrix obtained from $\Sigma$ by removing the $u$ th, $v$ th rows and columns. Let $\sigma_{i j \cdot r}$ be the partial covariance of the $i$ th and $j$ th variables given the remaining $m-2$ variables. Show that $a_{i j}=-\sigma_{i j \cdot r}\left|\Sigma^{(i j)}\right||\Sigma|^{-1}$ for $i \neq j$, so that $\mathbf{X} \sim N(\mathbf{0}, \Sigma)$ has $\mathrm{MTP}_{2}$ density if and only if, for all $i \neq j$, the partial correlation of $X_{i}, X_{j}$ given any subset of the remaining variables is non-negative.
2.20 Show that the orderings $\prec_{\mathrm{c}}, \prec_{\mathrm{cU}}$ and $\prec_{\mathrm{cL}}$ are MPDOs.
2.21 Let $F, F^{\prime} \in \mathcal{F}\left(F_{0}, \ldots, F_{0}\right)$ be $m$-variate distributions, with respective continuous densities $f, f^{\prime}$. Prove that a necessary condition for $F \prec_{\mathrm{pfd}} F^{\prime}$ is that $f(x, \ldots, x) \leq f^{\prime}(x, \ldots, x)$ for all $x$ in the support of $F_{0}$.
2.22 Let $\Phi_{3}\left(\cdot ; \rho_{12}, \rho_{13}, \rho_{23}\right)$ be the family of trivariate standard normal cdfs with means 0 and correlations $\rho_{i j}$. If $\rho_{i j} \geq 0, i<$ $j$, and if the inequality $\rho_{12} \rho_{23} \leq \rho_{13} \leq 1-\left|\rho_{12}-\rho_{23}\right|$ does not hold, then show that $\Phi_{3}\left(\cdot ; \rho_{12}, \rho_{13}, \rho_{23}\right)$ and $\Phi_{3}\left(\cdot ; \rho_{12}, \rho_{13}+\right.$ $\epsilon, \rho_{23}$ ) are not ordered by $\prec_{\mathrm{pfd}}$, where $\epsilon>0$ is arbitrarily small.
2.23 Let $F, F^{\prime} \in \mathcal{F}\left(F_{1}, F_{2}\right)$ be such that $F \prec_{c} F^{\prime}$. Let $F_{2 \mid 1}, F_{2 \mid 1}^{\prime}$ be the corresponding conditional distributions. For a fixed $x_{2}$,
show that the number of sign changes of the function $s=$ $F_{2 \mid 1}\left(x_{2} \mid \cdot\right)-F_{2 \mid 1}^{\prime}\left(x_{2} \mid \cdot\right)$ is odd and $s\left(x_{1}\right)$ is negative (positive) for $x_{1}$ near $x_{L}\left(x_{U}\right)$, the lower (upper) end point of support.
2.24 Show by means of a counterexample that the converse of the result in the preceding exercise is not true.
2.25 Let $F, F^{\prime} \in \mathcal{F}\left(F_{1}, F_{2}\right)$ and let $F_{2 \mid 1}, F_{2 \mid 1}^{\prime}$ be the (continuous) conditional distributions. Suppose $F \prec_{\mathrm{SI}} F^{\prime}$. Show that there is a function $b\left(x_{2}\right)$ such that $F_{2 \mid 1}\left(x_{2} \mid x_{1}\right)-F_{2 \mid 1}^{\prime}\left(x_{2} \mid x_{1}\right) \geq 0$ if and only if $b\left(x_{2}\right) \leq x_{1}$.
2.26 Let $F, F^{\prime} \in \mathcal{F}\left(F_{1}, F_{2}\right)$ and let $F_{2 \mid 1}, F_{2 \mid 1}^{\prime}$ be the (continuous) conditional distributions. Suppose that there is a function $b\left(x_{2}\right)$ such that $F_{2 \mid 1}\left(x_{2} \mid x_{1}\right)-F_{2 \mid 1}^{\prime}\left(x_{2} \mid x_{1}\right) \geq 0$ if and only if $b\left(x_{2}\right) \leq x_{1}$. Show that $F \prec_{c} F^{\prime}$.
2.27 Consider the ordering for $F, F^{\prime} \in \mathcal{F}\left(F_{1}, F_{2}\right)$ defined by $F \prec$ $F^{\prime}$ if there exists a real-valued function $b\left(x_{2}\right)$ such that $F_{2 \mid 1}\left(x_{2} \mid x_{1}\right)-F_{2 \mid 1}^{\prime}\left(x_{2} \mid x_{1}\right) \geq 0$ if and only if $b\left(x_{2}\right) \leq x_{1}$. Show that $\prec$ is not transitive.

### 2.5 Unsolved problems

2.1 Verify or disprove the $\prec_{\text {TPR }}$ ordering for the BVN family.
2.2 Verify or disprove the $\prec_{\text {TPL }}$ and $\prec_{\text {TPU }}$ orderings for the families B1 to B8 in Section 5.1.
2.3 Consider the ordering with definition $F \prec F^{\prime}$ if $\int \psi d F \leq$ $\int \psi d F^{\prime}$ for all $L$-superadditive functions $\psi$. A real-valued function $\psi$ on $\Re^{m}$ is $L$-superadditive or lattice superadditive if

$$
\psi(\mathbf{x} \vee \mathbf{y})+\psi(\mathbf{x} \wedge \mathbf{y}) \geq \psi(\mathbf{x})+\psi(\mathbf{y}), \quad \forall \mathbf{x}, \mathbf{y} \in \Re^{m} .
$$

Is this an MPDO for $m \geq 3$ ? It is equivalent to the concordance ordering for $m=2$ (Tchen 1980). For $m \geq 4$, the $L$ superadditive ordering is strictly stronger, and for $m=3$ it is unknown if the $L$-superadditive ordering is strictly stronger.

## CHAPTER 3

## Fréchet classes

This chapter is concerned with results on the extremes of and bounds on Fréchet classes (or classes of multivariate distributions with some given margins). If the indices of the margins being fixed are overlapping, then one first has to determine whether the margins are compatible. Section 3.1 is devoted to the class of $m$ variate distributions $\mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$, in which the univariate margins $F_{1}, \ldots, F_{m}$ are given or fixed. Subsequent sections are devoted to other Fréchet classes, starting with classes of trivariate distributions with some fixed bivariate margins. Specifically, $\mathcal{F}\left(F_{12}, F_{3}\right)$, $\mathcal{F}\left(F_{12}, F_{13}\right), \mathcal{F}\left(F_{12}, F_{13}, F_{23}\right), \mathcal{F}\left(F_{i j}, 1 \leq i<j \leq m\right)$, etc., are studied. For something like $\mathcal{F}\left(F_{12}, F_{13}\right)$, it is assumed that the first univariate margin of $F_{12}$ and $F_{13}$ are the same. The study of the class $\mathcal{F}\left(F_{i j}, 1 \leq i<j \leq m\right)$ is important but not easy; one first has to determine if the set of bivariate margins are compatible and, if so, come up with methods to construct a multivariate distribution with the given margins. Some non-compatibility results for $\mathcal{F}\left(F_{i j}, 1 \leq i<j \leq m\right)$ are based on the set $\left\{\delta_{i j}: i<j\right\}$, where $\delta_{i j}$ is a measure of bivariate association for $F_{i j}$.

We can also consider Fréchet classes of survival functions given marginal survival functions, e.g., $\mathcal{F}\left(\bar{F}_{1}, \ldots, \bar{F}_{m}\right), \mathcal{F}\left(\bar{F}_{12}, \bar{F}_{13}\right)$, $\mathcal{F}\left(\bar{F}_{12}, \bar{F}_{13}, \bar{F}_{23}\right)$. In some cases, because of the relationship between multivariate cdfs and survival functions, an upper (lower) bound cdf becomes a lower (upper) bound survival function.

For a given Fréchet class $\mathcal{F}$, natural questions to ask are the following.

1. What are the bounds for the multivariate distributions in $\mathcal{F}$ ?
2. Do the bounds correspond to proper multivariate distributions, and if so, is there a stochastic representation or interpretation of the extremes?
3. Are the bounds sharp if they do not correspond to proper multivariate distributions?
4. What are simple members of $\mathcal{F}$ ?
5. Can one construct parametric subfamilies in $\mathcal{F}$ with desirable properties?
The results in this chapter mainly concern 1 to 4 , and later chapters deal with 5 . The discussion of the classes $\mathcal{F}\left(F_{12}, F_{13}\right)$, $\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$ and $\mathcal{F}\left(F_{i j}, 1 \leq i<j \leq m\right)$ is crucial to the development of the construction methods in Sections 4.5, 4.7 and 4.8 .

## $3.1 \mathcal{F}\left(F_{1}, \ldots, F_{m}\right)^{\circ}$

Let $F_{1}, \ldots, F_{m}$ be given univariate distribution functions, each of which can be continuous or non-continuous. The Fréchet bounds for $\mathcal{F}=\mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$ are given by the inequalities in the following theorem. They depend on simple inequalities involving probabilities of sets.
Theorem 3.1 Let $F \in \mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$. Then for all $\mathbf{x} \in \Re^{m}$,

$$
\max \left\{0, F_{1}\left(x_{1}\right)+\cdots+F_{m}\left(x_{m}\right)-(m-1)\right\} \leq F(\mathbf{x}) \leq \min _{j} F_{j}\left(x_{j}\right)
$$

Proof. Let $p_{i}=\operatorname{Pr}\left(A_{i}\right)$, where $A_{i}=\left\{X_{i} \leq x_{i}\right\}$ with $X_{i} \sim F_{i}$, $i=1, \ldots, m$. Then from Lemma 3.8 below,

$$
\max \left\{0, p_{1}+\cdots+p_{m}-(m-1)\right\} \leq \operatorname{Pr}\left(A_{1} \cap \cdots \cap A_{m}\right) \leq \min _{j} p_{j}
$$

Let the Fréchet upper bound, $\min _{j} F_{j}\left(x_{j}\right)$, be denoted by $F_{U}(\mathbf{x})$ and let the Fréchet lower bound, $\max \left\{0, F_{1}\left(x_{1}\right)+\cdots+F_{m}\left(x_{m}\right)-\right.$ $(m-1)\}$, be denoted by $F_{L}(\mathbf{x})$.

Theorem 3.2 The Fréchet upper bound $F_{U}$ is a cdf.
Proof. Let $X_{j} \sim F_{j}, j=1, \ldots, m$. If one of the univariate cdfs is continuous, say $F_{1}$, then $F_{U}$ is the joint distribution of $\mathbf{X}$ with the stochastic representation $X_{j}=F_{j}^{-1}\left(F_{1}\left(X_{1}\right)\right), j=2, \ldots, m$.

If all univariate cdfs have some discontinuity points, then approximate $F_{1}$ by a sequence $F_{1 n}$ such that $F_{1 n} \rightarrow{ }_{d} F_{1}$ (this is always possible by, for example, convoluting $X_{1}$ with a $N\left(0, n^{-1}\right)$ rv). From the preceding paragraph, $\min \left\{F_{1 n}\left(x_{1}\right), F_{2}\left(x_{2}\right), \ldots, F_{m}\left(x_{m}\right)\right\}$ is a cdf for all $n$, and the rectangle inequality (1.6) holds for it. Hence the rectangle inequality holds for $\min _{j} F_{j}\left(x_{j}\right)$ for all $\left(x_{1}, \ldots, x_{m}, x_{1}+h_{1}, \ldots, x_{m}+h_{m}\right)$ such that $x_{1}, x_{1}+h_{1}$ are continuity points of $F_{1}$. For the remaining case where $x_{1}$ (or $x_{1}+h_{1}$ )
is not a continuity point of $F_{1}$, a limit based on $x_{1 k}\left(x_{1}+h_{1 k}\right)$ decreasing to $x_{1}\left(x_{1}+h_{1}\right)$ can be used. The other necessary conditions for a multivariate cdf can easily be checked for $\min _{j} F_{j}\left(x_{j}\right)$, hence $F_{U}$ is always a cdf.
Theorem 3.3 The Fréchet lower bound $F_{L}$ is a cdf for $m=2$.
Proof. The proof is similar to that in the preceding theorem. Let $X_{j} \sim F_{j}, j=1,2$. If at least one of the $F_{j}$ is continuous, say $F_{1}$, then $F_{L}\left(x_{1}, x_{2}\right)=\max \left\{0, F_{1}\left(x_{1}\right)+F_{2}\left(x_{2}\right)-1\right\}$ is the joint distribution of $X_{1}, X_{2}$ with the stochastic represention $X_{2}=F_{2}^{-1}(1-$ $F_{1}\left(X_{1}\right)$ ). If neither $F_{1}$ nor $F_{2}$ is continuous, the idea in the second paragraph of the preceding proof works. Alternatively the rectangle inequality (1.5) can be checked directly for the few cases.

With replacement by $U(0,1)$ margins and survival functions, the following two results are easily obtained.

Theorem 3.4 The copula of the Fréchet upper bound is $C_{U}(\mathbf{u})=$ $\min \left\{u_{1}, \ldots, u_{m}\right\}$. For $m=2$, the copula of the Fréchet lower bound is $C_{L}(\mathbf{u})=\max \left\{0, u_{1}+u_{2}-1\right\}$.
Theorem 3.5 The upper bound for $\mathcal{F}\left(\bar{F}_{1}, \ldots, \bar{F}_{m}\right)$ is $\bar{G}_{U}(\mathbf{x})=$ $\min _{j}\left\{\bar{F}_{j}\left(x_{j}\right)\right\}$ and the lower bound is $\bar{G}_{L}(\mathbf{x})=\max \left\{0, \sum_{j} \bar{F}_{j}\left(x_{j}\right)-\right.$ ( $m-1$ ) \}. $\bar{G}_{U}$ is the survival function of $F_{U}$, and when $F_{L}$ is a proper cdf, $\bar{G}_{L}$ is the survival function for $F_{L}$.
Proof. The bounds are proved in a similar way to before. The proof of the relationships between $\bar{G}_{U}, F_{U}$ and $\bar{G}_{L}, F_{L}$ is left as an exercise. An identity that can be used is

$$
\max _{1 \leq j \leq m} z_{j}=\sum_{S \in \mathcal{S}_{m}}(-1)^{|S|+1} \min _{i \in S} z_{j} .
$$

For $m \geq 3, F_{L}$ is in general not a proper cdf. An example for illustration is given next before further results are obtained.

Example 3.1 Consider the symmetric situation with $F_{1}, F_{2}, F_{3}$ each corresponding to a Bernouilli rv with parameter $p$. That is, $F_{j}(x)=0$ if $x<0, F_{j}(x)=q=1-p$ if $0 \leq x<1$ and $F_{j}(x)=1$ if $x \geq 1$. Then $F_{L}$ is a cdf if and only if $p \leq 1 / 3$ or $p \geq 2 / 3$.
Proof. For $p \geq 2 / 3$, the positive probability masses are

$$
\operatorname{Pr}(\{(1,1,0)\})=\operatorname{Pr}(\{(1,0,1)\})=\operatorname{Pr}(\{(0,1,1)\})=q
$$

and $\operatorname{Pr}(\{(1,1,1)\})=1-3 q$. For $p \leq 1 / 3$, the positive masses are

$$
\operatorname{Pr}(\{(1,0,0)\})=\operatorname{Pr}(\{(0,1,0)\})=\operatorname{Pr}(\{(0,0,1)\})=p
$$

and $\operatorname{Pr}(\{(0,0,0)\})=1-3 p$.
For $1 / 3<p<2 / 3, F=F_{L}$ satisfies $F(0,0,0)=0, F(1,0,0)=$ $F(0,1,0)=F(0,0,1)=\max \{0,1-2 p\}, F(1,1,0)=F(1,0,1)=$ $F(0,1,1)=1-p, F(1,1,1)=1$. Hence $F(1,1,1)-F(1,1,0)-$ $F(1,0,1)-F(0,1,1)+F(0,0,1)+F(0,1,0)+F(1,0,0)$ equals $1-3 p$ if $p \leq \frac{1}{2}$ and equals $3 p-2$ if $p>\frac{1}{2}$. Since both of these quantities are negative, the rectangle inequality (1.6) does not hold.

Continuing with this example, $F_{L}$ can be shown to be sharp for $1 / 3<p<2 / 3$. For $p \geq \frac{1}{2}$, the distribution $F$ with positive masses $\operatorname{Pr}(\{(0,1,0)\}=\operatorname{Pr}(\{(1,0,1)\})=1-p$ and $\operatorname{Pr}(\{(1,1,1)\})=$ $2 p-1$ takes care of the lower bound at six vertices of the cube: $F(1,1,0)=F(1,0,1)=F(0,1,1)=1-p, F(1,0,0)=F(0,0,1)=$ 0 and $F(0,0,0)=0$. By permuting the indices, $F_{L}(0,1,0)=$ 0 can also be achieved. Next suppose $p<\frac{1}{2}$. The distribution $F$ with positive masses $\operatorname{Pr}(\{(0,1,0)\}=\operatorname{Pr}(\{(1,0,1)\})=p$ and $\operatorname{Pr}(\{(0,0,0)\})=1-2 p$ takes care of the lower bound at five vertices of the cube: $F(1,1,0)=F(1,0,1)=F(0,1,1)=1-p, F(1,0,0)=$ $F(0,0,1)=1-2 p$. By permuting the indices, $F_{L}(0,1,0)=1-2 p$ can also be achieved. Finally, the distribution $F^{\prime}$ with positive masses $\operatorname{Pr}(\{(0,1,0)\})=\operatorname{Pr}(\{(1,0,0)\})=\operatorname{Pr}(\{(0,0,1)\})=(1-p) / 2$ and $\operatorname{Pr}(\{(1,1,1)\})=(3 p-1) / 2$ takes care of lower bound at $(0,0,0)$ : $F^{\prime}(0,0,0)=0$.

Next we obtain conditions for $F_{L}$ to be a cdf for $m=3$ (and then we generalize the result to $m>3$ ). Suppose all univariate margins $F_{j}$ are not degenerate. Clearly, $F_{L}$ is not a cdf if $F_{1}, F_{2}, F_{3}$ are continuous. (In this case, by applying the probability transform, $F_{j}$ can be taken to be $U(0,1)$, and if $\left(U_{1}, U_{2}, U_{3}\right) \sim F_{L}$, then all three bivariate margins are two-dimensional Fréchet lower bounds. Hence $U_{1}+U_{2}=U_{1}+U_{3}=U_{2}+U_{3}=1$ from Theorems 3.3 and 3.4, leading to a contradiction.) Similarly, if one of the three distributions is continuous, say $F_{1}$, then $F_{L}$ cannot be a cdf. (If $\left(X_{1}, X_{2}, X_{3}\right) \sim F_{L}$, then $X_{j}=F_{j}^{-1}\left(1-F_{1}\left(X_{1}\right)\right), j=2,3 ; X_{2}, X_{3}$ are then positively associated and this is a contradiction.) Hence a necessary condition is that each $F_{j}$ has a discrete component.

Theorem 3.6 A necessary and sufficient condition for the Fréchet lower bound $F_{L}$ of $\mathcal{F}\left(F_{1}, F_{2}, F_{3}\right)$ to be a cdf is that either
(a) $F_{1}\left(x_{1}\right)+F_{2}\left(x_{2}\right)+F_{3}\left(x_{3}\right) \leq 1$ whenever $0<F_{j}\left(x_{j}\right)<1$, $j=1,2,3$; or
(b) $F_{1}\left(x_{1}\right)+F_{2}\left(x_{2}\right)+F_{3}\left(x_{3}\right) \geq 2$ whenever $0<F_{j}\left(x_{j}\right)<1$, $j=1,2,3$.

Note that (a) and (b) cannot both occur together.
Proof. Let $x_{j}<x_{j}^{\prime}, p_{j}=F\left(x_{j}\right), p_{j}^{\prime}=F\left(x_{j}^{\prime}\right), j=1,2,3$. Also let $(y)_{+}=\max \{0, y\}$.

First we prove the sufficiency of (a). The rectangle condition (1.6) for $F_{L}$ leads to

$$
\begin{align*}
& \left(p_{1}^{\prime}+p_{2}^{\prime}+p_{3}^{\prime}-2\right)_{+}-\left(p_{1}^{\prime}+p_{2}^{\prime}+p_{3}-2\right)_{+}-\left(p_{1}^{\prime}+p_{2}+p_{3}^{\prime}-2\right)_{+} \\
& -\left(p_{1}+p_{2}^{\prime}+p_{3}^{\prime}-2\right)_{+}+\left(p_{1}^{\prime}+p_{2}+p_{3}-2\right)_{+}+\left(p_{1}+p_{2}^{\prime}+p_{3}-2\right)_{+} \\
& \quad+\left(p_{1}+p_{2}+p_{3}^{\prime}-2\right)_{+}-\left(p_{1}+p_{2}+p_{3}-2\right)_{+} . \tag{3.1}
\end{align*}
$$

Assume that ( $x_{1}, x_{2}, x_{3}$ ) satisfies condition (a). If $p_{1}^{\prime}, p_{2}^{\prime}, p_{3}^{\prime}<1$, then (3.1) becomes 0 since each term is 0 . If $p_{1}^{\prime}=1, p_{2}^{\prime}, p_{3}^{\prime}<1$, then (3.1) is still 0 because $p_{2}^{\prime}+p_{3}^{\prime} \leq p_{1}+p_{2}^{\prime}+p_{3}^{\prime} \leq 1$ from (a) and hence $p_{1}^{\prime}+p_{2}^{\prime}+p_{3}^{\prime} \leq 2$. If $p_{1}^{\prime}=p_{2}^{\prime}=1, p_{3}^{\prime}<1$, then (3.1) becomes $p_{3}^{\prime}-p_{3} \geq 0$ since only the first two terms are non-zero. If $p_{1}^{\prime}=p_{2}^{\prime}=p_{3}^{\prime}=1$, then (3.1) becomes $1-p_{3}-p_{2}-p_{1} \geq 0$. Each of the remaining cases is symmetric to one of these. Hence $F_{L}$ is a cdf.

Next we prove the sufficiency of (b). Assume that ( $x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}$ ) satisfies condition (b). If $p_{1}, p_{2}, p_{3}>0$, then (3.1) becomes 0 since all of the terms are non-negative. If $p_{1}=0, p_{2}, p_{3}>0$, then the four terms with $p_{1}$ are 0 and (3.1) becomes 0 . If $p_{1}=p_{2}=0$, $p_{3}>0$, then only the first two terms may be non-zero and (3.1) becomes $p_{3}^{\prime}-p_{3} \geq 0$. Each of the remaining cases is symmetric to one of these. Hence $F_{L}$ is a cdf.

Finally we prove the necessity of (a) or (b). If neither (a) nor (b) holds then there is a vector $\left(x_{1}, x_{2}, x_{3}\right)$ such that $1<p_{1}+p_{2}+p_{3}<$ $2,0<p_{j}<1, j=1,2,3$. Let $p_{1}^{\prime}=p_{2}^{\prime}=p_{3}^{\prime}=1$. Then (3.1) simplifies to

$$
\begin{equation*}
1-p_{1}-p_{2}-p_{3}+\left(p_{1}+p_{2}-1\right)_{+}+\left(p_{1}+p_{3}-1\right)_{+}+\left(p_{2}+p_{3}-1\right)_{+} . \tag{3.2}
\end{equation*}
$$

This will be shown to be negative in all cases and hence $F_{L}$ is not a cdf. If $p_{i}+p_{j} \leq 1$ for all three pairs, then (3.2) is $1-p_{1}-p_{2}-p_{3}<0$. If $p_{1}+p_{2} \geq 1, p_{1}+p_{3} \leq 1, p_{2}+p_{3} \leq 1$, then (3.2) becomes $-p_{3}<0$. If $p_{1}+p_{2} \geq 1, p_{1}+p_{3} \geq 1, p_{2}+p_{3} \leq 1$, then (3.2) becomes $p_{1}-1<0$. If $p_{i}+p_{j} \geq 1$ for all three pairs, then (3.2) becomes $p_{1}+p_{2}+p_{3}-2<0$.

The generalization to higher dimensions is as follows. The ideas are clearer in the proof of the special case of $m=3$.

Theorem 3.7 A necessary and sufficient condition for the Fréchet lower bound $F_{L}$ of $\mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$ to be a cdf is that either
(a) $\sum_{j} F_{j}\left(x_{j}\right) \leq 1$ whenever $0<F_{j}\left(x_{j}\right)<1, j=1, \ldots, m$; or
(b) $\sum_{j} F_{j}\left(x_{j}\right) \geq m-1$ whenever $0<F_{j}\left(x_{j}\right)<1, j=1, \ldots, m$.

Proof. Let $x_{j}<x_{j}^{\prime}, p_{j 0}=F\left(x_{j}\right)$ and $p_{j 1}=F\left(x_{j}^{\prime}\right), j=1, \ldots, m$. Let $(y)_{+}=\max \{0, y\}$ as before.

First we prove the sufficiency of (a). The rectangle condition (1.6) for $F_{L}$ leads to

$$
\begin{equation*}
\sum_{\left(\epsilon_{1}, \ldots, \epsilon_{m}\right): \epsilon_{j}=0 \text { or } 1}(-1)^{m-\Sigma_{j} \epsilon_{j}}\left[\sum_{j} p_{j \epsilon_{j}}-(m-1)\right]_{+} \tag{3.3}
\end{equation*}
$$

Assume that $\left(x_{1}, \ldots, x_{m}\right)$ satisfies condition (a). Then by eliminating the zero terms in (3.3), we get:

$$
\begin{align*}
& \left(p_{11}+\cdots+p_{m 1}-(m-1)\right)_{+} \\
& \quad-\left(p_{10}+p_{21}+\cdots+p_{m 1}-(m-1)\right)_{+} \\
& \quad-\left(p_{11}+p_{20}+p_{31}+\cdots+p_{m 1}-(m-1)\right)_{+}-\cdots \\
& \quad-\left(p_{11}+\cdots+p_{m-1,1}+p_{m 0}-(m-1)\right)_{+} \tag{3.4}
\end{align*}
$$

(Note that from (a), a term is zero if two probabilities in it are less than 1.) If $p_{11}=\cdots=p_{m 1}=1$, then (3.4) becomes $1-p_{10}-\cdots-$ $p_{m 0} \geq 0$. If $p_{11}=\cdots=p_{m-1,1}=1, p_{m 1}<1$, then (3.4) becomes $p_{m 1}-p_{m 0} \geq 0$. If at least two of the $p_{m j}$ are less than 1 , then (3.4) is zero. Hence $F_{L}$ is a cdf.

Next we prove the sufficiency of (b). Assume that ( $x_{1}^{\prime}, \ldots, x_{m}^{\prime}$ ) satisfies condition (b). If $p_{j 0}>0$ for all $j$, then (3.3) is zero. If at most $m-2$ of the $p_{j 0}$ are zero, then (3.3) is zero because the signs $(-1)^{m-\Sigma_{j} \epsilon_{j}}$ of $p_{i 0}, p_{i 1}$ for the non-zero terms balance out for all $i$. If $p_{10}=\cdots=p_{m-1,0}=0$ and $p_{m 0}>0$, then (3.3) becomes $p_{m 1}-p_{m 0} \geq 0$. If $p_{10}=\cdots=p_{m 0}=0$, then (3.3) becomes $p_{11}+\cdots+p_{m 1}-(m-1) \geq 0$. Hence $F_{L}$ is a cdf.

Finally, for the necessity of (a) or (b), we will use induction with the $m=3$ case from the previous theorem as the starting point. Suppose $m \geq 4$ and the result is true for all dimensions less than $m$. Suppose there is a point $\left(y_{1}, \ldots, y_{m}\right)$ such that $1<\sum_{j} F_{j}\left(y_{j}\right)<$ $m-1$ and $0<F_{j}\left(y_{j}\right)<1$ for all $j$.

If $F_{L}$ is a cdf then its lower-dimensional margins are also Fréchet lower bounds. Hence, by the induction hypothesis, it is not possible that $1<\sum_{j} F_{j}\left(y_{j}\right)-F_{i}\left(y_{i}\right)<m-2$ for any $i$. Therefore for each $i$, either $\sum_{j} F_{j}\left(y_{j}\right)-F_{i}\left(y_{i}\right) \leq 1$ or $\sum_{j} F_{j}\left(y_{j}\right)-F_{i}\left(y_{i}\right) \geq m-2$. The same direction for the inequality must hold for all $i$ because if, for example, $F_{2}\left(y_{2}\right)+\cdots+F_{m}\left(y_{m}\right) \geq m-2$ with $i=1$ then $\sum_{j=2}^{m} F_{j}\left(y_{j}\right)-F_{i^{\prime}}\left(y_{i^{\prime}}\right)>m-3$ for $i^{\prime}=2, \ldots, m$ and hence it is
impossible for $F_{1}\left(y_{1}\right)+\sum_{j=2}^{m} F_{j}\left(y_{j}\right)-F_{i^{\prime}}\left(y_{i^{\prime}}\right) \leq 1$ to hold.
If $\sum_{j} F_{j}\left(y_{j}\right)-F_{i}\left(y_{i}\right) \leq 1$ for all $i$, then take $\left(x_{1}, \ldots, x_{m}\right)=$ $\left(y_{1}, \ldots, y_{m}\right)$ and $\left(x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right)=(\infty, \ldots, \infty)$. The rectangle condition (3.3) becomes $1-p_{10}-\cdots-p_{m 0}=1-\sum_{j} F_{j}\left(y_{j}\right)<0$ since $p_{i 0}+p_{i^{\prime} 0} \leq 1$ for all $i \neq i^{\prime}$.

If $\sum_{j} F_{j}\left(y_{j}\right)-F_{i}\left(y_{i}\right) \geq m-2$ for all $i$ and $m$ is odd, then take $\left(x_{1}, \ldots, x_{m}\right)=\left(y_{1}, \ldots, y_{m}\right)$ and $\left(x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right)=(\infty, \ldots, \infty)$. The only zero term in (3.3) is when $\epsilon_{j}=0$ for all $j$ and hence (3.3) becomes $(-1)^{m}\left[(m-1)-p_{10}-\cdots-p_{m 0}\right]<0$. If $\sum_{j} F_{j}\left(y_{j}\right)-$ $F_{i}\left(y_{i}\right) \geq m-2$ for all $i$ and $m$ is even, then take $\left(x_{1}, \ldots, x_{m}\right)=$ $\left(-\infty, y_{2}, \ldots, y_{m}\right)$ and $\left(x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right)=\left(y_{1}, \infty, \ldots, \infty\right)$. All of the terms in (3.3) with $\epsilon_{1}=0$ are zero and the term with $\epsilon_{1}=1$, $\epsilon_{j}=0, j>2$, is also zero. Hence (3.3) becomes

$$
\begin{aligned}
& \sum_{\substack{\epsilon: \epsilon_{j}=0 \text { or } 1, j>1, \epsilon_{1}=1}}(-1)^{m-1-\sum_{j=2}^{m} \epsilon_{j}}\left[\sum_{j} p_{j \epsilon_{j}}-(m-1)\right]_{+} \\
& =(-1)^{m-1}\left[m-1-p_{11}-p_{20}-\cdots-p_{m 0}\right] \\
& =(-1)^{m-1}\left[m-1-F_{1}\left(y_{1}\right)-\cdots-F_{m}\left(y_{m}\right)\right]<0 .
\end{aligned}
$$

Hence the necessity of (a) or (b) has been proved for dimension $m$.

An interpretation of the preceding theorem is the following. Condition (a) means that there is a finite upper support point $\xi_{j}$ for $F_{j}$, and $\xi_{j}$ is a point of mass of $F_{j}, j=1, \ldots, m$. The masses $1-F\left(\xi_{j}-\right)$ are such that $\sum_{j}\left[1-F\left(\xi_{j}-\right)\right] \geq m-1$. Similarly, condition (b) means that there is a finite lower support point $\xi_{j}$ for $F_{j}, j=1, \ldots, m$, such that $\sum_{j} F\left(\xi_{j}\right) \geq m-1$.

The next theorem concerns the sharpness of the Fréchet lower bound for $m \geq 3$. The following lemma is used.
Lemma 3.8 Let $A_{1}, \ldots, A_{m}$ be events such that $\operatorname{Pr}\left(A_{i}\right)=a_{i}, i=$ $1, \ldots, m$. Then

$$
\max \left\{0, \sum_{j} a_{j}-(m-1)\right\} \leq \operatorname{Pr}\left(A_{1} \cap \cdots \cap A_{m}\right) \leq \min _{j} a_{j}
$$

and the bounds are sharp.
Let $A_{i}^{0}$ be the complement of $A_{i}$ and let $A_{i}^{1}=A_{i}, i=1, \ldots, m$. Then it is possible to assign probabilities to

$$
A_{1}^{\epsilon_{1}} \cap \cdots \cap A_{m}^{\epsilon_{m}}, \quad \epsilon_{i}=0 \text { or } 1, \quad i=1, \ldots, m
$$

(in a continuous way over $a_{i}$ ) such that $\operatorname{Pr}\left(A_{1} \cap \cdots \cap A_{m}\right)=$ $\max \left\{0, \sum_{j} a_{j}-(m-1)\right\}$ and $a_{i}=\sum_{\epsilon \in \epsilon_{i}=1} \operatorname{Pr}\left(A_{1}^{\epsilon_{1}} \cap \cdots \cap A_{m}^{\epsilon_{m}}\right)$.

Proof. The second inequality follows from the law of inclusion, and the first inequality follows from the law of addition applied to the complement: $\operatorname{Pr}\left(A_{1} \cap \cdots \cap A_{m}\right)=1-\operatorname{Pr}\left(A_{1}^{0} \cup \cdots \cup A_{m}^{0}\right) \geq$ $1-\sum_{j} \operatorname{Pr}\left(A_{j}^{0}\right)$. The upper bound is sharp from the case where one event is a subset of the remaining events. There are two cases to consider for the sharpness of the lower bound. Let $b_{i}=1-a_{i}$, $i=1, \ldots, m$.

The first case is $\sum_{i=1}^{m} a_{i} \geq m-1$ or $\sum_{i=1}^{m} b_{i} \leq 1$. The events $A_{i}^{0}$ can then be made incompatible. Hence $\operatorname{Pr}\left(A_{1}^{0} \cup \cdots \cup A_{m}^{0}\right)=\sum_{i=1}^{m} b_{i}$, $\operatorname{Pr}\left(A_{1} \cap \cdots \cap A_{m}\right)=\sum_{i=1}^{m} a_{i}-(m-1), \operatorname{Pr}\left(\cap_{i=1, \ldots, m, i \neq j} A_{i}\right)=$ $\sum_{i=1}^{m} a_{i}-a_{j}-(m-2), \operatorname{Pr}\left(\left(\cap_{i=1, \ldots, m, i \neq j} A_{i}\right) \cap A_{j}^{0}\right)=1-a_{j}, j=$ $1, \ldots, m$, and $\operatorname{Pr}\left(A_{1}^{\epsilon_{1}} \cap \cdots \cap A_{m}^{\epsilon_{m}}\right)=0$ if at least two of the $\epsilon_{i}$ are zero.

Next suppose there is an integer $1 \leq k<m$ such $\sum_{i=1}^{k} b_{i} \leq 1$, $\sum_{i=1}^{k+1} b_{i}>1$. The events $A_{1}^{0}, \ldots, A_{k}^{0}$ can be made into incompatible events, and an event $E$, incompatible with $A_{1}^{0}, \ldots, A_{k}^{0}$, with probability $1-\sum_{i=1}^{k} b_{i}$ can be added. Let $D$ be an event, incompatible with $E$, with probability $\sum_{i=1}^{k+1} b_{i}-1$. Then define $A_{k+1}^{0}=$ $E \cup D$; this has probability $b_{k+1}$. Define the remaining events $A_{k+2}, \ldots, A_{n}$ to be independent of each other and of $A_{1}, \ldots, A_{k+1}$. Then $\operatorname{Pr}\left(A_{1} \cap \cdots \cap A_{k+1}\right)=\operatorname{Pr}\left(A_{1} \cap \cdots \cap A_{n}\right)=0, \operatorname{Pr}\left(A_{1} \cap \cdots \cap A_{k} \cap\right.$ $\left.A_{k+1}^{0}\right)=\operatorname{Pr}(E)=\sum_{i=1}^{k} a_{i}-(k-1), \operatorname{Pr}\left(\left(\cap_{i=1, \ldots, k+1, i \neq j} A_{i}\right) \cap A_{j}^{0}\right)=$ $\operatorname{Pr}\left(A_{j}^{0} \cap D^{0}\right), j=1, \ldots, k$, where $D^{0}$ is the complement of $D$, $\operatorname{Pr}\left(\left(\cap_{i=1, \ldots, k, i \neq j} A_{i}\right) \cap A_{j}^{0} \cap A_{k+1}^{0}\right)=\operatorname{Pr}\left(A_{j}^{0} \cap D\right), j=1, \ldots, k$, and $\operatorname{Pr}\left(A_{1}^{\epsilon_{1}} \cap \cdots \cap A_{k+1}^{\epsilon_{k+1}}\right)=0$ if $\sum_{i=1}^{k}\left(1-\epsilon_{i}\right) \geq 2$. Finally, $\operatorname{Pr}\left(A_{1}^{\epsilon_{1}} \cap\right.$ $\left.\cdots \cap A_{m}^{\epsilon_{m}}\right)=\operatorname{Pr}\left(A_{1}^{\epsilon_{1}} \cap \cdots \cap A_{k+1}^{\epsilon_{k+1}}\right) \cdot \prod_{i=k+2}^{m} a_{i}^{\epsilon_{i}}\left(1-a_{i}\right)^{1-\epsilon_{i}}$.
Theorem 3.9 If the cdfs $F_{1}, \ldots, F_{m}$ are continuous, then the Fréchet lower bound $F_{L}(\mathbf{y})$ is sharp at each $\mathbf{y} \in \Re^{m}$.
Proof. Without loss of generality, take $F_{i}$ to be $U(0,1)$ for each $i$. (This is possible since one can always transform from the $U(0,1)$ cdf to a general continuous $F_{j}$.)

Let $U_{1}, \ldots, U_{m}$ be $U(0,1)$ rvs with a joint distribution to be defined constructively. Fix $\left(y_{1}, \ldots, y_{m}\right)$ with $0<y_{i}<1$. Let $A_{i}=$ $\left\{U_{i} \leq y_{i}\right\}, i=1, \ldots, m$. Other notation is the same as in Lemma 3.8. By Lemma 3.8, it is possible to assign probabilities to the regions $A_{1}^{\epsilon_{1}} \cap \cdots \cap A_{m}^{\epsilon_{m}}$ such that $\operatorname{Pr}\left(A_{1} \cap \cdots \cap A_{m}\right)=\max \left\{0, \sum_{j} y_{j}-\right.$ $(m-1)\}$. Next assign probabilities uniformly within each region $A_{1}^{\epsilon_{1}} \cap \cdots \cap A_{m}^{\epsilon_{m}}$. Then the resulting univariate margins of the $U_{i}$ are in fact uniform on $(0,1)$ and hence $F_{L}$ is sharp at $\left(y_{1}, \ldots, y_{m}\right)$. The uniform distribution can be established as follows for $U_{1}$, and
then the other margins are also uniform by symmetry:

- $\operatorname{Pr}\left(U_{1} \leq x_{1}\right)=\sum_{\epsilon_{2}, \ldots, \epsilon_{m}}\left(x_{1} / y_{1}\right) \operatorname{Pr}\left(A_{1} \cap A_{2}^{\epsilon_{2}} \cap \cdots \cap A_{m}^{\epsilon_{m}}\right)=$ $\left(x_{1} / y_{1}\right) \operatorname{Pr}\left(A_{1}\right)=x_{1}, 0 \leq x_{1} \leq y_{1}$,
- $\operatorname{Pr}\left(U_{1} \leq x_{1}\right)=y_{1}+\sum_{\epsilon_{2}, \ldots, \epsilon_{m}}\left[\left(x_{1}-y_{1}\right) /\left(1-y_{1}\right)\right] \operatorname{Pr}\left(A_{1}^{0} \cap A_{2}^{\epsilon_{2}} \cap\right.$ $\left.\cdots \cap A_{m}^{\epsilon_{m}}\right)=y_{1}+\left[\left(x_{1}-y_{1}\right) /\left(1-y_{1}\right)\right] \operatorname{Pr}\left(A_{1}^{0}\right)=x_{1}, y_{1}<x_{1} \leq 1$.

By approximating discrete distributions by a sequence of continuous distributions, the Fréchet lower bound should in general be sharp.

## $3.2 \mathcal{F}\left(F_{12}, F_{13}\right)$

In this section, we obtain some results on the class of trivariate distributions $\mathcal{F}=\mathcal{F}\left(F_{12}, F_{13}\right)$ for which the (1,2) and (1,3) bivariate margins are given or fixed. We assume that the conditional distributions $F_{2 \mid 1}$ and $F_{3 \mid 1}$ are well defined. $\mathcal{F}$ is always non-empty since it contains the trivariate distribution which is such that the second and third variables are conditionally independent given the first, i.e., the cdf defined by $F(\mathbf{x})=\int_{-\infty}^{x_{1}} F_{2 \mid 1}\left(x_{2} \mid y\right) F_{3 \mid 1}\left(x_{3} \mid y\right) d F_{1}(y)$. Similarly, perfect conditional positive and negative dependence lead to the Fréchet bounds in $\mathcal{F}$. The ideas in this section are extended to the method of mixtures of conditional distributions in Section 4.5.

Theorem 3.10 The Fréchet upper bound of $\mathcal{F}=\mathcal{F}\left(F_{12}, F_{13}\right)$ is given by $F_{U}(\mathbf{x})=\int_{-\infty}^{x_{1}} \min \left\{F_{2 \mid 1}\left(x_{2} \mid y\right), F_{3 \mid 1}\left(x_{3} \mid y\right)\right\} d F_{1}(y)$ and the Fréchet lower bound is given by $F_{L}(\mathbf{x})=\int_{-\infty}^{x_{1}} \max \left\{0, F_{2 \mid 1}\left(x_{2} \mid y\right)+\right.$ $\left.F_{3 \mid 1}\left(x_{3} \mid y\right)-1\right\} d F_{1}(y)$, and both of these bounds are proper cdfs.
Proof. Let $F \in \mathcal{F}$. Then write $F(\mathbf{x})=\int_{-\infty}^{x_{1}} F_{23 \mid 1}\left(x_{2}, x_{3} \mid y\right) d F_{1}(y)$, where $F_{23 \mid 1}$ is the bivariate conditional distribution of the second and third variables given the first. The results follow from Theorems 3.1 to 3.3 .

The above theorem extends to the Fréchet class $\mathcal{F}$ consisting of $m$-variate distributions given two different $(m-1)$-dimensional margins (these two marginal distributions have $m-2$ variables in common). For example, $F \in \mathcal{F}\left(F_{1 \cdots m-1}, F_{1 \cdots m-2, m}\right)$, can be written in the form:

$$
\begin{gathered}
F(\mathbf{x})=\int_{-\infty}^{x_{1}} \cdots \int_{-\infty}^{x_{m-2}} F_{m-1, m \mid 1 \cdots m-2}\left(x_{m-1}, x_{m} \mid y_{1}, \ldots, y_{m-2}\right) \\
\cdot F_{1 \cdots m-2}\left(d y_{1}, \ldots, d y_{m-2}\right)
\end{gathered}
$$

The bivariate conditional distribution can be bounded by the bivariate Fréchet upper and lower bounds.

For the Fréchet class of survival functions $\mathcal{F}\left(\bar{F}_{12}, \bar{F}_{13}\right)$ and its extensions, the Fréchet bounds $\bar{G}_{L}, \bar{G}_{U}$ satisfy $\bar{G}_{L}=\bar{F}_{L}$ and $\bar{G}_{U}=$ $\bar{F}_{U}$.

## $3.3 \mathcal{F}\left(F_{12}, F_{3}\right)$

In this section, we obtain some results on the class of trivariate distributions $\mathcal{F}=\mathcal{F}\left(F_{12}, F_{3}\right)$ for which the (1,2) bivariate margin and the univariate margin for third variable are given or fixed.

Similar to Theorem 3.1, an upper bound of the class $\mathcal{F}$ is $F_{U}(\mathbf{x})=$ $\min \left\{F_{12}\left(x_{1}, x_{2}\right), F_{3}\left(x_{3}\right)\right\}$. In general, $F_{U}$ is not a proper distribution. The simple intuitive proof is that the $(1,3)$ and $(2,3)$ margins are both bivariate Fréchet upper bounds so that $F_{U}$ cannot be a proper distribution unless $F_{12}$ is a bivariate Fréchet upper bound distribution. As an illustration, we also use the rectangle condition of Section 1.4.2 to show that $F_{U}$ is in general not a cdf, when $F_{12}$ and $F_{3}$ are continuous. Let the arguments be $x_{1}<x_{1}^{\prime}, x_{2}<x_{2}^{\prime}, x_{3}<x_{3}^{\prime}$, and let $F_{12}=F_{12}\left(x_{1}, x_{2}\right), F_{12^{\prime}}=$ $F_{12}\left(x_{1}, x_{2}^{\prime}\right), F_{1^{\prime} 2}=F_{12}\left(x_{1}^{\prime}, x_{2}\right), F_{1^{\prime} 2^{\prime}}=F_{12}\left(x_{1}^{\prime}, x_{2}^{\prime}\right), F_{3}=F_{3}\left(x_{3}\right)$, $F_{3^{\prime}}=F_{3}\left(x_{3}^{\prime}\right)$. We assume without loss of generality that $F_{3^{\prime}}>F_{3}$ and $F_{1^{\prime} 2^{\prime}}>F_{1^{\prime} 2}>F_{12^{\prime}}>F_{12}$. Because $F_{12}(\cdot, \cdot)$ is a proper distribution, $F_{1^{\prime} 2^{\prime}}-F_{1^{\prime} 2}-F_{12^{\prime}}+F_{12} \geq 0$. There are 15 ways of ordering $F_{3^{\prime}}, F_{3}, F_{1^{\prime} 2^{\prime}}, F_{1^{\prime} 2}, F_{12^{\prime}}, F_{12}$ that could be considered. One of them is $F_{1^{\prime} 2^{\prime}}>F_{1^{\prime} 2}>F_{3^{\prime}}>F_{12^{\prime}}>F_{3}>F_{12}$, in which case the rectangle condition leads to $F_{3^{\prime}}-F_{3^{\prime}}-F_{12^{\prime}}-F_{3}+F_{3}+F_{3}+F_{12}-F_{12}<0$.

A lower bound for $\mathcal{F}$ is $F_{L}(\mathbf{x})=\max \left\{0, F_{12}\left(x_{1}, x_{2}\right)+F_{3}\left(x_{3}\right)-1\right\}$. It is left as an exercise to show that this is not a cdf in general. The intuitive argument is that the $(1,3)$ and $(2,3)$ margins of $F_{L}$ are bivariate Fréchet lower bounds, so that $F_{L}$ is a proper cdf only if $F_{12}$ is the Fréchet upper bound.

These results clearly extend to $\mathcal{F}\left(F_{S_{1}}, \ldots, F_{S_{k}}\right)$, where $S_{1}, \ldots, S_{k}$ is a partition of $\{1, \ldots, m\}$ with $\left|S_{i}\right| \geq 2$ for at least one $i$. The Fréchet bounds are generally not proper cdfs.

Next we go on to other results for $\mathcal{F}=\mathcal{F}\left(F_{12}, F_{3}\right)$ when $F_{1}=F_{3}$ and $F_{12}$ is continuous, such as the extremal elements of the set, and the concordance and more SI orderings on $\mathcal{F}$.

If $F_{32}$ is chosen so that $F_{32} \prec_{c} F_{12}$ and $F_{123}$ is the Fréchet upper bound given $F_{12}, F_{32}$, then $F_{123} \in \mathcal{F}\left(F_{12}, F_{3}\right)$ and $F_{123}$ is smaller than $F_{123}^{\prime}\left(x_{1}, x_{2}, x_{3}\right)=F_{12}\left(x_{1} \wedge x_{3}, x_{2}\right)$ in the concordance ordering. Note that $F_{123}^{\prime}$ is the Fréchet upper bound given $F_{12}, F_{32}$
when $F_{32}=F_{12}$ and it is in $\mathcal{F}\left(F_{12}, F_{3}\right)$ when $F_{1}=F_{3}$. The proof follows from $F_{123}\left(x_{1}, x_{2}, x_{3}\right) \leq \min \left\{F_{12}\left(x_{1}, x_{2}\right), F_{32}\left(x_{3}, x_{2}\right)\right\}$ and $F_{32}\left(x_{3}, x_{2}\right) \leq F_{12}\left(x_{3}, x_{2}\right)$, and similar inequalities for the survival functions. If $F_{32}$ is chosen so that $F_{12} \prec \mathrm{sI} F_{32}$ and $F_{123}$ is the Fréchet upper bound given $F_{12}, F_{32}$, then for $\mathbf{X} \sim F_{123}$, there is the stochastic relation $X_{3}=g\left(X_{1}, X_{2}\right)$ with $g$ (strictly) increasing in its two arguments. Note that $\operatorname{Pr}\left(X_{1} \leq x_{1}, X_{2} \leq x_{2}, g\left(X_{1}, X_{2}\right) \leq\right.$ $\left.x_{3}\right)=\operatorname{Pr}\left(X_{1} \leq x_{1}, X_{2} \leq x_{2}\right)=F_{12}\left(x_{1}, x_{2}\right)$ if $g\left(x_{1}, x_{2}\right) \leq x_{3}$, and this is larger than $F_{12}\left(x_{1} \wedge x_{3}, x_{2}\right)$ when $x_{3}<x_{1}$. The inequality $g\left(x_{1}, x_{2}\right)<x_{3}<x_{1}$ holds if $x_{2}$ is sufficiently small and $x_{1}$ is sufficiently large. Hence, the distribution of ( $\left.X_{1}, X_{2}, g\left(X_{1}, X_{2}\right)\right)$ is not dominated by $F_{123}^{\prime}$.

The above results suggest that when $F_{1}=F_{3}$, maximal elements in $\mathcal{F}$ include those for which $F_{32}$ is strictly larger than $F_{12}$ in the $\prec_{c}$ or $\prec_{\text {sI }}$ ordering and $F_{123}$ is the Fréchet upper bound in $\mathcal{F}\left(F_{12}, F_{23}\right)$.

We show next that if $F_{12} \prec_{\mathrm{sI}} F_{32} \prec_{\mathrm{sI}} F_{32}^{\prime}$ (with strict inequalities) and $F_{1 \mid 2}(\cdot \mid y), F_{3 \mid 2}(\cdot \mid y), F_{3 \mid 2}^{\prime}(\cdot \mid y)$ are continuous for all $y$, then the Fréchet upper bounds

$$
F_{123}\left(x_{1}, x_{2}, x_{3}\right)=\int_{-\infty}^{x_{2}} \min \left\{F_{1 \mid 2}\left(x_{1} \mid y\right), F_{3 \mid 2}\left(x_{3} \mid y\right)\right\} d F_{2}(y)
$$

and

$$
F_{123}^{\prime}\left(x_{1}, x_{2}, x_{3}\right)=\int_{-\infty}^{x_{2}} \min \left\{F_{1 \mid 2}\left(x_{1} \mid y\right), F_{3 \mid 2}^{\prime}\left(x_{3} \mid y\right)\right\} d F_{2}(y)
$$

are not comparable in the $\prec_{c}$ ordering, i.e., neither function dominates the other uniformly over $\Re^{3}$. (If $F_{32}$ and $F_{32}^{\prime}$ are both strictly more concordant than $F_{12}$ but are themselves not ordered by concordance, then the trivariate distributions $F_{123}, F_{123}^{\prime}$ are clearly not ordered by concordance.) The assumptions imply that $F_{32}\left(x_{3}, x_{2}\right) \leq$ $F_{32}^{\prime}\left(x_{3}, x_{2}\right)$ for all $x_{3}, x_{2}$, so it remains to show that there exists $\left(x_{1}, x_{2}, x_{3}\right)$ such that $F_{123}^{\prime}\left(x_{1}, x_{2}, x_{3}\right)<F_{123}\left(x_{1}, x_{2}, x_{3}\right)$. From Theorem 2.10, if $x_{1}, x_{3}$ are fixed, there exist $y_{0}, y_{0}^{\prime}, y_{0}^{\prime \prime}$ such that

$$
\begin{aligned}
& {\left[F_{1 \mid 2}\left(x_{1} \mid y\right)-F_{3 \mid 2}\left(x_{3} \mid y\right)\right]\left(y-y_{0}\right) \geq 0,} \\
& {\left[F_{1 \mid 2}\left(x_{1} \mid y\right)-F_{3 \mid 2}^{\prime}\left(x_{3} \mid y\right)\right]\left(y-y_{0}^{\prime}\right) \geq 0,} \\
& {\left[F_{3 \mid 2}\left(x_{3} \mid y\right)-F_{3 \mid 2}^{\prime}\left(x_{3} \mid y\right)\right]\left(y-y_{0}^{\prime \prime}\right) \geq 0 .}
\end{aligned}
$$

Therefore if $y_{0}, y_{0}^{\prime}, y_{0}^{\prime \prime}$ are bounded away from the upper and lower end points of support, then $F_{1 \mid 2}\left(x_{1} \mid y\right)<F_{3 \mid 2}\left(x_{3} \mid y\right)<F_{3 \mid 2}^{\prime}\left(x_{3} \mid y\right)$ for $y$ small enough (less than $\min \left\{y_{0}, y_{0}^{\prime}, y_{0}^{\prime \prime}\right\}$ ) and $F_{1 \mid 2}\left(x_{1} \mid y\right)>$

$$
\begin{aligned}
& F_{3 \mid 2}\left(x_{3} \mid y\right)>F_{3 \mid 2}^{\prime}\left(x_{3} \mid y\right) \text { for } y \text { large enough. If } y_{0}^{\prime}<y_{0}, \text { then } \\
& F_{123}\left(x_{1}, y_{0}, x_{3}\right)=\int_{-\infty}^{y_{0}^{\prime}} F_{1 \mid 2}\left(x_{1} \mid y\right) d F_{2}(y)+\int_{y_{0}^{\prime}}^{y_{0}} F_{1 \mid 2}\left(x_{1} \mid y\right) d F_{2}(y) \\
& >\int_{-\infty}^{y_{0}^{\prime}} F_{1 \mid 2}\left(x_{1} \mid y\right) d F_{2}(y)+\int_{y_{0}^{\prime}}^{y_{0}} F_{3 \mid 2}^{\prime}\left(x_{3} \mid y\right) d F_{2}(y)=F_{123}^{\prime}\left(x_{1}, y_{0}, x_{3}\right)
\end{aligned}
$$

The conditions where $y_{0}^{\prime}<y_{0}$ can be investigated.
For illustration, consider the special case of BVN distributions for $F_{12}, F_{32}, F_{32}^{\prime}$. Let $F_{12}, F_{32}, F_{32}^{\prime}$ be BVSN with correlations $0 \leq$ $\rho_{12}<\rho_{32}<\rho_{32}^{\prime}$. Then for $x_{1}, x_{3}$ fixed, $y_{0}=\left[x_{3} \sqrt{1-\rho_{12}^{2}}-\right.$ $\left.x_{1} \sqrt{1-\rho_{32}^{2}}\right] /\left[\rho_{32} \sqrt{1-\rho_{12}^{2}}-\rho_{12} \sqrt{1-\rho_{32}^{2}}\right]$ and $y_{0}^{\prime}=\left[x_{3} \sqrt{1-\rho_{12}^{2}}-\right.$ $\left.x_{1} \sqrt{1-\rho_{32}^{\prime 2}}\right] /\left[\rho_{32}^{\prime} \sqrt{1-\rho_{12}^{2}}-\rho_{12} \sqrt{1-\rho_{32}^{\prime 2}}\right]$. Hence $y_{0}^{\prime}<y_{0}$ for some choices of $x_{1}, x_{3}$, e.g., $x_{1}=0<x_{3}$.

The general approach for finding $x_{1}, x_{3}$ such that $y_{0}^{\prime}<y_{0}$ is as follows. $F_{1 \mid 2}\left(x_{1} \mid y\right)$ is increasing in $x_{1}$ for all $y$, so that if $x_{1}$ is chosen to be small enough relative to $x_{3}$, then $y_{0}, y_{0}^{\prime}>y_{0}^{\prime \prime}$. If $F_{3 \mid 2}\left(x_{3} \mid y\right)>$ $F_{3 \mid 2}^{\prime}\left(x_{3} \mid y\right)$ for $y>y_{0}^{\prime \prime}$ and $F_{1 \mid 2}\left(x_{1} \mid y\right)<F_{3 \mid 2}\left(x_{3} \mid y\right), F_{3 \mid 2}^{\prime}\left(x_{3} \mid y\right)$ for $y<y_{0}^{\prime \prime}$, then $F_{1 \mid 2}\left(x_{1} \mid \cdot\right)$ must intersect $F_{3 \mid 2}^{\prime}\left(x_{3} \mid \cdot\right)$ before $F_{3 \mid 2}\left(x_{3} \mid \cdot\right)$ or $y_{0}^{\prime}<y_{0}$.

If one weakens the assumption of $F_{12} \prec_{\mathrm{SI}} F_{32} \prec_{\mathrm{SI}} F_{32}^{\prime}$ to $F_{12} \prec_{\mathrm{c}}$ $F_{32} \prec_{\mathrm{c}} F_{32}^{\prime}$, then the above argument is essentially still valid; details are a bit messier because the conditional distributions can have more crossings.

Similarly, minimal distributions in $\mathcal{F}$ can be studied.

## $3.4 \mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$

In this section, we study classes of trivariate distributions with three given bivariate margins, i.e., $\mathcal{F}=\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$. Here there is clearly a need to check for compatibility of the three bivariate margins, if they are arbitrary. For example, if the $F_{12}, F_{13}, F_{23}$ are BVSN cdfs with respective correlations $\rho_{12}, \rho_{13}, \rho_{23}$, then the compatibility condition is that the correlation matrix with these $\rho_{i j}$ is non-negative definite. Assuming that the three bivariate margins are compatible, we can obtain upper and lower bounds in a simple form and study them in the continuous case (all bivariate margins continuous). We show that these bounds are in general not proper cdfs, but we do obtain some conditions for which they are proper cdfs. We also obtain some conditions for which there is a unique $F \in \mathcal{F}$. Note also a difference compared
to the class $\mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$ in that an upper (lower) bound cdf for $\mathcal{F}=\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$ becomes a lower (upper) bound survival distribution for $\mathcal{F}=\mathcal{F}\left(\bar{F}_{12}, \bar{F}_{13}, \bar{F}_{23}\right)$. Compatibility conditions, based on the bounds and other criteria, are also given. Some extensions are given in Section 3.6 on $\mathcal{F}\left(F_{i j}, 1 \leq i<j \leq m\right)$.

The results of this section and their extensions in Section 3.5 are crucial to the understanding of the construction method in Section 4.8.

### 3.4.1 Bounds

In this subsection, we obtain and analyse upper and lower bounds for $\mathcal{F}=\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$.

Theorem 3.11 Let $a_{1}=F_{12}, a_{2}=F_{13}, a_{3}=F_{23}, a_{4}=1-F_{1}-$ $F_{2}-F_{3}+F_{12}+F_{13}+F_{23}, b_{1}=F_{12}+F_{13}-F_{1}, b_{2}=F_{12}+F_{23}-F_{2}$, $b_{3}=F_{13}+F_{23}-F_{3}$. A lower bound is $F_{L}=\max \left\{0, b_{1}, b_{2}, b_{3}\right\}$ and an upper bound is $F_{U}=\min \left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$. For $F_{12}, F_{13}, F_{23}$ to be compatible, $F_{L} \leq F_{U}$ must hold everywhere.

Proof. The last statement is obvious. Suppose $F_{12}, F_{13}, F_{23}$ are compatible and let $F \in \mathcal{F}$. Clearly, $F \leq \min \left\{F_{12}, F_{13}, F_{23}\right\}$. The fourth term $a_{4}$ in $F_{U}$ comes from $\bar{F}=1-F_{1}-F_{2}-F_{3}+F_{12}+$ $F_{13}+F_{23}-F$; since $\bar{F} \geq 0, F \leq a_{4}$. For the lower bound, suppose $\mathbf{X} \sim F$. Then for a permutation $(i, j, k)$ of $(1,2,3), 0 \leq \operatorname{Pr}\left(X_{i} \leq\right.$ $\left.x_{i}, X_{j}>x_{j}, X_{k}>x_{k}\right)=F_{i}-F_{i j}-F_{i k}+F$ or $F \geq F_{i j}+F_{i k}-F_{i}$.

The bounds in Theorem 3.11 will be called the Fréchet bounds because they are simple and the analysis in Section 3.4.2 shows that for some choices of $F_{12}, F_{13}, F_{23}$ they can both be equal to the unique distribution in $\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$.

Both of the bounds $F_{L}, F_{U}$ have the right bivariate margins as $F_{1} \rightarrow 1, F_{2} \rightarrow 1, F_{3} \rightarrow 1$. From analysis of the derivatives of first, second and third order, a requirement (in the continuous differentiable case) for the upper bound to be a proper distribution is that $F_{2 \mid 1}+F_{3 \mid 1}-1 \geq 0, F_{1 \mid 2}+F_{3 \mid 2}-1 \geq 0, F_{1 \mid 3}+F_{2 \mid 3}-1 \geq 0$ when $a_{4} \leq \min \left\{F_{12}, F_{13}, F_{23}\right\}$. Similarly, a requirement for the lower bound to be a proper distribution is that $F_{2 \mid 1}+F_{3 \mid 1}-1 \geq 0$ when $F_{12}+F_{13}-F_{1}=F_{L}, F_{1 \mid 2}+F_{3 \mid 2}-1 \geq 0$ when $F_{12}+F_{23}-F_{2}=F_{L}$, and $F_{1 \mid 3}+F_{2 \mid 3}-1 \geq 0$ when $F_{13}+F_{23}-F_{3}=F_{L}$. These are necessary conditions, and other necessary conditions which come from the rectangle inequality (1.6) are studied below.

As an example, consider the case of pairwise independence ( $F_{i j}=$ $F_{i} F_{j}$ for $i<j$ ). For the upper bound, note that if $a_{4} \leq F_{12}$, then $\left(1-F_{3}\right)\left(1-F_{1}-F_{2}\right) \leq 0$, which implies $F_{1}+F_{2}-1=F_{1 \mid 3}+F_{2 \mid 3}-1 \geq$ 0 . Similarly the other two requirements are met when $a_{4}$ is the minimum. For the lower bound, supposing $F_{L}=F_{1}\left(F_{2}+F_{3}-1\right) \geq$ 0 , then $F_{2 \mid 1}+F_{3 \mid 1}-1=F_{2}+F_{3}-1 \geq 0$; the other cases are covered by symmetry. However some other conditions are not met, with details given below.

A general analysis is given for the upper bound. Let $\mathbf{X} \sim F$ with $F \in \mathcal{F}$. The condition

$$
\begin{equation*}
1-F_{1}-F_{2}-F_{3}+F_{12}+F_{13}+F_{23} \leq \min \left\{F_{12}, F_{13}, F_{23}\right\} \tag{3.5}
\end{equation*}
$$

when evaluated at ( $x_{1}, x_{2}, x_{3}$ ), implies that

$$
\begin{equation*}
1-F_{i}-F_{j}-F_{k}+F_{i j}+F_{i k} \leq 0, \tag{3.6}
\end{equation*}
$$

for all permutations $(i, j, k)$ of $(1,2,3)$. Inequality (3.6) is equivalent to

$$
\frac{F_{j}-F_{i j}}{1-F_{i}}+\frac{F_{k}-F_{i k}}{1-F_{i}}-1 \geq 0
$$

which in terms of probabilities for the rvs is

$$
\begin{equation*}
\operatorname{Pr}\left(X_{j} \leq x_{j} \mid X_{i}>x_{i}\right)+\operatorname{Pr}\left(X_{k} \leq x_{k} \mid X_{i}>x_{i}\right)-1 \geq 0 \tag{3.7}
\end{equation*}
$$

Note that (3.7) holds for all permutations $(i, j, k)$ of $(1,2,3)$ if $x_{i}, x_{j}, x_{k}$ are sufficiently large. The conditions that (3.5) must imply in order for the Fréchet upper bound to be a distribution are

$$
\begin{equation*}
F_{j \mid i}+F_{k \mid i}-1 \geq 0, \tag{3.8}
\end{equation*}
$$

for all permutations $(i, j, k)$ of $(1,2,3)$. In terms of probabilities for the rvs, (3.8) is

$$
\begin{equation*}
\operatorname{Pr}\left(X_{j} \leq x_{j} \mid X_{i}=x_{i}\right)+\operatorname{Pr}\left(X_{k} \leq x_{k} \mid X_{i}=x_{i}\right)-1 \geq 0 . \tag{3.9}
\end{equation*}
$$

If the bivariate margins are such that each conditional distribution $F_{i \mid j}, i \neq j$, is SI, then (3.7) implies (3.9). If they are such that each conditional distribution $F_{i \mid j}, i \neq j$, is strictly SD, then one can come up with values of ( $x_{1}, x_{2}, x_{3}$ ) for which (3.7) does not imply (3.9). The reasoning is that if $X_{j}$ is SI (SD) in $X_{i}$, then

$$
\operatorname{Pr}\left(X_{j} \leq x_{j} \mid X_{i}=x_{i}\right) \geq(\leq) \operatorname{Pr}\left(X_{j} \leq x_{j} \mid X_{i}>x_{i}\right)
$$

The proof is that

$$
\begin{aligned}
\operatorname{Pr}\left(X_{j} \leq x_{j} \mid X_{i}>x_{i}\right) & =\left[\bar{F}_{i}\left(x_{i}\right)\right]^{-1} \int_{x_{i}}^{\infty} F_{j \mid i}\left(x_{j} \mid y\right) d F_{i}(y) \\
& \leq(\geq) F_{j \mid i}\left(x_{j} \mid x_{i}\right)
\end{aligned}
$$

if $F_{j \mid i}\left(x_{j} \mid y\right)$ is decreasing (increasing) in $y$.
A similar analysis can be given for the lower bound. $F_{L}$ cannot be identically equal to 0 . If $F_{L}=F_{i j}+F_{i k}-F_{i} \geq 0$, evaluated at ( $x_{1}, x_{2}, x_{3}$ ), for some permutation $(i, j, k)$ of ( $1,2,3$ ), then in terms of probabilities for the rvs,

$$
\begin{equation*}
\operatorname{Pr}\left(X_{j} \leq x_{j} \mid X_{i} \leq x_{i}\right)+\operatorname{Pr}\left(X_{k} \leq x_{k} \mid X_{i} \leq x_{i}\right)-1 \geq 0 . \tag{3.10}
\end{equation*}
$$

The condition that (3.10) must imply in order for the Fréchet lower bound to be a distribution is (3.8) or (3.9). Using a similar argument to above, if the bivariate margins are such that each conditional distribution $F_{i \mid j}, i \neq j$, is SD, then (3.10) implies (3.9), and if each conditional distribution is SI, then one can come up with values of ( $x_{1}, x_{2}, x_{3}$ ) for which (3.10) does not imply (3.9). This follows because $\operatorname{Pr}\left(X_{j} \leq x_{j} \mid X_{i} \leq x_{i}\right)=\left[F_{i}\left(x_{i}\right)\right]^{-1} \int_{-\infty}^{x_{i}} F_{j \mid i}\left(x_{j} \mid y\right) d F_{i}(y) \leq$ $(\geq) F_{j \mid i}\left(x_{j} \mid x_{i}\right)$ if $F_{j \mid i}\left(x_{j} \mid y\right)$ is increasing (decreasing) in $y$.

A summary here is that if the bivariate margins are all SI (SD), then the Fréchet lower (upper) bound is not a proper distribution.

Next we study another condition which essentially shows that $F_{L}$ and $F_{U}$ are not proper distributions when all bivariate margins are PQD.

For the upper bound, consider first the case where the three bivariate margins are the same (and symmetric), and consider the rectangle condition based on the cube with corners $(x, x, x)$ and ( $x^{\prime}, x^{\prime}, x^{\prime}$ ) and $x^{\prime}=x+\epsilon$ for a small $\epsilon>0$. Let $F=F_{1}(x)$, $F^{\prime}=F_{1}\left(x^{\prime}\right), C_{12}=F_{12}(x, x), C_{12}^{\prime}=F_{12}\left(x, x^{\prime}\right)=F_{12}\left(x^{\prime}, x\right), C_{12}^{\prime \prime}=$ $F_{12}\left(x^{\prime}, x^{\prime}\right)$. Then $a_{4}=1-3 F+3 C_{12}>C_{12}$ if $1-3 F+2 C_{12}>0$. If $F_{12}$ is PQD, then $C_{12} \geq F^{2}$ and $1-3 F+2 C_{12} \geq 1-3 F+2 F^{2}=$ $(1-F)(1-2 F)>0$ if $F<\frac{1}{2}$. Suppose $F, F^{\prime}<\frac{1}{2}$ and $\epsilon$ is sufficiently small; then the rectangle 'probability' is $C_{12}^{\prime \prime}-3 C_{12}^{\prime}+3 C_{12}-C_{12}=$ $\left(C_{12}^{\prime \prime}-2 C_{12}^{\prime}+C_{12}\right)+\left(C_{12}-C_{12}^{\prime}\right)<0$, since the second negative term dominates when the expression is divided by $\epsilon^{2}$ and $\epsilon \rightarrow 0$. For the more general case of arbitrary bivariate margins, take $x_{1}, x_{2}, x_{3}$ so that $F_{12}, F_{13}, F_{23}$ are equal and small.

Now for the lower bound, consider again the symmetric case and use the same notation. The lower bound is greater than zero if $2 C_{12}-F>0$. If $F_{12}$ is PQD, $2 C_{12}-F \geq F(2 F-1)>0$ if $F>\frac{1}{2}$. Suppose $F>\frac{1}{2}$ and $\epsilon$ is sufficiently small; then the rectangle 'probability' is $\left(2 C_{12}^{\prime \prime}-F^{\prime}\right)-3\left[C_{12}^{\prime}+\max \left\{C_{12}^{\prime \prime}-F^{\prime}, C_{12}^{\prime}-F\right\}\right]+$ $3\left[C_{12}^{\prime}+\max \left\{C_{12}^{\prime}-F^{\prime}, C_{12}-F\right\}\right]-\left(2 C_{12}-F\right)=2 C_{12}^{\prime \prime}-3 C_{12}^{\prime}+$ $C_{12}-F^{\prime}+F$ since $F-C_{12} \leq F^{\prime}-C_{12}^{\prime}, F-C_{12}^{\prime} \leq F^{\prime}-C_{12}^{\prime \prime}$ always hold (the probabilities correspond to $\operatorname{Pr}\left(X_{1} \leq x, X_{2}>x^{\prime}\right)$, $\operatorname{Pr}\left(X_{1} \leq x^{\prime}, X_{2}>x^{\prime}\right)$ in the latter case). Next, $2 C_{12}^{\prime \prime}-3 C_{12}^{\prime 2}+C_{12}-$
$F^{\prime}+F=2\left(C_{12}^{\prime \prime}-2 C_{12}^{\prime}+C_{12}\right)+\left[\left(F-C_{12}\right)-\left(F^{\prime}-C_{12}^{\prime}\right)\right]<0$, since the second negative term dominates when the expression is divided by $\epsilon^{2}$ and $\epsilon \rightarrow 0$. For the more general case of arbitrary bivariate margins, take $x_{1}, x_{2}, x_{3}$ so that $F_{12}+F_{13}-F_{1}, F_{12}+F_{23}-F_{2}$, $F_{13}+F_{23}-F_{3}$ are equal or approximately equal and greater than 0.

### 3.4.2 Uniqueness

In this subsection, we study the cases where the three bivariate margins $F_{12}, F_{13}, F_{23}$ uniquely determine a trivariate distribution $F$, and analyse whether the Fréchet bounds $F_{L}$ and $F_{U}$ are equal to $F$.

Examples are the following.

1. Suppose all three bivariate margins are Fréchet upper bounds. The unique trivariate distribution in $\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$ is $F=$ $\min \left\{F_{1}, F_{2}, F_{3}\right\}$. For $F_{1} \leq F_{2} \leq F_{3}$, the upper bound is $F_{U}=$ $\min \left\{F_{1}, F_{1}, F_{2}, 1-F_{3}+F_{1}\right\}=F_{1}$ and the lower bound is $F_{L}=\max \left\{0, F_{1}, F_{1}, F_{1}+F_{2}-F_{3}\right\}=F_{1}$. After considering all cases, by symmetry, $F=F_{L}=F_{U}$.
2. Suppose two bivariate margins are Fréchet lower bounds and one is a Fréchet upper bound. Assume $F_{12}=\min \left\{F_{1}, F_{2}\right\}$, $F_{13}=\max \left\{0, F_{1}+F_{3}-1\right\}, F_{23}=\max \left\{0, F_{2}+F_{3}-1\right\}$. The unique trivariate distribution in $\mathcal{F}$ is $F=\max \left\{0, \min \left\{F_{1}, F_{2}\right\}+\right.$ $\left.F_{3}-1\right\}$. Cases to consider are:
(a) $F_{1} \leq F_{2} \leq 1-F_{3}: F_{U}=\min \left\{F_{1}, 0,0,1-F_{2}-F_{3}\right\}=0$ and $F_{L}=\max \left\{0,0, F_{1}-F_{2},-F_{3}\right\}=0$;
(b) $F_{1} \leq 1-F_{3} \leq F_{2}: F_{U}=\min \left\{F_{1}, 0, F_{2}+F_{3}-1,0\right\}=0$ and $F_{L}=\max \left\{0,0, F_{1}+F_{3}-1, F_{2}-1\right\}=0$;
(c) $1-F_{3} \leq F_{1} \leq F_{2}: F_{U}=\min \left\{F_{1}, F_{1}+F_{3}-1, F_{2}+F_{3}-\right.$ $\left.1, F_{1}+F_{3}-1\right\}=F_{1}+F_{3}-1$ and $F_{L}=\max \left\{0, F_{1}+F_{3}-\right.$ $\left.1, F_{1}+F_{3}-1, F_{1}+F_{2}+F_{3}-2\right\}=F_{1}+F_{3}-1$.

Other cases are covered by symmetry. Hence $F=F_{L}=F_{U}$.
General results on when there is a unique $F \in \mathcal{F}$ are given next. We assume that the univariate margins are all continuous, so that they could be taken to be $U(0,1)$ without loss of generality. Let $x_{1}<x_{1}^{\prime}, x_{2}<x_{2}^{\prime}, x_{3}<x_{3}^{\prime}$ be support points of the univariate margins $F_{1}, F_{2}, F_{3}$, respectively. Let $F=F_{123} \in \mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$. Let $p_{123}, p_{1^{\prime} 23}, \ldots, p_{1^{\prime} 2^{\prime} 3^{\prime}}$ be the masses or accumulated density values in neighbourhoods of $\left(x_{1}, x_{2}, x_{3}\right),\left(x_{1}^{\prime}, x_{2}, x_{3}\right), \ldots,\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)$,
respectively. The eight triplets can be viewed as being on the corners of a cube. If all of the eight probabilities are positive, then one can make small shifts of masses or density to get a new trivariate disribution with the same bivariate margins. The shifts are:

$$
\begin{gathered}
p_{123} \rightarrow p_{123}+\epsilon, \quad p_{1^{\prime} 2^{\prime} 3} \rightarrow p_{1^{\prime} 2^{\prime} 3}+\epsilon, \quad p_{1^{\prime} 23^{\prime}} \rightarrow p_{1^{\prime} 23^{\prime}}+\epsilon \\
p_{12^{\prime} 3^{\prime}} \rightarrow p_{12^{\prime} 3^{\prime}}+\epsilon, \quad p_{1^{\prime} 23} \rightarrow p_{1^{\prime} 23}-\epsilon, \quad p_{12^{\prime} 3} \rightarrow p_{12^{\prime} 3}-\epsilon, \\
p_{123^{\prime}} \rightarrow p_{123^{\prime}}-\epsilon, \quad p_{1^{\prime} 2^{\prime} 3^{\prime}} \rightarrow p_{1^{\prime} 2^{\prime} 3^{\prime}}-\epsilon
\end{gathered}
$$

where $\epsilon$ is small enough in absolute value that all of the new probabilities exceed zero.

If at least one of $p_{123}, p_{1^{\prime} 2^{\prime} 3}, p_{1^{\prime} 23^{\prime}}^{\prime}, p_{12^{\prime} 3^{\prime}}$ is zero and at least one of $p_{1^{\prime} 23}, p_{12^{\prime} 3}, p_{123^{\prime}}, p_{1^{\prime} 2^{\prime} 3^{\prime}}$ is zero, no matter what are the choices of $x_{j}, x_{j}^{\prime}, j=1,2,3$, then $F$ is the unique distribution with the given bivariate margins. For $U(0,1)$ margins, examples where this occur are:
(a) the mass is totally on one of the four diagonals of the unit cube (corresponding to the case where each bivariate margin is a Fréchet upper or lower bound);
(b) the mass is on one of the planes $x_{i}=x_{j}$ or $x_{i}+x_{j}=1, i \neq j$ (corresponding to the case where one of the bivariate margins is the Fréchet upper or lower bound and one of the bivariate margins could be any copula);
(c) the mass is on the surface $y_{3}=g\left(y_{1}, y_{2}\right)$, where $g$ is strictly increasing in $y_{1}, y_{2}$ (this happens in the case where $F_{12}, F_{32}$ are such that $F_{12} \prec_{\mathrm{SI}} F_{32}$ and $F$ is the Fréchet upper bound given $F_{12}, F_{32}$; the function $g\left(y_{1}, y_{2}\right)$ is $\left.F_{3 \mid 2}^{-1}\left(F_{1 \mid 2}\left(y_{1} \mid y_{2}\right) \mid y_{2}\right)\right)$, or $g$ is strictly decreasing in $y_{1}, y_{2}$;
(d) the mass is on the surface $y_{3}=g\left(y_{1}, y_{2}\right)$, where $g$ is strictly decreasing in $y_{1}$ and strictly increasing in $y_{2}$ (this happens in the case where $F_{12}, F_{32}$ are such that $F_{12}, F_{32}$ are SI and $F$ is the Fréchet lower bound given $F_{12}, F_{32}$; the function $g\left(y_{1}, y_{2}\right)$ is $\left.F_{3 \mid 2}^{-1}\left(1-F_{1 \mid 2}\left(y_{1} \mid y_{2}\right) \mid y_{2}\right)\right)$, or $g$ is strictly increasing in $y_{1}$ and strictly decreasing in $y_{2}$.
Consider the cube with the eight points from $\left\{x_{1}, x_{1}^{\prime}\right\} \times\left\{x_{2}, x_{2}^{\prime}\right\} \times$ $\left\{x_{3}, x_{3}^{\prime}\right\}$. The proof for example (c) with strict increase is as follows: if ( $x_{1}, x_{2}, x_{3}$ ) and ( $x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}$ ) are on the surface, then there can be no mass or density on the other six vertices of the cube; if ( $x_{1}, x_{2}, x_{3}$ ), ( $x_{1}^{\prime}, x_{2}, x_{3}^{\prime}$ ) and possibly ( $x_{1}, x_{2}^{\prime}, x_{3}^{\prime}$ ), by appropriate choice of $x_{2}^{\prime}$, are on the surface, then there can be no mass or
density on the other five vertices of the cube. The proof for example (d) with strict increase in $y_{2}$ and strict decrease in $y_{1}$ is: if $\left(x_{1}, x_{2}, x_{3}\right)$ and ( $\left.x_{1}, x_{2}^{\prime}, x_{3}^{\prime}\right)$ are on the surface, then there can be no mass or density on $\left(x_{1}, x_{2}^{\prime}, x_{3}\right),\left(x_{1}^{\prime}, x_{2}, x_{3}\right),\left(x_{1}, x_{2}, x_{3}^{\prime}\right),\left(x_{1}^{\prime}, x_{2}, x_{3}^{\prime}\right)$ and ( $x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}$ ); if ( $x_{1}^{\prime}, x_{2}, x_{3}$ ) and ( $x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}$ ) are on the surface, then there can be no mass or density on $\left(x_{1}, x_{2}, x_{3}\right),\left(x_{1}, x_{2}^{\prime}, x_{3}\right)$, $\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}\right),\left(x_{1}^{\prime}, x_{2}, x_{3}^{\prime}\right)$ and $\left(x_{1}, x_{2}^{\prime}, x_{3}^{\prime}\right)$.

In the case in which the mass is on the surface $y_{3}=g\left(y_{1}, y_{2}\right)$ and no monotonicity in $y_{2}$ exists, no general conclusion can be drawn. The specific $g$ would have to be studied to check what happens on cubes. This is because if there are masses at ( $x_{1}, x_{2}, x_{3}$ ) and ( $x_{1}^{\prime}, x_{2}^{\prime}, x_{3}$ ), then there is the possibility of masses at both $\left(x_{1}^{\prime}, x_{2}, x_{3}^{\prime}\right)$ and ( $\left.x_{1}, x_{2}^{\prime}, x_{3}^{\prime}\right)$.

Now we look at the Fréchet bounds where there is a unique $F \in \mathcal{F}$. In the case $F_{13}=\min \left\{F_{1}, F_{3}\right\}$ with $U(0,1)$ univariate margins, $F_{12}=F_{32}$. If $F_{1} \leq F_{3}$, then $F_{U}=\min \left\{F_{12}, F_{23}, F_{1} \wedge\right.$ $\left.F_{3}, 1-F_{2}-F_{3}+F_{23}+F_{12}\right\}=F_{12}$ and $F_{L}=\max \left\{0, F_{12}, F_{12}+\right.$ $\left.\left(F_{23}-F_{2}\right), F_{1}+F_{23}-F_{3}\right\}=F_{12}$ since $F_{12}-F_{1}-F_{23}+F_{3}=$ $\operatorname{Pr}\left(X_{1} \leq x_{3}, X_{2}>x_{2}\right)-\operatorname{Pr}\left(X_{1} \leq x_{1}, X_{2}>x_{2}\right) \geq 0$. The case $F_{1} \geq F_{3}$ can be handled symmetrically. Hence $F_{L}=F_{U}$ and these must equal the unique trivariate distribution in $\mathcal{F}$.

Next consider the case $F_{13}=\max \left\{0, F_{1}+F_{3}-1\right\}$ with $U(0,1)$ margins, so that $F_{23}\left(x_{2}, x_{3}\right)=F_{2}\left(x_{2}\right)-F_{12}\left(1-x_{3}, x_{2}\right)$. If $F_{1}+$ $F_{3}-1 \leq 0$, then $F_{U}=F_{13}=0$ and $F_{L}=0$ since $F_{12}+F_{23}-F_{2}=$ $F_{12}\left(x_{1}, x_{2}\right)-F_{12}\left(1-x_{3}, x_{2}\right) \leq 0$. If $F_{1}+F_{3}-1>0$, then $F_{U}=$ $\min \left\{F_{1}+F_{3}-1=x_{1}+x_{3}-1, F_{12}, F_{2}\left(x_{2}\right)-F_{12}\left(1-x_{3}, x_{2}\right), F_{12}+\right.$ $\left.F_{23}-F_{2}=F_{12}\left(x_{1}, x_{2}\right)-F_{12}\left(1-x_{3}, x_{2}\right)\right\}=F_{12}\left(x_{1}, x_{2}\right)-F_{12}(1-$ $\left.x_{3}, x_{2}\right)$ and $F_{L}=\max \left\{0, F_{12}+F_{3}-1, F_{23}+F_{1}-1, F_{12}\left(x_{1}, x_{2}\right)-\right.$ $\left.F_{12}\left(1-x_{3}, x_{2}\right)\right\}=F_{12}\left(x_{1}, x_{2}\right)-F_{12}\left(1-x_{3}, x_{2}\right)$ since $F_{12}+F_{23}-F_{2} \geq$ $F_{23}+F_{1}-1$ if $F_{1}+F_{2}-1 \leq F_{12}$. Again $F_{L}=F_{U}$ and these must equal the unique trivariate distribution in $\mathcal{F}$.

Next consider the case $F_{12} \neq F_{32}$, with $F_{13}$ coming from the Fréchet upper bound given $F_{12}, F_{32}$. From case (c) above, there is a unique $F \in \mathcal{F}$. If $F_{1 \mid 2} \prec_{\mathrm{SI}} F_{3 \mid 2}$, then from Theorem 2.10, for fixed $x_{1}, x_{3}$, there exists $y_{0}\left(x_{1}, x_{3}\right)$ such that

$$
\begin{array}{ll}
F_{1 \mid 2}\left(x_{1} \mid y\right) \leq F_{3 \mid 2}\left(x_{3} \mid y\right), & \text { for } y \leq y_{0}\left(x_{1}, x_{3}\right), \\
F_{1 \mid 2}\left(x_{1} \mid y\right) \geq F_{3 \mid 2}\left(x_{3} \mid y\right), & \text { for } y \geq y_{0}\left(x_{1}, x_{3}\right) . \tag{3.12}
\end{array}
$$

Let

$$
F(\mathbf{x})=\int_{-\infty}^{x_{2}} \min \left\{F_{1 \mid 2}\left(x_{1} \mid y\right), F_{3 \mid 2}\left(x_{3} \mid y\right)\right\} F_{2}(d y)
$$

Then from (3.11) and (3.12), $F(\mathbf{x})=F_{12}\left(x_{1}, x_{2}\right)$ if $x_{2} \leq y_{0}\left(x_{1}, x_{3}\right)$ and

$$
\begin{aligned}
F(\mathbf{x}) & =\int_{-\infty}^{y_{0}} F_{1 \mid 2} d F_{2}+\int_{y_{0}}^{x_{2}} F_{3 \mid 2} d F_{2} \\
& =\int_{-\infty}^{y_{0}} F_{1 \mid 2} d F_{2}+\int_{y_{0}}^{\infty} F_{3 \mid 2} d F_{2}-\int_{x_{2}}^{\infty} F_{3 \mid 2} d F_{2} \\
& =F_{13}\left(x_{1}, x_{3}\right)-\left[F_{3}\left(x_{3}\right)-F_{23}\left(x_{2}, x_{3}\right)\right]
\end{aligned}
$$

if $x_{2} \geq y_{0}\left(x_{1}, x_{3}\right)$. Hence $F_{U}=F_{12}\left(x_{1}, x_{2}\right)$ if $x_{2} \leq y_{0}\left(x_{1}, x_{3}\right)$ and $F_{L}=F_{13}\left(x_{1}, x_{3}\right)+F_{23}\left(x_{2}, x_{3}\right)-F_{3}\left(x_{3}\right)$ if $x_{2} \geq y_{0}\left(x_{1}, x_{3}\right)$, and one of the bounds is always reached. If $x_{2}>y_{0}\left(x_{1}, x_{3}\right)$, then $F=$ $F_{13}+F_{23}-F_{3}$ is less than $F_{13}, F_{23}$ and $F_{12}=\int_{-\infty}^{x_{2}} F_{2 \mid 1} d F_{2}$. Also $F_{13}+F_{23}-F_{3}<1-F_{1}-F_{2}-F_{3}+F_{12}+F_{13}+F_{23}$ is equivalent to $0<1-F_{1}-F_{2}+F_{12}$ so that $F=F_{L}<F_{U}$ in this case. If $x_{2}<y_{0}\left(x_{1}, x_{3}\right)$, then $F=F_{12}$ is greater than $F_{12}+F_{13}-F_{1}$ and $F_{12}+F_{23}-F_{2}$. Also $F>F_{13}+F_{23}-F_{3}$ is equivalent to $\operatorname{Pr}\left(X_{1}>x_{1}, X_{2}>x_{2}, X_{3} \leq x_{3}\right)>0$ so that $F_{L}<F_{U}=F$ in this case. This illustrates examples where there is a unique $F \in \mathcal{F}$ but neither $F_{L}$ nor $F_{U}$ is equal to $F$.

### 3.4.3 Compatibility conditions

For $\mathcal{F}=\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$, compatibility conditions for $F_{12}, F_{13}, F_{23}$ are obtained by considering two of the three bivariate margins to be arbitrary, and the third bivariate margin to have constraints given the other two. Throughout this subsection, $(i, j, k)$ will denote a permutation of ( $1,2,3$ ). Methods for obtaining compatibility conditions are:
(i) comparison of $F_{j k}$ with the Fréchet bounds in $\mathcal{F}\left(F_{i j}, F_{i k}\right)$;
(ii) sets of bivariate Kendall's tau ( $\tau_{12}, \tau_{13}, \tau_{23}$ ) in the continuous case;
(iii) sets of bivariate tail dependence parameters $\left(\lambda_{12}, \lambda_{13}, \lambda_{23}\right)$.

For method (i), we make use of results from Section 3.2 to get (three) inequalities of the form:
$\int_{-\infty}^{\infty} \max \left\{0, F_{i \mid j}+F_{k \mid j}-1\right\} d F_{j} \leq F_{i k} \leq \int_{-\infty}^{\infty} \min \left\{F_{i \mid j}, F_{k \mid j}\right\} d F_{j}$.
In practice, for given $F_{12}, F_{13}, F_{23}$, these inequalities can only be checked numerically over a grid of points.

Next consider the range of possible vectors ( $\zeta_{12}, \zeta_{23}, \zeta_{13}$ ), where $\zeta_{j k}$ is a measure of dependence for the $(j, k)$ bivariate margin. We
derive results only for $\zeta=\tau$, Kendall's tau, and $\zeta=\lambda$, the upper tail dependence parameter, but the ideas can be applied to other bivariate measures of association.

Theorem 3.12 Let $F \in \mathcal{F}\left(F_{12}, F_{23}, F_{13}\right)$ and suppose $F_{j k}, j<k$, are continuous. Let $\tau_{j k}=\tau_{k j}$ be the value of Kendall's tau for $F_{j k}$, $j \neq k$. Then the inequality

$$
\begin{equation*}
-1+\left|\tau_{i j}+\tau_{j k}\right| \leq \tau_{i k} \leq 1-\left|\tau_{i j}-\tau_{j k}\right| . \tag{3.13}
\end{equation*}
$$

holds for all permutations $(i, j, k)$ of $(1,2,3)$ and the bounds are sharp. Therefore if $F_{i j}$ are bivariate margins such that $\tau_{i j}$ is the Kendall tau value for $F_{i j}, 1 \leq i<j \leq 3$, and (3.13) does not hold for some $(i, j, k)$, then the three bivariate margins are not compatible.
Proof. The proof of (3.13) will be given in the case of $(i, j, k)=$ $(1,2,3)$. The other inequalities follow by permuting indices. Let $\left(X_{s 1}, X_{s 2}, X_{s 3}\right), s=1,2$, be independent random vectors from $F$. Then $\tau_{j k}=2 \eta_{j k}-1,1 \leq j<k \leq 3$, where

$$
\eta_{j k}=\operatorname{Pr}\left(\left(X_{1 j}-X_{2 j}\right)\left(X_{1 k}-X_{2 k}\right)>0\right) .
$$

Then

$$
\begin{aligned}
& \eta_{13}=\operatorname{Pr}\left(\left(X_{11}-X_{21}\right)\left(X_{12}-X_{22}\right)^{2}\left(X_{13}-X_{23}\right)>0\right) \\
& =\operatorname{Pr}\left(\left(X_{11}-X_{21}\right)\left(X_{12}-X_{22}\right)>0,\left(X_{12}-X_{22}\right)\left(X_{13}-X_{23}\right)>0\right) \\
& +\operatorname{Pr}\left(\left(X_{11}-X_{21}\right)\left(X_{12}-X_{22}\right)<0,\left(X_{12}-X_{22}\right)\left(X_{13}-X_{23}\right)<0\right) .
\end{aligned}
$$

Hence, from Lemma 3.8, an upper bound for $\eta_{13}$ is $\min \left\{\eta_{12}, \eta_{23}\right\}+$ $\min \left\{1-\eta_{12}, 1-\eta_{23}\right\}$ and a lower bound is $\max \left\{0, \eta_{12}+\eta_{23}-1\right\}+$ $\max \left\{0,\left(1-\eta_{12}\right)+\left(1-\eta_{23}\right)-1\right\}$. After substituting for $\tau_{j k}$ and simplifying, inequality (3.13) results. The sharpness follows from the special trivariate normal case given next.

For the BVN distribution, $\tau=(2 / \pi) \arcsin (\rho)$ (Exercise 2.14). Hence, for the trivariate normal distributions, the constraint $-1 \leq$ $\rho_{13 \cdot 2} \leq 1$ (for the partial correlation) is the same as

$$
\rho_{12} \rho_{23}-\left[\left(1-\rho_{12}^{2}\right)\left(1-\rho_{23}^{2}\right)\right]^{1 / 2} \leq \rho_{13} \leq \rho_{12} \rho_{23}+\left[\left(1-\rho_{12}^{2}\right)\left(1-\rho_{23}^{2}\right)\right]^{1 / 2}
$$

or

$$
-\cos \left(\frac{1}{2} \pi\left(\tau_{12}+\tau_{23}\right)\right) \leq \sin \left(\frac{1}{2} \pi \tau_{13}\right) \leq \cos \left(\frac{1}{2} \pi\left(\tau_{12}-\tau_{23}\right)\right)
$$

or equivalently (3.13) with $(i, j, k)=(1,2,3)$.
Theorem 3.13 Let $\left(X_{s 1}, X_{s 2}, X_{s 3}\right), s=1,2$, be independent random vectors from the continuous distribution $F$. For a permutation $(i, j, k)$ of $(1,2,3)$, let the events $E_{1}, E_{2}$ be defined as $\left\{\left(X_{1 i}-\right.\right.$
$\left.\left.X_{2 i}\right)\left(X_{1 j}-X_{2 j}\right)>0\right\}$ and $\left\{\left(X_{1 k}-X_{2 k}\right)\left(X_{1 j}-X_{2 j}\right)>0\right\}$, respectively. The upper bound in (3.13) is attained if $E_{1} \subset E_{2}$ or $E_{2} \subset E_{1}$, and the lower bound in (3.13) is attained if $E_{1} \subset E_{2}^{c}$ or $E_{2} \subset E_{1}^{c}$ or $E_{1}^{c} \subset E_{2}$ or $E_{2}^{c} \subset E_{1}$ (equivalently, $E_{1} \cap E_{2}=\emptyset$ or $\left.E_{1}^{c} \cap E_{2}^{c}=\emptyset\right)$.

Proof. The proof in the preceding theorem for (3.13) is based on

$$
\begin{aligned}
& \max \left\{0, \operatorname{Pr}\left(E_{1}\right)+\operatorname{Pr}\left(E_{2}\right)-1\right\}+\max \left\{0, \operatorname{Pr}\left(E_{1}^{c}\right)+\operatorname{Pr}\left(E_{2}^{c}\right)-1\right\} \\
& \quad \leq \operatorname{Pr}\left(E_{1} \cap E_{2}\right)+\operatorname{Pr}\left(E_{1}^{c} \cap E_{2}^{c}\right) \\
& \quad \leq \min \left\{\operatorname{Pr}\left(E_{1}\right), \operatorname{Pr}\left(E_{2}\right)\right\}+\min \left\{\operatorname{Pr}\left(E_{1}^{c}\right), \operatorname{Pr}\left(E_{2}^{c}\right)\right\} .
\end{aligned}
$$

The conclusion follows.
Unlike Kendall's tau, it does not appear possible to obtain closedform sharp bounds for the range of $\lambda_{i k}$ given $\lambda_{i j}, \lambda_{j k}$. However, simple bounds can be obtained.

Theorem 3.14 Let $F \in \mathcal{F}\left(F_{12}, F_{23}, F_{13}\right)$. Let $\lambda_{j k}=\lambda_{k j}$ be the upper tail dependence parameter value for $F_{j k}, j \neq k$. Then the inequality

$$
\begin{equation*}
\max \left\{0, \lambda_{i j}+\lambda_{j k}-1\right\} \leq \lambda_{i k} \leq 1-\left|\lambda_{i j}-\lambda_{j k}\right| \tag{3.14}
\end{equation*}
$$

holds for all permutations $(i, j, k)$ of $(1,2,3)$. Hence if $F_{i j}$ are bivariate margins such that $\lambda_{i j}$ is the upper tail dependence value for $F_{i j}, 1 \leq i<j \leq 3$, and (3.14) does not hold for some ( $i, j, k$ ), then the three bivariate margins are not compatible.

Proof. The proof of (3.14) will be given in the case of $(i, j, k)=$ $(1,2,3)$. The other inequalities follow by permuting indices. Let $C$ be the copula associated with $F$ and, for $i<j$, let $C_{i j}$ be the ( $i, j$ ) bivariate margin of $C$. Let $\mathbf{U}=\left(U_{1}, U_{2}, U_{3}\right) \sim C$. Then

$$
\begin{aligned}
& \operatorname{Pr}\left(U_{3}>u \mid U_{1}>u\right) \\
&= \operatorname{Pr}\left(U_{3}>u, U_{2}>u \mid U_{1}>u\right)+\operatorname{Pr}\left(U_{3}>u, U_{2} \leq u \mid U_{1}>u\right) \\
&= \operatorname{Pr}\left(U_{3}>u, U_{1}>u \mid U_{2}>u\right)+\operatorname{Pr}\left(U_{3}>u, U_{2} \leq u \mid U_{1}>u\right) \\
& \leq \min \left\{\operatorname{Pr}\left(U_{1}>u \mid U_{2}>u\right), \operatorname{Pr}\left(U_{3}>u \mid U_{2}>u\right)\right\} \\
& \quad+1-\operatorname{Pr}\left(U_{2}>u \mid U_{1}>u\right) .
\end{aligned}
$$

By taking limits as $u \rightarrow 1, \lambda_{13} \leq \min \left\{\lambda_{12}, \lambda_{23}\right\}+1-\lambda_{12}$. Similarly, by interchanging the subscripts 1 and $3, \lambda_{13} \leq \min \left\{\lambda_{12}, \lambda_{23}\right\}+1-$ $\lambda_{23}$. From combining these two upper bounds, $\lambda_{13} \leq 1-\left|\lambda_{12}-\lambda_{23}\right|$. For the lower bound on $\lambda_{13}$,

$$
\begin{aligned}
& \operatorname{Pr}\left(U_{3}>u \mid U_{1}>u\right)=\operatorname{Pr}\left(U_{3}>u, U_{1}>u\right) / \operatorname{Pr}\left(U_{2}>u\right) \\
& \quad \geq \operatorname{Pr}\left(U_{3}>u, U_{1}>u \mid U_{2}>u\right) \\
& \quad \geq \max \left\{0, \operatorname{Pr}\left(U_{3}>u \mid U_{2}>u\right)+\operatorname{Pr}\left(U_{1}>u \mid U_{2}>u\right)-1\right\}
\end{aligned}
$$

By taking the limit as $u \rightarrow 1$, the lower bound in (3.14) obtains.

To end this subsection, we give two examples of applications of the preceding two theorems.

Example 3.2 Consider the bivariate family B4 of copulas in Section 5.1: $C(u, v ; \delta)=\left(u^{-\delta}+v^{-\delta}-1\right)^{-1 / \delta}, 0 \leq \delta<\infty$. From Theorem 4.3, the Kendall tau associated with this copula is $\tau=$ $\delta /(\delta+2)$. Now consider $C_{i j}=C\left(\cdot ; \delta_{i j}\right), 1 \leq i<j \leq 3$, so that $\tau_{i j}=$ $\delta_{i j} /\left(\delta_{i j}+2\right)$ or $\delta_{i j}=2 \tau_{i j} /\left(1-\tau_{i j}\right)$. From Theorem 3.12, if $\delta_{12}=$ $\delta_{23}=\delta$, then bounds on $\delta_{13}$ for compatibility are $\max \{0, \delta / 2-1\} \leq$ $\delta_{13}<\infty$. In Section 5.3, there is a construction of a trivariate family of copulas with bivariate margins in B 4 with parameters of the form $\left(\delta_{12}, \delta_{13}, \delta_{23}\right)=(\delta, \theta, \delta)$ with $\theta \geq \delta$; so far, no trivariate distribution with $\max \{0, \delta / 2-1\} \leq \theta \leq \delta$ has been constructed.

Example 3.3 Consider the bivariate family B5 of copulas in Section 5.1: $C(u, v ; \delta)=1-\left(\bar{u}^{\delta}+\bar{v}^{\delta}-[\overline{u v}]^{\delta}\right)^{1 / \delta}, 1 \leq \delta<\infty$, where $\bar{u}=1-u, \bar{v}=1-v$. From Example 2.3, the upper tail dependence parameter is $\lambda=2-2^{1 / \delta}$. Now consider $C_{i j}=C\left(\cdot ; \delta_{i j}\right)$, $1 \leq i<j \leq 3$, so that $\lambda_{i j}=2-2^{1 / \delta_{i j}}$ or $\delta_{i j}=[\log 2] /\left[\log \left(2-\lambda_{i j}\right)\right]$. From Theorem 3.14, if $\delta_{12}=\delta_{23}=\delta$, then bounds on $\delta_{13}$ for compatibility are $\max \left\{1,[\log 2] /\left[\log \left(2^{1+1 / \delta}-1\right)\right]\right\} \leq \delta_{13}<\infty$. The construction in Section 5.3 covers the multivariate extension of B5 as well, so there is a trivariate distribution with bivariate margins in B5 with parameters of the form $\left(\delta_{12}, \delta_{13}, \delta_{23}\right)=(\delta, \theta, \delta)$ with $\theta \geq \delta$.

## $3.5 \mathcal{F}\left(F_{123}, F_{124}, F_{134}, F_{234}\right) *$

The results of Section 3.4 can be extended to Fréchet class of 4 -variate distributions with given trivariate margins. Bounds of $\mathcal{F}=\mathcal{F}\left(F_{123}, F_{124}, F_{134}, F_{234}\right)$ are a simple extension of the bounds in Section 3.4, and they extend to the Fréchet class of $m$-variate distributions given the set of $m$ margins of dimension $(m-1)$. The $2^{m-1}$ terms involved in each of the bounds $F_{L}, F_{U}$ appear with the method in Section 4.8 for constructing a multivariate distribution based on bivariate margins. As in Section 3.4, the bounds $F_{L}, F_{U}$
are referred to as the Fréchet bounds.
The bounds can be obtained based on the non-negativity of the 16 orthant probabilities in four dimensions. Let $a_{1}=F_{1}-F_{12}-$ $F_{13}-F_{14}+F_{123}+F_{124}+F_{134}, a_{2}=F_{2}-F_{12}-F_{23}-F_{24}+$ $F_{123}+F_{124}+F_{234}, a_{3}=F_{3}-F_{13}-F_{23}-F_{34}+F_{123}+F_{134}+F_{234}$, $a_{4}=F_{4}-F_{14}-F_{24}-F_{34}+F_{124}+F_{134}+F_{234}$. The Fréchet upper bound $F_{U}$ is

$$
\begin{equation*}
F_{U}=\min \left\{F_{123}, F_{124}, F_{134}, F_{234}, a_{1}, a_{2}, a_{3}, a_{4}\right\} . \tag{3.15}
\end{equation*}
$$

Let $a_{i j}=F_{i j k}+F_{i j l}-F_{i j}$, for $i<j$ and $k \neq l \neq i, j$, and let $a_{0}=F_{123}+F_{124}+F_{134}+F_{234}-F_{12}-F_{13}-F_{14}-F_{23}-F_{24}-$ $F_{34}+F_{1}+F_{2}+F_{3}+F_{4}-1$. The Fréchet lower bound $F_{L}$ is

$$
\begin{equation*}
F_{L}=\max \left\{0, a_{12}, a_{13}, a_{14}, a_{23}, a_{24}, a_{34}, a_{0}\right\} \tag{3.16}
\end{equation*}
$$

For $F_{123}, F_{124}, F_{134}, F_{234}$ to be compatible, $F_{L} \leq F_{U}$ must hold everywhere. Let $(i, j, k, l)$ be a permutation of $(1,2,3,4)$. Conditions for the upper bound to be a proper distribution (in the continuous differentiable case) include:

- if $a_{i}=F_{U}$, then $1-F_{j \mid i}-F_{k \mid i}-F_{l \mid i}+F_{j k \mid i}+F_{j l \mid i}+F_{k l \mid i} \geq 0$ and $F_{k \mid i j}+F_{l \mid i j}-1 \geq 0, F_{j \mid i k}+F_{l \mid i k}-1 \geq 0, F_{j \mid i l}+F_{k \mid i l}-1 \geq 0$.
Conditions for the lower bound to be a proper distribution include:
- if $a_{i j}=F_{L}>0$, then $F_{j k \mid i}+F_{j| | i}-F_{j \mid i} \geq 0, F_{i k \mid j}+F_{i l \mid j}-F_{i \mid j} \geq 0$ and $F_{k \mid i j}+F_{| | i j}-1 \geq 0$;
- if $a_{0}=F_{L}>0$, then for all permutations $(i, j, k, l), F_{j k \mid i}+F_{j l \mid i}+$ $F_{k l \mid i}-F_{j \mid i}-F_{k \mid i}-F_{l \mid i}+1 \geq 0, F_{k \mid i j}+F_{l \mid i j}-1 \geq 0$.


## 3.6 $\mathcal{F}\left(F_{i j}, 1 \leq i<j \leq m\right)^{*}$

In this section, we consider extensions from Section 3.4 to $m$-variate distributions given the set of $m(m-1) / 2$ bivariate margins. The Fréchet class is $\mathcal{F}=\mathcal{F}\left(F_{i j}, 1 \leq i<j \leq m\right)$. There are many conditions needed for the compatibility of $F_{i j}, 1 \leq i<j \leq m$. Clearly for each triple $\left(i_{1}, i_{2}, i_{3}\right)$ from $\{1, \ldots, m\}$, the compatibility conditions from Section 3.4 must hold for $\mathcal{F}\left(F_{i_{1} i_{2}}, F_{i_{1} i_{3}}, F_{i_{2} i_{3}}\right)$. For example, if $\tau_{j k}=\tau_{k j}$ is the Kendall tau value for $F_{j k}, j<k$, then

$$
\begin{equation*}
-1+\left|\tau_{i_{1} i_{2}}+\tau_{i_{2} i_{3}}\right| \leq \tau_{i_{1} i_{3}} \leq 1-\left|\tau_{i_{1} i_{2}}-\tau_{i_{2} i_{3}}\right| \tag{3.17}
\end{equation*}
$$

for all triples $\left(i_{1}, i_{2}, i_{3}\right)$.
However we have not successfully obtained extensions of (3.17) or (3.14) that depend on $r(r-1) / 2$ bivariate margins with $4 \leq r \leq m$.

### 3.7 General $\mathcal{F}\left(F_{S}: S \in \mathcal{S}^{*}\right), \mathcal{S}^{*} \subset \mathcal{S}_{m}{ }^{*}$

In this section, let $\mathcal{S}^{*} \subset \mathcal{S}_{m}$. We state a condition on $\mathcal{S}^{*}$ which ensures that $\mathcal{F}\left(F_{S}: S \in \mathcal{S}^{*}\right)$ is non-empty. Let $k=\left|\mathcal{S}^{*}\right| \geq 2$. The condition is that there is an enumeration $S_{1}, \ldots, S_{k}$ of $\mathcal{S}^{*}$ such that

$$
S_{j} \cap\left(\cup_{i<j} S_{i}\right) \in \cup_{i<j} 2^{S_{i}}, \quad j=2, \ldots, k,
$$

where $2^{S_{i}}$ denotes a power set (all subsets of the set in the exponent).

Example 3.4 Cases to illustrate this result are the following.

1. Let $m=5, k=3, S_{1}=\{1,2,3\}, S_{2}=\{2,3,4\}, S_{3}=\{1,4,5\}$. Then $S_{2} \cap S_{1}=\{2,3\} \subset S_{1}$ but $S_{3} \cap\left(S_{1} \cup S_{2}\right)=\{1,4\}$ is not a subset of either $S_{1}$ or $S_{2}$. A similar situation occurs for the other two relevant indexings of the three sets: $S_{2} \cap\left(S_{1} \cup S_{3}\right)=\{2,3,4\}$ is not a subset of $S_{1}$ or $S_{3}$, and $S_{1} \cap\left(S_{2} \cup S_{3}\right)=\{1,2,3\}$ is not a subset of $S_{2}$ or $S_{3}$. Hence the compatibility of $F_{S_{1}}, F_{S_{2}}, F_{S_{3}}$ need not hold in general, and further checks would have to be done for specific given margins.
2. Let $m=7, k=4, S_{1}=\{1,2,3\}, S_{2}=\{2,3,4,5\}, S_{3}=$ $\{3,5,6\}, S_{4}=\{3,6,7\}$. Then $S_{3} \cap\left(S_{1} \cup S_{2}\right)=\{3,5\} \subset S_{2}$ and $S_{4} \cap\left(S_{1} \cup S_{2} \cup S_{3}\right)=\{3,6\} \subset S_{3}$. A simple construction of $F_{1 \ldots 7} \in \mathcal{F}\left(F_{S_{i}}, i=1,2,3,4\right)$ is as follows. First take the conditional distributions $F_{1 \mid 23}$ and $F_{45 \mid 23}$ and use conditional independence to construct $F_{12345}=\int F_{1 \mid 23} F_{45 \mid 23} d F_{23}$. From this $F_{12345}$ and $F_{356}$, next take $F_{124 \mid 35}$ and $F_{6 \mid 35}$ and use conditional independence to construct $F_{123456}=\int F_{124 \mid 35} F_{6 \mid 35} d F_{35}$. Finally, take the conditional distributions $F_{1245 \mid 36}$ and $F_{7 \mid 36}$ to construct $F_{1234567}=\int F_{1245 \mid 36} F_{7 \mid 36} d F_{36}$.
In the first case, one cannot simply construct $F_{1234}$ from the conditional independence of $F_{1 \mid 23}$ and $F_{4 \mid 23}$ because there is no guarantee that the $(1,4)$ margin of this distribution is the same as the $(1,4)$ margin of $F_{145}$.

### 3.8 Bibliographic notes

Early papers on Fréchet classes and bounds include Fréchet (1935; 1951; 1957). For an alternative direct proof of Theorem 3.2 based on the rectangle inequality, see Dall'Aglio (1972). The main idea there is based on $F_{j}=F_{j}\left(x_{j}\right), F_{j}^{\prime}=F_{j}\left(x_{j}^{\prime}\right), x_{j}<x_{j}^{\prime}, j=1, \ldots, m$, with $F_{1} \leq F_{2} \leq \cdots \leq F_{m}$. The notation is a bit cumbersome. Theorems 3.4 and 3.5 and their proofs are based on Dall'Aglio
(1972). The results in Section 3.4.3 on sets of bivariate Kendall tau or tail dependence parameters are from Joe (1996a). The result in Section 3.7 is from Kellerer (1964). Results such as Theorem 3.9 and results in Sections 3.3, 3.4 and 3.5 are probably new (at least in the method of presentation).

### 3.9 Exercises

3.1 If $F_{1}=F_{2}$ are continuous univariate cdfs of rvs that are symmetric about zero, what is the stochastic representation for the Fréchet lower bound in $\mathcal{F}\left(F_{1}, F_{2}\right)$ ?
3.2 For $j=1,2$, let $F_{j}$ be the cdf for the $\operatorname{Binomial}\left(2, p_{j}\right)$ distribution. For some special cases of $p_{1}, p_{2}$, deduce the pmf for the Fréchet upper and lower bounds. Of the nine probability masses, what is the minimum number of zeros in the Fréchet bounds?
3.3 Let $U \sim U(0,1)$. Compute the correlation of $U$ and $a(U)$ for the following real-valued monotone functions $a: a(u)=u^{\alpha}$, $\alpha>0 ; a(u)=(1-u)^{\beta}, \beta>0 ; a(u)=e^{\gamma u},-\infty<\gamma<\infty$, $\gamma \neq 0$. Note that $(U, a(U))$ has the Fréchet upper or lower bound copula.
3.4 For the bivariate Fréchet upper bound (respectively, the lower bound), show by taking appropriate univariate margins $F_{1}, F_{2}$ that the correlation can take any value in the interval ( 0,1 ] (respectively, $[-1,0)$ ).
3.5 Establish the identity

$$
\max _{1 \leq j \leq m} z_{j}=\sum_{S \in \mathcal{S}_{m}}(-1)^{|S|+1} \min _{i \in S} z_{j},
$$

and prove Theorem 3.5.
3.6 In the bivariate case, show that the Fréchet upper bound has $\mathrm{TP}_{2}$ cdf and survival function, and the Fréchet lower bound has $\mathrm{RR}_{2}$ cdf and survival function.
3.7 Do some checks (possibly numerical) on compatibility conditions for parameters for trivariate distributions with bivariate margins in one of the families $\mathrm{B} 2-\mathrm{B} 7$ in Section 5.1.
3.8 Show that the lower Fréchet bound for $\mathcal{F}=\mathcal{F}\left(F_{12}, F_{3}\right)$, $F_{L}(\mathbf{x})=\max \left\{0, F_{12}\left(x_{1}, x_{2}\right)+F_{3}\left(x_{3}\right)-1\right\}$, is not a cdf in general.
3.9 For a bivariate copula $C$, with $\left(U_{1}, U_{2}\right) \sim C$, Blomqvist's $q$ can be defined as $2 \operatorname{Pr}\left(\left(U_{1}-\frac{1}{2}\right)\left(U_{2}-\frac{1}{2}\right)>0\right)-1$. Now let $F \in \mathcal{F}\left(C_{12}, C_{13}, C_{23}\right)$, where $C_{i j}, i<j$, are compatible bivariate copulas. Let $q_{i j}$ be Blomqvist's $q$ for $C_{i j}, i<j$. Show that

$$
-1+\left|q_{i j}+q_{j k}\right| \leq q_{i k} \leq 1-\left|q_{i j}-q_{j k}\right|
$$

for all permutations $(i, j, k)$ of $(1,2,3)$.
3.10 For the bounds of $\mathcal{F}\left(F_{123}, F_{124}, F_{134}, F_{234}\right)$, do an analysis similar to that on the bounds of $\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$.
3.11 Generalize the bounds for the classes $\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$ and $\mathcal{F}\left(F_{123}, F_{124}, F_{134}, F_{234}\right)$ to the Fréchet class of $m$-variate distributions given the set of $m$ margins of dimension $(m-1)$.

### 3.10 Unsolved problems

3.1 Improve on the Fréchet lower bound for exchangeable rvs. See Scarsini (1985) for partial results.
3.2 Improve on the Fréchet lower bound for (strongly) stationary sequences of rvs. That is, given a stationary sequence $X_{1}, X_{2}, \ldots$ with univariate margin $F_{0}$, what is an improved lower bound for the cdf of $X_{i}, X_{i+k}, k \geq 1$ ?
3.3 Consider $\mathcal{F}\left(F_{i j}: 1 \leq i<j \leq m\right)$. For $i<j$, let $\tau_{i j}$ be the Kendall tau value for $F_{i j}$ and let $\lambda_{i j}$ be the upper tail dependence value for $F_{i j}$. Obtain better results for bounds or compatibility for sets of $\tau_{i j}$ and $\lambda_{i j}, 1 \leq i<j \leq m, m>3$.
3.4 Obtain better compatibility conditions for $\left\{F_{i j}: 1 \leq i<\right.$ $j \leq m\}$ to be the set of bivariate margins of an $m$-variate distribution.
3.5 Suppose $\mathcal{S}^{*}$ does not satisfy the condition in Section 3.7. Obtain some compatibility conditions (preferably checkable) for $\left\{F_{S}: S \in \mathcal{S}^{*}\right\}$ to correspond to marginal distributions of a multivariate distribution.

## CHAPTER 4

## Construction of multivariate distributions

In this chapter, some methods for construction of multivariate distributions are given, with different approaches separated into different sections. As mentioned in Chapter 1, one cannot just write down a parametric family of functions with the right boundary properties and expect them to satisfy the rectangle condition of a multivariate cdf. Generally a family of multivariate distributions must be constructed through methods such as mixtures, stochastic representations and limits. The methods in Sections 4.2 to 4.6 and Section 4.9 are based on mixtures and stochastic representations. Families of multivariate extreme value distributions (see Chapter 6 ) are often obtained through the extreme value limit. The methods in Sections 4.7 and 4.8 consist of constructions of $m$-variate objects given the set of $m(m-1) / 2$ bivariate margins.

Families of bivariate distributions are easier to obtain and the bivariate rectangle condition can usually be checked analytically. There has been much more in the statistics and probability literature on families of bivariate distributions (e.g., the book on bivariate continuous distributions by Hutchinson and Lai 1990, and the book on bivariate discrete distributions by Kocherlakota and Kocherlakota 1992), but many of the families do not have obvious or nice multivariate generalizations. Parametric families of bivariate copulas that have nice properties are summarized in Section 5.1. Nice properties include a range of dependence covering independence and the Fréchet upper bound, and extendibility to higher dimensions. Desirable properties are given in Section 4.1 below.

A summary of the highlights of this chapter is the following.

- Laplace transforms play an important role in construction of copulas; they are linked to the mixing distributions.
- Section 4.3 has mixtures of max-id distributions that lead to
parametric families of copulas with wide dependence structure and closed-form cdfs.
- Copulas with closed-form cdfs and having the property of all bivariate margins in the same one-parameter family have limited dependence structures (Section 4.2).
- Extensions of LT families are used in Section 4.4 to extend families of copulas to include negative dependence.
- Mixtures of conditional distributions in Section 4.5 generalize the MVN family.
- Objects with given bivariate margins are proposed in Sections 4.7 and 4.8 , although it is unknown under what conditions they are proper distributions.


### 4.1 Desirable properties of a multivariate model ${ }^{\circ}$

Some desirable properties for a parametric family of multivariate distributions are:
A. interpretability, which could mean something like a mixture, stochastic or latent variable representation;
B. the closure property under the taking of margins, in particular the bivariate margins belonging to the same parametric family (this is especially important if, in statistical modelling, one thinks first about appropriate univariate margins, then bivariate and sequentially to higher-order margins);
C. a flexible and wide range of dependence (with type of dependence structure depending on applications);
D. a closed-form representation of the cdf and density (a closedform cdf is useful if the data are discrete and a continuous latent random vector is used), and if not closed-form, then a cdf and density that are computationally feasible to work with.
A stronger version of property $B$ is that not only do margins belong to the same parametric (dimension-independent) family but also all parameters are associated with or are expressed in some marginal distribution. We refer to this as property $\mathrm{B}^{\prime}$.

Generally, it is not possible to satisfy all of these desirable properties, in which case one must decide on the relative importance of the properties and give up one or more of them. Actually another property that could be given up is the additive property of the probability measure associated with a multivariate distribution;
see Section 4.7 for multivariate objects that have given bivariate margins.

The properties are discussed below for some examples.

1. MVN distributions satisfy properties A, B and C but do not have closed-form cdfs. The latter is an inconvenience when a MVN latent vector is used such as in the multivariate probit model (see Sections 7.1.7 and 7.3). For high dimensions, good approximations can be used in place of time-consuming numerical integrations for evaluation of the MVN cdf.
2. The families of partially exchangeable copulas given in Section 4.2 do not satisfy property C, but satisfy the other properties.
3. The copulas in Section 4.5 satisfy property C and can lead to extreme value copulas, but have only partial closure under the taking of margins, and can be computationally harder to work with as the dimension increases.
4. The multivariate Poisson and other distributions in Section 4.6 satisfy property B but not property $\mathrm{B}^{\prime}$.
There is no known multivariate family that has all of the properties but the family of MVN distributions may be the closest. Because of its wide range of dependence, it is used as a latent distribution in multivariate models.

Using theory from this chapter, some parametric families of multivariate copulas with a wide range of dependence are given in Chapter 5. The starting point for construction of multivariate copulas are the MVN copula and bivariate families of copulas, and things like mixtures, latent variables and stochastic representations. The models in Sections 4.3, 4.5, 4.7 and 4.8 build on bivariate families of copulas. Within each section or construction method, it is stated which of the properties A to D are satisfied.

### 4.2 Laplace transforms and mixtures of powers ${ }^{\circ}$

To illustrate the main ideas in the use of Laplace transforms (LTs) and mixtures of powers of univariate cdfs or survival functions to construct multivariate distributions, we start with the univariate and bivariate cases. Let $M$ be a univariate cdf of a positive rv (so that $M(0)=0$ ) and let $\phi$ be the Laplace transform of $M$, i.e.,

$$
\phi(s)=\int_{0}^{\infty} e^{-s w} d M(w), \quad s \geq 0
$$

Some properties of LTs are given in the Appendix. Note that throughout this book, unless otherwise stated, LTs correspond to positive rvs (no mass at 0 ). The reasoning is given in the next paragraph.

For an arbitrary univariate cdf $F$, there exists a unique $\operatorname{cdf} G$ such that

$$
\begin{equation*}
F(x)=\int_{0}^{\infty} G^{\alpha}(x) d M(\alpha)=\phi(-\log G(x)) \tag{4.1}
\end{equation*}
$$

Rewriting (4.1) leads to $G=\exp \left\{-\phi^{-1}(F)\right\}$. (If $M$ has positive mass $\pi_{0}$ at 0 , then $\lim _{s \rightarrow \infty} \phi(s)=\pi_{0}$, and (4.1) cannot be solved for $G(x)$ when $F(x)<\pi_{0}$.) There is a similar relationship for survival functions:

$$
\bar{F}(x)=\int_{0}^{\infty} \bar{H}^{\alpha}(x) d M(\alpha)=\phi(-\log \bar{H}(x))
$$

if $\bar{H}=\exp \left\{-\phi^{-1}(\bar{F})\right\}$.
Next consider the bivariate class $\mathcal{F}\left(F_{1}, F_{2}\right)$. For $j=1,2$, let $G_{j}=\exp \left\{-\phi^{-1}\left(F_{j}\right)\right\}$. Then the following is a $\operatorname{cdf}$ in $\mathcal{F}\left(F_{1}, F_{2}\right)$ :

$$
\begin{equation*}
\int_{0}^{\infty} G_{1}^{\alpha} G_{2}^{\alpha} d M(\alpha)=\phi\left(-\log G_{1}-\log G_{2}\right)=\phi\left(\phi^{-1}\left(F_{1}\right)+\phi^{-1}\left(F_{2}\right)\right) \tag{4.2}
\end{equation*}
$$

The copula (which obtains from taking $U(0,1)$ cdfs for $F_{1}, F_{2}$ ) is

$$
\begin{equation*}
C\left(u_{1}, u_{2}\right)=\phi\left(\phi^{-1}\left(u_{1}\right)+\phi^{-1}\left(u_{2}\right)\right) . \tag{4.3}
\end{equation*}
$$

This rather simple form has been called an Archimedean copula. For (4.3) to have closed form, both $\phi$ and $\phi^{-1}$ need to have closed forms; there are plenty of examples satisfying this and other nice properties (see the Appendix). One could construct other bivariate distributions from general mixtures of the form

$$
\int G_{1}\left(x_{1}, \alpha\right) G_{2}\left(x_{2} ; \alpha\right) d M(\alpha)
$$

but other than $G_{j}(\cdot ; \alpha)$ in the form of powers, closed-form copulas are generally not obtained. These mixtures usually result in distributions with positive dependence; see Exercise 4.1 for some conditions.

Similarly, one could work with survival functions to get
$\int_{0}^{\infty} \bar{H}_{1}^{\alpha} \bar{H}_{2}^{\alpha} d M(\alpha)=\phi\left(-\log \bar{H}_{1}-\log \bar{H}_{2}\right)=\phi\left(\phi^{-1}\left(\bar{F}_{1}\right)+\phi^{-1}\left(\bar{F}_{2}\right)\right)$,
where $\bar{H}_{j}=\exp \left\{-\phi^{-1}\left(\bar{F}_{j}\right)\right\}, j=1,2$. This is an associated copula
of (4.3); see Section 1.6. For multivariate extensions, we use the cdfs rather than survival functions, but keep in mind that there are the associated copulas.

With $m$ univariate cdfs $F_{1}, \ldots, F_{m}$, a simple extension is to the multivariate cdf $F=\phi\left(\sum_{j=1}^{m} \phi^{-1}\left(F_{j}\right)\right)$, with Archimedean copula

$$
\begin{equation*}
C(\mathbf{u})=\phi\left(\sum_{j=1}^{m} \phi^{-1}\left(u_{j}\right)\right) \tag{4.4}
\end{equation*}
$$

This multivariate copula is permutation-symmetric in the $m$ arguments so that it is a distribution for exchangeable $U(0,1)$ rvs.

To get more general types of dependence, extensions which are written in the form of copulas are:

$$
\begin{align*}
& C(\mathbf{u})=\int_{0}^{\infty} K\left(\exp \left\{-\alpha \phi^{-1}\left(u_{1}\right)\right\}, \ldots, \exp \left\{-\alpha \phi^{-1}\left(u_{m}\right)\right\}\right) d M(\alpha)  \tag{4.5}\\
& C(\mathbf{u})=\int_{0}^{\infty} \cdots \int_{0}^{\infty} K\left(G_{1}^{\alpha_{1}}, \ldots, G_{m}^{\alpha_{m}}\right) M_{m}\left(d \alpha_{1}, \ldots, d \alpha_{m}\right) \tag{4.6}
\end{align*}
$$

where $K$ is a multivariate copula, $G_{j}\left(u_{j}\right)=\exp \left\{-\phi_{j}^{-1}\left(u_{j}\right)\right\}$ and $M_{m}$ is a multivariate distribution such that $j$ th univariate margin has LT $\phi_{j}, j=1, \ldots, m$.

Because we do not have multivariate families of copulas with a wide range of dependence structure, (4.5) is not immediately useful. So with $K$ in (4.6) being the independence copula, for (4.6) to be useful in getting copulas that are not permutation-symmetric, convenient choices of $M_{m}$ must be made in order to simplify the multivariate integral and get a simple form for the copula.

Examples of these choices are given next. The result is that if LTs are chosen so that certain conditions are satisfied, then multivariate copulas can be obtained such that each bivariate margin has the form of (4.3) for some LT. However, the number of distinct LTs among the $m(m-1) / 2$ bivariate margins is only $m-1$, so that the resulting dependence structure is one of partial exchangeability.

The construction makes use of Theorem A. 1 in the Appendix. Let $\mathcal{L}_{\infty}^{*}$ be the class of infinitely differentiable increasing functions from $[0, \infty)$ onto $[0, \infty)$, with alternating signs for the derivatives; see (1.2) in Section 1.3.

The general multivariate result is notationally complex, so we indicate the pattern and conditions from the trivariate and 4 -variate extensions of (4.3). The trivariate generalization of (4.3) is:

$$
\begin{equation*}
C(\mathbf{u})=\psi\left(\psi^{-1} \circ \phi\left[\phi^{-1}\left(u_{1}\right)+\phi^{-1}\left(u_{2}\right)\right]+\psi^{-1}\left(u_{3}\right)\right) \tag{4.7}
\end{equation*}
$$

where $\psi, \phi$ are LTs and $\nu=\psi^{-1} \circ \phi \in \mathcal{L}_{\infty}^{*}$. Note that (4.7) has $(1,2)$ bivariate margin of the form (4.3) with LT $\phi$, and $(1,3)$ and $(2,3)$ bivariate margins of the form (4.3) with LT $\psi$. Also (4.4) is a special case of (4.7) when $\psi=\phi$. The mixture representation for (4.7) that generalizes (4.2) is

$$
\begin{equation*}
C(\mathbf{u})=\int_{0}^{\infty} \int_{0}^{\infty} G_{1}^{\beta}\left(u_{1}\right) G_{2}^{\beta}\left(u_{2}\right) d M_{2}(\beta ; \alpha) G_{3}^{\alpha}\left(u_{3}\right) d M_{1}(\alpha) \tag{4.8}
\end{equation*}
$$

where $G_{1}=G_{2}=\exp \left\{-\phi^{-1}\right\}$ and $G_{3}=\exp \left\{-\psi^{-1}\right\}, M_{1}$ is the distribution corresponding to $\psi, M_{2}(\cdot ; \alpha)$ being the distribution with LT $\chi_{\alpha}$, and $\chi_{\alpha}$ is defined by $\chi_{\alpha}^{-1}(z)=\nu^{-1}\left(-\alpha^{-1} \log z\right)$.

The derivation is as follows. Equation (4.7) has the formal representation

$$
\int_{0}^{\infty} G_{12}^{\alpha}\left(u_{1}, u_{2}\right) G_{3}^{\alpha}\left(u_{3}\right) d M_{1}(\alpha)
$$

where $M_{1}$ and $G_{3}$ are as defined above, and

$$
G_{12}\left(u_{1}, u_{2}\right)=\exp \left\{-\nu\left[\phi^{-1}\left(u_{1}\right)+\phi^{-1}\left(u_{2}\right)\right]\right\} .
$$

In the bivariate case, the power of a cdf need not be a cdf so that it must be proved that $G_{12}^{\alpha}$ is a cdf. We show this by giving $F_{\alpha}=G_{12}^{\alpha}$ the mixture representation in (4.8). The univariate margins of $F_{\alpha}$ are $F_{j \alpha}\left(u_{j}\right)=\exp \left\{-\alpha \psi^{-1}\left(u_{j}\right)\right\}, j=1,2$. Hence $u_{j}=\psi\left(-\alpha^{-1} \log F_{j \alpha}\right), j=1,2$,

$$
F_{\alpha}=\exp \left\{-\alpha \nu\left[\nu^{-1}\left(-\alpha^{-1} \log F_{1 \alpha}\right)+\nu^{-1}\left(-\alpha^{-1} \log F_{2 \alpha}\right)\right]\right\}
$$

and

$$
\nu^{-1}\left(-\alpha^{-1} \log F_{\alpha}\right)=\nu^{-1}\left(-\alpha^{-1} \log F_{1 \alpha}\right)+\nu^{-1}\left(-\alpha^{-1} \log F_{2 \alpha}\right)
$$

With $\chi_{\alpha}$ defined as above,

$$
\begin{equation*}
F_{\alpha}=\chi_{\alpha}\left[\chi_{\alpha}^{-1}\left(F_{1 \alpha}\right)+\chi_{\alpha}^{-1}\left(F_{2 \alpha}\right)\right] \tag{4.9}
\end{equation*}
$$

Therefore $\chi_{\alpha}=e^{-\alpha \nu}=\chi^{\alpha}$, where $\chi=\chi_{1}$. From (4.2) and (4.3), (4.9) is a cdf for all $\alpha>0$ if $\chi_{\alpha}$ is a LT for all $\alpha>0$ or if $\nu \in \mathcal{L}_{\infty}^{*}$ (using Theorem A.1). The representation (4.8) holds with $M_{2}(\cdot ; \alpha)$ being the distribution with LT $\chi^{\alpha}$ and, for all $\alpha>0$ and $j=1,2, G_{j}=\exp \left\{-\chi_{\alpha}^{-1}\left(F_{j \alpha}\right)\right\}=\exp \left\{-\nu^{-1}\left(-\alpha^{-1} \log F_{j \alpha}\right)\right\}=$ $\exp \left\{-\nu^{-1} \circ \psi^{-1}\right\}=\exp \left\{-\phi^{-1}\right\}$.

There are two generalizations or nestings of LTs for four dimensions. In higher dimensions, there are many possible nestings. At each level of nesting of LTs, $\phi_{r}$ within $\phi_{s}$ say, the condition $\phi_{s}^{-1} \circ \phi_{r} \in \mathcal{L}_{\infty}^{*}$ must be satisfied in order for the result to be a
multivariate distribution. Let $\psi, \phi, \zeta$ be LTs. The first LT representation is

$$
\begin{equation*}
C(\mathbf{u})=\psi\left[\psi^{-1} \circ \phi\left(\phi^{-1} \circ \zeta\left(\zeta^{-1}\left(u_{1}\right)+\zeta^{-1}\left(u_{2}\right)\right)+\phi^{-1}\left(u_{3}\right)\right)+\psi^{-1}\left(u_{4}\right)\right], \tag{4.10}
\end{equation*}
$$

where $\psi^{-1} \circ \phi$ and $\phi^{-1} \circ \zeta$ are in $\mathcal{L}_{\infty}^{*}$. A second distinct LT representation is

$$
\begin{equation*}
C(\mathbf{u})=\psi\left(\psi^{-1} \circ \phi\left[\phi^{-1}\left(u_{1}\right)+\phi^{-1}\left(u_{2}\right)\right]+\psi^{-1} \circ \zeta\left[\zeta^{-1}\left(u_{3}\right)+\zeta^{-1}\left(u_{4}\right)\right]\right), \tag{4.11}
\end{equation*}
$$

where $\psi^{-1} \circ \phi$ and $\psi^{-1} \circ \zeta$ are in $\mathcal{L}_{\infty}^{*}$. Note that all trivariate margins of (4.10) and (4.11) have form (4.7) and all bivariate margins of (4.10) and (4.11) have form (4.3). Clearly the idea of (4.10) and (4.11) generalizes to higher dimensions.

The mixture representions for (4.10) and (4.11) have the respective forms:

$$
\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} G_{1}^{\gamma} G_{2}^{\gamma} d M_{3}(\gamma ; \beta) G_{3}^{\beta} d M_{2}(\beta ; \alpha) G_{4}^{\alpha} d M_{1}(\alpha)
$$

and

$$
\int_{0}^{\infty} \int_{0}^{\infty} G_{1}^{\beta} G_{2}^{\beta} d M_{2}(\beta ; \alpha) \int_{0}^{\infty} G_{3}^{\gamma} G_{4}^{\gamma} d M_{3}(\gamma ; \alpha) d M_{1}(\alpha)
$$

With reference to the properties in Section 4.1, (4.4), (4.7), (4.10) and (4.11) are interpretable from their mixture form, they are closed under the taking of margins, but have a limited type of positive dependence. They have closed-form cdfs if families for the LTs are chosen appropriately; see Sections 5.1 to 5.3 .

### 4.2.1 Dependence properties*

In this subsection, we analyse how the various bivariate margins of (4.7), (4.10), (4.11), etc., compare with each other in the concordance ordering. One key result is that all of these constructions produce positively dependent random vectors only. (Generalizations to achieve negative dependence are given in Section 4.4.) Other positive dependence results for the various constructions are obtained, and some results on the multivariate concordance and PFD orderings for (4.7), (4.10), (4.11) and their generalizations are given.
Theorem 4.1 Let $C_{i}\left(u_{1}, u_{2}\right)=\phi_{i}\left(\phi_{i}^{-1}\left(u_{1}\right)+\phi_{i}^{-1}\left(u_{2}\right)\right)$, where $\phi_{i}$ is a $L T, i=1,2$. Then $C_{1} \prec_{c} C_{2}$ if and only if $\omega=\phi_{2}^{-1} \circ \phi_{1}$ is superadditive $(\omega(x+y) \geq \omega(x)+\omega(y)$ for all $x, y \geq 0)$. Similarly,
for the multivariate extensions, $C_{i m}(\mathbf{u})=\phi_{i}\left(\sum_{j=1}^{m} \phi_{i}^{-1}\left(u_{j}\right)\right), i=$ $1,2, C_{1 m} \prec_{c L} C_{2 m}$ if and only if $\omega$ is superadditive. Since $\omega(0)=0$, sufficient conditions for $\omega$ to be superadditive are $\omega$ convex and $\omega$ star-shaped with respect to the origin $(\omega(x) / x$ increasing in $x)$.
Proof. Let $u_{j}=\phi_{1}\left(x_{j}\right), j=1,2$. Then

$$
\begin{aligned}
& C_{1} \prec_{\mathrm{c}} C_{2} \\
& \quad \Leftrightarrow \omega\left(\phi_{1}^{-1}\left(u_{1}\right)+\phi_{1}^{-1}\left(u_{2}\right)\right) \geq \phi_{2}^{-1}\left(u_{1}\right)+\phi_{2}^{-1}\left(u_{2}\right) \forall 0 \leq u_{1}, u_{2} \leq 1 \\
& \quad \Leftrightarrow \omega\left(x_{1}+x_{2}\right) \geq \omega\left(x_{1}\right)+\omega\left(x_{2}\right) \forall x_{1}, x_{2} \geq 0 .
\end{aligned}
$$

The sufficient conditions for superadditivity are left as an exercise.

Corollary 4.2 Let $C_{i}\left(u_{1}, u_{2}\right)=\phi_{i}\left(\phi_{i}^{-1}\left(u_{1}\right)+\phi_{i}^{-1}\left(u_{2}\right)\right)$, where $\phi_{i}$ is a $L T, i=1,2$. Suppose $\nu=\phi_{1}^{-1} \circ \phi_{2} \in \mathcal{L}_{\infty}^{*}$, then $C_{1} \prec_{c} C_{2}$.
Proof. $\nu$ has non-negative first derivative and non-positive second derivative, and satisfies $\nu(0)=0$. Therefore $\nu$ is concave and $\nu^{-1}=$ $\phi_{2}^{-1} \circ \phi_{1}$ is convex, and the preceding theorem applies.

As a result of this corollary, the trivariate copula in (4.7) has a $(1,2)$ bivariate margin copula which is more concordant than the $(1,3)$ and $(2,3)$ bivariate margin copulas (which are identical). However, there are applications, such as the construction of a second-order Markov chain time series (see Section 8.1), in which one would like the two bivariate margins that are identical to be more concordant than the third margin. Trivariate copulas with this property are constructed in Section 4.3. Similarly, for (4.10), (4.11) and their multivariate extensions, bivariate copulas, associated with LTs that are more nested, are larger in concordance than those that are less nested. For example, for (4.11), the (1,2) and $(3,4)$ bivariate margins are more concordant than the remaining four bivariate margins (but there need not be any concordance ordering between these two margins).

The types of dependence that are possible from (4.7), (4.10), (4.11) and their generalizations are similar to those from hierarchical or random effects normal models. Analogies to (4.7), (4.10), (4.11) are respectively:
(i) $Y_{1}=\mu+\xi_{1}+\epsilon_{1}, Y_{2}=\mu+\xi_{1}+\epsilon_{2}, Y_{3}=\mu+\xi_{2}+\epsilon_{3}$, with $\mu, \xi_{1}, \xi_{2}, \epsilon_{1}, \epsilon_{2}, \epsilon_{3}$ independent zero mean normal rvs with respective variances $\alpha, \beta, \beta, 1-\alpha-\beta, 1-\alpha-\beta, 1-\alpha-\beta$. The correlation matrix for $\left(Y_{1}, Y_{2}, Y_{3}\right)$ is $\left[\begin{array}{ccc}1 & \alpha+\beta & \alpha \\ \alpha+\beta & 1 & \alpha \\ \alpha & \alpha & 1\end{array}\right]$.
(ii) $Y_{1}=\mu+\xi_{1}+\lambda_{1}+\epsilon_{1}, Y_{2}=\mu+\xi_{1}+\lambda_{1}+\epsilon_{2}, Y_{3}=\mu+$ $\xi_{1}+\lambda_{2}+\epsilon_{3}, Y_{4}=\mu+\xi_{2}+\lambda_{3}+\epsilon_{4}$, with $\mu, \xi_{i}, \lambda_{i}, \epsilon_{i}$ being independent zero mean normal rvs, $\mu$ with variance $\alpha, \xi_{i}$ with variance $\beta, \lambda_{i}$ with variance $\gamma$ and $\epsilon_{i}$ with variance $1-\alpha-\beta-\gamma$. The correlation matrix for $\left(Y_{1}, Y_{2}, Y_{3}, Y_{4}\right)$ is $\left[\begin{array}{cccc}1 & \alpha+\beta+\gamma & \alpha+\beta & \alpha \\ \alpha+\beta+\gamma & 1 & \alpha+\beta & \alpha \\ \alpha+\beta & \alpha+\beta & 1 & \alpha \\ \alpha & \alpha & \alpha & 1\end{array}\right]$.
(iii) $Y_{1}=\mu+\xi_{1}+\epsilon_{1}, Y_{2}=\mu+\xi_{1}+\epsilon_{2}, Y_{3}=\mu+\xi_{2}+\epsilon_{3}, Y_{4}=$ $\mu+\xi_{2}+\epsilon_{4}$, with $\mu, \xi_{i}, \epsilon_{i}$ being independent zero mean normal rvs, $\mu$ with variance $\alpha, \xi_{1}$ with variance $\beta_{1}, \xi_{2}$ with variance $\beta_{2}$ and $\epsilon_{i}$ with variance $1-\alpha-\beta_{j}(j=1$ for $i=1,2$ and $j=2$ for $i=3,4)$. The correlation matrix for $\left(Y_{1}, Y_{2}, Y_{3}, Y_{4}\right)$ is $\left[\begin{array}{cccc}1 & \alpha+\beta_{1} & \alpha & \alpha \\ \alpha+\beta_{1} & 1 & \alpha & \alpha \\ \alpha & \alpha & 1 & \alpha+\beta_{2} \\ \alpha & \alpha & \alpha+\beta_{2} & 1\end{array}\right]$.

Next we give some results on association, Kendall's tau, positive dependence and dependence orderings.

Theorem 4.3 For the copula (4.3), Kendall's tau can be written as the one-dimensional integral:

$$
\tau=4 \int_{0}^{1} \frac{\phi^{-1}(t)}{\left(\phi^{-1}\right)^{\prime}(t)} d t+1=1-4 \int_{0}^{\infty} s\left[\phi^{\prime}(s)\right]^{2} d s
$$

Proof. This proof is a modification of that in Genest and MacKay (1986), making use of the present notation. From Section 2.1.9, Kendall's tau is

$$
\tau=4 \int_{0}^{1} \int_{0}^{1} C\left(u_{1}, u_{2}\right) d C\left(u_{1}, u_{2}\right)-1
$$

The double integral (without the factor of 4) becomes

$$
\begin{gather*}
\int_{0}^{1} \int_{0}^{1} \phi\left(\phi^{-1}\left(u_{1}\right)+\phi^{-1}\left(u_{2}\right)\right) \cdot \phi^{\prime \prime}\left(\phi^{-1}\left(u_{1}\right)+\phi^{-1}\left(u_{2}\right)\right) \\
\cdot\left[\phi^{\prime} \circ \phi^{-1}\left(u_{1}\right)\right]^{-1}\left[\phi^{\prime} \circ \phi^{-1}\left(u_{2}\right)\right]^{-1} d u_{1} d u_{2} \tag{4.12}
\end{gather*}
$$

Make the transformation $z=\phi\left(\phi^{-1}\left(u_{1}\right)+\phi^{-1}\left(u_{2}\right)\right), t=u_{1}$ with Jacobian $\frac{\partial(z, t)}{\partial\left(u_{1}, u_{2}\right)}$ equal to $\phi^{\prime}\left(\phi^{-1}\left(u_{1}\right)+\phi^{-1}\left(u_{2}\right)\right) \cdot\left[\phi^{\prime} \circ \phi^{-1}\left(u_{2}\right)\right]^{-1}$. Since $z \leq t$ from the Fréchet upper bound, (4.12) becomes

$$
\begin{aligned}
& \int_{0}^{1} \int_{z}^{1} z \phi^{\prime \prime} \circ \phi^{-1}(z)\left[\phi^{\prime} \circ \phi^{-1}(z)\right]^{-1}\left[\phi^{\prime} \circ \phi^{-1}(t)\right]^{-1} d t d z \\
& \quad=\int_{0}^{1} z \phi^{\prime \prime} \circ \phi^{-1}(z)\left[\phi^{\prime} \circ \phi^{-1}(z)\right]^{-1}\left[-\phi^{-1}(z)\right] d z \\
& \quad=\int_{0}^{\infty} s \phi(s) \cdot \phi^{\prime \prime}(s) d s
\end{aligned}
$$

With integration by parts, this becomes
$\left.s \phi(s) \cdot \phi^{\prime}(s)\right|_{0} ^{\infty}-\int_{0}^{\infty}\left[\phi(s)+s \phi^{\prime}(s)\right] \phi^{\prime}(s) d s=\frac{1}{2}-\int_{0}^{\infty} s\left[\phi^{\prime}(s)\right]^{2} d s$.
The conclusion of the theorem follows.
Theorem 4.4 The copula in (4.3) has $T P_{2}$ density. Hence it is also $P Q D$.
Proof. This follows easily from the mixture representation. With $U(0,1)$ margins in (4.2), $G_{1}, G_{2}$ are differentiable, say with respective densities $g_{1}, g_{2}$. Hence $C\left(u_{1}, u_{2}\right)=\int_{0}^{\infty} G_{1}^{\alpha}\left(u_{1}\right) G_{2}^{\alpha}\left(u_{2}\right) d M(\alpha)$ has density

$$
c\left(u_{1}, u_{2}\right)=\alpha^{2} g_{1}\left(u_{1}\right) g_{2}\left(u_{2}\right) \int_{0}^{\infty} G_{1}^{\alpha-1}\left(u_{1}\right) G_{2}^{\alpha-1}\left(u_{2}\right) d M(\alpha) .
$$

In the integrand, $G_{1}^{\alpha-1}\left(u_{1}\right)$ and $G_{2}^{\alpha-1}\left(u_{2}\right)$ are $\mathrm{TP}_{2}$, so the integral is $\mathrm{TP}_{2}$ from the total positivity results in Karlin (1968). $(D(x, z)=$ $\int A(x, y) B(y, z) d \sigma(y)$ is $\mathrm{TP}_{2}$ in $x, z$ if $A$ is $\mathrm{TP}_{2}$ in $x, y$ and $B$ is $\mathrm{TP}_{2}$ in $y, z$ and $\sigma$ is a sigma-finite measure.) The property of PQD follows from Theorem 2.3.

Theorem 4.5 The copula in (4.6) is associated if $K$ and $M_{m}$ are cdfs of associated rvs.
Proof. $K(\mathbf{x})$ associated implies $K\left(G_{1}^{\alpha_{1}}, \ldots, G_{m}^{\alpha_{m}}\right)$ is associated for all $\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in(0, \infty)^{m}$, because association is invariant to (strictly) increasing transforms on rvs. Let $\mathbf{U} \sim K$ and $\mathbf{A} \sim M_{m}$, with $\mathbf{U}, \mathbf{A}$ independent. Then a stochastic representation of a random vector with the distribution in (4.6) is

$$
\left(X_{1}, \ldots, X_{m}\right)=\left(G_{1}^{-1}\left(U_{1}^{1 / A_{1}}\right), \ldots, G_{m}^{-1}\left(U_{m}^{1 / A_{m}}\right)\right) .
$$

We show that $\mathbf{X}$ is associated using the usual conditioning argument. Let $h_{1}(\mathbf{X}), h_{2}(\mathbf{X})$ be increasing functions in $\mathbf{X}$. Assuming the covariance exists, then

$$
\begin{gathered}
\operatorname{Cov}\left(h_{1}(\mathbf{X}), h_{2}(\mathbf{X})\right)=\mathrm{E}\left[\operatorname{Cov}\left(h_{1}(\mathbf{X}), h_{2}(\mathbf{X}) \mid \mathbf{A}\right)\right] \\
+\operatorname{Cov}\left(\mathrm{E}\left[h_{1}(\mathbf{X}) \mid \mathbf{A}\right], \mathrm{E}\left[h_{1}(\mathbf{X}) \mid \mathbf{A}\right]\right) .
\end{gathered}
$$

The first term is non-negative given each $\mathbf{A}$, because of the first statement in this proof. Since $G_{j}^{-1}\left(U_{j}^{1 / A_{j}}\right)$ is increasing in $A_{j}$ for each $j$ and $h_{1}, h_{2}$ are increasing, $\mathrm{E}\left[h_{i}(\mathbf{X}) \mid \mathbf{A}\right], i=1,2$, are increasing in $\mathbf{A}$. Therefore the second term is non-negative because $\mathbf{A}$ is associated.
Theorem 4.6 Suppose $\psi, \phi$ are LTs.such that $\psi^{-1} \circ \phi \in \mathcal{L}_{\infty}^{*}$. Let $C_{1}(\mathbf{u})=\psi\left(\sum_{j=1}^{m} \psi^{-1}\left(u_{j}\right)\right)$ and $C_{2}(\mathbf{u})=\phi\left(\sum_{j=1}^{m} \phi^{-1}\left(u_{j}\right)\right)$ be as defined in (4.4). Then $C_{1} \prec_{\mathrm{pfd}} C_{2}$. If $\psi(s)=e^{-s}$, so that $C_{1}(\mathbf{u})=C_{I}(\mathbf{u})=\prod_{j=1}^{m} u_{j}$, then $C_{I} \prec_{\text {pfd }} C_{2}$ (without needing further conditions).
Proof. Let $G_{1}(u)=\exp \left\{-\psi^{-1}(u)\right\}, G_{2}(u)=\exp \left\{-\phi^{-1}(u)\right\}, 0 \leq$ $u \leq 1$, with respective densities $g_{1}, g_{2}$. Let $M_{\psi}, M_{\phi}$ be the distributions with respective LTs $\psi, \phi$, and let $M_{\nu}(\cdot ; \alpha)$ be the distribution with LT $\exp \{-\alpha \nu\}$, where $\nu=\psi^{-1} \circ \phi$. Then it is straightforward to verify that

$$
C_{2}(\mathbf{u})=\int_{0}^{\infty} \int_{0}^{\infty} \prod_{j} G_{2}^{\beta}\left(u_{j}\right) d M_{\nu}(\beta ; \alpha) d M_{\psi}(\alpha)
$$

and

$$
C_{1}(\mathbf{u})=\int_{0}^{\infty} \prod_{j} G_{1}^{\alpha}\left(u_{j}\right) d M_{\psi}(\alpha),
$$

with $G_{1}^{\alpha}(u)=\int_{0}^{\infty} G_{2}^{\beta}(u) d M_{\nu}(\beta ; \alpha)$ (see Theorem A.3). The densities $c_{1}, c_{2}$ of $C_{1}, C_{2}$ are obtained by replacing $G_{2}^{\beta}$ by $\beta G_{2}^{\beta-1} g_{2}$ in the integrals defining $C_{2}$ and $G_{1}^{\alpha}$. Let $h$ be a bounded function on $[0,1]$, with an extra non-negativity constraint if $m$ is odd; let $\mathbf{U}$ have density $c_{1}$ and $\mathbf{U}^{\prime}$ have density $c_{2}$. Then

$$
\begin{equation*}
\mathrm{E}\left[\prod_{i=1}^{m} h\left(U_{i}\right)\right]=\int_{0}^{\infty}\left[\int_{0}^{\infty} h^{*}(\beta) d M_{\nu}(\beta ; \alpha)\right]^{m} d M_{\psi}(\alpha) \tag{4.13}
\end{equation*}
$$

where $h^{*}(\beta)=\beta \int_{0}^{1} G_{2}^{\beta-1}(u) g_{2}(u) h(u) d u$. From Theorem 2.18 and Example 2.11, the right-hand side of (4.13) is dominated by

$$
\int_{0}^{\infty} \int_{0}^{\infty}\left[h^{*}(\beta)\right]^{m} d M_{\nu}(\beta ; \alpha) d M_{\psi}(\alpha)=\mathrm{E}\left[\prod_{i=1}^{m} h\left(U_{i}^{\prime}\right)\right] .
$$

The case of $h$ unbounded and integrable can be handled by taking a limit. Hence $\mathbf{U} \prec_{\text {pfd }} \mathbf{U}^{\prime}$ or $C_{1} \prec_{\text {pfd }} C_{2}$.

Finally, let $\psi(s)=e^{-s}$. Then the above condition becomes $-\log \phi$ $\in \mathcal{L}_{\infty}^{*}$. However, the condition is actually not needed. Let $\mathbf{U} \sim$ $C_{2}$. It suffices to prove that $\mathrm{E}\left[\prod_{i=1}^{m} h\left(U_{i}\right)\right] \geq\left\{\mathrm{E}\left[h\left(U_{1}\right)\right]\right\}^{m}$ for all
bounded $h$ (with an extra non-negativity constraint if $m$ is odd), or

$$
\mathrm{E}\left[\prod_{i=1}^{m} h\left(U_{i}\right)\right]=\int_{0}^{\infty} k^{m}(\alpha) d M_{\phi}(\alpha) \geq\left[\int_{0}^{\infty} k(\alpha) d M_{\phi}(\alpha)\right]^{m}
$$

where $k(\alpha)=\alpha \int_{0}^{1} G_{2}^{\alpha-1}(u) g_{2}(u) h(u) d u$. This follows from Example 2.11 and inequality (2.33) (with independent rvs on the lefthand side of (2.33)).

Theorem 4.7 Suppose $\psi, \phi$ are LTs such that $\psi^{-1} \circ \phi \in \mathcal{L}_{\infty}^{*}$. Let $C_{1}, C_{2}$ be as defined in the preceding theorem. Then $C_{1} \prec_{c} C_{2}$.
Proof. Let $\mathbf{U} \sim C_{1}, \mathbf{U}^{\prime} \sim C_{2}$. To establish the concordance ordering, it is necessary to show that

$$
\begin{equation*}
\operatorname{Pr}\left(U_{j} \leq a_{j}, j=1, \ldots, m\right) \leq \operatorname{Pr}\left(U_{j}^{\prime} \leq a_{j}, j=1, \ldots, m\right) \tag{4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\left(U_{j}>a_{j}, j=1, \ldots, m\right) \leq \operatorname{Pr}\left(U_{j}^{\prime}>a_{j}, j=1, \ldots, m\right) \tag{4.15}
\end{equation*}
$$

for all $\mathbf{a} \in(0,1)^{m}$. From the representations in the preceding proof, the left-hand sides of (4.14) and (4.15) have the form

$$
\begin{equation*}
\int_{0}^{\infty}\left[\prod_{j=1}^{m} \int_{0}^{\infty} k_{j}(\beta) d M_{\nu}(\beta ; \alpha)\right] d M_{\psi}(\alpha) \tag{4.16}
\end{equation*}
$$

and the right-hand sides have the form

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{\infty}\left[\prod_{j=1}^{m} k_{j}(\beta)\right] d M_{\nu}(\beta ; \alpha) d M_{\psi}(\alpha) \tag{4.17}
\end{equation*}
$$

where $k_{j}(\beta)=G_{2}^{\beta}\left(a_{j}\right)$ for (4.14) and $k_{j}(\beta)=1-G_{2}^{\beta}\left(a_{j}\right)$ for (4.15). The $k_{j}(\beta)$ are decreasing in $\beta \geq 0$ in the former case and increasing in the latter case. A (bounded) decreasing function in $[0, \infty)$ can be taken as a limit of finite sums of the form $\sum_{i} c_{i} I_{\left[0, z_{i}\right]}$ for positive constants $c_{i}, z_{i}$; similarly, an increasing function can be taken as a limit of finite sums of the form $\sum_{i} c_{i} I_{\left(z_{i}, \infty\right)}$ for positive constants $c_{i}, z_{i}$. Since the quantities in (4.16) and (4.17) are linear in each $k_{j}(\beta)$, to show that the quantity in (4.16) is less than or equal to that in (4.17), it suffices to prove the inequality with $k_{j}(\beta)$ replaced by $I_{\left[0, y_{j}\right]}(\beta), j=1, \ldots, m$, or by $I_{\left(y_{j}, \infty\right)}(\beta), j=1, \ldots, m$, where $y_{j}$ are positive constants. Fix $\alpha$ and let $B_{1}, \ldots, B_{m}$ be iid with distribution $M_{\nu}(\cdot ; \alpha)$. Then (4.14) and (4.15) follow since $\operatorname{Pr}\left(B_{j} \leq\right.$ $\left.y_{j}, j=1, \ldots, m\right) \leq \operatorname{Pr}\left(B_{1} \leq \min _{j} y_{j}\right)=\min _{j} \operatorname{Pr}\left(B_{j} \leq y_{j}\right)$ and
$\operatorname{Pr}\left(B_{j}>y_{j}, j=1, \ldots, m\right) \leq \operatorname{Pr}\left(B_{1}>\max _{j} y_{j}\right)=\min _{j} \operatorname{Pr}\left(B_{j}>\right.$ $y_{j}$ ) by the Fréchet upper bound inequality.
Theorem 4.8 Suppose $\psi, \phi_{1}, \phi_{2}$ are LTs such that (a) $\nu_{i}=\psi^{-1}$ 。 $\phi_{i} \in \mathcal{L}_{\infty}^{*}, i=1,2$, and (b) $\phi_{1}^{-1} \circ \phi_{2} \in \mathcal{L}_{\infty}^{*}$. Let $C_{i}$ be as defined in (4.7) with $\phi=\phi_{i}, i=1,2$. Then $C_{1} \prec_{c} C_{2}$.

Proof. For $\xi=\psi, \phi_{1}, \phi_{2}$, let $G_{\xi}=\exp \left\{-\xi^{-1}\right\}$ and let $M_{\xi}$ denote the cdf with LT $\xi$. Let $\nu=\phi_{1}^{-1} \circ \phi_{2}$ and let $M_{\nu}(\cdot ; \beta)$ denote the distribution with LT $\exp \{-\beta \nu\}$. For $\mu=\nu_{1}, \nu_{2}$, let $M_{\mu}(\cdot ; \alpha)$ denote the distribution with LT $\exp \{-\alpha \mu\}$. Then using Theorem A.3, representations for $C_{1}, C_{2}$ are:

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} G_{\phi_{1}}^{\beta}\left(u_{1}\right) G_{\phi_{1}}^{\beta}\left(u_{2}\right) d M_{\nu_{1}}(\beta ; \alpha) G_{\psi}^{\alpha}\left(u_{3}\right) d M_{\psi}(\alpha) \\
& \int_{0}^{\infty} \int_{0}^{\infty} G_{\phi_{2}}^{\gamma}\left(u_{1}\right) G_{\phi_{2}}^{\gamma}\left(u_{2}\right) d M_{\nu_{2}}(\gamma ; \alpha) G_{\psi}^{\alpha}\left(u_{3}\right) d M_{\psi}(\alpha)
\end{aligned}
$$

with $G_{\psi}^{\alpha}(u)=\int_{0}^{\infty} G_{\phi_{2}}^{\gamma} d M_{\nu_{2}}(\gamma ; \alpha), G_{\phi_{1}}^{\beta}(u)=\int_{0}^{\infty} G_{\phi_{2}}^{\gamma} d M_{\nu}(\gamma ; \beta)$ and

$$
\int_{0}^{\infty} \int_{0}^{\infty} h^{\gamma} d M_{\nu}(\gamma ; \beta) d M_{\nu_{1}}(\beta ; \alpha)=\int_{0}^{\infty} h^{\gamma} d M_{\nu_{2}}(\gamma ; \alpha)
$$

for all positive constants $h$.
Let $\mathbf{U} \sim C_{1}, \mathbf{U}^{\prime} \sim C_{2}$. The concordance ordering is proved in a similar way to the preceding theorem; it is necessary to show

$$
\begin{equation*}
\operatorname{Pr}\left(U_{j} \leq a_{j}, j=1,2,3\right) \leq \operatorname{Pr}\left(U_{j}^{\prime} \leq a_{j}, j=1,2,3\right) \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\left(U_{j}>a_{j}, j=1,2,3\right) \leq \operatorname{Pr}\left(U_{j}^{\prime}>a_{j}, j=1,2,3\right) \tag{4.19}
\end{equation*}
$$

for all $\mathbf{a} \in(0,1)^{3}$. From the representations given above, the lefthand sides of (4.18) and (4.19) have the form

$$
\begin{gathered}
\int_{0}^{\infty}\left[\int_{0}^{\infty}\left(\int k_{1}(\gamma) d M_{\nu}(\gamma ; \beta)\right)\left(\int k_{2}(\gamma) d M_{\nu}(\gamma ; \beta)\right) d M_{\nu_{1}}(\beta ; \alpha)\right] \\
\cdot\left(\int_{0}^{\infty} k_{3}(\gamma) d M_{\nu_{2}}(\gamma ; \alpha)\right) d M_{\psi}(\alpha)
\end{gathered}
$$

and the right-hand sides have the form

$$
\begin{gathered}
\int_{0}^{\infty}\left[\int_{0}^{\infty}\left(\int_{0}^{\infty} k_{1}(\gamma) k_{2}(\gamma) d M_{\nu}(\gamma ; \beta)\right) d M_{\nu_{1}}(\beta ; \alpha)\right] \\
\cdot\left(\int_{0}^{\infty} k_{3}(\gamma) d M_{\nu_{2}}(\gamma ; \alpha)\right) d M_{\psi}(\alpha)
\end{gathered}
$$

where $k_{j}(\gamma)=G_{\phi_{2}}^{\gamma}\left(a_{j}\right)$ for (4.18) and $k_{j}(\gamma)=1-G_{\phi_{2}}^{\gamma}\left(a_{j}\right)$ for (4.19). The $k_{j}(\gamma)$ are decreasing in $\gamma \geq 0$ in the former case and increasing in the latter case. Inequalities (4.18) and (4.19) now follow from

$$
\begin{gathered}
\left(\int_{0}^{\infty} k_{1}(\gamma) d M_{\nu}(\gamma ; \beta)\right)\left(\int_{0}^{\infty} k_{2}(\gamma) d M_{\nu}(\gamma ; \beta)\right) \\
\leq \int_{0}^{\infty} k_{1}(\gamma) k_{2}(\gamma) d M_{\nu}(\gamma ; \beta)
\end{gathered}
$$

for all $\beta$; this last inequality comes from $\left(Z_{1}, Z_{2}\right) \prec_{c}\left(Z_{1}, Z_{1}\right)$, where $Z_{1}, Z_{2}$ are iid with distribution $M_{\nu}(\cdot ; \beta)$.
Theorem 4.9 Suppose $\psi_{1}, \psi_{2}, \phi$ are LTs such that (a) $\omega_{i}=\psi_{i}^{-1} \circ$ $\phi \in \mathcal{L}_{\infty}^{*}, i=1,2$, and (b) $\psi_{1}^{-1} \circ \psi_{2} \in \mathcal{L}_{\infty}^{*}$. Let $C_{i}$ be as defined in (4.7) with $\psi=\psi_{i}, i=1,2$. Then $C_{1} \prec_{c} C_{2}$.

Proof. The proof follows the methods of the preceding theorem. Using the same notation, a result that is needed for the upper orthant probabilities is that
$h_{1}(\gamma)=1-G_{\psi_{2}}^{\gamma}\left(a_{1}\right)-G_{\psi_{2}}^{\gamma}\left(a_{2}\right)+\exp \left\{-\gamma \omega_{2}\left(\phi^{-1}\left(a_{1}\right)+\phi^{-1}\left(a_{2}\right)\right)\right\}$
is increasing in $\gamma$. A proof of this that generalizes to higher dimensions is the following.

One can write $h_{1}(\gamma)=\int_{0}^{\infty}\left(1-G_{\phi}^{\beta}\left(a_{1}\right)\right)\left(1-G_{\phi}^{\beta}\left(a_{2}\right)\right) d M_{\omega_{2}}(\beta ; \gamma)$. Since $\left(1-G_{\phi}^{\beta}\left(a_{1}\right)\right)\left(1-G_{\phi}^{\beta}\left(a_{2}\right)\right)$ is increasing in $\beta>0$ and $M_{\omega_{2}}(\beta ; \gamma)$ is stochastically increasing in $\gamma>0$ (Theorem A.3), then $h_{1}(\gamma)$ is increasing in $\gamma>0$.
Theorem 4.10 Suppose $\psi_{1}, \psi_{2}, \phi, \zeta$ are LTs such that $\omega_{i}=\psi_{i}^{-1} \circ$ $\phi \in \mathcal{L}_{\infty}^{*} i=1,2, \nu=\psi_{1}^{-1} \circ \psi_{2} \in \mathcal{L}_{\infty}^{*}$ and $\phi^{-1} \circ \zeta \in \mathcal{L}_{\infty}^{*}$. Let $C_{i}$ be as defined in (4.10) with $\psi=\psi_{i}, i=1,2$. Then $C_{1} \prec_{c} C_{2}$.
Proof. We use similar notation to the preceding two proofs. Representations for $C_{j}$ are

$$
\begin{gathered}
C_{1}(\mathbf{u})=\int_{0}^{\infty}\left(\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} G_{\zeta}^{\gamma}\left(u_{1}\right) G_{\zeta}^{\gamma}\left(u_{2}\right) d M_{\phi^{-1} \rho \zeta}(\gamma ; \beta) G_{\phi}^{\beta}\left(u_{3}\right)\right. \\
\left.d M_{\omega_{2}}(\beta ; \eta) d M_{\nu}(\eta ; \alpha)\right) \cdot\left(\int_{0}^{\infty} G_{\psi_{2}}^{\eta}\left(u_{4}\right) d M_{\nu}(\eta ; \alpha)\right) d M_{\psi_{1}}(\alpha), \\
C_{2}(\mathbf{u})=\int_{0}^{\infty} \int_{0}^{\infty}\left(\int_{0}^{\infty} \int_{0}^{\infty} G_{\zeta}^{\gamma}\left(u_{1}\right) G_{\zeta}^{\gamma}\left(u_{2}\right) d M_{\phi^{-1} \zeta}(\gamma ; \beta) G_{\phi}^{\beta}\left(u_{3}\right)\right. \\
\left.d M_{\omega_{2}}(\beta ; \eta)\right) \cdot G_{\psi_{2}}^{\eta}\left(u_{4}\right) d M_{\nu}(\eta ; \alpha) d M_{\psi_{1}}(\alpha) .
\end{gathered}
$$

Let $\mathbf{U} \sim C_{1}, \mathbf{U}^{\prime} \sim C_{2}$. The harder step for establishing the concordance ordering is the inequality for the upper orthant probabilities. These are:

$$
\begin{align*}
& \operatorname{Pr}\left(U_{j}>a_{j}, j=1,2,3,4\right)=  \tag{4.21}\\
& \quad \int_{0}^{\infty}\left(\int_{0}^{\infty} h_{1}(\eta) d M_{\nu}(\eta ; \alpha)\right)\left(\int_{0}^{\infty} h_{2}(\eta) d M_{\nu}(\eta ; \alpha)\right) d M_{\psi_{1}}(\alpha) \\
& \operatorname{Pr}\left(U_{j}^{\prime}>a_{j}, j=1,2,3,4\right)=  \tag{4.22}\\
& \quad \int_{0}^{\infty}\left(\int_{0}^{\infty} h_{1}(\eta) h_{2}(\eta) d M_{\nu}(\eta ; \alpha)\right) d M_{\psi_{1}}(\alpha)
\end{align*}
$$

where $h_{2}(\eta)=1-G_{\psi_{2}}^{\eta}\left(a_{4}\right)$ and

$$
\begin{gathered}
h_{1}(\eta)=\int_{0}^{\infty} \int_{0}^{\infty}\left(1-G_{\zeta}^{\gamma}\left(a_{1}\right)\right)\left(1-G_{\zeta}^{\gamma}\left(a_{2}\right)\right) d M_{\phi^{-1} \circ \zeta}(\gamma ; \beta) \\
\cdot\left(1-G_{\phi}^{\beta}\left(a_{3}\right)\right) d M_{\omega_{2}}(\beta ; \eta)
\end{gathered}
$$

Similar to the proof that (4.20) is increasing, $\int_{0}^{\infty}\left(1-G_{\zeta}^{\gamma}\left(a_{1}\right)\right)(1-$ $\left.G_{\zeta}^{\gamma}\left(a_{2}\right)\right) d M_{\phi-1}{ }_{\phi}(\gamma ; \beta)$ is increasing in $\beta$. Also $1-G_{\phi}^{\beta}\left(a_{3}\right)$ is increasing in $\beta$, so that $h_{1}(\eta)$ is increasing in $\eta>0$. Trivially, $h_{2}(\eta)$ is increasing in $\eta>0$. Therefore, by Lemma 2.1,

$$
\begin{gathered}
\int_{0}^{\infty} h_{1}(\eta) d M_{\nu}(\eta ; \alpha) \int_{0}^{\infty} h_{2}(\eta) d M_{\nu}(\eta ; \alpha) \\
\quad \leq \int_{0}^{\infty} h_{1}(\eta) h_{2}(\eta) d M_{\nu}(\eta ; \alpha)
\end{gathered}
$$

and (4.21) is less than or equal to (4.22) for all a. $\square$
The ideas in the above theorems generalize for multivariate extensions of (4.7), (4.10) and (4.11) (even though the notation is messy for the general case).

### 4.2.2 Frailty and proportional hazards

If survival functions $\bar{F}_{j}$ are substituted into the arguments in (4.4), then one gets

$$
C\left(\bar{F}_{1}\left(x_{1}\right), \ldots, \bar{F}_{m}\left(x_{m}\right)\right)=\int_{0}^{\infty} \prod_{j=1}^{m} H^{\alpha}\left(\bar{F}_{j}\left(x_{j}\right)\right) d M(\alpha)
$$

Similarly, survival functions can be substituted into (4.7), (4.10), (4.11) and their extensions. These models have been used for multivariate survival data in a familial or cluster setting; the parameter $\alpha$ is interpreted as a frailty parameter. These models also
have a proportional hazards interpretation since $H^{\alpha}\left(\bar{F}_{i}\left(x_{i}\right)\right)=$ $\exp \left\{-\alpha \psi^{-1}\left(\bar{F}_{i}\left(x_{i}\right)\right)\right\}$ is a family with cumulative hazard proportional to $\Lambda\left(x_{i}\right)=\psi^{-1}\left(\bar{F}_{i}\left(x_{i}\right)\right)$, where $\psi$ is the LT of $M$; the proportionality constant $\alpha$ of the proportional hazards is random with distribution $M$. If there are $m=2$ subjects in a cluster with survival times $T_{1}, T_{2}$, then $\operatorname{Pr}\left(T_{1}>t_{1}, T_{2}>t_{2}\right)$ becomes

$$
\int_{0}^{\infty} e^{-\alpha\left[\Lambda\left(t_{1}\right)+\Lambda\left(t_{2}\right)\right]} d M(\alpha)=\psi\left(\Lambda\left(t_{1}\right)+\Lambda\left(t_{2}\right)\right) .
$$

### 4.3 Mixtures of max-id distributions

Let $M$ be the cdf of a positive rv and let its LT be $\psi$. Another extension of (4.2) and (4.4) is:

$$
\begin{equation*}
F=\int_{0}^{\infty} H^{\alpha} d M(\alpha)=\psi(-\log H) \tag{4.23}
\end{equation*}
$$

where $H$ is a max-id $m$-variate distribution. (See Section 2.1 .8 for max-id.) Section 4.3.1 consists of conditions for max-id so that we know about possible choices of $H$ in (4.23). Section 4.3.2 is devoted to dependence properties of (4.23). Some special cases are given next before these subsections.

We look at cases of (4.23) that can lead to parametric families of multivariate distributions or copulas with closed-form cdfs, flexible dependence structure and partial closure under the taking of margins. Specific parametric families are given in Section 5.5.

Let $K_{i j}, 1 \leq i<j \leq m$, be bivariate copulas that are max-id. Let $H_{1}, \ldots, H_{m}$ be univariate cdfs. Consider the mixture:

$$
\begin{align*}
& \int_{0}^{\infty} \prod_{1 \leq i<j \leq m} K_{i j}^{\alpha}\left(H_{i}, H_{j}\right) \prod_{i=1}^{m} H_{i}^{\nu_{i} \alpha} d M(\alpha) \\
& =\psi\left(-\sum_{1 \leq i<j \leq m} \log K_{i j}\left(H_{i}, H_{j}\right)-\sum_{i=1}^{m} \nu_{i} \log H_{i}\right), \tag{4.24}
\end{align*}
$$

where usually the $\nu_{i}$ are non-negative, though they can be negative if some of the copulas $K_{i j}$ correspond to independence. This special construction builds on bivariate copulas, of which there are several parametric families with nice properties in Section 5.1. The univariate margins of (4.24) are

$$
F_{i}=\psi\left(-\left(\nu_{i}+m-1\right) \log H_{i}\right) .
$$

Hence (4.24) is a copula, if $H_{i}\left(u_{i}\right)$ is chosen to be $\exp \left\{-p_{i} \psi^{-1}\left(u_{i}\right)\right\}$ with $p_{i}=\left(\nu_{i}+m-1\right)^{-1}, i=1, \ldots, m$. With these substitutions,
the copula is

$$
\begin{gather*}
C(\mathbf{u})=\psi\left(-\sum_{i<j} \log K_{i j}\left(e^{-p_{i} \psi^{-1}\left(u_{i}\right)}, e^{-p_{j} \psi^{-1}\left(u_{j}\right)}\right)\right. \\
\left.+\sum_{i=1}^{m} \nu_{i} p_{i} \psi^{-1}\left(u_{i}\right)\right) \tag{4.25}
\end{gather*}
$$

An interpretation is that the LT $\psi$ leads to a minimal level of (pairwise) dependence, the copulas $K_{i j}$ add some individual pairwise dependence beyond the global dependence, and the parameters $\nu_{i}$ lead to bivariate and multivariate asymmetry (the asymmetries are represented through $\left.\nu_{i} /\left(\nu_{i}+\nu_{j}\right), i \neq j\right)$. Also the parameters $\nu_{i}$ are included in order that the family (4.25) is closed under margins. For example, if $H_{m} \rightarrow 1$ in (4.24), then (4.24) becomes

$$
\begin{aligned}
& \int_{0}^{\infty} \prod_{1 \leq i<j \leq m-1} K_{i j}^{\alpha}\left(H_{i}, H_{j}\right) \prod_{i=1}^{m-1} H_{i}^{\left(\nu_{i}+1\right) \alpha} d M(\alpha) \\
& =\psi\left(-\sum_{1 \leq i<j \leq m-1} \log K_{i j}\left(H_{i}, H_{j}\right)-\sum_{i=1}^{m-1}\left(\nu_{i}+1\right) \log H_{i}\right),
\end{aligned}
$$

and the resulting marginal copula is

$$
\begin{aligned}
C_{1 \ldots m-1}(\mathbf{u})=\psi(- & \sum_{1 \leq i<j \leq m-1} \log K_{i j}\left(e^{-p_{i} \psi^{-1}\left(u_{i}\right)}, e^{-p_{j} \psi^{-1}\left(u_{j}\right)}\right) \\
& \left.+\sum_{i=1}^{m-1}\left(\nu_{i}+1\right) p_{i} \psi^{-1}\left(u_{i}\right)\right)
\end{aligned}
$$

(Hence the 'parameters' $K_{i j}$ remain the same but the parameters $\nu_{j}$ change with taking margins; this can be shown notationally by $\nu_{i}^{(m-1)}=\nu_{i}^{(m)}+1$ and $\nu_{i}^{(2)}=\nu_{i}^{(m)}+m-2$.) The $(i, j)$ bivariate marginal copula of (4.25) is

$$
\begin{align*}
& C_{i j}\left(u_{i}, u_{j}\right)=\psi\left(-\log K_{i j}\left(e^{-p_{i} \psi^{-1}\left(u_{i}\right)}, e^{-p_{j} \psi^{-1}\left(u_{j}\right)}\right)\right. \\
& \left.+\left(\nu_{i}+m-2\right) p_{i} \psi^{-1}\left(u_{i}\right)+\left(\nu_{j}+m-2\right) p_{j} \psi^{-1}\left(u_{j}\right)\right) . \tag{4.26}
\end{align*}
$$

The copula (4.26) is more concordant than

$$
\begin{equation*}
C_{\psi}\left(u_{i}, u_{j}\right)=\psi\left(\psi^{-1}\left(u_{i}\right)+\psi^{-1}\left(u_{j}\right)\right) \tag{4.27}
\end{equation*}
$$

and it increases in concordance as $K_{i j}$ increases in concordance; this explains the above interpretation for $\psi$ and $K_{i j}$. These results are proved in Section 4.3.2.

Interesting and useful special cases of (4.23) and (4.24) are the following.

1. Let $m=3, K_{13}(x, y)=x y, \nu_{1}=\nu_{2}=\nu_{3}=0, K_{12}(u, v)=$ $K_{23}(u, v)=K(u, v)$, where $K$ is symmetric in $u, v$. Then (4.24) becomes

$$
\begin{equation*}
\int_{0}^{\infty} K^{\alpha}\left(H_{1}, H_{2}\right) K^{\alpha}\left(H_{3}, H_{2}\right) H_{1}^{\alpha} H_{3}^{\alpha} d M(\alpha) \tag{4.28}
\end{equation*}
$$

with copula

$$
\begin{align*}
& C(\mathbf{u})=\psi\left(-\log K\left(e^{-0.5 \psi^{-1}\left(u_{1}\right)}, e^{-0.5 \psi^{-1}\left(u_{2}\right)}\right)\right. \\
& \left.-\log K\left(e^{-0.5 \psi^{-1}\left(u_{3}\right)}, e^{-0.5 \psi^{-1}\left(u_{2}\right)}\right)+\frac{1}{2} \psi^{-1}\left(u_{1}\right)+\frac{1}{2} \psi^{-1}\left(u_{3}\right)\right) ; \tag{4.29}
\end{align*}
$$

if $H_{1}, H_{2}, H_{3}$ are chosen appropriately so that the univariate margins of $(4.28)$ are all the same, then the $(1,2)$ and $(2,3)$ bivariate margins of (4.28) are the same and are more concordant than the ( 1,3 ) margin. Hence this model would be appropriate for generating a second-order stationary Markov chain.
2. Let $m=3, K_{13}(x, y)=x y, \nu_{1}=\nu_{3}=-1, \nu_{2}=0, K_{12}(u, v)=$ $K_{23}(v, u)=K(u, v)$. Then (4.24) becomes

$$
\int_{0}^{\infty} K^{\alpha}\left(H_{1}, H_{2}\right) K^{\alpha}\left(H_{3}, H_{2}\right) d M(\alpha),
$$

with copula

$$
\begin{align*}
C(\mathbf{u})= & \psi\left(-\log K\left(e^{-\psi^{-1}\left(u_{1}\right)}, e^{-0.5 \psi^{-1}\left(u_{2}\right)}\right)\right. \\
& \left.-\log K\left(e^{-\psi^{-1}\left(u_{3}\right)}, e^{-0.5 \psi^{-1}\left(u_{2}\right)}\right)\right) . \tag{4.30}
\end{align*}
$$

The ( 1,2 ) and (3,2) bivariate margins of (4.30) are the same and are more concordant than the ( 1,3 ) margin; with $j=1,3$, they are

$$
\psi\left(-\log K\left(e^{-\psi^{-1}\left(u_{j}\right)}, e^{-0.5 \psi^{-1}\left(u_{2}\right)}\right)+\frac{1}{2} \psi^{-1}\left(u_{2}\right)\right) .
$$

3. Let $\nu_{1}=\nu_{2}=-1, \nu_{3}=\cdots=\nu_{m}=0, K_{12}(x, y)=x y$, $p_{1}=p_{2}=(m-2)^{-1}, p_{3}=\cdots=p_{m}=(m-1)^{-1}$. Then (4.24) becomes

$$
\int_{0}^{\infty} \prod_{\substack{1 \leq i<j \leq m,(i, j) \neq(1,2)}} K_{i j}^{\alpha}\left(H_{i}, H_{j}\right) d M(\alpha)
$$

with copula

$$
\begin{equation*}
C(\mathbf{u})=\psi\left(-\sum_{\substack{1 \leq i<j \leq m,(i, j) \neq(1,2)}} \log K_{i j}\left(e^{-p_{i} \psi^{-1}\left(u_{i}\right)}, e^{-p_{j} \psi^{-1}\left(u_{j}\right)}\right)\right) . \tag{4.31}
\end{equation*}
$$

If $\psi$ is a one-parameter family of LTs and each $K_{i j}$ is a oneparameter family of copulas, then this is a family with $m(m-$ $1) / 2$ parameters. The labelling is such that the indices 1,2 are assigned to the pair of variables with the least amount of pairwise dependence. The ( 1,2 ) bivariate margin has the copula in (4.27).
With reference to the properties in Section 4.1, (4.25) is interpretable from its mixture form, is in part closed under the taking of margins, has a wide range of positive dependence, and has closed-form cdf if parametric families for $\psi$ and $K_{i j}$ are chosen appropriately (see Section 5.5).

### 4.3.1 Max-infinite divisibility conditions

In this subsection, we obtain conditions for the distributions in Section 4.2 to be max-id, so that we have candidates for (4.23) and (4.24).

First, with LT $\psi$, we consider the Archimedean copula $C(\mathbf{u})=$ $\psi\left(\sum_{j=1}^{m} \psi^{-1}\left(u_{j}\right)\right)$. Then $C^{\gamma}(\mathbf{u})=\exp \left\{\gamma \sigma\left(\sum_{j=1}^{m} \chi\left(u_{j}\right)\right)\right\}$, where $\chi=\psi^{-1}$ and $\sigma=\log \psi$. Note that $\sigma^{\prime}=\psi^{\prime} / \psi, \sigma^{\prime \prime}=\left(\psi^{\prime \prime} \psi-\right.$ $\left.\psi^{\prime 2}\right) / \psi^{2}, \sigma^{\prime \prime \prime}=\left[2\left(\psi^{\prime}\right)^{3}-3 \psi \psi^{\prime} \psi^{\prime \prime}+\psi^{2} \psi^{\prime \prime \prime}\right] / \psi^{3}, \sigma^{(4)}=\left[-6\left(\psi^{\prime}\right)^{4}+\right.$ $\left.12 \psi\left(\psi^{\prime}\right)^{2} \psi^{\prime \prime}-4 \psi^{2} \psi^{\prime} \psi^{\prime \prime \prime}-3 \psi^{2}\left(\psi^{\prime \prime}\right)^{2}+\psi^{3} \psi^{(4)}\right] / \psi^{4}$. With $\chi_{i}^{\prime}=\chi^{\prime}\left(u_{i}\right)$, the $m$ th-order mixed derivatives $c_{1 \cdots m}$ of $C^{\gamma}$ for $m=2,3, \ldots$ are:

- $c_{12}=e^{\gamma \sigma} \chi_{1}^{\prime} \chi_{2}^{\prime}\left[\gamma^{2} \sigma^{\prime 2}+\gamma \sigma^{\prime \prime}\right]$,
- $c_{123}=e^{\gamma \sigma} \chi_{1}^{\prime} \chi_{2}^{\prime} \chi_{3}^{\prime}\left[\gamma^{3} \sigma^{\prime 3}+3 \gamma^{2} \sigma^{\prime} \sigma^{\prime \prime}+\gamma \sigma^{\prime \prime \prime}\right]$, etc.

From the pattern of the derivatives, $C^{\gamma}$ is max-id for up to dimension $m$ if $-\sigma \in \mathcal{L}_{m}^{*}$, and $C^{\gamma}$ is max-id for all $m$ if $-\sigma \in \mathcal{L}_{\infty}^{*}$, where $\mathcal{L}_{m}^{*}, m \geq 1$, are defined in (1.2) of Section 1.3.

Next we turn to max-id for the partially symmetric copulas in Section 4.2. For the trivariate case, let

$$
\begin{aligned}
C(\mathbf{u}) & =\psi\left(\psi^{-1} \circ \phi\left(\phi^{-1}\left(u_{1}\right)+\phi^{-1}\left(u_{2}\right)\right)+\psi^{-1}\left(u_{3}\right)\right) \\
& \stackrel{\text { def }}{=} \psi\left(\omega\left(\chi\left(u_{1}\right)+\chi\left(u_{2}\right)\right)+\chi\left(u_{3}\right)\right) .
\end{aligned}
$$

Let $H=C^{\gamma}$ and let $\sigma=\log \psi$, so that

$$
H(\mathbf{u})=\exp \left\{\gamma \sigma\left(\omega\left(\chi\left(u_{1}\right)+\chi\left(u_{2}\right)\right)+\chi\left(u_{3}\right)\right)\right\} .
$$

Suppose $\omega \in \mathcal{L}_{2}^{*}$ and $-\log \psi \in \mathcal{L}_{3}^{*}$. Then the mixed derivatives up to third order are non-negative since each term of the derivatives is non-negative. The derivatives are:

- $\partial H / \partial u_{3}=\gamma H \chi_{3}^{\prime} \sigma^{\prime}$,
- $\partial^{2} H / \partial u_{1} \partial u_{3}=\gamma H \chi_{1}^{\prime} \chi_{3}^{\prime}\left[\gamma \sigma^{2} \omega^{\prime}+\sigma^{\prime \prime} \omega^{\prime}\right]$,
- $\partial^{3} H / \partial u_{1} \partial u_{2} \partial u_{3}=\gamma H \chi_{1}^{\prime} \chi_{2}^{\prime} \chi_{3}^{\prime}\left[\gamma^{2} \sigma^{\prime 3} \omega^{2}+3 \gamma \sigma^{\prime} \sigma^{\prime \prime} \omega^{\prime 2}+\gamma \sigma^{\prime 2} \omega^{\prime \prime}+\right.$ $\left.\sigma^{\prime \prime \prime} \omega^{\prime 2}+\sigma^{\prime \prime} \omega^{\prime \prime}\right]$.
For higher-dimensional copulas in this class, write

$$
C(\mathbf{u})=\exp \left\{\gamma \sigma\left(\omega_{1} \circ \omega_{2} \circ \cdots \circ \omega_{k}(\cdots)+\cdots\right)\right\}
$$

and let $\chi_{i}^{\prime}=\chi_{i}^{\prime}\left(u_{i}\right)$. Suppose $-\log \psi=-\sigma \in \mathcal{L}_{m}^{*}$ and the $\omega_{i}$ are in $\mathcal{L}_{n_{i}}^{*}$ for sufficiently large $n_{i}$ (greater than or equal to the number of terms in the argument of $\omega_{i}$ ). Then the copula is max-id. As above, differentiation of a term will lead to terms that are each nonnegative. For example, differentiation of $H=C^{\gamma}$ in a term with respect to $u_{i}$ leads to a factor like $\gamma H \sigma^{\prime} \omega_{1}^{\prime} \cdots \omega_{k}^{\prime} \chi_{i}^{\prime} \geq 0$, differentiation of $\left[\sigma^{(j)}\right]^{\ell}$ in a term leads to a factor $\ell\left[\sigma^{(j)}\right]^{\ell-1} \sigma^{(j+1)} \omega_{1}^{\prime} \cdots \omega_{k}^{\prime} \chi_{i}^{\prime}$ which has the same sign as $\left[\sigma^{(j)}\right]^{\ell}$, and differentiation of $\omega_{\ell}^{(j)}$ in a term leads to a factor $\omega_{\ell}^{(j+1)} \omega_{\ell+1}^{\prime} \cdots \omega_{k}^{\prime} \chi_{i}^{\prime}$ which has the same sign as $\omega_{\ell}^{(j)}$.

More generally, consider

$$
F(\mathbf{u})=\psi(-\log K(\mathbf{u}))
$$

where $K$ is max-id and $-\log \psi \in \mathcal{L}_{m}^{*}$. We use Theorem 2.7 to prove that $F$ is also max-id. Let $\sigma=\log \psi$ and $\kappa=\log K$, so that $F=\psi(-\log K)=\exp \{\sigma(-\kappa)\}$. Let $H=\exp \{\gamma \sigma(-\kappa)\}$, and let $\kappa_{S}$ denote the partial derivative of $\kappa$ with respect to $u_{i}, i \in S$. Then

- $\partial H / \partial u_{1}=-\gamma H \sigma^{\prime} \kappa_{1} \geq 0$,
- $\partial^{2} H / \partial u_{1} \partial u_{2}=\gamma^{2} H \sigma^{\prime 2} \kappa_{1} \kappa_{2}+\gamma H \sigma^{\prime \prime} \kappa_{1} \kappa_{2}-\gamma H \sigma^{\prime} \kappa_{12} \geq 0$, etc., since each term is non-negative. The pattern of derivatives of each term being non-negative continues for higher-order partial derivatives of $H$. For example, differentiation of $H$ in a term with respect to $u_{i}$ leads to a factor like $-\gamma H \sigma^{\prime} \kappa_{i} \geq 0$, differentiation of $\left[\sigma^{(j)}\right]^{\ell}$ in a term leads to a factor $-\ell\left[\sigma^{(j)}\right]^{\ell-1} \sigma^{(j+1)} \kappa_{i}$ which has the same sign as $\left[\sigma^{(j)}\right]^{\ell}$, and differentiation of $\kappa_{S}$ in a term leads to a nonnegative factor.


### 4.3.2 Dependence properties *

This section consists mainly of results on concordance and tail dependence.

Theorem 4.11 The bivariate copula (4.26) is increasing in $\prec_{c}$ as $K_{i j}$ increases in $\prec_{c}$. Hence (a) (4.25) is increasing in $\prec_{c}^{\mathrm{pw}}$, and (b) the bivariate copula given in (4.26) is more concordant than that given in (4.27).

Proof. The proof of the first statement is easy. Then (a) follows from results in Sections 2.2.1 and 2.2.3, and (b) follows because $K_{i j}$ max-id implies it is $\mathrm{TP}_{2}$ and hence PQD (see Section 2.1.7).

Let $K$ be a bivariate copula and $\psi$ be a LT. With $(i, j)=(1,2)$ and $m=2$, (4.26) becomes

$$
\begin{align*}
C\left(u_{1}, u_{2}\right)=\psi( & -\log K\left(e^{-p_{1} \psi^{-1}\left(u_{1}\right)}, e^{-p_{2} \psi^{-1}\left(u_{2}\right)}\right) \\
& \left.+\nu_{1} p_{1} \psi^{-1}\left(u_{1}\right)+\nu_{2} p_{2} \psi^{-1}\left(u_{2}\right)\right) \tag{4.32}
\end{align*}
$$

where $\nu_{1}, \nu_{2} \geq 0$ are arbitrary and $p_{i}=\left(\nu_{i}+1\right)^{-1}, i=1,2$.
Theorem 4.12 If $\psi^{\prime}(0)$ is finite, the copula

$$
C_{\psi}(u, v)=\psi\left(\psi^{-1}(u)+\psi^{-1}(v)\right)
$$

in (4.27) does not have upper tail dependence. If $C_{\psi}$ has upper tail dependence, then $\psi^{\prime}(0)=-\infty$ and the tail dependence parameter is

$$
\begin{equation*}
\lambda_{U}=2-2 \lim _{s \rightarrow 0}\left[\psi^{\prime}(2 s) / \psi^{\prime}(s)\right] \tag{4.33}
\end{equation*}
$$

Proof. We begin by writing:

$$
\begin{aligned}
& \lim _{u \rightarrow 1} \bar{C}_{\psi}(u, u) /(1-u)=\lim _{u \rightarrow 1}\left[1-2 u+\psi\left(2 \psi^{-1}(u)\right)\right] /(1-u) \\
& =2-2 \lim _{u \rightarrow 1} \psi^{\prime}\left(2 \psi^{-1}(u)\right) / \psi^{\prime}\left(\psi^{-1}(u)\right)=2-2 \lim _{s \rightarrow 0}\left[\psi^{\prime}(2 s) / \psi^{\prime}(s)\right]
\end{aligned}
$$

If $\psi^{\prime}(0) \in(-\infty, 0)$, then the limit is zero and $C_{\psi}$ does not have upper tail dependence. $\psi^{\prime}(0)$ cannot equal 0 because it is the negative of the expectation of a positive rv. The rest of the result follows.

Theorem 4.13 The copula (4.32) has upper tail dependence only if either $\psi^{\prime}(0)=-\infty$ or $K$ has upper tail dependence or both. (The details of the tail dependence parameter are in the proof.)

Proof. Suppose that the copula $K$ in (4.32) has upper tail dependence parameter $\beta \in[0,1]$ ( $\beta=0$ implies no tail dependence). We consider first the case $p_{1}=p_{2}$ or $\nu_{1}=\nu_{2}$. Subsequently, for the case of $p_{1} \neq p_{2}$, bounds will be obtained.

For $x$ less than and close to $1, \bar{K}(x, x) \sim \beta(1-x)$ so that $K(x, x) \sim 2 x-1+\beta(1-x)=1-(2-\beta)(1-x)$. Let $p_{1}=$ $p_{2}=p=(\nu+1)^{-1}$. Then for $u$ near 1 ,

$$
\begin{aligned}
& -\log \left[K\left(e^{-p \psi^{-1}(u)}, e^{-p \psi^{-1}(u)}\right)\right]+2 \nu p \psi^{-1}(u) \\
& \sim \quad-\log \left[1-(2-\beta)\left(1-e^{-p \psi^{-1}(u)}\right)\right]+2 \nu p \psi^{-1}(u) \\
& \sim-\log \left[1-(2-\beta) p \psi^{-1}(u)\right]+2 \nu p \psi^{-1}(u) \\
& \sim(2-\beta) p \psi^{-1}(u)+2 \nu p \psi^{-1}(u)=\gamma \psi^{-1}(u),
\end{aligned}
$$

where $\gamma=[2(\nu+1)-\beta] p=2-\beta /(\nu+1) \in[1,2]$. Hence, for $u$ near 1,

$$
\begin{gathered}
{[1-2 u+C(u, u)] /(1-u) \sim\left[1-2 u+\psi\left(\gamma \psi^{-1}(u)\right)\right] /(1-u)} \\
\sim 2-\gamma \psi^{\prime}\left(\gamma \psi^{-1}(u)\right) / \psi^{\prime}\left(\psi^{-1}(u)\right)
\end{gathered}
$$

and the upper tail dependence parameter of $C$ in (4.32) is $\lambda_{U}=$ $2-\gamma \lim _{s \rightarrow 0} \psi^{\prime}(\gamma s) / \psi^{\prime}(s)$.

If $C_{\psi}$ does not have upper tail dependence, then $\lambda_{U}=2-\gamma=$ $\beta /(\nu+1)$ and $C$ has upper tail dependence if and only if $K$ has upper tail dependence (and the tail dependence parameter of $K$ is larger since $\nu \geq 0$ ).

If $C_{\psi}$ has upper tail dependence, then $\gamma \lim _{s \rightarrow 0} \psi^{\prime}(\gamma s) / \psi^{\prime}(s)$ should be increasing and $\lambda_{U}$ decreasing as $\gamma$ increases or as $\nu$ increases (this follows from Theorem 4.14 below and Theorem $2.3(\mathrm{~d})$ ). If $\beta=0$ so that $\gamma=2$, then $\delta_{U}=2-2 \lim _{s \rightarrow 0} \psi^{\prime}(2 s) / \psi^{\prime}(s)$ is the tail dependence parameter of $C_{\psi}$. If $\beta=1$ and $\nu=0$ so that $\gamma=1$, then $\lambda_{U}=1$. Hence the tail dependence parameter of (4.32) is greater than or equal to that of $C_{\psi}$.

For the asymmetric case with $p_{1} \leq p_{2}\left(\nu_{1} \geq \nu_{2}\right)$,

$$
\begin{gathered}
K\left(e^{-p_{2} \psi^{-1}(u)}, e^{-p_{2} \psi^{-1}(u)}\right) \leq K\left(e^{-p_{1} \psi^{-1}(u)}, e^{-p_{2} \psi^{-1}(u)}\right) \\
\leq K\left(e^{-p_{1} \psi^{-1}(u)}, e^{-p_{1} \psi^{-1}(u)}\right)
\end{gathered}
$$

so that from above, the tail dependence parameter $\lambda_{U}$ is bounded as follows:

$$
2-\gamma_{2} \lim _{s \rightarrow 0} \psi^{\prime}\left(\gamma_{2} s\right) / \psi^{\prime}(s) \leq \lambda_{U} \leq 2-\gamma_{1} \lim _{s \rightarrow 0} \psi^{\prime}\left(\gamma_{1} s\right) / \psi^{\prime}(s),
$$

where $\gamma_{i}=(2-\beta) /\left(\nu_{i}+1\right)+\nu_{1} /\left(\nu_{1}+1\right)+\nu_{2} /\left(\nu_{2}+1\right), i=1,2$.
Note that $\gamma_{1} \leq \gamma_{2}$.
For the next theorem, LTD1 refers to the second variable LTD in the first variable and LTD2 refers to the first variable LTD in the second variable.

Theorem 4.14 Let $C$ be as given in (4.32). (a) Then $C$ increases in concordance as $p_{1}$ increases (from 0 to 1) and $\nu_{1}$ decreases if $K$ satisfies the LTD1 property. (b) Also $C$ increases in concordance as $p_{2}$ increases and $\nu_{2}$ decreases if $K$ satisfies the LTD2 property. (c) If $p_{1}=p_{2}=p$ and $\nu_{1}=\nu_{2}=\nu$, then $C$ increases in concordance as $p$ increases if $K$ satisfies both LTD1 and LTD2.
Proof. Details will mainly be given for case (a). Let $0<p_{1}^{\prime}=$ $\left(\nu_{1}^{\prime}+1\right)^{-1}<p_{1} \leq 1$ and $\nu_{1}^{\prime}>\nu_{1} \geq 0$. Then with $y=e^{-p_{2} \psi^{-1}\left(u_{2}\right)}$,

$$
\begin{aligned}
& \psi\left(-\log K\left(e^{-p_{1}^{\prime} \psi^{-1}\left(u_{1}\right)}, y\right)+\nu_{1}^{\prime} p_{1}^{\prime} \psi^{-1}\left(u_{1}\right)+\nu_{2} p_{2} \psi^{-1}\left(u_{2}\right)\right) \\
& \leq \psi\left(-\log K\left(e^{-p_{1} \psi^{-1}\left(u_{1}\right)}, y\right)+\nu_{1} p_{1} \psi^{-1}\left(u_{1}\right)+\nu_{2} p_{2} \psi^{-1}\left(u_{2}\right)\right)
\end{aligned}
$$

for all $u_{1}, u_{2}$, if
$K\left(e^{-p_{1}^{\prime} \psi^{-1}\left(u_{1}\right)}, y\right) e^{-\nu_{1}^{\prime} p_{1}^{\prime} \psi^{-1}\left(u_{1}\right)} \leq K\left(e^{-p_{1} \psi^{-1}\left(u_{1}\right)}, y\right) e^{-\nu_{1} p_{1} \psi^{-1}\left(u_{1}\right)}$, for all $u_{1}, y$, or if (with $x=e^{-\psi^{-1}\left(u_{1}\right)}$ and $\nu=\nu_{1}, \nu^{\prime}=\nu_{1}^{\prime}$ )
$K\left(x^{1 /\left(\nu^{\prime}+1\right)}, y\right) x^{\nu^{\prime} /\left(\nu^{\prime}+1\right)} \leq K\left(x^{1 /(\nu+1)}, y\right) x^{\nu /(\nu+1)}, \forall x, y \in(0,1)$.
This is the same as $K\left(x^{1 /(\nu+1)}, y\right) x^{\nu /(\nu+1)}$ decreasing in $\nu \geq 0$ for all $x, y$ or $K\left(x^{1-\xi}, y\right) x^{\xi}=\left[K\left(x^{1-\xi}, y\right) / x^{1-\xi}\right] x$ decreasing in $\xi \in$ $[0,1]$. Finally, this is the same as the LTD1 condition of $K(z, y) / z$ decreasing in $z$ for all $y$.

For (c), the concordance ordering is equivalent to

$$
\left\{K\left(x^{1-\xi}, y^{1-\xi}\right) /\left[x^{1-\xi} y^{1-\xi}\right]\right\} x y \quad \downarrow \xi \in[0,1]
$$

for all $x, y$. This follows from the LTD1 and LTD2 conditions because if $0 \leq \xi<\xi^{\prime} \leq 1$, then the conditions imply

$$
\begin{aligned}
K\left(x^{1-\xi^{\prime}}, y^{1-\xi^{\prime}}\right) x^{\xi^{\prime}} y^{\xi^{\prime}} & \leq K\left(x^{1-\xi}, y^{1-\xi^{\prime}}\right) x^{\xi} y^{\xi^{\prime}} \\
& \leq K\left(x^{1-\xi}, y^{1-\xi}\right) x^{\xi} y^{\xi} .
\end{aligned}
$$

Note that from Theorems 2.6 and $2.3(\mathrm{~d})$, if $K$ is max-id, then it satisfies the LTD1 and LTD2 conditions.

Analagous results for lower tail dependence are given next.
Theorem 4.15 The copula $C_{\psi}(u, v)=\psi\left(\psi^{-1}(u)+\psi^{-1}(v)\right)$ has lower tail dependence parameter equal to

$$
\begin{equation*}
\lambda_{L}=2 \lim _{s \rightarrow \infty}\left[\psi^{\prime}(2 s) / \psi^{\prime}(s)\right] . \tag{4.34}
\end{equation*}
$$

Proof. The proof is similar to that of Theorem 4.12 and is left as an exercise.

Theorem 4.16 If $p_{1}=p_{2}=p$ (and $\nu_{1}=\nu_{2}=\nu$ ) in (4.32) and the lower tail dependence parameter of $K$ is $\beta \in(0,1]$, then the lower tail dependence parameter of $C$ in (4.32) is

$$
\begin{equation*}
\lambda_{L}=\gamma \lim _{s \rightarrow \infty} \psi^{\prime}(-\log \beta+\gamma s) / \psi^{\prime}(s) \tag{4.35}
\end{equation*}
$$

where $\gamma=p(1+2 \nu) \geq 1$. If the lower tail dependence parameter of $K$ is 0 , then the lower tail dependence parameter of $C$ is less than the right-hand side of (4.35) for all $\beta>0$ (with $\gamma=p(1+2 \nu)$ ). If the behaviour at the lower tail is $K(x, x) \sim \beta x^{r}$ as $x \rightarrow 0$ with $r>1$, then the lower tail dependence parameter of $C$ is given by (4.35) with $\gamma=p(r+2 \nu) \geq 1$.

Proof. This is left as an exercise.
Illustrations of tail dependence for the LT families LTA to LTD (in the Appendix) are given in the following examples.

Example 4.1 Upper tail dependence for (4.3) with different families of LTs.
LTA. $\psi^{\prime}(s)=-\theta^{-1} s^{1 / \theta-1} \exp \left\{-s^{1 / \theta}\right\}$ and $\psi^{\prime}(0)=-\infty$. The limit in (4.33) is $\lambda_{U}=2-2 \lim _{s \rightarrow 0}\left[\psi^{\prime}(2 s) / \psi^{\prime}(s)\right]=2-$ $2 \cdot 2^{1 / \theta-1}=2-2^{1 / \theta}$.
LTB. $\psi^{\prime}(s)=-\theta^{-1}(1+s)^{-1 / \theta-1}$ and $\psi^{\prime}(0)=-\theta^{-1}$. So $\lambda_{U}=0$.
LTC. $\psi^{\prime}(s)=-\theta^{-1}\left(1-e^{-s}\right)^{1 / \theta-1} e^{-s}$ and $\psi^{\prime}(0)=-\infty$. The limit in (4.33) is $\lambda_{U}=2-2^{1 / \theta}$.
LTD. $\psi^{\prime}(s)=-\theta^{-1}\left(1-e^{-\theta}\right) e^{-s} /\left[1-\left(1-e^{-\theta}\right) e^{-s}\right]$ and $\psi^{\prime}(0)=$ $-\theta^{-1} e^{\theta}\left(1-e^{-\theta}\right)$. So $\lambda_{U}=0$.
Example 4.2 Lower tail dependence for (4.3) with different families of LTs.
LTA. From (4.34), $\lambda_{L}=2 \lim _{s \rightarrow \infty}\left[\psi^{\prime}(2 s) / \psi^{\prime}(s)\right]=$ $\lim _{s \rightarrow \infty} 2^{1 / \theta} \exp \left\{-\left(2^{1 / \theta}-1\right) s^{1 / \theta}\right\}=0$.
LTB. $\lambda_{L}=\lim _{s \rightarrow \infty} 2\left(1+s[1+s]^{-1}\right)^{-1 / \theta-1}=2^{-1 / \theta}$.
LTC. $\lambda_{L}=\lim _{s \rightarrow \infty} 2\left(1+e^{-s}\right)^{1 / \theta-1} e^{-s}=0$.
LTD. $\lambda_{L}=\lim _{s \rightarrow \infty} 2 e^{-s}\left[1-\left(1-e^{-\theta}\right) e^{-s}\right] /\left[1-\left(1-e^{-\theta}\right) e^{-2 s}\right]=0$.

Example 4.3 Lower tail dependence for (4.32) with $\nu_{1}=\nu_{2}=\nu$ for different families of LTs.
LTA. The limit in (4.35) is $\lim _{s} \gamma\left[-s^{-1} \log \beta+\gamma\right]^{1 / \theta-1} \exp \left\{s^{1 / \theta}\right\}$ $\cdot \exp \left\{-[-\log \beta+\gamma s]^{1 / \theta}\right\}=\lambda_{L}$. If $\nu>0$ so that $\gamma>1$ then $\lambda_{L}=0$, and if $\gamma=1$ (and $\nu=0, r=1$ ) and $\beta>0$, then $\lambda_{L}=1$ for $\theta>1$ and $\lambda_{L}=\beta$ for $\theta=1$.

LTB. The limit in (4.35) becomes $\lim _{s} \gamma[\gamma+(1-\gamma-\log \beta)(1+$ $\left.s)^{-1}\right]^{-1 / \theta-1}=\gamma^{-1 / \theta}=\lambda_{L}$. If $\nu=0$ and $r=1$, then $\gamma=1$ and $\lambda_{L}=1$. If $r=2$, as for the case of the independence copula, then $\gamma=2$ and $\lambda_{L}=2^{-1 / \theta}$, the same as the copula B4 with parameter $\theta$. If $1 \leq r<2$, then $1 \leq \gamma<2$ and there is more lower tail dependence than the copula B4 with parameter $\theta$. For example, let $K$ be the copula B6 with parameter $\delta \geq 1$; then $K(x, x) \sim x^{r}$ with $r=2^{1 / \delta}$ so that $\lambda_{L}=2^{-1 /(\theta \delta)}$ if $\nu=0$ and $p=1$ (and $\gamma=r$ ). If $K$ is the copula B 7 with parameter $\delta>0$, then $K(x, x) \sim x^{r}$ with $r=2-2^{-1 / \delta}$. If $K$ is the copula B 3 with parameter $-\infty<\delta<\infty$, then $K(x, x) \sim-\delta^{-1} \log \left[1-\delta^{2} x^{2} /(1-\right.$ $\left.\left.e^{-\delta}\right)\right] \sim \delta x^{2} /\left(1-e^{-\delta}\right)$ and $\gamma=2$. Note that the copula families B3, B4, B6, B7 are in Section 5.1.
LTC. The limit in (4.35) is $\lambda_{L}=\lim _{s} \gamma\left[\left(1-\beta e^{-\gamma s}\right) /\left(1-e^{-s}\right)\right]^{1 / \theta-1}$ $\cdot \beta e^{-(\gamma-1) s}$. This is 0 if $\gamma>1$ and $\beta$ if $\gamma=1$.
LTD. The limit in (4.35) is $\lambda_{L}=\lim _{s} \beta e^{-(\gamma-1) s}\left[1-\left(1-e^{-\theta}\right) e^{-s}\right] /$ $\left[1-\left(1-e^{-\theta}\right) \beta e^{-\gamma s}\right]$. This is 0 if $\gamma>1$ and $\beta$ if $\gamma=1$.

From Theorem 4.11, the $(1,2)$ and (3,2) bivariate margins of (4.29) and (4.30) are more concordant than the ( 1,3 ) margin. This is different from (4.7) in which the bivariate margin that is different is more concordant than the other two. In (4.30), the dependence of the $(1,2)$ and $(3,2)$ margins increases in concordance as $K$ increases in concordance. Letting $K$ be the Fréchet upper bound leads to the greatest possible dependence for these two bivariate margins. In fact, in this limiting case, the upper bound of the inequality (3.13) on Kendall's tau is attained.

Theorem 4.17 Let $K$ be the bivariate Fréchet upper bound in (4.30), to obtain

$$
C(\mathbf{u})=\psi\left(\max \left\{\psi^{-1}\left(u_{1}\right), \frac{1}{2} \psi^{-1}\left(u_{2}\right)\right\}+\max \left\{\psi^{-1}\left(u_{3}\right), \frac{1}{2} \psi^{-1}\left(u_{2}\right)\right\}\right) .
$$

Let $\tau_{i j}$ be the Kendall tau value for the $(i, j)$ bivariate margin. Then $\tau_{12}=\tau_{23}>\tau_{13}$ and the upper bound $\tau_{12}=1-\left(\tau_{23}-\tau_{13}\right)$ of (3.13) is attained.

Proof. In Theorem 3.13, let $(i, j, k)=(1,3,2)$ and let $\mathbf{X}, \mathbf{X}^{\prime}$ be independent triples with cdf $C$. Let $E_{1}=\left\{\left(X_{1}-X_{1}^{\prime}\right)\left(X_{3}-X_{3}^{\prime}\right)>0\right\}$ and $E_{2}=\left\{\left(X_{2}-X_{2}^{\prime}\right)\left(X_{3}-X_{3}^{\prime}\right)>0\right\}$. Let $\tau=\tau_{12}=\tau_{23}$. By Theorem 3.13, the upper bound in (3.13), $\tau=1-\tau+\tau_{13}$, is
attained if $E_{1} \subset E_{2}$. A representation for $C$ is

$$
\int_{0}^{\infty} \min \left\{H_{1}^{\alpha}\left(u_{1}\right), H_{2}^{\alpha}\left(u_{2}\right)\right\} \min \left\{H_{3}^{\alpha}\left(u_{3}\right), H_{2}^{\alpha}\left(u_{2}\right)\right\} d M(\alpha)
$$

with $G_{1}(\cdot ; \alpha) \stackrel{\text { def }}{=} H_{1}^{\alpha}=H_{3}^{\alpha}=\exp \left\{-\alpha \psi^{-1}\right\}$ and $G_{2}(\cdot ; \alpha) \stackrel{\text { def }}{=} H_{2}^{\alpha}=$ $\exp \left\{-\frac{1}{2} \alpha \psi^{-1}\right\}$. Note that

$$
G_{1}^{-1}\left(G_{2}(u ; \alpha) ; \alpha\right)=\psi\left(\frac{1}{2} \psi^{-1}(u)\right) \stackrel{\text { def }}{=} b(u),
$$

independently of $\alpha$. Hence for $\mathbf{X}, \mathbf{X}^{\prime}$, there is the representation

$$
\begin{array}{lll}
X_{1}=b\left(X_{21}\right), & X_{3}=b\left(X_{22}\right), & X_{2}=\max \left\{X_{21}, X_{22}\right\}, \\
X_{1}^{\prime}=b\left(X_{21}^{\prime}\right), & X_{3}^{\prime}=b\left(X_{22}^{\prime}\right), & X_{2}^{\prime}=\max \left\{X_{21}^{\prime}, X_{22}^{\prime}\right\},
\end{array}
$$

where $X_{21}, X_{22}$ are independent with distribution $H_{2}^{\alpha}$ given $\alpha$, $X_{21}^{\prime}, X_{22}^{\prime}$ are independent with distribution $H_{2}^{\alpha^{\prime}}$ given $\alpha^{\prime}$, and $\alpha, \alpha^{\prime}$ are independent rvs with distribution $M$. Since $b$ is strictly increasing, $X_{1}>X_{1}^{\prime}, X_{3}>X_{3}^{\prime}$ implies $X_{21}>X_{21}^{\prime}, X_{22}>X_{22}^{\prime}$, which implies $X_{2}>X_{2}^{\prime}$ and $\left(X_{2}-X_{2}^{\prime}\right)\left(X_{3}-X_{3}^{\prime}\right)>0$. The same conclusion holds starting from $X_{1}<X_{1}^{\prime}, X_{3}<X_{3}^{\prime}$ and hence $E_{1} \subset E_{2}$.

### 4.4 Generalizations of functional forms

Extensions to multivariate distributions with negative dependence usually come from extending functional forms, especially when mixture and stochastic representations do not extend. An example to illustrate this is the MVN distribution with exchangeable dependence structure. If the equicorrelation parameter is $\rho$, then, for $\rho \geq 0$, a stochastic representation is

$$
Y_{j}=\sqrt{\rho} Z_{0}+\sqrt{1-\rho} Z_{j}, \quad j=1, \ldots, m
$$

where $Z_{0}, Z_{1}, \ldots, Z_{m}$ are iid $N(0,1)$ rvs. This does not extend to the range of negative dependence.

Larger classes of functions, generalizing LTs, are $\mathcal{L}_{m}, m \geq 1$, which are defined in (1.1) in Section 1.3. Related classes of functions are $\mathcal{L}_{n}^{*}, n \geq 1$, which were also used in Section 4.3.1. With the classes $\mathcal{L}_{m}$ and $\mathcal{L}_{n}^{*}$, multivariate distributions with some negative dependence can be obtained. The multivariate distributions in the two preceding sections have positive dependence only.

We extend the permutation-symmetric copulas, then the partially symmetric copulas of Section 4.2 , and finally the copulas with general dependence structures in Section 4.3. We get copulas with negatively dependent bivariate margins. Hence we get families
of multivariate copulas with a wider range of dependence; however, the extensions do not necessarily have a mixture representation.

Consider a copula of the general form (4.4):

$$
\begin{equation*}
C(\mathbf{u})=\phi\left(\sum_{i=1}^{m} \phi^{-1}\left(u_{i}\right)\right), \tag{4.36}
\end{equation*}
$$

where $\phi:[0, \infty) \rightarrow[0,1]$ is strictly decreasing and continuously differentiable (of all orders), and $\phi(0)=1, \phi(\infty)=0$. Then it is easily verified that a necessary and sufficient condition for (4.36) to be a proper distribution is that $(-1)^{j} \phi^{(j)} \geq 0, j=1, \ldots, m$, i.e., the derivatives are alternating in sign up to order $m$, or $\phi \in \mathcal{L}_{m}$. If (4.36) is a copula for all $m$, then $\phi$ must be completely monotone and hence be a LT.

One can extend (4.36) further by allowing strictly decreasing functions $\phi$ which are defined from $[0, B]$ onto $[0,1]$ for some $0<$ $B<\infty$ and satisfy $\phi(B)=0$. For (4.36), $\phi$ is defined to be 0 on $(B, \infty)$. If $\phi$ is continuously differentiable in $(0, B)$ and the derivatives alternate in sign up to order $m$, then (4.36) is a proper distribution. In Section 5.4, there is one example of a family with $\phi$ in this extended class. However this extension of $\mathcal{L}_{m}$ is not useful for applications because the support of (4.36) is not all of $(0,1)^{m}$. (Note that $\phi\left(\sum_{i=1}^{m} \phi^{-1}\left(u_{i}\right)\right)=0$ if $\sum_{i=1}^{m} \phi^{-1}\left(u_{i}\right)>B$ or if $u_{1}, \ldots, u_{m}$ are all sufficiently close to 0 .)

In (4.36), $C$ has negative lower orthant dependence (NLOD) if

$$
\sum_{j=1}^{m} \phi^{-1}\left(u_{j}\right) \geq \phi^{-1}\left(u_{1} \cdots u_{m}\right)
$$

or if

$$
\sum_{j=1}^{m} \phi^{-1}\left(e^{-z_{j}}\right) \geq \phi^{-1}\left(\exp \left\{-z_{1}-\cdots-z_{m}\right\}\right)
$$

for $z_{j} \geq 0, j=1, \ldots, m$. Let $\eta(z)=\phi^{-1}\left(e^{-z}\right), z>0$; then the condition on $\phi$ is equivalent to $\eta$ being subadditive. Since $\eta(0)=0$ and $\eta$ is increasing, the subadditivity condition will be satisfied if $\eta$ is concave. The concavity of $\eta$ is equivalent to the convexity of $\eta^{-1}=-\log \phi$ and the subadditivity of $\eta$ is equivalent to the superadditivity of $-\log \phi$. If $C$ is NLOD, then note that all of its bivariate margins are NQD. Similarly, $C$ is PLOD if $\eta$ is superadditive or if $-\log \phi$ is subadditive.

Now let $C_{1}, C_{2}$ be two copulas of the form (4.36) based on different functions $\phi_{1}, \phi_{2}$. In terms of the functions $\phi_{i}, C_{2}$ is more

PLOD than $C_{1}$ if and only if $\omega=\phi_{2}^{-1} \circ \phi_{1}$ is superadditive. (The result in Theorem 4.1 still holds.)

Next consider copulas with the functional forms of (4.7), (4.10), (4.11), where the functions $\phi, \psi, \zeta$ are in $\mathcal{L}_{n}$ for some $n$ (to be determined). What other conditions are needed for these to be proper copulas? These can be seen from taking derivatives up to the dimension of the copula.

From the derivatives, sufficient conditions are that the composition of the form $\psi^{-1} \circ \phi$ is in $\mathcal{L}_{n}^{*}$ with $n$ being the number of summands in the argument of this function. Specifically, for (4.7) in the notation $C(\mathbf{u})=\psi\left(\omega\left(\chi_{1}\left(u_{1}\right)+\chi_{1}\left(u_{2}\right)\right)+\chi_{2}\left(u_{3}\right)\right)$,

- $\partial C / \partial u_{3}=\psi^{\prime} \chi_{2}^{\prime}$,
- $\partial^{2} C / \partial u_{2} \partial u_{3}=\psi^{\prime \prime} \chi_{2}^{\prime} \omega^{\prime} \chi_{1}^{\prime}\left(u_{2}\right)$, and
- $\partial^{3} C / \partial u_{1} \partial u_{2} \partial u_{3}=\left[\psi^{\prime \prime \prime} \chi_{2}^{\prime} \omega^{2}+\psi^{\prime \prime} \chi_{2}^{\prime} \omega^{\prime \prime}\right] \chi_{1}^{\prime}\left(u_{2}\right) \chi_{1}^{\prime}\left(u_{1}\right)$.

These derivatives are non-negative if $\psi \in \mathcal{L}_{3}, \phi \in \mathcal{L}_{1}$, and $\omega=$ $\psi^{-1} \circ \phi \in \mathcal{L}_{2}^{*}$. Similarly, (4.11) is a copula if $\psi \in \mathcal{L}_{4}, \phi, \zeta \in \mathcal{L}_{1}$, and $\psi^{-1} \circ \phi, \psi^{-1} \circ \zeta \in \mathcal{L}_{2}^{*}$, and (4.10) is a copula if $\psi \in \mathcal{L}_{4}, \phi \in \mathcal{L}_{3}$, $\zeta \in \mathcal{L}_{1}, \psi^{-1} \circ \phi \in \mathcal{L}_{3}^{*}$ and $\phi^{-1} \circ \zeta \in \mathcal{L}_{2}^{*}$.

Let $\psi, \phi \in \mathcal{L}_{1}$. If $\psi^{-1} \circ \phi \in \mathcal{L}_{2}^{*}, \psi \in \mathcal{L}_{3}$ and $-\log \psi$ is convex or superadditive, then the ( 1,3 ) and ( 2,3 ) bivariate margins of (4.7) are NQD. If also $-\log \phi$ is convex or superadditive, then the $(1,2)$ bivariate margin is NQD but it is more concordant than the $(1,3)$ margin. That is, a non-permutation-symmetric trivariate copula with all NQD bivariate margins results. Similar analyses apply in higher dimensions. Note that if $\psi, \phi$ are not in $\mathcal{L}_{\infty}$ or if $\psi^{-1} \circ \phi$, etc., are not in $\mathcal{L}_{\infty}^{*}$, then (4.7), (4.10), (4.11) and their extensions do not have representations as mixtures.

More generally, from (4.23) in Section 4.3, $F(\mathbf{u})=\psi(-\log H(\mathbf{u}))$ is a multivariate cdf if $H$ is max-id and $-\log \psi \in \mathcal{L}_{m}^{*}$. This form includes (4.7), (4.10), (4.11) and their multivariate extensions as special cases. Copulas with all bivariate margins distinct can be obtained and copulas with some NQD bivariate margins can result if $-\log \psi$ is convex. Hence the general form allows a fairly wide range of dependence structures.

Specific parametric families illustrating the ideas in this section are given in Section 5.4. These families better satisfy property C in Section 4.1, because of attaining a wider range of dependence including negative dependence; this is done at the expense of property A , as the mixture representation is lost.

Next we consider multivariate copulas that are mixtures of integer powers of multivariate distributions. Suppose $\psi$ is the LT of a
distribution with support on the positive integers. Then the multivariate family, $F=\psi(-\log H)$, in (4.23) extends to arbitrary $H$ (not necessary max-id) since a representation is $\sum_{n=1}^{\infty} \pi_{n} H^{n}$, where $\pi_{n}$ is the probability mass at the integer $n$ for the distribution $M$ with LT $\psi$. Some of the LTs in the Appendix have support on the positive integers.

Now take the form of (4.24). If $K_{i j}$ is chosen to be NQD, then the $(i, j)$ bivariate margin of (4.24) is less concordant than $C_{\psi}(u, v)=$ $\psi\left(\psi^{-1}(u)+\psi^{-1}(v)\right)$. That is, bivariate margins of (4.24) can be either more dependent or less dependent than $C_{\psi}$ instead of being just more dependent for the general LT. This possibility should add extra flexibility for modelling, but from the results in Section 4.3.2 on tail dependence no new multivariate extreme value copulas come from allowing negative dependence in the $K_{i j}$.

When $m=2, p_{1}=p_{2}=1, \nu_{1}=\nu_{2}=0$ and $K=K_{12}$ is the Fréchet lower bound, (4.24) becomes

$$
C\left(u_{1}, u_{2}\right)=\psi\left(-\log \left(e^{-\psi^{-1}\left(u_{1}\right)}+e^{-\psi^{-1}\left(u_{2}\right)}-1\right)_{+}\right)
$$

where $(y)_{+}=\max \{0, y\}$. This is NQD if and only if

$$
\left(e^{-\psi^{-1}\left(u_{1}\right)}+e^{-\psi^{-1}\left(u_{2}\right)}-1\right)_{+} \leq e^{-\psi^{-1}\left(u_{1} u_{2}\right)}
$$

for all $0 \leq u_{1}, u_{2} \leq 1$. (Note that PQD is not possible because $C(u, u)=0$ if $u$ is such that $0<e^{-\psi^{-1}(u)}<\frac{1}{2}$.) Let $g(z)=$ $\exp \left\{-\psi^{-1}\left(e^{-z}\right)\right\}$; then the NQD condition becomes $g\left(z_{1}\right)+g\left(z_{2}\right) \leq$ $g\left(z_{1}+z_{2}\right)+1$ for all $z_{1}, z_{2}>0$. Finally, let $h(z)=1-g(z)$ so that $h(0)=0$ and $h(\infty)=1$ and $h$ is increasing. The condition becomes $h\left(z_{1}+z_{2}\right) \leq h\left(z_{1}\right)+h\left(z_{2}\right)$ for all $z_{1}, z_{2}>0$ or $h$ is subadditive. The condition of subadditivity is satisfied here if $h$ is concave or anti-star-shaped (the region below the curve $y=h(x)$ is star-shaped with respect to the origin). The anti-star-shaped condition can be written as $z^{-1} h(z)$ decreasing in $z$.

An example is the family LTD in which $\psi(s)=-\theta^{-1} \log [1-$ $\left.c e^{-s}\right]$, where $c=1-e^{-\theta}, \theta>0$. Then $\exp \left\{-\psi^{-1}(t)\right\}=c^{-1}(1-$ $\left.e^{-\theta t}\right)$ and $h(z)=c^{-1}\left[\exp \left\{-\theta e^{-z}\right\}-e^{-\theta}\right]$. The second derivative is $h^{\prime \prime}(z)=c^{-1} \theta e^{-z} \exp \left\{-\theta e^{-z}\right\}\left(\theta e^{-z}-1\right)$ and this is uniformly non-positive if $0<\theta \leq 1$.

### 4.5 Mixtures of conditional distributions

One main object in this section is to construct families of $k$-variate distributions based on two given $(k-1)$-dimensional margins (which must have $k-2$ variables in common), e.g., $\mathcal{F}\left(F_{12}, F_{23}\right)$,
$\mathcal{F}\left(F_{1, \ldots, k-1}, F_{2, \ldots, k}\right)$. The families can be made to interpolate between perfect conditional negative dependence and perfect conditional positive dependence with conditional independence in the middle. That is, this is an extension of Theorem 3.10 in Section 3.2. If one is given $F_{12}, F_{23}, \ldots, F_{m-1, m}, m \geq 3$, one can build an $m$-variate distribution starting with trivariate distributions $F_{i, i+1, i+2} \in \mathcal{F}\left(F_{i, i+1}, F_{i+1, i+2}\right)$, then 4 -variate distributions from $F_{i, \ldots, i+3} \in \mathcal{F}\left(F_{i, i+1, i+2}, F_{i+1, i+2, i+3}\right)$, etc. There is a bivariate copula $C_{i j}$ associated with the $(i, j)$ bivariate margin of the $m$-variate distributon. For $(i, j)$ with $|j-i|>1, C_{i j}$ measures the amount of conditional dependence in the $i$ th and $j$ th variables, given those variables with indices in between. Hence this is another construction method that builds on bivariate copulas.

For $m=3$, the trivariate family is

$$
\begin{equation*}
F_{123}(\mathbf{y})=\int_{-\infty}^{y_{2}} C_{13}\left(F_{1 \mid 2}\left(y_{1} \mid z_{2}\right), F_{3 \mid 2}\left(y_{3} \mid z_{2}\right)\right) F_{2}\left(d z_{2}\right) \tag{4.37}
\end{equation*}
$$

where $F_{1 \mid 2}, F_{3 \mid 2}$ are conditional cdfs obtained from $F_{12}, F_{23}$. By construction, (4.37) is a proper trivariate distribution with univariate margins $F_{1}, F_{2}, F_{3},(1,2)$ bivariate margin $F_{12}$, and $(2,3)$ bivariate margin $F_{23} . C_{13}$ can be interpreted as a copula representing the amount of conditional dependence (in the first and third univariate margins given the second). $C_{13}\left(u_{1}, u_{3}\right)=u_{1} u_{3}$ corresponds to conditional independence and $C_{13}\left(u_{1}, u_{3}\right)=\min \left\{u_{1}, u_{3}\right\}$ corresponds to perfect conditional positive dependence.

For $m=4$, define $F_{234}$ in a similar way to $F_{123}$ (by adding 1 to all subscripts in (4.37)). Note that $F_{123}, F_{234}$ have a common bivariate margin $F_{23}$. The 4 -variate family is

$$
\begin{equation*}
F_{1234}(\mathbf{y})=\int_{-\infty}^{y_{2}} \int_{-\infty}^{y_{3}} C_{14}\left(F_{1 \mid 23}\left(y_{1} \mid \mathbf{z}\right), F_{4 \mid 23}\left(y_{4} \mid \mathbf{z}\right)\right) F_{23}\left(d z_{2}, d z_{3}\right) \tag{4.38}
\end{equation*}
$$

where $F_{1 \mid 23}, F_{4 \mid 23}$ are conditional cdfs obtained from $F_{123}, F_{234}$, and $\mathbf{z}=\left(z_{2}, z_{3}\right)$.

This can be extended recursively. Assuming $F_{1 \cdots m-1}, F_{2 \cdots m}$ have been defined with a common $(m-2)$-dimensional margin $F_{2 \cdots m-1}$, the $m$-variate family is

$$
\begin{align*}
& F_{1 \cdots m}(\mathbf{y})=\int_{-\infty}^{y_{2}} \cdots \int_{-\infty}^{y_{m-1}} C_{1 m}\left(F_{1 \mid 2 \cdots m-1}\left(y_{1} \mid z_{2}, \ldots, z_{m-1}\right)\right. \\
& \left.F_{m \mid 2 \cdots m-1}\left(y_{m} \mid z_{2}, \ldots, z_{m-1}\right)\right) \cdot F_{2 \cdots m-1}\left(d z_{2}, \ldots, d z_{m-1}\right) \tag{4.39}
\end{align*}
$$

where $F_{1 \mid 2 \cdots m-1}, F_{m \mid 2 \cdots m-1}$ are conditional cdfs obtained from
$F_{1 \cdots m-1}, F_{2 \cdots m}$.
Similar to (4.37)-(4.39), one can define a family of $m$-variate distributions through survival functions, $\bar{F}_{S}$. Let $\bar{F}_{j}=1-F_{j}$ be the univariate survival functions. The bivariate margins with consecutive indices are $\bar{F}_{j, j+1}\left(y_{j}, y_{j+1}\right)=C_{j, j+1}^{*}\left(\bar{F}_{j}\left(y_{j}\right), \bar{F}_{j+1}\left(y_{j+1}\right)\right)$, where $C_{j, j+1}^{*}$ is the copula linking the univariate survival functions to the bivariate survival function. The $m$-variate case is like (4.39) with all $F$ replaced by $\bar{F}$ and the integrals having lower limits $y_{j}$, $j=2, \ldots, m-1$, and upper limits $\infty$. This leads to

$$
\begin{align*}
& \bar{F}_{1 \cdots m}(\mathbf{y})=\int_{y_{2}}^{\infty} \cdots \int_{y_{m-1}}^{\infty} C_{1 m}^{*}\left(\bar{F}_{1 \mid 2 \cdots m-1}\left(y_{1} \mid z_{2}, \ldots, z_{m-1}\right)\right. \\
& \left.\bar{F}_{m \mid 2 \cdots m-1}\left(y_{m} \mid z_{2}, \ldots, z_{m-1}\right)\right) \cdot F_{2 \cdots m-1}\left(d z_{2}, \ldots, d z_{m-1}\right) \tag{4.40}
\end{align*}
$$

It is straightforward to show that this family is the same as that from (4.37)-(4.39) with $C_{j k}^{*}(u, v)=u+v-1+C_{j k}(1-u, 1-v)$ or $C_{j k}(u, v)=u+v-1+C_{j k}^{*}(1-u, 1-v)$.

Models (4.39) and (4.40) are a unifying method for constructing multivariate distributions with a given copula for each bivariate margin. The MVN family is a special case of (4.39). Other special cases are given in Sections 5.5 and 6.3.

Example 4.4 (MVN.) Let $F_{j}=\Phi, j=1, \ldots, m$, where $\Phi$ is the standard normal cdf. For $j<k$, let $C_{j k}=F_{\theta_{j k}}\left(\Phi^{-1}\left(u_{j}\right), \Phi^{-1}\left(u_{k}\right)\right)$, where $F_{\theta_{j k}}$ is the BVSN cdf with correlation $\theta_{j k}$. Then for (4.39), with $k-j>1, \theta_{j k}=\rho_{j k \cdot(j+1, \ldots, k-1)}$ is the partial correlation of variables $j$ and $k$ given variables $j+1, \ldots, k-1$. This type of parametrization, which is not unique because of the indexing, of the MVN distribution may be useful for some applications because each $\theta_{j k}$ can be in the range $(-1,1)$ and there is no constraint similar to that of a positive definite matrix.
Proof. Starting with $F_{j, j+1}$ being BVN, we show that if $F_{j, \ldots, j+n-2}$ $(2<n \leq m, j \leq m-n+2)$ are $(n-1)$-dimensional MVN, then $F_{j, \ldots, j+n-1}(j \leq m-n+1)$ are $n$-dimensional MVN. It suffices to show that $F_{1, \ldots, m}$ in (4.39) is MVN assuming that $F_{1, \ldots, m-1}$ and $F_{2, \ldots, m}$ are MVN, for $m \geq 3$.

Let $\Phi_{\Omega}, \phi_{\Omega}$ respectively denote the MVN cdf and pdf with zero mean vector and covariance matrix $\Omega$. Let

$$
R \stackrel{\text { def }}{=}\left[\begin{array}{cc}
1 & \rho_{1 m} \\
\rho_{1 m} & 1
\end{array}\right], \quad\left[\begin{array}{cc}
1 & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{cc}
\Sigma_{22} & \Sigma_{2 m} \\
\Sigma_{m 2} & 1
\end{array}\right]
$$

be the covariance matrices associated with $C_{1 m}, F_{1, \ldots, m-1}$ and $F_{2, \ldots, m}$, respectively. Also let $a_{11}=\left[1-\Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21}\right]^{1 / 2}, a_{m m}=$
$\left[1-\Sigma_{m 2} \Sigma_{22}^{-1} \Sigma_{2 m}\right]^{1 / 2}$ and $z_{2}=\left(z_{2}, \ldots, z_{m-1}\right), \mathbf{z}=\left(z_{1}, \ldots, z_{m}\right)$. With BVN copulas and univariate standard normal margins, (4.39) simplifies to

$$
\begin{equation*}
\int_{-\infty}^{x_{2}} \cdots \int_{-\infty}^{x_{m-1}} \Phi_{R}\left(\frac{x_{1}-\mathbf{z}_{2} \Sigma_{21}}{a_{11}}, \frac{x_{m}-\mathbf{z}_{2} \Sigma_{2 m}}{a_{m m}}\right) \phi_{\Sigma_{22}}\left(\mathbf{z}_{2}\right) d \mathbf{z}_{2} \tag{4.41}
\end{equation*}
$$

Writing $\Phi_{R}$ as an integral, (4.41) becomes

$$
\begin{equation*}
\left(a_{11} a_{m m}\right)^{-1} \int_{-\infty}^{x_{1}} \cdots \int_{-\infty}^{x_{m}} \phi_{R}\left(\frac{z_{1}-\mathbf{z}_{2} \Sigma_{21}}{a_{11}}, \frac{z_{m}-\mathbf{z}_{2} \Sigma_{2 m}}{a_{m m}}\right) \phi_{\Sigma_{22}}\left(\mathbf{z}_{2}\right) d \mathbf{z} \tag{4.42}
\end{equation*}
$$

Clearly, the integrand of (4.42) is a constant multipied by the exponential of a quadratic form in $z_{1}, \ldots, z_{m}$, so that (4.42) corresponds to an m-dimensional MVN cdf. Let the covariance matrix of the resulting MVN distribution be denoted by

$$
\left[\begin{array}{ccc}
1 & \Sigma_{12} & \sigma_{1 m} \\
\Sigma_{21} & \Sigma_{22} & \Sigma_{2 m} \\
\sigma_{1 m} & \Sigma_{m 2} & 1
\end{array}\right]
$$

The squared reciprocal in (4.42) of $(2 \pi)^{m / 2}$ times the constant is $\left|\Sigma_{22}\right|\left(1-\rho_{1 m}^{2}\right) a_{11}^{2} a_{m m}^{2}$; it is also equal to

$$
\left|\Sigma_{22}\right| \cdot\left|\left[\begin{array}{cc}
1 & \sigma_{1 m} \\
\sigma_{m 1} & 1
\end{array}\right]-\left[\begin{array}{c}
\Sigma_{12} \\
\Sigma_{m 2}
\end{array}\right] \Sigma_{22}^{-1}\left[\begin{array}{ll}
\Sigma_{21} & \Sigma_{2 m}
\end{array}\right]\right|
$$

Hence $\left(1-\rho_{1 m}^{2}\right) a_{11}^{2} a_{m m}^{2}=a_{11}^{2} a_{m m}^{2}-\left(\sigma_{1 m}-\Sigma_{12} \Sigma_{22}^{-1} \Sigma_{2 m}\right)^{2}$ or $\rho_{1 m}^{2}=$ $\left\{\left(\sigma_{1 m}-\Sigma_{12} \Sigma_{22}^{-1} \Sigma_{2 m}\right) /\left[a_{11} a_{m m}\right]\right\}^{2}$. Since $\sigma_{1 m}$ must be increasing as $\rho_{1 m}$ increases, $\rho_{1 m}=\left(\sigma_{1 m}-\Sigma_{12} \Sigma_{22}^{-1} \Sigma_{2 m}\right) /\left[a_{11} a_{m m}\right]$, which is the partial correlation of the variables 1 and $m$ given variables $2, \ldots, m-1$.

Example 4.5 A special case consists of the multivariate distributions arising from a first-order Markov chain based on a copula $C$ and a marginal distribution $F$. That is, $C_{j, j+1}=C$ for all $j$ and $C_{j k}$ corresponds to the independence copula if $k-j>1$. In this case, for $m \geq 4,(4.39)$ can be more simply written as

$$
\begin{aligned}
& F_{1, \ldots, m}(\mathbf{y})=\int_{-\infty}^{y_{2}} \cdots \int_{-\infty}^{y_{m-1}} F_{1 \mid 2}\left(y_{1} \mid z_{2}\right) \\
& \quad \cdot F_{m \mid m-1}\left(y_{m} \mid z_{m-1}\right) F_{2, \ldots, m-1}\left(d z_{2}, \ldots, d z_{m-1}\right)
\end{aligned}
$$

with transition distribution $F_{i \mid i-1}\left(x_{i} \mid x_{i-1}\right)=B\left(F\left(x_{i-1}\right), F\left(x_{i}\right)\right)$, where $B(u, v)=\partial C(u, v) / \partial u$. These Markov chains are studied further in Section 8.1.

Special parametric families from this construction method are given in Section 5.5. With reference to the properties in Section 4.1, these families have interpretability and a wide range of dependence, closure only for some margins, densities without integrals through the recursions but no simple forms for cdfs (the behaviour is similar to MVN distributions).

### 4.5.1 Dependence properties *

It should be clear from the construction method of (4.37)-(4.39) (and from the MVN example) that a wide range of dependence can result, by allowing the copulas $C_{j k}, j<k$, to range from the Fréchet lower bound to the Fréchet upper bound. A result for the trivariate case shows that the bounds for the Kendall tau values $\tau_{12}, \tau_{13}, \tau_{23}$ in (3.13) of Section 3.4 .3 can be achieved when the Fréchet bounds are used in (4.37).

Theorem 4.18 Let $F_{123}$ be defined as in (4.37). Let $\tau_{j k}$ be the Kendall tau value for the $(j, k)$ bivariate margin, $j<k$. If $C_{13}$ in (4.37) is the Fréchet upper bound copula and $F_{12} \prec_{\mathrm{SI}} F_{32}$ (that is, $F_{3 \mid 2}^{-1}\left(F_{1 \mid 2}\left(y_{1} \mid y_{2}\right) \mid y_{2}\right)$ is (strictly) increasing in $\left.y_{2}\right)$, then $\tau_{13}=$ $1-\left|\tau_{12}-\tau_{23}\right|$. Similarly, if $C_{13}$ is the Fréchet lower bound copula and $F_{3 \mid 2}^{-1}\left(1-F_{1 \mid 2}\left(y_{1} \mid y_{2}\right) \mid y_{2}\right)$ is (strictly) increasing in $y_{2}$, then $\tau_{13}=$ $-1+\left|\tau_{12}+\tau_{23}\right|$.
Proof. Let $\left(X_{t 1}, X_{t 2}, X_{t 3}\right), t=1,2$, be independent random vectors from the distribution $F_{123}$. With $C_{13}$ being the Fréchet upper and lower bound, (4.37) becomes respectively

$$
F_{U}(\mathbf{y})=\int_{-\infty}^{y_{2}} \min \left\{F_{1 \mid 2}\left(y_{1} \mid z\right), F_{3 \mid 2}\left(y_{3} \mid z\right)\right\} F_{2}(d z)
$$

and

$$
F_{L}(\mathbf{y})=\int_{-\infty}^{y_{2}} \max \left\{F_{1 \mid 2}\left(y_{1} \mid z\right)+F_{3 \mid 2}\left(y_{3} \mid z\right)-1,0\right\} F_{2}(d z)
$$

For $F_{U}$, representations for the two vectors are $X_{13}=r\left(X_{11}, X_{12}\right)$ and $X_{23}=r\left(X_{21}, X_{22}\right)$ where $r\left(x_{1}, x_{2}\right)=F_{3 \mid 2}^{-1}\left(F_{1 \mid 2}\left(x_{1} \mid x_{2}\right) \mid x_{2}\right)$. Let $E_{1}, E_{2}$ be as defined in Theorem 3.13 with $(i, j, k)=(1,2,3)$. The function $r$ is increasing in $x_{1}$, and if $r$ is also increasing in $x_{2}$, then $\left(X_{11}-X_{21}\right)\left(X_{12}-X_{22}\right)>0$ implies $\left(X_{13}-X_{23}\right)\left(X_{12}-X_{22}\right)>0$ or $E_{1} \subset E_{2}$, and the upper bound in (3.13) is attained. For $F_{L}$, representations are $X_{13}=s\left(X_{11}, X_{12}\right)$ and $X_{23}=s\left(X_{21}, X_{22}\right)$, where $s\left(x_{1}, x_{2}\right)=F_{3 \mid 2}^{-1}\left(1-F_{1 \mid 2}\left(x_{1} \mid x_{2}\right) \mid x_{2}\right)$. If $s$ is increasing in $x_{2}$, then
$\left(X_{11}-X_{21}\right)\left(X_{12}-X_{22}\right)<0$ implies $\left(X_{13}-X_{23}\right)\left(X_{12}-X_{22}\right)>0$. That is, $E_{1}^{c} \subset E_{2}$, and hence the lower bound in (3.13) is attained. A sufficient condition for $s$ to satisfy the given condition is that both $F_{1 \mid 2}(\cdot \mid y)$ and $F_{3 \mid 2}(\cdot \mid y)$ are SI. More generally, the condition on $s$ is equivalent to the $\prec_{\text {sI }}$ ordering on $F_{12}^{*}$ and $F_{32}$, where $F_{12}^{*}(x, y)=F_{2}(y)-F_{12}\left(F_{1}^{-1}\left(1-F_{1}(x)\right), y\right)$.

The next results concern concordance and tail dependence.
Theorem 4.19 As $C_{j k}$ increases in concordance, with other bivariate margins held fixed, then $F_{j \ldots k}$ increases in the $\prec_{c \mathrm{~L}}$ ordering and hence $F_{j k}$ increases in concordance.

Proof. This is obvious.
It can be checked (for example, with the MVN family) that a stronger concordance property such as ' $F_{13}$ increases in concordance as $C_{12}$ increases in concordance' does not hold.

Theorem 4.20 For the trivariate distribution given in (4.37), if $C_{12}$ and $C_{23}$ have upper tail dependence and some regularity conditions hold, then $F_{13}$ has upper tail dependence. For the general $m$-dimensional distribution in (4.39), if $C_{j, j+1}, j=1, \ldots, m-1$, have upper tail dependence and some regularity conditions hold, then $F_{j k}, k-j>1$, all have upper tail dependence. (The tail dependence conditions appear in the proof).

Proof. To stress ideas and concepts, we assume the existence of derivatives and other regularity conditions as needed. Some equivalent conditions for bivariate tail dependence are given first. Sometimes it is more convenient to be working with exponential margins than uniform margins. For a bivariate copula $C$, let

$$
\begin{equation*}
G(x, y)=C\left(1-e^{-x}, 1-e^{-y}\right) . \tag{4.43}
\end{equation*}
$$

The definition of upper tail dependence in Section 2.1.10 becomes

$$
e^{x} \bar{G}(x, x) \rightarrow \lambda \in(0,1], \quad x \rightarrow \infty .
$$

Now assuming that $G$ has derivatives up to second order, let $G_{1 \mid 2}(x \mid y)=e^{y} \frac{\partial G(x, y)}{\partial y}$ and $\bar{G}_{1 \mid 2}=1-G_{1 \mid 2}$. Then

$$
e^{x} \bar{G}(x, x)=e^{x} \int_{x}^{\infty} \bar{G}_{1 \mid 2}(x \mid y) e^{-y} d y=\int_{0}^{\infty} \bar{G}_{1 \mid 2}(x \mid x+v) e^{-v} d v
$$

Assuming that $e^{x} \bar{G}(x, x)$ converges as $x \rightarrow \infty$ and that

$$
\begin{equation*}
\bar{G}_{1 \mid 2}(x \mid x+v) \rightarrow a(v) \tag{4.44}
\end{equation*}
$$

for all $v(v<0$ is needed below), where $a$ is continuous and $a \leq 1$, then by the bounded convergence theorem,

$$
e^{x} \bar{G}(x, x) \rightarrow \int_{0}^{\infty} a(v) e^{-v} d v
$$

Tail dependence holds if and only if $a$ is not identically 0 almost surely (a.s.) on ( $0, \infty$ ).

Now let $g$ be the density of $G$. Then

$$
\begin{align*}
e^{x} \bar{G}(x, x) & =e^{x} \int_{x}^{\infty} \int_{x}^{\infty} g\left(y_{1}, y_{2}\right) d y_{1} d y_{2} \\
& =\int_{0}^{\infty} \int_{0}^{\infty} e^{x} g\left(x+v_{1}, x+v_{2}\right) d v_{1} d v_{2} \tag{4.45}
\end{align*}
$$

Assuming that

$$
e^{x} g\left(x+v_{1}, x+v_{2}\right) \rightarrow b\left(v_{1}, v_{2}\right)
$$

and that the Lebesgue dominated convergence theorem can be used in (4.45),

$$
e^{x} \bar{G}(x, x) \rightarrow \int_{0}^{\infty} \int_{0}^{\infty} b\left(v_{1}, v_{2}\right) d v_{1} d v_{2}
$$

and tail dependence holds if and only if $b$ is not identically 0 (a.s.) on $(0, \infty)^{2}$.

Next suppose that $C_{12}, C_{23}$ have upper tail dependence and that the Lebesgue dominated convergence theorem can be applied to (4.46) below. Then $F_{13}$ in (4.37) has upper tail dependence and the tail dependence parameter is given in (4.47).

Let $F_{12}, F_{23}$ be defined as in (4.43) with $C_{12}, C_{23}$, respectively. Let $a$ be defined as in (4.44) with subscripts 12 or 32 for the $(1,2)$ or $(3,2)$ bivariate margin, respectively. Putting exponential margins in (4.37) leads to

$$
F_{123}(\mathbf{y})=\int_{0}^{y_{2}} C_{13}\left(F_{1 \mid 2}\left(y_{1} \mid z_{2}\right), F_{3 \mid 2}\left(y_{3} \mid z_{2}\right)\right) e^{-z_{2}} d z_{2}
$$

and

$$
\begin{aligned}
& \bar{F}_{13}(x, x)=1-F_{1}(x)-F_{3}(x)+F_{13}(x, x) \\
& =1-\int_{0}^{\infty} F_{1 \mid 2}(x \mid z) e^{-z} d z-\int_{0}^{\infty} F_{3 \mid 2}(x \mid z) e^{-z} d z \\
& \quad+\int_{0}^{\infty} C_{13}\left(F_{1 \mid 2}(x \mid z), F_{3 \mid 2}(x \mid z)\right) e^{-z} d z \\
& =\quad \int_{0}^{\infty} \bar{C}_{13}\left(F_{1 \mid 2}(x \mid z), F_{3 \mid 2}(x \mid z)\right) e^{-z} d z
\end{aligned}
$$

Hence

$$
\begin{align*}
e^{x} \bar{F}_{13}(x, x) & =\int_{-x}^{\infty} \bar{C}_{13}\left(F_{1 \mid 2}(x \mid x+v), F_{3 \mid 2}(x \mid x+v)\right) e^{-v} d v  \tag{4.46}\\
& \rightarrow \int_{-\infty}^{\infty} \bar{C}_{13}\left(1-a_{12}(v), 1-a_{32}(v)\right) e^{-v} d v \tag{4.47}
\end{align*}
$$

assuming the Lebesgue dominated convergence theorem can be used and $a_{12}, a_{32}$ are the limits for $\bar{F}_{1 \mid 2}, \bar{F}_{3 \mid 2}$ as in (4.44).

Next for the multivariate extension. Suppose that $C_{j, j+1}, j=$ $1, \ldots, m-1$, have upper tail dependence and that all copulas $C_{j k}$ have densities. For (4.39) with exponential univariate margins, suppose for $j, k$, with $k>j$, that the following pointwise convergences hold as $x \rightarrow \infty$ :
(a) $\bar{F}_{j \mid j+1, \ldots, k}\left(x \mid x+v_{j+1}, \ldots, x+v_{k}\right) \rightarrow a_{j, j+1, \ldots, k}\left(v_{j+1}, \ldots, v_{k}\right)$,
(b) $\bar{F}_{k \mid j, \ldots, k-1}\left(x \mid x+v_{j}, \ldots, x+v_{k-1}\right) \rightarrow a_{k, j, \ldots, k-1}\left(v_{j}, \ldots, v_{k-1}\right)$,
(c) $e^{x} f_{j, \ldots, k}\left(x+v_{j}, \ldots, x+v_{k}\right) \rightarrow b_{j, \ldots, k}\left(v_{j}, \ldots, v_{k}\right)$,
and that the functions on the right-hand sides of (a), (b), (c) are not identically 0 (a.s.). The remainder of the proof, which is omitted, makes use of these limits in an inductive manner. The Lebesgue dominated convergence theorem is assume to hold for the limits of integrals with terms from (a), (b) and (c).

For the result in the above theorem, positive dependence for the copula $C_{j k}, k-j>1$, is not necessary. For example, even if $C_{13}$ corresponds to the Fréchet lower bound, $F_{13}$ can have upper tail dependence - under regularity conditions, the tail dependence parameter is $\lambda_{13}=\int_{-\infty}^{\infty} e^{-v} \max \left\{a_{12}(v)+a_{32}(v)-1,0\right\} d v$. The assumptions given in above theorem are not really too strong since they do hold in special cases such as those in Section 6.3.1.

### 4.6 Convolution-closed infinitely divisible class ${ }^{\circ}$

For parametric families of univariate distributions that are convolu-tion-closed and infinitely divisible, there is a multivariate extension that makes use of these properties. It leads to positively dependent multivariate distributions only. These distributions are applied to time series models for count data, etc., in Section 8.4.

A family $F_{\theta}$ is convolution-closed if $Y_{i} \sim F_{\theta_{i}}, i=1,2$, and $Y_{1}, Y_{2}$ independent implies the convolution $Y_{1}+Y_{2} \sim F_{\eta}$, where $\eta$ is a function of $\theta_{1}, \theta_{2}$, usually the sum. A univariate distribution $F$ is infinitely divisible if $Y \sim F$ and for all positive integers
$n$, there exists a distribution $F^{(n)}$ and iid rvs $Y_{n 1}, \ldots, Y_{n n}$ with distribution $F^{(n)}$ such that $Y \stackrel{d}{=} Y_{n 1}+\cdots+Y_{n n}$. If $F_{\theta}, \theta>0$, is a convolution-closed infinitely divisible parametric family such that $F_{\theta_{1}} * F_{\theta_{2}}=F_{\theta_{1}+\theta_{2}}$, where $*$ is the convolution operator, then $F_{\theta}^{(n)}$ can be taken to be $F_{\theta / n}$. It is assumed that $F_{0}$ corresponds to the degenerate distribution at 0 .

Examples of convolution-closed infinitely divisible parametric families are Poisson $(\theta), \operatorname{Gamma}(\theta, \sigma)$ with $\sigma$ fixed, and $N(0, \theta)$; others are given in Section 8.4. A convolution-closed parametric family that is not infinitely divisible is $\operatorname{Binomial}(\theta, p)$ with $p$ fixed. A parametric family that is infinitely divisible but not convolutionclosed is the lognormal family.

Definition. Let $Z_{S}, S \in \mathcal{S}_{m}$, be $2^{m}-1$ independent rvs in the family $F_{\theta}$ such that $Z_{S}$ has parameter $\theta_{S} \geq 0$ (if the parameter is zero, the random variable is also zero). The stochastic representation for a family of multivariate distributions with univariate margins in a given convolution-closed infinitely divisible class, parametrized by $\left\{\theta_{S}: S \in \mathcal{S}_{m}\right\}$, is

$$
\begin{equation*}
X_{j}=\sum_{S: j \in S} Z_{S}, \quad j=1, \ldots, m \tag{4.48}
\end{equation*}
$$

$X_{j}$ has distribution $F_{\eta_{j}}$, where $\eta_{j}=\sum_{S \in \mathcal{S}_{m}: j \in S} \theta_{S}$.
In the bivariate case, the stochastic representation becomes

$$
\begin{equation*}
X_{1}=Z_{1}+Z_{12}, \quad X_{2}=Z_{2}+Z_{12} \tag{4.49}
\end{equation*}
$$

where $Z_{1}, Z_{2}, Z_{12}$ are independent rvs in the family $F_{\theta}$ with respective parameters $\theta_{1}, \theta_{2}, \theta_{12}$. For $j=1,2$, the distribution of $X_{j}$ is $F_{\theta_{j}+\theta_{12}}$.

The parameters of the above family can be interpreted as multiples of multivariate cumulants, which are defined next.

Definition. Let $\left(X_{1}, \ldots, X_{m}\right) \sim H$, with moment generating function $M\left(t_{1}, \ldots, t_{m}\right)=\mathrm{E}\left(\exp \left[t_{1} X_{1}+\cdots+t_{m} X_{m}\right]\right)$ and cumulant generating function $K(\mathbf{t})=\log M(\mathbf{t})$. The multivariate mixed cumulant of $m$ th order is

$$
\kappa_{12 \cdots m}=\frac{\partial^{m} K}{\partial t_{1} \cdots \partial t_{m}}(0, \ldots, 0)
$$

When $m=2$, the bivariate mixed cumulant $\kappa_{12}$ is a covariance. Similarly, if $S$ is a non-empty subset of $\{1, \ldots, m\}$, one can obtain the mixed cumulant $\kappa_{S}$ of order $|S|$ from the marginal distribution $H_{S}$. The set $\left\{\kappa_{S}: S \in \mathcal{S}_{m}\right\}$ contains information about the dependence in $H$.

For a convolution-closed infinitely divisible family of cdfs $F_{\theta}$, let $K_{\theta}$ be the corresponding family of cumulant functions. Assuming that enough moments exist, the $r$ th cumulant of $F_{\theta}$ is $\kappa_{\theta}^{(r)} \stackrel{\text { def }}{=} K_{\theta}^{(r)}(0)$, the $r$ th derivative evaluated at 0 . Since $K_{\theta}(t)=$ $N K_{\theta / N}(t)$ for all positive integers $N$, there are constants $\gamma_{r}$ such that $\kappa_{\theta}^{(r)}=\gamma_{r} \theta, r=1,2, \ldots$ The joint cumulant generating function of $\left(X_{1}, X_{2}\right)$ in (4.49) is $K\left(t_{1}, t_{2}\right)=K_{\theta_{1}, \theta_{2}, \theta_{12}}\left(t_{1}, t_{2}\right)=$ $K_{\theta_{1}}\left(t_{1}\right)+K_{\theta_{2}}\left(t_{2}\right)+K_{\theta_{12}}\left(t_{1}+t_{2}\right)$. Hence the bivariate cumulant is $\kappa_{12}=\kappa_{\theta_{12}}^{(2)}$, the second cumulant of $Z_{12}$. For (4.48), the joint cumulant generating function of $\left(X_{1}, \ldots, X_{m}\right)$ is $K(\mathbf{t})=K\left(\mathbf{t} ; \theta_{S}, S \in\right.$ $\left.\mathcal{S}_{m}\right)=\sum_{S} K_{\theta_{S}}\left(\sum_{i \in S} t_{i}\right)$. Hence the $m$ th-order mixed cumulant is $\kappa_{1 \cdots m}=\kappa_{\theta_{1} \ldots m}^{(m)}$, the $m$ th cumulant of $Z_{1 \cdots m}$.

With reference to the properties in Section 4.1, these families of distributions are interpretable, closed under the taking of margins, have a wide range of positive dependence, but the densities and cdfs involve multi-dimensional sums or integrals that grow quickly in dimension as $m$ increases. See Exercise 4.16 on an algorithm to find rvs of the form (4.48) that yield a given (non-negative) covariance matrix, when all univariate margins are in a given family in the convolution-closed infinitely divisible class.

Replacing the summation symbol + by the minimum symbol $\wedge$, one can define multivariate families from $F_{\theta}$ that are closed under independent minima. This is the main idea in Marshall and Olkin (1967), for exponential distributions, and Arnold (1967). See also Chapter 6 on min-stable multivariate exponential distributions.

### 4.7 Multivariate distributions given bivariate margins

In preceding sections, families of multivariate distributions, some with a wide range of dependence structure, have been constructed. However, no method has been given that constructs a multivariate cdf from the set of bivariate margins. In this section we mention some approximate methods. One method, based on regression with binary variables, is a formula for constructing a multivariate object that has the right bivariate margins, but it cannot be shown analytically that the object is a proper cdf (it has been shown numerically in some cases). A second method is based on maximum entropy given the bivariate densities; this method generally does not have closed form and must be computed numerically as an approximation. These two methods are outlined in the following two subsections. A third method is given in Section 4.8.

### 4.7.1 Regression with binary variables

Let $m \geq 3$ be the dimension and let $\mathbf{X} \sim F$ with only the bivariate margins $F_{i j}, 1 \leq i<j \leq m$, known. What is constructed in this subsection can be thought of as an approximation to $F$ based on the set of bivariate margins. The approximation should be good when $F$ is approximately maximum entropy given the bivariate margins or the information about $F$ is contained almost entirely in the bivariate margins. For multivariate probabilities concerning $\mathbf{X}$, we need rectangle probabilities of the form

$$
\begin{equation*}
\operatorname{Pr}\left(w_{1}<X_{1} \leq x_{1}, \ldots, w_{m}<X_{m} \leq x_{m}\right) . \tag{4.50}
\end{equation*}
$$

This can be decomposed as the product of conditional probabilities:

$$
\begin{align*}
& \operatorname{Pr}\left(w_{1}<X_{1} \leq x_{1}, w_{2}<X_{2} \leq x_{2}\right)  \tag{4.51}\\
& \quad \cdot \prod_{k=3}^{m} \operatorname{Pr}\left(w_{k}<X_{k} \leq x_{k} \mid w_{j}<X_{j} \leq x_{j}, j=1, \ldots, k-1\right) .
\end{align*}
$$

Let $I_{i}=I\left(w_{i}<X_{i} \leq x_{i}\right), i=1, \ldots, m$, where $I(A)$ denotes the indicator of the event $A$. Note that $\mathrm{E}\left(I_{i}\right)=F_{i}\left(x_{i}\right)-F_{i}\left(w_{i}\right)$.

The first step is an approximation of

$$
\begin{align*}
\operatorname{Pr}\left(w_{k}<X_{k} \leq\right. & \left.x_{k} \mid w_{1}<X_{1} \leq x_{1}, \ldots, w_{k-1}<X_{k-1} \leq x_{k-1}\right) \\
& =\mathrm{E}\left(I_{k} \mid I_{1}=1, \ldots, I_{k-1}=1\right) \tag{4.52}
\end{align*}
$$

by

$$
\begin{equation*}
\mathrm{E}\left(I_{k}\right)+\Omega_{21} \Omega_{11}^{-1}\left(1-\mathrm{E}\left(I_{1}\right), \ldots, 1-E\left(I_{k-1}\right)\right)^{T} \tag{4.53}
\end{equation*}
$$

where $\Omega_{21}$ is a row vector consisting of the entries $\operatorname{Cov}\left(I_{k}, I_{i}\right)=$ $\mathrm{E}\left(I_{k} I_{i}\right)-\mathrm{E}\left(I_{k}\right) \mathrm{E}\left(I_{i}\right), i=1, \ldots, k-1$, and $\Omega_{11}$ is a $(k-1) \times(k-1)$ matrix with $(i, j)$ element $\operatorname{Cov}\left(I_{i}, I_{j}\right)=\mathrm{E}\left(I_{i} I_{j}\right)-\mathrm{E}\left(I_{i}\right) \mathrm{E}\left(I_{j}\right), 1 \leq$ $i, j \leq k-1$. Note that $\mathrm{E}\left(I_{i} I_{j}\right)=\operatorname{Pr}\left(w_{i}<X_{i} \leq x_{i}, w_{j}<X_{j} \leq\right.$ $\left.x_{j}\right)=F_{i j}\left(x_{i}, x_{j}\right)-F_{i j}\left(x_{i}, w_{j}\right)-F_{i j}\left(w_{i}, x_{j}\right)+F_{i j}\left(w_{i}, w_{j}\right)$. It is easily verified that (4.52) and (4.53) are identical if $k=2$. The use of (4.53) as an approximation to (4.52) is analogous to the formula

$$
\mathrm{E}\left(\mathbf{Y}_{2} \mid \mathbf{Y}_{1}=\mathbf{y}_{1}\right)=\boldsymbol{\mu}_{2}+\Sigma_{21} \Sigma_{11}^{-1}\left(\mathbf{y}_{1}-\boldsymbol{\mu}_{1}\right)
$$

for a MVN random vector $\left(\mathbf{Y}_{1}^{T}, \mathbf{Y}_{2}^{T}\right)^{T}$ with mean vector $\left(\boldsymbol{\mu}_{1}^{T}, \boldsymbol{\mu}_{2}^{T}\right)^{T}$ and covariance matrix $\left[\begin{array}{ll}\Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22}\end{array}\right]$.

Expression (4.53) can be substituted into (4.51) to get one approximation to (4.50). However, the decomposition into conditional probabilities is not unique and different decompositions lead to different approximations in general. That is, (4.50) is also equivalent
to

$$
\begin{aligned}
& \operatorname{Pr}\left(w_{i_{1}}<X_{i_{1}} \leq x_{i_{1}}, w_{i_{2}}<X_{i_{2}} \leq x_{i_{2}}\right) \\
& \quad \cdot \prod_{k=3}^{m} \operatorname{Pr}\left(w_{i_{k}}<X_{i_{k}} \leq x_{i_{k}} \mid w_{i_{j}}<X_{i_{j}} \leq x_{i_{j}}, j=1, \ldots, k-1\right)
\end{aligned}
$$

where $\left(i_{1}, \ldots, i_{m}\right)$ is a permutation of $(1, \ldots, m)$ with $i_{1}<i_{2}$. There are $m!/ 2$ permutations that could be considered. For each permutation, an approximation of the form (4.53) can be used for each conditional probability. An overall approximation, denoted by $P=P(\mathbf{w}, \mathbf{x})$, for (4.50) is the average of the $m!/ 2$ approximations. For a permutation, if (4.53) happens to exceed 1 or be less than 0 , it is replaced by 1 or 0 , respectively.

A conjecture is that the approximation should be reasonable if the dependence is not too large and if the multivariate distribution is close to maximum entropy given the bivariate margins.

Another use of the approximation formula given a set of bivariate margins is for computing multivariate probabilities. The bivariate margins of $P$ are as given (take $w_{k}, x_{k}$ to be $-\infty, \infty$ except for $k=i, j$ ), but the additivity property of a probability measure is not satisfied. Hence, to get a formula here for a multivariate object given the set of bivariate margins, we are giving up the additivity property. For some applications, this may be acceptable.

Next let $w_{j} \rightarrow-\infty, j=1, \ldots, m$, so that $P=P(\mathbf{x})$ is an approximate cdf; it has the bivariate margins $F_{i j}, i<j$, but need not correspond to a proper probability measure. The formula $P$ in the trivariate case for lower orthant probabilities can be written explicitly by expanding the matrix inverse.

With $m=k=3$ in (4.51)-(4.53), one gets

$$
\begin{aligned}
& D\left(F_{12}, F_{13}, F_{23}\right) \stackrel{\text { def }}{=} F_{12} F_{3} \\
& +\quad F_{12}\left[\left(F_{13}-F_{1} F_{3}\right)\left(1-F_{2}\right)\left(F_{2}-F_{12}\right)\right. \\
& \left.\quad+\left(F_{23}-F_{2} F_{3}\right)\left(1-F_{1}\right)\left(F_{1}-F_{12}\right)\right] / \\
& \quad\left[F_{1} F_{2}\left(1-F_{1}-F_{2}+F_{12}\right)+F_{12}\left(F_{1} F_{2}-F_{12}\right)\right]
\end{aligned}
$$

where the arguments are $x_{1}, x_{2}, x_{3}$. This looks like a perturbation of $F_{12} F_{3}$; it can be shown that convergence as $F_{i} \rightarrow 1, i=1,2,3$, leads to the right bivariate margins (use l'Hospital's rule for $i=1,2$ ). This can now be averaged over the three permutations to get

$$
\begin{equation*}
P=\left[D\left(F_{12}, F_{13}, F_{23}\right)+D\left(F_{13}, F_{12}, F_{23}\right)+D\left(F_{23}, F_{12}, F_{13}\right)\right] / 3 \tag{4.54}
\end{equation*}
$$

This is a reasonably simple formula for a trivariate object with
bivariate margins $F_{12}, F_{13}, F_{23}$.
It can be shown analytically that (4.54) is a trivariate distribution in some cases. For example, it is correct for independence and Fréchet upper bound margins, and combinations of Fréchet upper/lower bounds for the bivariate margins. Some numerical computations in the trivariate case seem to suggest that $P$ is a proper cdf if $F_{i j}$ is not too far away from $F_{i} F_{j}$ for all $i<j$. Expression (4.54) can have negative rectangle 'probabilities' for small rectangles, but the use of $P(\mathbf{w}, \mathbf{x})$ leads always to non-negative 'probabilities' (that are not additive).

### 4.7.2 Maximum entropy given bivariate margins *

Generally maximum entropy problems refer to maximizing

$$
-\int f \log f d \nu
$$

subject to some constraints on $f$, where $f$ is a density with respect to the measure $\nu$. The maximum entropy density can be interpreted as the density that is 'smoothest' given the constraints. In this subsection, we apply ideas of maximum entropy to the case where constraints are the given bivariate margins. The Appendix has some background results on maximum entropy.

For simplicity of notation, consider first the trivariate discrete case. Let $p_{i j k}, 1 \leq i \leq I, 1 \leq j \leq J, 1 \leq k \leq K$, be a trivariate discrete pmf. The solution (if one exists) to the maximum entropy problem of maximizing $-\sum_{i, j, k} p_{i j k} \log p_{i j k}$ subject to $\sum_{i} p_{i j k}=$ $m_{+j k} \forall j, k, \sum_{j} p_{i j k}=m_{i+k} \forall i, k, \sum_{k} p_{i j k}=m_{i j+} \forall i, j$, has the form

$$
p_{i j k}=\exp \left\{\lambda_{+j k} \lambda_{i+k} \lambda_{i j+}\right\}
$$

for some constants $\lambda_{+j k}, \lambda_{i+k}, \lambda_{i j+}$. This can easily be shown using the Lagrange multiplier method. The extension to the multivariate discrete case is straightforward.

To generalize to the continuous multivariate pdfs with given compatible bivariate margins, the method of calculus of variations can be used. The maximum entropy problem becomes that of maximizing $-\int f(\mathbf{x}) \log f(\mathbf{x}) d \mathbf{x}$ subject to $\int f(\mathbf{x}) d \mathbf{x}_{-i,-j}=f_{i j}\left(x_{i}, x_{j}\right)$ for all $1 \leq i<j \leq m$, where $f_{i j}$ is the $(i, j)$ bivariate marginal pdf and $\mathbf{x}_{-i,-j}$ is $\mathbf{x}$ without the $i$ th and $j$ th components.

To determine the solution, let $J(\epsilon)=\int(f(\mathbf{x})+\epsilon g(\mathbf{x})) \log (f(\mathbf{x})+$ $\epsilon g(\mathbf{x})) d \mathbf{x}$. Then for the maximum entropy solution $f=f^{*}$, we must have $J^{\prime}(0)=0$ for all functions $g(\mathbf{x})$ satisfying $\int g(x) d \mathbf{x}_{-i,-j}=0$
for all $i, j$. This reduces to $\int g(\mathbf{x}) \log f^{*}(\mathbf{x}) d \mathbf{x}=0$ for all such $g$. (Note that $J^{\prime \prime}(0)=\int\left[g^{2}(\mathbf{x}) / f^{*}(\mathbf{x})\right] d \mathbf{x}$.) It is then easily verified that the solution $f^{*}$ has the form $f^{*}(\mathbf{x})=\prod_{i, j} h_{i j}\left(x_{i}, x_{j}\right)$ for a set of functions $h_{i j}$, where $h_{i j}$ is positive whenever $f_{i j}$ is positive.

An example (possibly the only one) where the conditions can be verified is the MVN density. The MVSN density with correlations $\rho_{i j}, 1 \leq i<j \leq m$, is a maximum entropy density given BVSN margins $f_{i j}$ with respective correlations $\rho_{i j}$ (that result in a positive definite correlation matrix), since it can be decomposed into the form of the density in the preceding paragraph. For example, with $\Sigma^{-1}=\left(\rho^{i j}\right)$ and $f(\mathbf{x})=B \exp \left\{-\frac{1}{2} \sum \rho^{i j} x_{i} x_{j}\right\}$, take $h_{i j}\left(x_{i}, x_{j}\right)=$ $B^{2 /[m(m-1)]} \exp \left\{-\frac{1}{2}(m-1)^{-1}\left[\rho^{i i} x_{i}^{2}+\rho^{j j} x_{j}^{2}\right]-\rho^{i j} x_{i} x_{j}\right\}$ for $1 \leq i<$ $j \leq m$.

In the discrete trivariate case, the maximum entropy solution can be put in the form $p_{i j k}=\alpha_{i j} \beta_{i k} \gamma_{j k}$ for non-negative constants $\alpha_{i j}, \beta_{i k}, \gamma_{j k}$. These can be solved numerically with the proportional iterative rescaling method. The iteration has the form:

$$
\begin{gathered}
\alpha_{i j}^{(r+1)}=p_{i j+} / \sum_{k} \beta_{i k}^{(r)} \gamma_{j k}^{(r)}, \quad \beta_{i k}^{(r+1)}=p_{i+k} / \sum_{j} \alpha_{i j}^{(r+1)} \gamma_{j k}^{(r)}, \\
\gamma_{j k}^{(r+1)}=p_{+j k} / \sum_{i} \alpha_{i j}^{(r+1)} \beta_{i k}^{(r+1)}
\end{gathered}
$$

starting with $\alpha_{i j}^{(0)}=\beta_{i j}^{(0)}=\gamma_{i j}^{(0)}=N^{-1}$, for example. For a set of three bivariate margins $C_{12}, C_{13}, C_{23}$ in the form of copulas, discretization can be applied to bivariate copulas to get an approximation to the continuous (trivariate) maximum entropy density. Numerical experience is that the convergence is usually fast, with more iterations required as the dependence in $C_{12}, C_{13}, C_{23}$ increases or as these copulas become more different. This numerical approximation generalizes to higher dimensions, but computational complexity increases exponentially with the dimension $m$.

### 4.8 Molenberghs and Lesaffre construction

In this section, we extend the ideas in Molenberghs and Lessafre (1994). Let $F_{i j}, 1 \leq i<j \leq m$, be given (compatible) bivariate margins, not necessary Plackett distributions as in the cited reference. We build up trivariate objects $F_{i_{1} i_{2} i_{3}}, 1 \leq i_{1}<i_{2}<i_{3} \leq m$, first and then extend to multivariate objects in higher dimensions, one dimension at a time. There are applications for multivariate binary and ordinal data (see Chapters 7 and 11).

Let $a_{1}=F_{12}, a_{2}=F_{13}, a_{3}=F_{23}, a_{4}=1-F_{1}-F_{2}-F_{3}+$ $F_{12}+F_{13}+F_{23}, b_{1}=F_{12}+F_{13}-F_{1}, b_{2}=F_{12}+F_{23}-F_{2}, b_{3}=$ $F_{13}+F_{23}-F_{3}$. A trivariate object $F_{123}$ can be constructed from the $F_{12}, F_{13}, F_{23}$ as a solution to the 'product ratio'

$$
\begin{equation*}
\psi=\psi_{123}=\frac{F_{123}\left(F_{123}-b_{1}\right)\left(F_{123}-b_{2}\right)\left(F_{123}-b_{3}\right)}{\left(a_{1}-F_{123}\right)\left(a_{2}-F_{123}\right)\left(a_{3}-F_{123}\right)\left(a_{4}-F_{123}\right)} . \tag{4.55}
\end{equation*}
$$

The eight terms in (4.55) must be non-negative, so that a constraint on the bivariate margins is that $b \leq a$, where $b=\max \left\{0, b_{1}, b_{2}, b_{3}\right\}$ and $a=\min \left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$. Note that these are the Fréchet bounds for $\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$ (see Section 3.4). Interpretations for the ratio (4.55) are given below.

Note that (4.55) must be solved pointwise for each $\mathbf{x} \in \Re^{3}$ in order to get $F_{123}(\mathbf{x})$. If the solution yields a proper $\mathrm{cdf} F_{123}$ and $\mathbf{X} \sim F_{123}$, then for a given $\mathbf{x}$, the ratio can be expressed in terms of orthant probabilities. With $I_{j}=I\left(X_{j}>x_{j}\right), j=1,2,3$, let

$$
\begin{aligned}
& p_{0++}=F_{1}=F_{1}\left(x_{1}\right)=\operatorname{Pr}\left(I_{1}=0\right), \\
& p_{+0+}=F_{2}=F_{2}\left(x_{2}\right), \\
& p_{++0}=F_{3}=F_{3}\left(x_{3}\right), \\
& p_{00+}=F_{12}=F_{12}\left(x_{1}, x_{2}\right)=\operatorname{Pr}\left(I_{1}=I_{2}=0\right), \\
& p_{0+0}=F_{13}, p_{+00}=F_{23}, \text { and } \\
& p_{000}=z=F_{123}=\operatorname{Pr}\left(I_{1}=I_{2}=I_{3}=0\right) .
\end{aligned}
$$

Then

$$
\begin{aligned}
p_{100}= & \operatorname{Pr}\left(I_{1}=1, I_{2}=I_{3}=0\right)=F_{23}-z, \\
p_{010}= & \operatorname{Pr}\left(I_{2}=1, I_{1}=I_{3}=0\right)=F_{13}-z, \\
p_{001}= & \operatorname{Pr}\left(I_{3}=1, I_{1}=I_{2}=0\right)=F_{12}-z, \\
p_{110}= & \operatorname{Pr}\left(I_{1}=I_{2}=1, I_{3}=0\right)=F_{3}-F_{13}-F_{23}+z, \\
p_{101}= & \operatorname{Pr}\left(I_{1}=I_{3}=1, I_{2}=0\right)=F_{2}-F_{12}-F_{23}+z, \\
p_{011}= & \operatorname{Pr}\left(I_{2}=I_{3}=1, I_{1}=0\right)=F_{1}-F_{12}-F_{13}+z, \text { and } \\
p_{111}= & \operatorname{Pr}\left(I_{1}=I_{2}=I_{3}=1\right)=1-F_{1}-F_{2}-F_{3}+F_{12}+F_{13}+ \\
& F_{23}-z .
\end{aligned}
$$

Hence (4.55) is the same as

$$
\psi_{123}=\left[p_{000} p_{011} p_{101} p_{110}\right] /\left[p_{001} p_{010} p_{100} p_{111}\right] .
$$

Equation (4.55) can be written so that $z=F_{123}$ is the root of $\psi\left(a_{1}-z\right)\left(a_{2}-z\right)\left(a_{3}-z\right)\left(a_{4}-z\right)-z\left(z-b_{1}\right)\left(z-b_{2}\right)\left(z-b_{3}\right) \stackrel{\text { def }}{=} h(z)$.
$h(z)$ has exactly one root in the interval [ $b, a]$, by checking the endpoint values and the monotonicity. Clearly, $h(b)>0, h(a)<0$ and $h^{\prime}(z)<0$, if $b<a$. However, what has not been shown is that the solution results in a proper cdf, i.e., the non-negativity of the rectangle evaluations in (1.6). Even the monotonicity of $F_{123}$ has not been shown.

In (4.55), the indices $(1,2,3)$ can be replaced by $\left(i_{1}, i_{2}, i_{3}\right)$, so that, for example, the parameters $\psi_{123}, \psi_{124}, \psi_{134}, \psi_{234}$ in (4.55) correspond to the four trivariate margins of a 4 -variate distribution. For $m \geq 4$, the extension can be made for the multivariate object $F_{1 \cdots m}$ given $m$ compatible ( $m-1$ )-dimensional marginals, defined through the 'product ratio', which has $2^{m-1}$ orthant probabilities in the numerator and $2^{m-1}$ orthant probabilities in the denominator. Assuming that the result is a proper cdf and $\mathbf{X} \sim F_{1 \ldots m}$, define $I_{j}=I\left(X_{j}>x_{j}\right), j=1, \ldots, m$. The terms in the numerator have $r \equiv m \bmod 2 I_{j}$ equal to 0 and the terms in the denominator have $r \equiv(m-1) \bmod 2 I_{j}$ equal to 0 .

For example, for $m=4$, with $z=F_{1234}$, the 'product ratio' is:

$$
\psi_{1234}=\frac{z\left(z-a_{0}\right) \prod_{1 \leq i<j \leq 4}\left(z-a_{i j}\right)}{\left(F_{123}-z\right)\left(F_{124}-z\right)\left(F_{134}-z\right)\left(F_{234}-z\right) \prod_{i=1}^{4}\left(a_{i}-z\right)}
$$

where the $a_{i}$ and $a_{i j}$ are defined near the equations (3.15) and (3.16).

Next we turn to some interpretations of (4.55); these extend to higher dimensions but the notation is cumbersome.

A first interpretation of (4.55) is in terms of cross-product ratios for bivariate Bernoulli distributions: with probabilities $\pi_{r s}=$ $\operatorname{Pr}\left(Y_{1}=r, Y_{2}=s\right), r, s=0,1$, for a random binary pair $\left(Y_{1}, Y_{2}\right)$, the cross-product (odds) ratio is $\pi_{00} \pi_{11} /\left[\pi_{01} \pi_{10}\right]$. A continuous bivariate distribution can be discretized into bivariate binary distributions for pairs of cutoff points so that there is a cross-product ratio associated with each pair. $\psi_{123}$ is the ratio of cross-product ratios of conditional bivariate distributions, and $F_{123}$ is defined so that this ratio is constant over $\mathbf{x}$, i.e.,

$$
\begin{align*}
\psi_{123} \equiv & \frac{F_{12 \mid 3}\left[1-F_{1 \mid 3}-F_{2 \mid 3}+F_{12 \mid 3}\right]}{\left[F_{1 \mid 3}-F_{12 \mid 3}\right]\left[F_{2 \mid 3}-F_{12 \mid 3}\right]} / \\
& \frac{F_{12 \mid 3^{\prime}}\left[1-F_{1 \mid 3^{\prime}}-F_{2 \mid 3^{\prime}}+F_{12 \mid 3^{\prime}}\right]}{\left[F_{1 \mid 3^{\prime}}-F_{12 \mid 3^{\prime}}\right]\left[F_{2 \mid 3^{\prime}}-F_{12 \mid 3^{\prime}}\right]} \tag{4.56}
\end{align*}
$$

where the first (numerator) cross-product ratio is conditional on $X_{3} \leq x_{3}$ and the second (denominator) cross-product ratio is con-
ditional on $X_{3}>x_{3}$. The second ratio can be simplified to

$$
\begin{aligned}
& \frac{\frac{F_{12}-F_{123}}{1-F_{3}}\left[1-\frac{F_{1}-F_{13}}{1-F_{3}}-\frac{F_{2}-F_{23}}{1-F_{3}}+\frac{F_{12}-F_{123}}{1-F_{3}}\right]}{\left[\frac{F_{1}-F_{13}}{1-F_{3}}-\frac{F_{12}-F_{123}}{1-F_{3}}\right]\left[\frac{F_{2}-F_{23}}{1-F_{3}}-\frac{F_{12}-F_{123}}{1-F_{3}}\right]} \\
& =\frac{\left(F_{12}-F_{123}\right)\left(1-F_{1}-F_{2}-F_{3}+F_{12}+F_{13}+F_{23}-F_{123}\right)}{\left(F_{1}-F_{12}-F_{13}+F_{123}\right)\left(F_{2}-F_{12}-F_{23}+F_{123}\right)}
\end{aligned}
$$

The first cross-product ratio simplifies to

$$
\frac{F_{123}\left(F_{3}-F_{13}-F_{23}+F_{123}\right)}{\left(F_{13}-F_{123}\right)\left(F_{23}-F_{123}\right)}
$$

so that (4.56) simplifies to (4.55). Note that that (4.55) is symmetric in the three bivariate margins and (4.56) is not.

A second, maximum entropy, interpretation of $\psi$ in (4.55) can be given, based on the binary variables $I_{1}, I_{2}, I_{3}$. Let $p_{r_{1} r_{2} r_{3}}, r_{j}=0,1$, $j=1,2,3$, be defined as earlier. Consider the problem of maximizing the entropy $H(z)=-\sum_{r_{1}, r_{2}, r_{3}=0,1} p_{r_{1} r_{2} r_{3}} \log p_{r_{1} r_{2} r_{3}}$ subject to the constraints of the three bivariate margins. (See the Appendix for some background on maximum entropy.) $z$ is constrained so that each of the eight probabilities $p_{r_{1} r_{2} r_{3}}$ is non-negative. Then $H^{\prime}(z)=0$ if and only if $\log z-\log p_{001}-\log p_{010}-\log p_{100}+$ $\log p_{011}+\log p_{101}+\log p_{110}-\log p_{111}=\log \psi=0$ or $\psi=1$.

Hence the interpretation of the parameter $\psi=\psi_{123}$ is that $\psi=1$ for the maximum entropy trivariate Bernoulli distribution given the three bivariate binary margins, and $\psi>1[\psi<1]$ for a larger [smaller] $p_{000}$ (and a smaller [larger] $p_{111}$ ) compared with the maximum entropy distribution. Note that a different maximum entropy trivariate Bernoulli distribution results for each $\mathbf{x}$. This intepretation extends to higher dimensions. For the ratio $\psi_{1234}$ involving 4variate probabilities, $\psi_{1234}=1$ for the maximum entropy 4 -variate Bernoulli distribution given the four trivariate margins.

In (4.55), the Fréchet lower and upper bounds of $\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$ are attained as $\psi \rightarrow 0$ and $\psi \rightarrow \infty$, respectively. It is analytically shown in Section 3.4 that these Fréchet bounds are generally not proper distributions, and this is also true for the multivariate extension. This suggests that (4.55) and its extensions do not yield proper distributions if $\psi$ is too small or too large (and this has been verified numerically). In any case, the useful thing about these formulas is that they are multivariate objects with margins equal to those given even if rectangle inequalities are not always satisfied. For example, (4.55) could be considered as a formula of an object that has bivariate margins $F_{12}, F_{13}, F_{23}$.

With reference to the properties in Section 4.1, these distributions are partially interpretable, can have closure under the taking of margins, have a wide range of dependence, and have cdfs that are not in closed form but not time-consuming to compute from recursions. It may be difficult to code the recursion for higher dimensions. The 'objects' from the construction can be used for multivariate binary and ordinal data but not continuous data as the densities do not have a simple form.

### 4.9 Spherically symmetric families: univariate margins

In this section, we work in an opposite direction from the other sections in this chapter. Given the easily constructed class of spherically symmetric distributions (which extend to elliptically contoured distributions), we study the possible univariate margins in this class (note that LTs reoccur). This then provides some information on when the class might be useful. With reference to the properties in Section 4.1, they are all satisfied except for a closed-form cdf, but the class of possible univariate margins is limited.

Spherically symmetric distributions are mixtures of distributions that are uniform on surfaces of hyperspheres (with varying radii). Their densities have contours that are spheres. If a density exists with respect to Lebesgue measure, then the density has the form $h\left(\mathbf{x}^{T} \mathbf{x}\right)$ for a non-negative function $h$.

The first result below is on the univariate margins of uniform distributions on unit hyperspheres.
Theorem 4.21 Suppose that $\mathbf{Z}$ is uniform on the surface of the unit hypersphere $\left\{\mathbf{z}: z_{1}^{2}+\ldots+z_{m}^{2}=1\right\}$. Then the marginal distribution of $Z_{1}$ has density

$$
\begin{equation*}
g_{m}(u)=\left[B\left(\frac{1}{2}, \frac{m-1}{2}\right)\right]^{-1}\left(1-u^{2}\right)^{(m-3) / 2}, \quad|u| \leq 1 \tag{4.57}
\end{equation*}
$$

where $B$ is the beta function. More generally, for $1 \leq k<m$, $\left(Z_{1}, \ldots, Z_{k}\right)$ has density
$g_{m, k}\left(u_{1}, \ldots, u_{k}\right)=\frac{\Gamma(m / 2)}{\Gamma^{k}\left(\frac{1}{2}\right) \Gamma((m-k) / 2)}\left(1-u_{1}^{2}-\cdots-u_{k}^{2}\right)^{(m-k-2) / 2}$.
Proof. Consider first the marginal distribution of $Z_{1}^{2}$. This is the same as the conditional distribution of $Z_{1}^{2}$ given $Z_{1}^{2}+\cdots+Z_{m}^{2}=1$, when $Z_{1}, \ldots, Z_{m}$ are iid $N(0,1)$ rvs. Since $Z_{i}^{2}$ has the chi-square distribution with one degree of freedom or the $\operatorname{Gamma}\left(\frac{1}{2}, 2\right)$ distribution, the conditional distribution is Beta $\left(\frac{1}{2}, \frac{m-1}{2}\right)$. Hence the
density of $Z_{1}$ is

$$
\left[B\left(\frac{1}{2}, \frac{m-1}{2}\right)\right]^{-1}\left[u^{2}\right]^{-1 / 2}\left(1-u^{2}\right)^{(m-3) / 2} u
$$

The generalization is left as an exercise.
The density (4.57) is increasing in $u>0$ if $m=2$, constant in $u$ if $m=3$, and decreasing in $u>0$ if $m \geq 4$. Therefore, univariate marginal densities of spherically symmetric distributions are mixtures of densities of the form $r^{-1} g_{m}(u / r) I_{(-r, r)}(u)$, with $g_{m}$ given in (4.57). Let $\mathcal{M}_{m}$ be the set of possible univariate margins of spherically symmetric distributions of dimension $m$; then a density $f_{m, 1}$ in $\mathcal{M}_{m}$ has the form

$$
\begin{equation*}
f_{m, 1}(x)=\int_{0}^{\infty} r^{-1} g_{m}\left(\frac{x}{r}\right) I_{(-r, r)}(x) d G(r)=\int_{|x|}^{\infty} r^{-1} g_{m}\left(\frac{x}{r}\right) d G(r), \tag{4.59}
\end{equation*}
$$

where $G(r)$ is the probability that the radius is less than or equal to $r$ (we are assuming that $G$ has no mass at zero).

Let $G$ be the distribution of the radial direction of the spherically symmetric distribution. If the spherically symmetric distribution has density $\phi_{m}\left(\mathbf{x}^{T} \mathbf{x}\right)$, where $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right)^{T}$, then $G(r)=\int_{0}^{r} \phi_{m}\left(t^{2}\right) S_{m} t^{m-1} d t$, where $S_{m}=2 \pi^{m / 2} / \Gamma(m / 2)$ is the surface area of the unit hypersphere in $\Re^{m}$. Hence the necessary condition (on $\phi_{m}$ ) of

$$
\int_{0}^{\infty} \phi_{m}\left(x^{2}\right) x^{m-1} d x=\int_{0}^{\infty} \phi_{m}(y) y^{m / 2-1} d y<\infty
$$

arises. Let $R$ have the distribution $G$ and let $\mathbf{U}$ be uniform on the surface of the unit hypersphere in $\Re^{m}$; then a stochastic representation for $\mathbf{X}$ with density $\phi_{m}\left(\mathbf{x}^{T} \mathbf{x}\right)$ is $\mathbf{X}=R \mathbf{U}$. From this representation, $X_{1}$ has moments of order $k$ if $R$ has moments of order $k$ ( $k>0$ can be a non-integer). The necessary condition is $\int_{0}^{\infty} r^{k} d G(r)<\infty$ or $\int_{0}^{\infty} r^{k+m-1} \phi_{m}\left(r^{2}\right) d r<\infty$.

Next we return to the study of $\mathcal{M}_{m}$ for all $m \geq 2$. Lowerdimensional marginals of a spherically symmetric distribution are spherically symmetric so that $\mathcal{M}_{m} \subset \mathcal{M}_{m-1}$ for $m \geq 3$. Also lower-dimensional marginals always have densities with respect to Lebesgue measure, even if the spherically symmetric distribution has mass on some surfaces of hyperspheres. If there is a density in $\Re^{m}$ and if $\phi_{j}\left(x_{1}^{2}+\cdots+x_{j}^{2}\right)$ is the marginal density of $\left(X_{1}, \ldots, X_{j}\right)$
for $2 \leq j<m$, then

$$
\begin{equation*}
\phi_{j}\left(y^{2}\right)=\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \phi_{m}\left(y^{2}+x_{j+1}^{2}+\cdots+x_{m}^{2}\right) d x_{j+1} \cdots d x_{m} \tag{4.60}
\end{equation*}
$$

If the spherically symmetric distribution has mass on some surfaces of $m$-dimensional hyperspheres, say mass $p_{i}$ for the radius of $r_{i}$, $i=1,2, \ldots$, and if $\phi_{m}$ is the absolutely continuous part of the density, then

$$
\begin{aligned}
\phi_{j}\left(y^{2}\right)=\int_{-\infty}^{\infty} & \cdots \int_{-\infty}^{\infty} \phi_{m}\left(y^{2}+x_{j+1}^{2}+\cdots+x_{m}^{2}\right) d x_{j+1} \cdots d x_{m} \\
& +\sum_{i} p_{i} r_{i}^{-j} g_{m, j}^{*}\left(y^{2} / r_{i}^{2}\right) I_{\left[0, r_{i}^{2}\right]}\left(y^{2}\right)
\end{aligned}
$$

where $g_{m, k}^{*}(z)$ obtains from the right-hand side of (4.58), with argument $z$ in place of $u_{1}^{2}+\cdots+u_{k}^{2}$.

From (4.59) and (4.57), densities in $\mathcal{M}_{m}$ for $m \geq 3$ are decreasing on $[0, \infty)$ (and symmetric about zero). For $m=3$, all symmetric densities that are decreasing on $[0, \infty)$ are in $\mathcal{M}_{3}$. From (4.57) and its derivation, $g_{m}(u)=\left[B\left(\frac{1}{2}, \frac{m-1}{2}\right)\right]^{-1}\left(1-u^{2}\right)^{(m-3) / 2} I_{[-1,1]}(u)$ is in $\mathcal{M}_{m}$ but not in $\mathcal{M}_{m+1}$. More generally, if a spherically symmetric distribution has mass on some surfaces of $m$-dimensional hyperspheres, then its univariate marginal density is not in $\mathcal{M}_{m+1}$.

An interesting problem is the characterization of

$$
\mathcal{M}_{\infty}=\cap_{n=1}^{\infty} \mathcal{M}_{n}
$$

This can be studied using a recursion formula for $\phi_{m-2}$ from $\phi_{m}$. Let $A$ be the upper bound of support for the radial variable; $A$ could be finite or infinite. From the above, we can suppose that there is no mass at the point $A$. For $j=m-2$ in (4.60), making a polar coordinate transform from $\left(x_{m-1}, x_{m}\right)$ to $(s, \theta)$ leads to

$$
\phi_{m-2}\left(y^{2}\right)=2 \pi \int_{0}^{\sqrt{A^{2}-y^{2}}} \phi_{m}\left(y^{2}+s^{2}\right) s d s=2 \pi \int_{y}^{A} \phi_{m}\left(u^{2}\right) u d u
$$

Hence $\phi_{m-2}^{\prime}\left(y^{2}\right)=-\pi \phi_{m}\left(y^{2}\right)$ or $\phi_{m}\left(y^{2}\right)=-\pi^{-1} \phi_{m-2}^{\prime}\left(y^{2}\right)$. If $m=$ $2 j+1$ is an odd integer greater than 2 , then by recursion,

$$
\begin{equation*}
\phi_{2 j+1}=(-1)^{j} \pi^{-j} \phi_{1}^{(j)} \tag{4.61}
\end{equation*}
$$

where $\phi_{1}^{(j)}$ is the $j$ th derivative of $\phi_{1}$ and $\phi_{1}\left(y^{2}\right)=f(y)$ is the univariate marginal density. (Note that the recursion in (4.61) still
holds for lower-dimensional margins if a spherically symmetric distribution has mass on some surfaces of hyperspheres.) For example, if $\phi_{1}(w)=(2 \pi)^{-1 / 2} e^{-w / 2}$ for the standard normal density, then $\phi_{2 j+1}(w)=(2 \pi)^{-j-1 / 2} e^{-w / 2}$, and if $\phi_{1}(w)=c_{\nu}(1+w / \nu)^{-(\nu+1) / 2}$ for the $t$ distribution with $\nu$ degrees of freedom, then $\phi_{2 j+1}(w)=$ $c_{\nu} \pi^{-j}\left[\prod_{i=1}^{j}\left(\frac{1}{2}+\frac{2 i-1}{2 \nu}\right)\right](1+w / \nu)^{-(\nu+2 j+1) / 2}$.

Since the left-hand side $\phi_{2 j+1}$ of (4.61) is non-negative for a proper density, if $f(y)=\phi_{1}\left(y^{2}\right)$ is in $\mathcal{M}_{\infty}$, then $\phi_{1}$ is completely monotone (see the Appendix for the definition). If $A=\infty$ and $\phi_{1}>0$ on $[0, \infty)$, then it is a multiple of a LT of a non-negative rv and has the form $\phi_{1}(w)=\phi_{1}(0) \int_{0}^{\infty} e^{-x w} d P(x)$, where $P$ is the cdf of the non-negative rv. Hence

$$
\begin{equation*}
f(y)=\phi_{1}(0) \int_{0}^{\infty} e^{-x y^{2}} d P(x) \tag{4.62}
\end{equation*}
$$

is a scale mixture of normal densities with mean 0 . There are some conditions for the mixing distribution $P$ in order that $f \in \mathcal{M}_{\infty}$. From (4.62) and the necessary condition for the radial density, $\int_{0}^{\infty} w^{j-1 / 2} \phi_{2 j+1}(w) d w<\infty$ implies

$$
\begin{aligned}
& \int_{0}^{\infty} x^{j} \int_{0}^{\infty} w^{j-1 / 2} e^{-x w} d w d P(x) \\
& \quad=\int_{0}^{\infty} x^{j} \Gamma\left(j+\frac{1}{2}\right) x^{-j-1 / 2} d P(x)<\infty
\end{aligned}
$$

or $\int_{0}^{\infty} x^{-1 / 2} d P(x)<\infty$. Also $\phi_{2 j+1}(w)=\pi^{-j} \int_{0}^{\infty} x^{j} e^{-x w} d P(x)<$ $\infty$ for all $j \geq 1$, which implies that the $j$ th integer moment of the mixing distribution $P$ must exist in order for $\phi_{2 j+1}(0)$ to be finite. Equation (4.62) can be written more clearly as a scale mixture of normal densities, i.e.,

$$
\begin{equation*}
\phi_{1}(w)=(2 \pi)^{-1 / 2} \int_{0}^{\infty} \exp \left\{-\frac{1}{2} w a^{2}\right\} a d Q(a) \tag{4.63}
\end{equation*}
$$

for a distribution $Q$. If $X$ has density $f(y)=\phi_{1}\left(y^{2}\right)$, (4.63) corresponds to the stochastic representation $X=Z / S$, where $Z$ is standard normal and $S$ is a positive rv with distribution $Q$. Now

$$
\phi_{2 j+1}(w)=\pi^{-j}(2 \pi)^{-1 / 2} \int_{0}^{\infty} \exp \left\{-\frac{1}{2} w a^{2}\right\}\left(a^{2} / 2\right)^{j} a d Q(a)
$$

and $\phi_{2 j+1}(0)$ is finite only if the moment of order $2 j+1$ of $Q$ is finite. The condition $\int_{0}^{\infty} w^{j-1 / 2} \phi_{2 j+1}(w) d w<\infty$ becomes

$$
\int_{0}^{\infty}\left(a^{2} / 2\right)^{j} a \Gamma\left(j+\frac{1}{2}\right)\left(a^{2} / 2\right)^{-j-1 / 2} d Q(a)=\sqrt{2} \Gamma\left(j+\frac{1}{2}\right)<\infty
$$

so that it is always satisfied.
Hence a density in $\mathcal{M}_{\infty}$ which is positive everywhere must be a scale mixture of normal densities. It is easily verified directly that if $\mathbf{X}=\mathbf{Z} / S$ where $Z_{1}, \ldots, Z_{m}$ are iid $N(0,1)$ and $S$ is a positive rv, then $\mathbf{X}$ has a spherically symmetric distribution and the univariate marginal density is that of $Z_{1} / S$ for all $m$. The density of $\mathbf{X}$ is

$$
(2 \pi)^{-m / 2} \int_{0}^{\infty} a \exp \left\{-\frac{1}{2} a^{2} \sum_{i=1}^{m} x_{i}^{2}\right\} d F_{S}(a)
$$

where $F_{S}$ is the cdf of $S$ and the univariate marginal is

$$
(2 \pi)^{-1 / 2} \int_{0}^{\infty} a \exp \left\{-\frac{1}{2} a^{2} x^{2}\right\} d F_{S}(a)
$$

For example, for the $t$ distribution with $\nu$ degrees of freedom, $S=\sqrt{U / \nu}$, where $U \sim \chi_{\nu}^{2}$. Since $U / \nu \sim \operatorname{Gamma}(\nu / 2,2 / \nu)$, the density of $S$ is $f_{S}(a)=2[\Gamma(\nu / 2)]^{-1}(\nu / 2)^{\nu / 2} a^{\nu-1} e^{-\nu a^{2} / 2}$.

Now suppose $0<A<\infty$. What are the completely monotone functions $\phi_{1}$ in this case? It turns out there are none if the requirements of $(-1)^{j} \phi^{(j)}>0$ on $[0, A)$ and $\phi^{(j)}(A)=0, j \geq 1$, are to be met. We next show that $\phi^{(j)}(A)=0$ is needed to extend to densities of higher dimensions by making use of the recursion formula.

If the $m$-variate density $\phi_{m}$ is given, the $(m-1)$-variate density $\phi_{m-1}$ satisfies

$$
\phi_{m-1}(v)=2 \int_{0}^{\sqrt{A^{2}-v}} \phi_{m}\left(v+x^{2}\right) d x
$$

Taking the derivative,

$$
\phi_{m-1}^{\prime}(v)=2 \int_{0}^{\sqrt{A^{2}-v}} \phi_{m}^{\prime}\left(v+x^{2}\right) d x-\phi_{m}\left(A^{2}\right)\left(A^{2}-v\right)^{-1 / 2}
$$

Then $\phi_{m+2}=-\phi_{m}^{\prime} / \pi \geq 0$ and $\phi_{m+1}=-\phi_{m-1}^{\prime} / \pi \geq 0$ are together possible only if $\phi_{m}\left(A^{2}\right)=0$. (This condition is automatically satisfied if $A=\infty$.) Therefore if one tries to extend for a function $\phi_{1}$ on $[0, A]$ by defining $\phi_{2 j+1}=(-1)^{j} \pi^{-j} \phi_{1}^{(j)}$ as in (4.61), then a necessary additional condition is $\phi_{1}^{(j)}(A)=0, j \geq 1$.

Example 4.6 A few cases are listed to illustrate the ideas in the two preceding paragraphs.

1. (Uniform on surface of hypersphere of dimension $m>3$.) Let $\phi_{1}(w)=\left[B\left(\frac{1}{2}, \frac{m-1}{2}\right)\right]^{-1}(1-w)^{(m-3) / 2}$. If $m=2 n+1$ is odd,
then the derivatives of $\phi_{1}$ alternate in sign up to the ( $n-$ 1)th derivative and the $n$th derivative is a constant, and hence (4.61) cannot be extended beyond dimension $m$. If $m=2 n$ is even, then the derivatives of $\phi_{1}$ alternate in sign up to the $(n-1)$ th derivative and then do not change sign, $\phi_{1}^{(j)}(1)=0$ for $j<n-1$, and $\phi_{1}^{(n-1)}(1)=\infty$, and hence (4.61) cannot be extended beyond dimension $m$.
2. Let $\phi_{1}(w)=c_{\beta}(1-w)^{\beta}, 0<w<1$, where $\beta>0$. The derivatives of $\phi_{1}$ alternate in sign up to the $[\beta]$ th derivative, where $[\beta]$ is the ceiling integer function. Also $\phi_{1}^{(j)}(1)=0$ for $j<[\beta]$. Hence $f(y)=\phi_{1}\left(y^{2}\right)$ is in $\mathcal{M}_{2[\beta]+1}$ and at most $\mathcal{M}_{2[\beta]+3}$.
3. Let $\phi_{1}(w)=c_{\alpha}\left(1-w^{\alpha}\right), 0<w<1$, where $0<\alpha<1$. The derivatives of $\phi_{1}$ alternate in sign, but $\phi_{1}^{\prime}(w)=-\alpha c_{\alpha} w^{\alpha-1}=$ $-\alpha c_{\alpha} \neq 0$ when $w=1$.

Next we return to some conditions for a density to be in $\mathcal{M}_{m}$. Because of the boundary condition for density with support on a bounded interval, consider only densities that are continuously differentiable up to some order (for bounded support, this means the density and its derivatives at the end point of support are 0 ). From (4.61), $f(y)=\phi_{1}\left(y^{2}\right)$ is in $\mathcal{M}_{2 n+1}$ but not $\mathcal{M}_{2 n+3}$ if $(-1)^{j} \phi_{1}^{(j)} \geq 0, j=1, \ldots, n$, and $(-1)^{n+1} \phi_{1}^{(n+1)}(w)<0$ for some $w$. Since one also has the recursion $\phi_{2 j+2}=(-1)^{j} \pi^{-j} \phi_{2}^{(j)}$ for a spherically symmetric distribution in $2 j+2$ dimensions, $f(y)=$ $\phi_{1}\left(y^{2}\right) \in \mathcal{M}_{2}$ is in $\mathcal{M}_{2 n}$ but not $\mathcal{M}_{2 n+2}$ if $(-1)^{j} \phi_{2}^{(j)} \geq 0, j=$ $1, \ldots, n-1$, and $(-1)^{n} \phi_{2}^{(n)}(w)<0$ for some $w$.

Example 4.7 For some symmetric densities $f$ which are decreasing on $[0, \infty)$, we check for the largest $m$ such that $f \in \mathcal{M}_{m}$.

1. $f_{\alpha}(x)=c_{\alpha} \exp \left\{-|x|^{\alpha}\right\},-\infty<x<\infty$, where $\alpha>0$, and $\phi_{1}(w)=c_{\alpha} \exp \left\{-w^{\alpha / 2}\right\}, w \geq 0$. For $0 \leq \alpha \leq 2, \phi_{1}$ is a multiple of a LT so that $f_{\alpha} \in \mathcal{M}_{\infty}$. In particular, for $\alpha=1$, the double exponential density is in $\mathcal{M}_{\infty}$. The second derivative of $\phi_{1}$ is $c_{\alpha}(\alpha / 2) w^{\alpha / 2-2} \exp \left\{-w^{\alpha / 2}\right\}\left[\alpha w^{\alpha / 2} / 2+(1-\alpha / 2)\right]$; it can be negative if $\alpha>2$ and $w$ is near 0 . Therefore for $\alpha>2, f_{\alpha}$ is not in $\mathcal{M}_{5} . \phi_{2}$ can be obtained from $\phi_{3}$ using (4.60) and then $\phi_{4}=-\pi^{-1} \phi_{2}^{\prime}$. It has been checked numerically that $\phi_{4}(w)$ is not non-negative for all $w \geq 0$ when $\alpha>2$, so that $f_{\alpha}$ is also not in $\mathcal{M}_{4}$ for $\alpha>2$.
2. (Logistic.) $f(x)=e^{-x} /\left(1+e^{-x}\right)^{2}$ is in $\mathcal{M}_{\infty}$, and $\phi_{1}(w)=$ $\left(e^{\sqrt{w} / 2}+e^{-\sqrt{w} / 2}\right)^{-2}=\left(2+e^{\sqrt{w}}+e^{-\sqrt{w}}\right)^{-1}$ is a LT. If $X$ has a
standard logistic distribution and $Z \sim N(0,1)$, then $X \stackrel{d}{=} Z / V$, where $V$ has density

$$
g(v)=2 \sum_{k=1}^{\infty}(-1)^{k-1} k^{2} v^{-3} \exp \left\{-k^{2} /\left(2 v^{2}\right)\right\} .
$$

$(2 \mathrm{~V})^{-1}$ has the asymptotic distribution of the Kolmogorov distance statistic.

### 4.10 Other approaches

Other approaches that have been used for constructing multivariate families but which are not discussed or used in this book are:
(i) multivariate generalizations of univariate moment or probability generating functions, e.g., several families of multivariate gamma distributions in Krishnaiah (1985) and compound bivariate Poisson distributions in Kocherlakota (1988);
(ii) multivariate characteristic functions, e.g., multivariate stable distributions in Press (1972);
(iii) multivariate functional equations generalizing those satisfied by univariate distributions, e.g., families of multivariate exponential survival functions in Ghurye and Marshall (1984) and Marshall and Olkin (1991);
(iv) infinite series expansions - there are some for the bivariate case without multivariate extensions, e.g., the bivariate gamma distribution of Kibble (1941) and other distributions in Lancaster (1969).

### 4.11 Bibliographic notes

Variations of the property of closure of multivariate models under the taking of margins are presented in Xu (1996). This includes the concept of model parameters being marginally expressible, which is given in Section 4.1, as well as the concept of parameters being expressible from or appearing in univariate and bivariate margins.

The families in Section 4.2 are from Marshall and Olkin (1988) and Joe (1993); the dependence results in Theorems 4.6 to 4.10 are new (thanks are due to T. Hu for help in the completion of these proofs). See Genest and MacKay (1986) for some background on bivariate Archimedean copulas and results on orderings of these
copulas. In the literature for Archimedean copulas, sometimes $\phi$ (or some other symbol) denotes a LT (or a function in $\mathcal{L}_{1}$ ) and sometimes it denotes the inverse of a function in this class, so the reader should be careful in using these results. Frailty models for a special type of multivariate survival data in the familial or cluster setting are studied in Oakes (1989), Hougaard (1986) and Hougaard, Harvald and Holm (1992).

References are Joe and Hu (1996) for Section 4.3, Joe (1996a) for Section 4.5, Joe (1996b) for Section 4.6 and Joe (1995) for Section 4.7.1. The special case of the multivariate Poisson distribution is given in Teicher (1954). The application in Joe (1995) is for the MVN distribution; an improved approximation based on having all of the trivariate and 4 -variate margins is also given. A reference for Section 4.8 is Molenberghs and Lesaffre (1994); this does not prove that the multivariate extension is a proper distribution, and neither does Plackett (1965) for the bivariate case. A reference for Section 4.9 is Kelker (1970); see also Chapter 2 of Fang, Kotz and Ng (1990) for a different treatment. A reference for the infinite divisibility of the lognormal distribution is Thorin (1977). See Andrews and Mallows (1974) and Stefanski (1991) for the logistic distribution as a scale mixture of normals.

For results and construction methods for multivariate distributions with given non-overlapping multivariate margins, see Marco and Ruiz-Rivas (1992), Genest, Molina and Lallena (1995) and Li, Scarsini and Shaked (1996).

### 4.12 Exercises

4.1 Let $M$ be a univariate cdf. Let $G_{1}(\cdot ; \alpha)$ and $G_{2}(\cdot ; \alpha)$ be families of distributions indexed by a real-valued parameter $\alpha$. Define $F\left(x_{1}, x_{2}\right)=\int G_{1}\left(x_{1} ; \alpha\right) G_{2}\left(x_{2} ; \alpha\right) d M(\alpha)$.
(a) Show that if $G_{1}$ and $G_{2}$ are both stochastically increasing or both stochastically decreasing as $\alpha$ increases, then $F$ is positively dependent in several senses (e.g., association, PQD).
(b) Show that if $G_{1}$ increases stochastically and $G_{2}$ decreases stochastically as $\alpha$ increases, then $F$ is negatively dependent in the sense of NQD.
What results generalize to $m$ dimensions with

$$
F(\mathbf{x})=\int G_{1}\left(x_{1} ; \alpha\right) \cdots G_{m}\left(x_{m} ; \alpha\right) d M(\alpha) ?
$$

4.2 Let $H$ be a univariate cdf. Show that $H^{\alpha}$ is stochastically increasing in $\alpha>0$.
4.3 Show that (4.4) is invariant to scale changes in the LT. That is, if in (4.4) $\phi(s)$ is replaced by the function $\phi^{*}(s)=\phi(s / \sigma)$ for $\sigma>0$, then the same copula results.
4.4 In Section 4.6, take $F_{\theta}$ to be the family of Poisson distributions. Obtain the pmfs for the bivariate and trivariate Poisson distributions with the representations given by (4.48) and (4.49).
4.5 Show that the multivariate Poisson distribution (Section 4.6) satisfies property B of Section 4.1 but not property B $^{\prime}$.
4.6 In (4.37), let $F_{12}, F_{23}$ be copulas in the family B10 with parameters $\theta_{12}, \theta_{23}$ respectively and let $C_{13}$ be the independence copula. Obtain $F_{123}$ and its $(1,3)$ bivariate margin. Extend this to a result for (4.39).
(Joe 1996a)
4.7 For the partially symmetric copulas in Section 4.2, show that there are three distinct forms for $m=5$ that generalize (4.7), (4.10) and (4.11). How many distinct forms are there for dimension $m=6$ ?
4.8 In (4.3), substitute in the Poisson LT $\psi(s)=e^{-\theta} \exp \left\{\theta e^{-s}\right\}$, $\theta>0$. Even though $\phi^{-1}$ is defined only on $\left[e^{-\theta}, 1\right]$, show that (4.3) leads to the function

$$
u_{1} u_{2} \exp \left\{\theta^{-1} \log u_{1} \log u_{2}\right\}
$$

Show that this is not a proper cdf, even though it has the $U(0,1)$ margins (compare (5.18) in Section 5.4).
4.9 Show that the distribution (4.40) is equivalent to that from (4.37)-(4.39) with $C_{j k}^{*}(u, v)=u+v-1+C_{j k}(1-u, 1-v)$.
4.10 For the distribution in (4.37), show that a stronger concordance property such as ' $F_{13}$ increases in concordance as $C_{12}$ increases in concordance' does not hold.
4.11 Derive (4.58).
4.12 Let $g$ be an increasing function on $[0, \infty)$ satisfying $g(0)=0$. Show that $g$ convex implies that $g$ is star-shaped ( $x^{-1} g(x)$ increasing in $x$ ) which in turns implies that $g$ is superadditive $\left(g\left(x_{1}+x_{2}\right) \geq g\left(x_{1}\right)+g\left(x_{2}\right)\right.$ for all $\left.x_{1}, x_{2} \geq 0\right)$.
4.13 Obtain the tail dependence parameters for (4.3) for other families of LTs (in the Appendix).
4.14 Analyse the concordance properties of (4.4) with $m=2$ and the LT family LTM in (4.4).

### 4.15 Consider the function

$$
\begin{aligned}
& F(u, v, w)=\psi_{\alpha}\left(\psi_{\alpha}^{-1} \circ \psi_{\delta}\left(\psi_{\delta}^{-1}(u)+\psi_{\delta}^{-1}(v)\right)\right. \\
& \left.\quad+\psi_{\alpha}^{-1} \circ \psi_{\beta}\left(\psi_{\beta}^{-1}(u)+\psi_{\beta}^{-1}(w)\right)-\psi_{\alpha}^{-1}(u)\right)
\end{aligned}
$$

where $\psi_{\theta}$ is a family of LTs. Let $C(u, v ; \theta)=\psi_{\theta}\left(\psi_{\theta}^{-1}(u)+\right.$ $\left.\psi_{\theta}^{-1}(v)\right)$. Show that $F(u, v, w)$ is a formula with bivariate margins $C(v, w ; \alpha), C(u, w ; \beta), C(u, v ; \delta)$ as $u, v, w$ respectively tend to 1 , but that it is not a proper copula in general.
4.16 Suppose we want to generate rvs with a multivariate distribution of the form (4.48) with a given (feasible) covariance matrix $\Sigma$ when all univariate margins are in a family $F_{\theta}$ that is in the convolution-closed infinitely divisible class. Assume that $F_{\theta}$ has been rescaled so that the variance is 1 when $\theta=1$, or that $F_{\theta}$ is parametrized by the variance. Let $X_{i} \sim F_{\alpha_{i}}, i=1, \ldots, m$, and let $Z_{S} \sim F_{\theta_{S}}, S \in \mathcal{S}_{m}$. Then $\alpha_{i}=\theta_{i}+\sum_{S: i \in S,|S| \geq 2} \theta_{S}$ and $\sigma_{i i^{\prime}}=\sum_{S: i, i, i^{\prime} \in S} \theta_{S}$ for $i \neq i^{\prime}$. The algorithm which follows yields the desired constants as well as determining whether a given covariance matrix is possible with form (4.48). Verify the details.
(a) Let $\Omega=\Sigma=\left(\omega_{i i^{\prime}}\right)$. Set $\gamma \leftarrow \min _{i<i^{\prime}} \omega_{i i^{\prime}}$. If $\gamma>0$, set $\theta_{\{1, \ldots, m\}}=\gamma, S=\{1, \ldots, m\}$, and go to step (c).
(b) If $\min _{i<i^{\prime}} \omega_{i i^{\prime}}=0$, set $\gamma \leftarrow \min \left\{\omega_{i i^{\prime}}: \omega_{i i^{\prime}}>0, i<i^{\prime}\right\}$. If $\gamma=\omega_{k k^{\prime}}>0$, let $S$ be a maximal set that contains $k, k^{\prime}$, with maximal meaning that if $j, j^{\prime} \in S$, then $\omega_{j j^{\prime}}>0$. Set $\theta_{S}=\gamma$. If $\gamma=0$, go to step (d).
(c) Set $\Omega \leftarrow \Omega-\gamma C$, where $C=\left(c_{i i^{\prime}}\right)$ with $c_{i i}=I(i \in S)$, and $c_{i i^{\prime}}=I\left(i, i^{\prime} \in S\right)$ for $i \neq i^{\prime}$. If $\Omega$ is such that $\omega_{i i^{\prime}}>\left[\omega_{i i} \omega_{i^{\prime} i^{\prime}}\right]^{1 / 2}$, for some $i \neq i^{\prime}$, then the initial matrix $\Sigma$ is not feasible. Otherwise, go to step (b).
(d) Set $\alpha_{i}=\omega_{i i}, i=1, \ldots, m$.
4.17 If $f \in \mathcal{M}_{m}$ has $\operatorname{cdf} F$ and finite second moments, and $h(\mathbf{x} ; \Sigma)=|\Sigma|^{-1} \phi_{m}\left(\mathbf{x}^{T} \Sigma^{-1} \mathbf{x}\right)$ is the corresponding family of elliptically contoured distributions, then the full range of correlation matrices (of order $m$ ) is possible. If the distribution $F$ cannot result from the location-scale transform of a density in $\mathcal{M}_{m}$, then the full range of correlation matrices, in the class $\mathcal{F}(F, \ldots, F)$ of $m$-variate distributions
with all univariate margins equal to $F$, cannot be achieved. The full range of correlation matrices for all dimensions is achievable only if $f \in \mathcal{M}_{\infty}$. As an example, the full range for $U(-1,1)$ and $U(0,1)$ margins is possible for dimension 3 but not $m>3$.
4.18 Modify Theorem 4.17 to obtain a family of trivariate copulas such that (i) the $(1,2)$ and $(3,2)$ bivariate margins are the same and are negatively dependent; (ii) the ( 1,3 ) bivariate margin is positively dependent; and (iii) the Kendall tau value $\tau_{12}=\tau_{23}$ is the most negative possible given $\tau_{13}$.
4.19 Prove the results in Theorems 4.15 and 4.16 on lower tail dependence.
(Joe and Hu 1996)
4.20 Let $C(\mathbf{u})=\phi\left(\sum_{j=1}^{m} \phi^{-1}\left(u_{j}\right)\right)$ as in (4.4).
(a) Show that $C$ is $\mathrm{MTP}_{2}$ if and only if $\log \phi$ is $L$-superadditive (see Unsolved Problem 2.4 for the definition of $L$-superadditive). Note that because $\phi$ is differentiable, the condition is equivalent to $\partial^{2} \log (\phi(x+y)) / \partial x \partial y \geq$ 0.
(b) Show that the density of $C$ is $\mathrm{MTP}_{2}$ if and only if $(-1)^{m} \phi^{(m)}(x+y)$ is $\mathrm{TP}_{2}$ in $x, y$.
(c) Check whether the LT families in the Appendix lead to families of copulas with the $\mathrm{MTP}_{2}$ property for either the cdf or the density.
4.21 Do some analysis on (4.54) with various bivariate margins including the Fréchet bounds.

### 4.13 Unsolved problems

4.1 Find parametric families of copulas that satisfy all of the desirable properties in Section 4.1.
4.2 Obtain conditions for (4.54) and extensions to be proper cdfs.
4.3 Obtain conditions for (4.55) and extensions to be proper cdfs.
4.4 Prove or disprove the $\prec_{\text {pfd }}$ ordering for $C_{1}$ and $C_{2}$ in Theorems 4.8, 4.9 and 4.10.

## CHAPTER 5

## Parametric families of copulas

This chapter is intended as a reference of useful parametric families of copulas together with their properties. The inclusion of properties is important because, in a given situation or application, the choice of appropriate models can depend on the properties.

Many of the parametric families of multivariate copulas make use of the theory in Chapter 4, and are useful for multivariate models in subsequent chapters. Some of the families are also referred to earlier in this book. A summary of the sections, including the highlights, is the following. Section 5.1 consists of bivariate one-parameter families of copulas with nice dependence properties and Section 5.2 consists of two-parameter families of copulas; these families can be used to build multivariate copulas. Section 5.3 has multivariate extensions to symmetric and partially symmetric copulas; these are the only known class of parametric families of copulas that have closed-form cdfs, are closed under the taking of margins (in the stronger sense of property $\mathrm{B}^{\prime}$ in Section 4.1), and extrapolate between the independence and Fréchet upper bound copulas. Section 5.4 has extensions of families in Sections 5.1 to 5.3 to include negative dependence. Section 5.5 consists of parametric families of copulas that cover general dependence structures, including some that have closed-form cdfs.

### 5.1 Bivariate one-parameter families ${ }^{\circ}$

Listed in the first part of this section are known simple one-parameter families of copulas that: (i) interpolate between independence and Fréchet upper bound; (ii) are absolutely continuous; and (iii) have support on all of $(0,1)^{2}$. Also these families are symmetric in the two arguments. If these conditions are relaxed, there are (infinitely) many other one-parameter families, and a few are listed in the last part of this section. One-parameter families of
copulas are parsimonious models that are good starting points for modelling. They are useful for bivariate data, as well as a component of the multivariate copulas in Sections 4.3, 4.5, 4.7 and 4.8, and of the first-order Markov time series in Sections 8.1 and 11.6.

The notation $C(u, v ; \delta)$ is used for a family of copulas, with the dependence parameter $\delta$ increasing as the dependence increases. The original source of each family of copulas is given, as well as the density and some properties. Besides dependence properties, other properties include reflection symmetry, extreme value copula, existence of a LT so that the family has form (4.3), and multivariate extendibility. Reflection symmetry for a copula $C$ means that if $(U, V) \sim C$, then $(1-U, 1-V) \sim C$; this property is convenient for latent variable models for multivariate binary data. A bivariate copula $C$ is an extreme value copula if $C\left(u^{t}, v^{t}\right)=C^{t}(u, v)$ for all $t>0$. After transferring to unit exponential survival margins, with $\bar{G}(x, y)=C\left(e^{-x}, e^{-y}\right)$, the extreme value copulas are easily recognized from $A(x, y)=-\log G(x, y)$ being homogeneous of order 1, i.e., $A(t x, t y)=t A(x, y)$ for all $t>0$. (With details in Chapter 6, a $G$ of this form is a min-stable bivariate exponential distribution.) Some families of extreme value copulas are obtained as the extreme value limits of other families (see Chapter 6 ). The extreme value limits from the lower and upper orthant tails are the copulas associated with the limits of
$\left[C^{*}\left(1-n^{-1} e^{-x}, 1-n^{-1} e^{-y}\right)\right]^{n}$ and $\left[C\left(1-n^{-1} e^{-x}, 1-n^{-1} e^{-y}\right)\right]^{n}$
respectively, where $C^{*}(u, v)=u+v-1+C(1-u, 1-v)$.
The verification of the dependence properties and the limits at the end points of the parameter space are left as exercises. Dependence properties that are conjectured but not proved are listed in the section on unsolved problems. A visual representation of what tail dependence means for the contours of the density with $N(0,1)$ margins is given in Figures 5.1 and 5.2 for the copulas B3 and B6 with parameter values corresponding to a Kendall tau value of 0.5 .

The following notation is used in several families: $\bar{u}=1-u$, $\bar{v}=1-v, \tilde{u}=-\log u, \tilde{v}=-\log v$. Also $C_{U}, C_{I}, C_{L}$ are used for the Fréchet upper bound, independence and Fréchet lower bound copulas, respectively.

Family B1. Bivariate normal. For $0 \leq \delta \leq 1, C(u, v ; \delta)=$ $\Phi_{\delta}\left(\Phi^{-1}(u), \Phi^{-1}(v)\right)$, where $\Phi$ is the $N(0,1) \mathrm{cdf}, \Phi^{-1}$ is the functional inverse of $\Phi$ and $\Phi_{\delta}$ is the BVSN cdf with correlation $\delta$. With
$x=\Phi^{-1}(u), y=\Phi^{-1}(v)$, the density is

$$
\begin{gathered}
c(u, v ; \delta)=\left(1-\delta^{2}\right)^{-1 / 2} \exp \left\{-\frac{1}{2}\left(1-\delta^{2}\right)^{-1}\left[x^{2}+y^{2}-2 \delta x y\right]\right\} \\
\cdot \exp \left\{\frac{1}{2}\left[x^{2}+y^{2}\right]\right\}
\end{gathered}
$$

Properties. Increasing in $\prec_{c}$, increasing in $\prec_{S I}, \mathrm{TP}_{2}$ density, reflection symmetry, multivariate extension, extension to negative dependence. $C_{U}$ for $\delta=1, C_{I}$ for $\delta=0, C_{L}$ for $\delta=-1$. A nonstandard upper extreme value limit leads to family B8.

Family B2. Plackett (1965). For $0 \leq \delta<\infty$,

$$
C(u, v ; \delta)=\frac{1}{2} \eta^{-1}\left\{1+\eta(u+v)-\left[(1+\eta(u+v))^{2}-4 \delta \eta u v\right]^{1 / 2}\right\}
$$

where $\eta=\delta-1$. The density is

$$
c(u, v ; \delta)=\left[(1+\eta(u+v))^{2}-4 \delta \eta u v\right]^{-3 / 2} \delta[1+\eta(u+v-2 u v)]
$$

Properties. Increasing in $\prec_{c}$, increasing in $\prec_{\text {SI }}$, SI, reflection symmetry, extension to negative dependence. $C_{U}$ for $\delta \rightarrow \infty, C_{I}$ for $\delta \rightarrow 1, C_{L}$ for $\delta \rightarrow 0$.

Family B3. Frank (1979). For $0 \leq \delta<\infty$,

$$
C(u, v ; \delta)=-\delta^{-1} \log \left(\left[\eta-\left(1-e^{-\delta u}\right)\left(1-e^{-\delta v}\right)\right] / \eta\right)
$$

where $\eta=1-e^{-\delta}$. The density is

$$
c(u, v ; \delta)=\delta \eta e^{-\delta(u+v)} /\left[\eta-\left(1-e^{-\delta u}\right)\left(1-e^{-\delta v}\right)\right]^{2}
$$

Properties. Increasing in $\prec_{c}$, increasing in $\prec_{S I}, \mathrm{TP}_{2}$ density, reflection symmetry, partial multivariate extension, extension to negative dependence, mixture of powers with LT $\psi(s ; \delta)=$ $-\delta^{-1} \log \left[1-\left(1-e^{-\delta}\right) e^{-s}\right]$ (family LTD in the Appendix). $C_{U}$ for $\delta \rightarrow \infty, C_{I}$ for $\delta \rightarrow 0, C_{L}$ for $\delta \rightarrow-\infty$.

Family B4. Kimeldorf and Sampson (1975). For $0 \leq \delta<$ $\infty$,

$$
C(u, v ; \delta)=\left(u^{-\delta}+v^{-\delta}-1\right)^{-1 / \delta}
$$

The density is

$$
c(u, v ; \delta)=(1+\delta)[u v]^{-\delta-1}\left(u^{-\delta}+v^{-\delta}-1\right)^{-2-1 / \delta}
$$

Properties. Increasing in $\prec_{c}$, increasing in $\prec_{\mathrm{SI}}, \mathrm{TP}_{2}$ density, lower tail dependence, partial multivariate extension, extension to negative dependence, mixture of powers with LT $\psi(s ; \delta)=$ $(1+s)^{-1 / \delta}$ (family LTB). $C_{U}$ for $\delta \rightarrow \infty, C_{I}$ for $\delta \rightarrow 0$. The lower extreme value limit leads to family B 7 .

Family B5. Joe (1993). For $1 \leq \delta<\infty$,

$$
C(u, v ; \delta)=1-\left(\bar{u}^{\delta}+\bar{v}^{\delta}-\bar{u}^{\delta} \bar{v}^{\delta}\right)^{1 / \delta}
$$

The density is
$c(u, v ; \delta)=\left(\bar{u}^{\delta}+\bar{v}^{\delta}-\bar{u}^{\delta} \bar{v}^{\delta}\right)^{-2+1 / \delta} \bar{u}^{\delta-1} \bar{v}^{\delta-1}\left[\delta-1+\bar{u}^{\delta}+\bar{v}^{\delta}-\bar{u}^{\delta} \bar{v}^{\delta}\right]$.
Properties. Increasing in $\prec_{c}$, increasing in $\prec_{\mathrm{SI}}, \mathrm{TP}_{2}$ density, upper tail dependence, partial multivariate extension, mixture of powers with LT $\psi(s ; \delta)=1-\left(1-e^{-s}\right)^{1 / \delta}$ (family LTC). $C_{U}$ for $\delta \rightarrow \infty, C_{I}$ for $\delta=1$. The upper extreme value limit leads to family B6.

Family B6. Gumbel (1960a). For $1 \leq \delta<\infty$,

$$
C(u, v ; \delta)=\exp \left\{-\left(\tilde{u}^{\delta}+\tilde{v}^{\delta}\right)^{1 / \delta}\right\}
$$

The density is

$$
c(u, v ; \delta)=C(u, v ; \delta)(u v)^{-1} \frac{(\tilde{u} \tilde{v})^{\delta-1}}{\left(\tilde{u}^{\delta}+\tilde{v}^{\delta}\right)^{2-1 / \delta}}\left[\left(\tilde{u}^{\delta}+\tilde{v}^{\delta}\right)^{1 / \delta}+\delta-1\right] .
$$

Properties. Increasing in $\prec_{c}$, increasing in $\prec_{\mathrm{sI}}, \mathrm{TP}_{2}$ density, upper tail dependence, extreme value copula, partial multivariate extension, mixture of powers with LT $\psi(s ; \delta)=\exp \left\{-s^{1 / \delta}\right\}$ (family LTA). $C_{U}$ for $\delta \rightarrow \infty, C_{I}$ for $\delta=1$.

Family B7. Galambos (1975). For $0 \leq \delta<\infty$,

$$
C(u, v ; \delta)=u v \exp \left\{\left(\tilde{u}^{-\delta}+\tilde{v}^{-\delta}\right)^{-1 / \delta}\right\} .
$$

The density is

$$
\begin{aligned}
& c(u, v ; \delta)=[C(u, v ; \delta) / u v] \cdot\left[1-\left(\tilde{u}^{-\delta}+\tilde{v}^{-\delta}\right)^{-1-1 / \delta}\left(\tilde{u}^{-\delta-1}+\tilde{v}^{-\delta-1}\right)\right. \\
& \left.\quad+\left(\tilde{u}^{-\delta}+\tilde{v}^{-\delta}\right)^{-2-1 / \delta}(\tilde{u} \tilde{v})^{-\delta-1}\left\{1+\delta+\left(\tilde{u}^{-\delta}+\tilde{v}^{-\delta}\right)^{-1 / \delta}\right\}\right]
\end{aligned}
$$

Properties. Increasing in $\prec_{c}$, SI, upper tail dependence, extreme value copula, partial multivariate extension. $C_{U}$ for $\delta \rightarrow \infty, C_{I}$ for $\delta \rightarrow 0$.

Family B8. Hüsler and Reiss (1989). Let $\Phi$ be defined as in family B1. For $\delta \geq 0$,
$C(u, v ; \delta)=\exp \left\{-\tilde{u} \Phi\left(\delta^{-1}+\frac{1}{2} \delta \log [\tilde{u} / \tilde{v}]\right)-\tilde{v} \Phi\left(\delta^{-1}+\frac{1}{2} \delta \log [\tilde{v} / \tilde{u}]\right)\right\}$.
With $z=\tilde{u} / \tilde{v}$, the density is

$$
\begin{aligned}
c(u, v ; \delta)=(u v)^{-1} C(u, v ; \delta) \cdot[ & \Phi\left(\delta^{-1}+\frac{1}{2} \delta \log z^{-1}\right) \Phi\left(\delta^{-1}+\frac{1}{2} \delta \log z\right) \\
& \left.+\frac{1}{2} \delta \tilde{v}^{-1} \phi\left(\delta^{-1}+\frac{1}{2} \delta \log z\right)\right]
\end{aligned}
$$

where $\phi$ is the standard normal univariate density.
Properties. Increasing in $\prec_{c}$, SI, upper tail dependence, extreme value copula, multivariate extension. $C_{U}$ for $\delta \rightarrow \infty, C_{I}$ for $\delta \rightarrow 0$.


Figure 5.1. Contours of density for family B3 with normal margins, $\delta=$ 5.7.

A few remarks on the families are the following.

1. A proof of reflection symmetry for the family B3 is as follows. The property is equivalent to $c(u, v ; \delta)=c(1-u, 1-v ; \delta)$, $0<u, v<1$. Let $x=e^{-\delta u}, y=e^{-\delta v}, \gamma=e^{-\delta}$. The nonconstant part of the density is $x y /[x+y-x y-\gamma]^{2}$. The changes $u \rightarrow 1-u$ and $v \rightarrow 1-v$ become $x \rightarrow \gamma x^{-1}$ and $y \rightarrow \gamma y^{-1}$ and it is straightforward to check that $\gamma^{2} x^{-1} y^{-1} /\left[\gamma x^{-1}+\gamma y^{-1}-\right.$ $\left.\gamma^{2} x^{-1} y^{-1}-\gamma\right]^{2}=x y /[x+y-x y-\gamma]^{2}$. Frank (1979) showed that the family B3 of copulas are the only ones of the form $\phi\left(\phi^{-1}(u)+\phi^{-1}(v)\right)$ that have the reflection symmetry property. The reflection symmetry property does not hold for the permutation-symmetric multivariate extension of the family B3 (see Section 7.1.7).
2. Suppose $(U, V)$ is a bivariate $U(0,1)$ random pair; the Plackett


Figure 5.2. Contours of density for family $B 6$ with normal margins, $\delta=$ 2.
family B 2 is constructed from the cross-product ratio:

$$
\begin{aligned}
& \frac{\operatorname{Pr}(U \leq u, V \leq v) \operatorname{Pr}(U>u, V>v)}{\operatorname{Pr}(U \leq u, V>v) \operatorname{Pr}(U>u, V \leq v)} \\
& =\frac{C(u, v)[1-u-v+C(u, v)]}{[u-C(u, v)][v-C(u, v)]} \equiv \delta
\end{aligned}
$$

for all $u, v \in(0,1)$, where $\delta>0$. Perhaps amazingly, this leads to a distribution for all $\delta>0$, with special cases as given earlier. The above equation is quadratic in $C$; the appropriate root of the quadratic is given in the preceding list. The proof that the second-order mixed derivative is non-negative is left as an exercise. The property of reflection symmetry for this copula is clear from the above derivation from the cross-product ratio.
3. We illustrate extreme value limits in some cases. To check that
a limit is a proper distribution, one needs to check the boundary conditions but not the rectangle condition in Section 1.4.1.

B1. Let $a_{n}, b_{n}$ be sequences of reals such that $\Phi^{n}\left(a_{n}+b_{n} x\right) \rightarrow$ $\exp \left\{-e^{-x}\right\}$. Then

$$
\Phi_{\rho}^{n}\left(a_{n}+b_{n} x_{1}, a_{n}+b_{n} x_{2}\right) \rightarrow \prod_{j=1}^{2} \exp \left\{-e^{-x_{j}}\right\}
$$

if the correlation $\rho$ is less than 1. An interpretation is that for BVN distributions, the tails are asymptotically independent.
B5. With exponential margins, $F(x, y)=C\left(1-e^{-x}, 1-e^{-y} ; \delta\right)$

$$
\begin{aligned}
=1-\left[e^{-\delta x}+e^{-\delta y}\right. & \left.-e^{-\delta x} e^{-\delta y}\right]^{1 / \delta} \text { and } \\
F^{n}(x+\log n, y+ & \log n) \sim\left[1-n^{-1}\left(e^{-\delta x}+e^{-\delta y}\right)^{1 / \delta}\right]^{n} \\
& \rightarrow \exp \left\{-\left(e^{-\delta x}+e^{-\delta y}\right)^{1 / \delta}\right\}
\end{aligned}
$$

The copula of the limiting BEV distribution is in the family B6; in min-stable bivariate exponential form $\bar{G}(x, y ; \delta)$ $=\exp \{-A(x, y ; \delta)\}$, with $A(x, y ; \delta)=\left(x^{\delta}+y^{\delta}\right)^{1 / \delta}$.
B4. With exponential margins, $F(x, y)=C\left(1-e^{-x}, 1-e^{-y} ; \delta\right)$

$$
\begin{aligned}
& =\left[\left(1-e^{-x}\right)^{-\delta}+\left(1-e^{-y}\right)^{-\delta}-1\right]^{-1 / \delta} \text { and } \\
& F^{n}(x+\log n, y+\log n) \sim\left[1+\delta n^{-1}\left(e^{-x}+e^{-y}\right)\right]^{-n / \delta} \\
& \\
& \rightarrow \exp \left\{-e^{-x}-e^{-y}\right\} .
\end{aligned}
$$

Hence the upper extreme value limit is the independence copula. For the lower extreme value limit, we apply the copula to exponential survival margins, i.e., $F(x, y)=1-$ $e^{-x}-e^{-y}+\left(e^{\delta x}+e^{\delta y}-1\right)^{-1 / \delta}$. Then $F^{n}(x+\log n, y+$ $\log n) \sim\left[1-n^{-1} e^{-x}-n^{-1} e^{-y}+n^{-1}\left(e^{\delta x}+e^{\delta y}\right)^{-1 / \delta}\right]^{n}$ $\rightarrow \exp \left\{-e^{-x}-e^{-y}+\left(e^{\delta x}+e^{\delta y}\right)^{-1 / \delta}\right\}$, and the copula of the limiting BEV distribution is in the family B7.
B8. This is obtained from a non-standard extreme value limit for the BVN distribution. To get a limit which is not the independence copula, the correlation in B1 is allowed to increase to 1 ; i.e., $\lim \Phi_{\rho_{n}}^{n}\left(a_{n}+b_{n} x_{1}, a_{n}+b_{n} x_{2}\right)$, with $\rho_{n}$ increasing to 1 at an appropriate rate, leads to the family B8. There is a multivariate extension from this extreme value limit for the MVN distribution and it has a parameter for each bivariate margin.

Table 5.1. Parameter values corresponding to given Kendall tau values

| $\tau$ | B1 | B2 | B3 | B4 | B5 | B6 | B7 | B8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 |
| 0.1 | 0.156 | 1.57 | 0.91 | 0.22 | 1.19 | 1.11 | 0.34 | 0.66 |
| 0.2 | 0.309 | 2.48 | 1.86 | 0.50 | 1.44 | 1.25 | 0.51 | 0.87 |
| 0.3 | 0.454 | 4.00 | 2.92 | 0.86 | 1.77 | 1.43 | 0.70 | 1.11 |
| 0.4 | 0.588 | 6.60 | 4.16 | 1.33 | 2.21 | 1.67 | 0.95 | 1.41 |
| 0.5 | 0.707 | 11.4 | 5.74 | 2.00 | 2.86 | 2.00 | 1.28 | 1.80 |
| 0.6 | 0.809 | 21.1 | 7.93 | 3.00 | 3.83 | 2.50 | 1.79 | 2.39 |
| 0.7 | 0.891 | 44.1 | 11.4 | 4.67 | 5.46 | 3.33 | 2.62 | 3.34 |
| 0.8 | 0.951 | 115. | 18.2 | 8.00 | 8.77 | 5.00 | 4.29 | 5.24 |
| 0.9 | 0.988 | 530. | 20.9 | 18.0 | 14.4 | 10.0 | 9.30 | 10.9 |
| 1 | 1 | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |

To give an indication of the amount of dependence that exists as the $\delta$ increases for the families B1 to B8, the values of $\delta$ that correspond to Kendall tau and Spearman rho values from 0 to 1 in steps of 0.1 are given in Tables 5.1 and 5.2 , respectively. Theorem 4.3 applies to yield a simple form for $\tau$ for the families B4 and B6, with $\tau=\delta /(\delta+2), \delta \geq 0$, and $\tau=(\delta-1) / \delta, \delta \geq 1$, respectively. Also there is a simple form for $\tau$ and $\rho_{S}$ for the BVN distribution (see Exercise 2.14). All other values of $\tau$ and $\rho_{S}$ were obtained by one- or two-dimensional numerical integration, or by Monte Carlo simulation. These tables suggest that Spearman's rho is greater than Kendall's tau for these families (see Exercise 2.18).

We list below the conditional distributions $C_{2 \mid 1}(v \mid u)=\frac{\partial C}{\partial u}(u, v)$ corresponding to the families B 2 to B 8 . These are useful for simulating random pairs from the copula families, among other things. If $U, Q$ are independent random $U(0,1)$ variates, then $(U, V)=$ $\left(U, C_{2 \mid 1}^{-1}(Q \mid U)\right)$ has distribution $C$. If $C_{2 \mid 1}^{-1}$ does not exist in closed form, then $v=C_{2 \mid 1}^{-1}(q \mid u)$ can be obtained from the equation $q=$ $C_{2 \mid 1}(v \mid u)$ using a numerical root-finding routine. Of the families B 2 to $\mathrm{B} 8, C_{2 \mid 1}^{-1}$ has closed form only for the families B 3 and B 4 . With the notation $\tilde{u}=-\log u, \tilde{v}=-\log v$, the list of conditional distributions $C_{2 \mid 1}$ is:
B2. $C_{2 \mid 1}(v \mid u ; \delta)=\frac{1}{2}-\frac{1}{2}[\eta u+1-(\eta+2) v] /\left[(1+\eta(u+v))^{2}-\right.$ $4 \delta \eta u v]^{1 / 2}$;

Table 5.2. Parameter values corresponding to given Spearman rho values

| $\rho_{S}$ | B1 | B2 | B3 | B4 | B5 | B6 | B7 | B8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 |
| 0.1 | 0.105 | 1.35 | 0.60 | 0.14 | 1.12 | 1.07 | 0.28 | 0.58 |
| 0.2 | 0.209 | 1.84 | 1.22 | 0.31 | 1.27 | 1.16 | 0.40 | 0.73 |
| 0.3 | 0.313 | 2.52 | 1.88 | 0.51 | 1.46 | 1.26 | 0.51 | 0.88 |
| 0.4 | 0.416 | 3.54 | 2.61 | 0.76 | 1.69 | 1.38 | 0.65 | 1.05 |
| 0.5 | 0.518 | 5.12 | 3.45 | 1.06 | 1.99 | 1.54 | 0.81 | 1.24 |
| 0.6 | 0.618 | 7.76 | 4.47 | 1.51 | 2.39 | 1.75 | 1.03 | 1.50 |
| 0.7 | 0.717 | 12.7 | 5.82 | 2.14 | 3.00 | 2.07 | 1.34 | 1.86 |
| 0.8 | 0.813 | 24.2 | 7.90 | 3.19 | 4.03 | 2.58 | 1.86 | 2.45 |
| 0.9 | 0.908 | 66.1 | 12.2 | 5.56 | 6.37 | 3.73 | 3.01 | 3.73 |
| 1 | 1 | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |

B3. $C_{2 \mid 1}(v \mid u ; \delta)=e^{-\delta u}\left[\left(1-e^{-\delta}\right)\left(1-e^{-\delta v}\right)^{-1}-\left(1-e^{-\delta u}\right)\right]^{-1}$, $C_{2 \mid 1}^{-1}(q \mid u ; \delta)=-\delta^{-1} \log \left\{1-\left(1-e^{-\delta}\right) /\left[\left(q^{-1}-1\right) e^{-\delta u}+1\right]\right\} ;$
B4. $C_{2 \mid 1}(v \mid u ; \delta)=\left[1+u^{\delta}\left(v^{-\delta}-1\right)\right]^{-1-1 / \delta}$,

$$
C_{2 \mid 1}^{-1}(q \mid u ; \delta)=\left[\left(q^{-\delta /(1+\delta)}-1\right) u^{-\delta}+1\right]^{-1 / \delta} ;
$$

B5. $C_{2 \mid 1}(v \mid u ; \delta)=\left[1+(1-v)^{\delta}(1-u)^{-\delta}-(1-v)^{\delta}\right]^{-1+1 / \delta}[1-(1-$ $\left.v)^{\delta}\right]$;
B6. $C_{2 \mid 1}(v \mid u ; \delta)=u^{-1} \exp \left\{-\left(\tilde{u}^{\delta}+\tilde{v}^{\delta}\right)^{1 / \delta}\right\} \cdot\left[1+(\tilde{v} / \tilde{u})^{\delta}\right]^{-1+1 / \delta}$;
B7. $C_{2 \mid 1}(v \mid u ; \delta)=v \exp \left\{\left(\tilde{u}^{-\delta}+\tilde{v}^{-\delta}\right)^{-1 / \delta}\right\}\left\{1-\left[1+(\tilde{u} / \tilde{v})^{\delta}\right]^{-1-1 / \delta}\right\}$;
B8. $C_{2 \mid 1}(v \mid u ; \delta)=C(u, v ; \delta) \cdot u^{-1} \Phi\left(\delta^{-1}+\frac{1}{2} \delta \log (\tilde{u} / \tilde{v})\right)$.
A few one-parameter families of bivariate copulas that are not as simple or do not have properties that are as nice as those already listed are given in the remainder of this section.

Family B9. Raftery (1984; 1985). For $0 \leq \delta \leq 1$,

$$
C(u, v ; \delta)=B(u \wedge v, u \vee v ; \delta)
$$

where

$$
B(x, y ; \delta)=x-\left[\frac{1-\delta}{1+\delta}\right] x^{1 /(1-\delta)}\left[y^{-\delta /(1-\delta)}-y^{1 /(1-\delta)}\right] .
$$

The density is $c(u, v ; \delta)=b(u \wedge v, u \vee v ; \delta)$ where

$$
b(x, y ; \delta)=\left(1-\delta^{2}\right)^{-1} x^{\delta /(1-\delta)}\left(\delta y^{-1 /(1-\delta)}+y^{\delta /(1-\delta)}\right) .
$$

Properties. Increasing in $\prec_{c}$, lower tail dependence, $C_{I}$ for $\delta \rightarrow 0$, $C_{U}$ for $\delta=1$.

Family B10. Morgenstern (1956). For $-1 \leq \delta \leq 1$,

$$
C(u, v ; \delta)=u v[1+\delta(1-u)(1-v)] .
$$

The density is

$$
c(u, v ; \delta)=1+\delta(1-2 u)(1-2 v) .
$$

Properties. Increasing in $\prec_{c}$, increasing in $\prec_{\text {SI }}, \mathrm{TP}_{2}$ density for $\delta \geq 0$, reflection symmetry, positive dependence for $\delta>0$ and negative dependence for $\delta<0, C_{I}$ for $\delta=0$, multivariate extension.

Family B11. For $0 \leq \delta \leq 1$,

$$
C(u, v ; \delta)=\delta \min \{u, v\}+(1-\delta) u v .
$$

Properties. Increasing in $\prec_{\mathrm{c}}$, reflection symmetry, $C_{I}$ for $\delta=0$, $C_{U}$ for $\delta=1$, multivariate extension, singular component with mass $\delta$.

Family B12. For $0 \leq \delta \leq 1$,

$$
C(u, v ; \delta)=[\min \{u, v\}]^{\delta}[u v]^{1-\delta} .
$$

Properties. Increasing in $\prec_{\mathrm{c}}$, reflection symmetry, $C_{I}$ for $\delta=0$, $C_{U}$ for $\delta=1$, multivariate extension, singular component with mass $\delta /(2-\delta)$.

Remarks on these additional families are the following.

1. The family B9 has not been included with the preceding eight one-parameter families of bivariate copulas because its form is not quite as simple (it is a function of $u \vee v$ and $u \wedge v$ ).
The derivation of the family B9 is from a bivariate exponential distribution based on the stochastic representation:

$$
\begin{equation*}
X_{1}=(1-\delta) Z_{1}+I Z_{12}, \quad X_{2}=(1-\delta) Z_{2}+I Z_{12} \tag{5.1}
\end{equation*}
$$

where $I, Z_{1}, Z_{2}, Z_{12}$ are independent rvs, the $Z$ s have unit exponential distributions, and $I \sim \operatorname{Bernoulli}(\delta)$. This leads to the bivariate exponential survival function:
$G(x, y ; \delta)= \begin{cases}e^{-x}-\frac{1-\delta}{1+\delta} e^{-x /(1-\delta)}\left[e^{y \delta /(1-\delta)}-e^{-y /(1-\delta)}\right], & x \geq y, \\ e^{-y}-\frac{1-\delta}{1+\delta} e^{-y /(1-\delta)}\left[e^{x \delta /(1-\delta)}-e^{-x /(1-\delta)}\right], & x \leq y .\end{cases}$
and it becomes the given copula after the transform to $U(0,1)$ margins. The derivation of $G$ from the representation comes from the sum of integrals: $(1-\delta) e^{-(x+y) /(1-\delta)}+\delta \int_{0}^{x} \exp \{-(x-$
$z) /(1-\delta)\} \exp \{-(y-z) /(1-\delta)\} e^{-z} d z+\delta \int_{x}^{y} \exp \{-(y-z) /(1-$ $\delta)\} e^{-z} d z+\delta \int_{y}^{\infty} e^{-z} d z$, if $x \leq y$.
By extending the stochastic representation, the $\prec_{c}$ ordering can be proved (see Exercise 5.8 for some details).
The multivariate extension in Raftery (1984) covers a wide range of dependence but the parameters are not easily interpretable.
2. The family B 10 is convenient for illustrating dependence concepts because of its simple form. However, because of its limited range of dependence (see Example 2.4), it is not a useful model for data. A convenient multivariate extension is:
$C\left(\mathbf{u} ; \delta_{j k}, 1 \leq j<k \leq m\right)=u_{1} \cdots u_{m}\left[1+\sum_{j<k} \delta_{j k}\left(1-u_{j}\right)\left(1-u_{k}\right)\right]$.

Constraints include $\left|\delta_{j k}\right| \leq 1$ for all $j, k$ and there are also other joint inequality constraints in the parameters to achieve a nonnegative density (see Exercise 5.7).
3. The families B11 and B12 have limited applications because of the singular component. Possibly they have more uses for discrete univariate margins. The family B12 is the copula associated with the Marshall-Olkin bivariate exponential distribution when both univariate margins have the same mean. The mass of the singularity can be computed using Theorem 1.1.

### 5.2 Bivariate two-parameter families

Two-parameter families might be used to capture more than one type of dependence. Examples are one parameter for upper tail dependence and one for concordance, or one parameter for upper tail dependence and one for lower tail dependence. One general approach for two-parameter families is the use of (4.32) with $\nu_{1}=\nu_{2}=0$ (see (5.3) below). From the tail dependence results in Section 4.3.2, the use of the LT families LTA, LTB, LTC leads to copulas with tail dependence; the properties of the copulas for LTC are similar to those for LTA. The examples given in this section show various possible types of behaviour for upper and lower tail dependence.

Below are some two-parameter bivariate families of the form

$$
\begin{equation*}
C(u, v)=\psi\left(-\log K\left(e^{-\psi^{-1}(u)}, e^{-\psi^{-1}(v)}\right)\right) \tag{5.3}
\end{equation*}
$$

where $K$ is max-id and $\psi$ is a LT. Two-parameter families result
if $K$ is parametrized by a parameter $\delta$ and $\psi$ is parametrized by a parameter $\theta$ (denoted by $\psi_{\theta}$ ). If $K$ is increasing in concordance as $\delta$ increases, then clearly $C$ increases in concordance as $\delta$ increases with $\theta$ fixed. The concordance ordering for $\delta$ fixed and $\theta$ varying is harder to check. If $K$ has the form of an Archimedean copula (4.3), then, from (5.3), $C$ also has the form of an Archimedean copula. That is, if $K(x, y ; \delta)=\phi_{\delta}\left(\phi_{\delta}^{-1}(x)+\phi_{\delta}^{-1}(y)\right)$ for a family $\phi_{\delta}$, then

$$
\begin{align*}
C(u, v ; \theta, \delta) & =\psi_{\theta}\left(-\log \phi_{\delta}\left[\phi_{\delta}^{-1}\left(e^{-\psi_{\theta}^{-1}(u)}\right)+\phi_{\delta}^{-1}\left(e^{-\psi_{\theta}^{-1}(v)}\right)\right]\right) \\
& =\eta_{\theta, \delta}\left(\eta_{\theta, \delta}^{-1}(u)+\eta_{\theta, \delta}^{-1}(v)\right), \tag{5.4}
\end{align*}
$$

where $\eta_{\theta, \delta}(s)=\psi_{\theta}\left(-\log \phi_{\delta}(s)\right)$. For $\delta$ fixed and $\theta_{2}>\theta_{1}$ with $\eta_{i}=\eta_{\theta_{i}, \delta}, i=1,2$, the concordance ordering of $C\left(\cdot ; \theta_{1}, \delta\right)$ and $C\left(\cdot ; \theta_{2}, \delta\right)$ could be established by showing that $\omega=\eta_{2}^{-1} \circ \eta_{1}$ is superadditive (Theorem 4.1).

Family BB1. In (5.3), let $K$ be the family B6 and let $\psi$ be the family LTB. Then the resulting two-parameter family of the form (5.4) is

$$
\begin{align*}
C(u, v ; \theta, \delta) & =\left\{1+\left[\left(u^{-\theta}-1\right)^{\delta}+\left(v^{-\theta}-1\right)^{\delta}\right]^{1 / \delta}\right\}^{-1 / \theta} \\
& =\eta\left(\eta^{-1}(u)+\eta^{-1}(v)\right), \quad \theta>0, \delta \geq 1 \tag{5.5}
\end{align*}
$$

where $\eta(s)=\eta_{\theta, \delta}(s)=\left(1+s^{1 / \delta}\right)^{-1 / \theta}$ (family LTE in the Appendix).

Some properties of the family of copulas (5.5) are:
(a) The family B4 is a subfamily when $\delta=1$, and the family B6 is obtained as $\theta \rightarrow 0 . C_{I}$ obtains as $\theta \rightarrow 0$ and $\delta \rightarrow 1$ and $C_{U}$ obtains as $\theta \rightarrow \infty$ or $\delta \rightarrow \infty$.
(b) The lower tail dependence parameter is $2^{-1 /(\delta \theta)}$, while the upper tail dependence parameter is $2-2^{1 / \delta}$, independent of $\theta$. The extreme value limits from the lower and upper tails are the families B 7 and B 6 , respectively.
(c) Concordance increases as $\theta$ increases because $\omega(s) / s$ is increasing, where $\omega(s)=\eta_{\theta_{2}, \delta}^{-1}\left(\eta_{\theta_{1}, \delta}(s)\right)=\left[\left(1+s^{1 / \delta}\right)^{\rho}-1\right]^{\delta}$, $\theta_{1}<\theta_{2}$, and $\rho=\theta_{2} / \theta_{1}>1$.

Family BB2. In (5.3), let $K$ be the family B4 and let $\psi$ be the family LTB. Then the two-parameter family of the form (5.4) is

$$
\begin{align*}
C(u, v ; \theta, \delta \quad & {\left[1+\delta^{-1} \log \left(e^{\delta\left(u^{-\theta}-\xi\right)} \neq e^{\delta\left(v^{-\theta}-1\right)}-1\right)\right]^{-1 / \theta} } \\
= & \eta\left(\eta^{-1}(u)+\eta^{-1}(v)\right), \quad \theta, \delta>0 \tag{5.6}
\end{align*}
$$

where $\eta(s)=\eta_{\theta, \delta}(s)=\left[1+\delta^{-1} \log (1+s)\right]^{-1 / \theta}$ (family LTF in the Appendix).

Some properties of the family of copulas (5.6) are:
(a) $C_{I}$ obtains as $\theta \rightarrow 0, C_{U}$ obtains as $\theta \rightarrow \infty$ or $\delta \rightarrow \infty$. The limit as $\delta \rightarrow 0$ leads to the family B 4 .
(b) The lower tail dependence parameter is 1 , while there is no upper tail dependence.
(c) Concordance increases as $\theta$ increases because $\omega$ is convex, where $\omega(s)=\eta_{\theta_{2}, \delta}^{-1}\left(\eta_{\theta_{1}, \delta}(s)\right)=\exp \left\{\delta\left(\left[1+\delta^{-1} \log (1+s)\right]^{\rho}-\right.\right.$ $1)\}-1, \theta_{1}<\theta_{2}$, and $\rho=\theta_{2} / \theta_{1}>1$.
Family BB3. In (5.3), let $K$ be the family B4 and let $\psi$ be the family LTA. Then the two-parameter family of the form (5.4) is

$$
\begin{align*}
C(u, v ; \theta, \delta) & =\exp \left\{-\left[\delta^{-1} \log \left(e^{\delta \tilde{u}^{\theta}}+e^{\delta \tilde{v}^{\theta}}-1\right)\right]^{1 / \theta}\right\} \\
& =\eta\left(\eta^{-1}(u)+\eta^{-1}(v)\right), \quad \theta \geq 1, \delta>0 \tag{5.7}
\end{align*}
$$

where $\eta(s)=\eta_{\theta, \delta}(s)=\exp \left\{-\left[\delta^{-1} \log (1+s)\right]^{1 / \theta}\right\}$ (family LTG in the Appendix), $\tilde{u}=-\log u$ and $\tilde{v}=-\log v$.

Some properties of the family of copulas (5.7) are:
(a) The family B 4 is a subfamily when $\theta=1$, and the family B 6 is obtained as $\delta \rightarrow 0 . C_{U}$ obtains as $\theta \rightarrow \infty$ or $\delta \rightarrow \infty$.
(b) The lower tail dependence parameter is $2^{-1 / \delta}$ when $\theta=1$ and 1 when $\theta>1$, while the upper tail dependence parameter is $2-2^{1 / \theta}$, independent of $\delta$. The upper extreme value limit is the family B6.
(c) Concordance increases as $\theta$ increases if and only if
$-D \delta^{-1} \log (D / \delta)+\left[e^{\delta x} x \log x+e^{\delta y} y \log y\right] /\left(e^{\delta x}+e^{\delta y}-1\right) \leq 0$ for all $x, y>0$ and $\delta>0$, where $D=\log \left(e^{\delta x}+e^{\delta y}-1\right)$. This condition holds from numerical checks but has not been confirmed analytically. With a change of parametrization to $(\theta, \alpha)$ with $\alpha=\delta^{1 / \theta}$, the family of copulas has been shown to be increasing in concordance with both parameters $\theta$ and $\alpha$.

Family BB4. In (5.3), let $K$ be the family B7 and let $\psi$ be the family LTB. Then the two-parameter family is

$$
\begin{gather*}
C(u, v ; \theta, \delta)=\left(u^{-\theta}+v^{-\theta}-1-\left[\left(u^{-\theta}-1\right)^{-\delta}+\left(v^{-\theta}-1\right)^{-\delta}\right]^{-\frac{1}{6}}\right)^{-\frac{1}{\theta}} \\
\theta \geq 0, \delta>0 \tag{5.8}
\end{gather*}
$$

Some properties of the family of copulas (5.8) are:
(a) The family B4 is obtained when $\delta \rightarrow 0$, and the family B7 obtains as $\theta \rightarrow 0 . C_{U}$ obtains as $\theta \rightarrow \infty$ or $\delta \rightarrow \infty$.
(b) The lower tail dependence parameter is $\left(2-2^{-1 / \delta}\right)^{-1 / \theta}$, while the upper tail dependence parameter is $2^{-1 / \delta}$, independent of $\theta$. The lower extreme value limit leads to the min-stable bivariate exponential family $\exp \{-A(x, y)\}$, with $A(x, y)=$ $x+y-\left[x^{-\theta}+y^{-\theta}-\left(x^{\theta \delta}+y^{\theta \delta}\right)^{-1 / \delta}\right]^{-1 / \theta}$ and this is a twoparameter extension of the family B7. The upper extreme value limit is the family B7.
(c) Concordance increases as $\theta$ increase if and only if $[x+y-1-$ $\left.\left((x-1)^{-\delta}+(y-1)^{-\delta}\right)^{-1 / \delta}\right] \log \left[x+y-1-\left((x-1)^{-\delta}+(y-\right.\right.$ $\left.\left.1)^{-\delta}\right)^{-1 / \delta}\right]-x \log x-y \log y+\left[(x-1)^{-\delta}+(y-1)^{-\delta}\right]^{-1 / \delta-1}[(x-$ $\left.1)^{-\delta} x \log x+(y-1)^{-\delta} y \log y\right] \geq 0$ for all $x, y>1$ and $\delta>0$. This condition holds from numerical checks but has not been confirmed analytically.

Family BB5. In (5.3), let $K$ be the family B7 and let $\psi$ be the family LTA. Then the two-parameter family is

$$
\begin{equation*}
C(u, v ; \theta, \delta)=\exp \left\{-\left[\tilde{u}^{\theta}+\tilde{v}^{\theta}-\left(\tilde{u}^{-\theta \delta}+\tilde{v}^{-\theta \delta}\right)^{-1 / \delta}\right]^{1 / \theta}\right\} \tag{5.9}
\end{equation*}
$$

$\theta \geq 1, \delta>0$, where $\tilde{u}=-\log u, \tilde{v}=-\log v$.
Some properties of the family of copulas (5.9) are:
(a) The family B 6 is obtained when $\delta \rightarrow 0$ and the family B 7 is obtained when $\theta=1 . C_{U}$ obtains as $\theta \rightarrow \infty$ or $\delta \rightarrow \infty$.
(b) The lower tail dependence parameter is 0 and the upper tail dependence parameter is $2-\left(2-2^{-1 / \delta}\right)^{1 / \theta}$. The upper extreme value limit leads to the min-stable bivariate exponential family $\exp \{-A(x, y)\}$, with $A(x, y)=\left[x^{\theta}+y^{\theta}-\left(x^{-\theta \delta}+\right.\right.$ $\left.\left.y^{-\theta \delta}\right)^{-1 / \delta}\right]^{1 / \theta}$, and this is a two-parameter extension of the family B6.
(c) Concordance increases as $\theta$ increases if and only if $[x+y-$ $\left.\left(x^{-\delta}+y^{-\delta}\right)^{-1 / \delta}\right] \log \left[x+y-\left(x^{-\delta}+y^{-\delta}\right)^{-1 / \delta}\right]-x \log x-y \log y+$ $\left(x^{-\delta}+y^{-\delta}\right)^{-1 / \delta-1}\left(x^{-\delta} \log x+y^{-\delta} \log y\right) \geq 0$ for all $x, y>0$ and $\delta>0$. This condition holds from numerical checks but has not been confirmed analytically.
Family BB6. In (5.3), let $K$ be the family B6 and let $\psi$ be the family LTC. Then the two-parameter family of form (5.4) is

$$
\begin{align*}
C(u, v ; \theta, \delta)=1 & -\left(1-\exp \left\{-\left[\left(-\log \left(1-\bar{u}^{\theta}\right)\right)^{\delta}+\left(-\log \left(1-\bar{v}^{\theta}\right)\right)^{\delta}\right]^{\frac{1}{\delta}}\right\}\right)^{\frac{1}{\theta}} \\
& =\eta\left(\eta^{-1}(u)+\eta^{-1}(v)\right), \quad \theta \geq 1, \delta \geq 1 \tag{5.10}
\end{align*}
$$

where $\bar{u}=1-u, \bar{v}=1-v$ and $\eta(s)=\eta_{\theta, \delta}(s)=1-[1-$ $\left.\exp \left\{-s^{1 / \delta}\right\}\right]^{1 / \theta}$ (family LTH in the Appendix).

Some properties of the family of copulas (5.10) are:
(a) The family B 6 is obtained when $\theta=1$, and the family B 5 is obtained when $\delta=1 . C_{U}$ obtains as $\theta \rightarrow \infty$ or $\delta \rightarrow \infty$.
(b) The lower tail dependence parameter is 0 , and the upper tail dependence parameter is $2-2^{1 /(\theta \delta)}$. The upper extreme value limit is the family B 6 .
(c) Concordance increases as $\theta$ increases because $\omega(s)$ is convex in $s>0$, where $\omega(s)=\eta_{\theta_{2}, \delta}^{-1}\left(\eta_{\theta_{1}, \delta}(s)\right)=\left[\sigma\left(s^{1 / \delta}\right)\right]^{\delta}, \theta_{1}<\theta_{2}$, and $\sigma(t)=-\log \left(1-\left[1-e^{-t}\right]^{\rho}\right)$, with $\rho=\theta_{2} / \theta_{1}>1$.

Family BB7. In (5.3), let $K$ be the family B4 and let $\psi$ be the family LTC. Then the two-parameter family of the form (5.4) is

$$
\begin{align*}
C(u, v ; \theta, \delta) & =1-\left(1-\left[\left(1-\bar{u}^{\theta}\right)^{-\delta}+\left(1-\bar{v}^{\theta}\right)^{-\delta}-1\right]^{-1 / \delta}\right)^{1 / \theta} \\
& =\eta\left(\eta^{-1}(u)+\eta^{-1}(v)\right), \quad \theta \geq 1, \delta>0 \tag{5.11}
\end{align*}
$$

where $\eta(s)=\eta_{\theta, \delta}(s)=1-\left[1-(1+s)^{-1 / \delta}\right]^{1 / \theta}$ (family LTI in the Appendix).

Some properties of the family of copulas (5.11) are:
(a) The family B 4 is obtained when $\theta=1$, and the family B 5 is obtained as $\delta \rightarrow 0 . C_{U}$ obtains as $\theta \rightarrow \infty$ or $\delta \rightarrow \infty$.
(b) The lower tail dependence parameter is $2^{-1 / \delta}$, independent of $\theta$, and the upper tail dependence parameter is $2-2^{1 / \theta}$, independent of $\delta$. The extreme value limits from the lower and upper tails are, respectively, the families B7 and B6.
(c) Concordance increases as $\theta$ increases when $\delta \leq 1$; the proof is non-trivial. It is conjectured that concordance is also increasing in $\theta$ when $\delta>1$.

Other two-parameter families of copulas of the form (4.3) are based on two-parameter families of LTs that do not come from a composition of the form (5.4).

Family BB8. A family of copulas based on a two-parameter family of LTs, $\phi(s)=\delta^{-1}\left[1-\left\{1-\left[1-(1-\delta)^{\theta}\right] e^{-s}\right\}^{1 / \theta}\right], \theta \geq 1$, $0<\delta \leq 1$ (family LTJ in the Appendix), is:
$C(u, v ; \theta, \delta)=\delta^{-1}\left[1-\left\{1-\left[1-(1-\delta)^{\theta}\right]^{-1}\left[1-(1-\delta u)^{\theta}\right]\left[1-(1-\delta v)^{\theta}\right]\right\}^{\frac{1}{\theta}}\right]$,
$\theta \geq 1,0 \leq \delta \leq 1$. Some properties of the family of copulas (5.12) are:
(a) $C_{I}$ obtains as $\delta \rightarrow 0$ or $\theta \rightarrow 1$. The family B 5 is obtained when $\delta=1$, and the family B3 is obtained as $\theta \rightarrow \infty$ with $\gamma=1-(1-\delta)^{\theta}$ held constant (or with $\delta=1-(1-\gamma)^{1 / \theta}$ ).
(b) The family is derived as a power mixture family with the above LT. The family does not have tail dependence except when $\delta=1$. It extends to the multivariate case for each fixed $\delta$.
(c) Concordance increases as $\theta$ or $\delta$ increases. The proof of the concordance ordering is non-trivial.

Family BB9. From the two-parameter family of LTs, $\phi(s)=$ $\exp \left\{-\left(\alpha^{\theta}+s\right)^{1 / \theta}+\alpha\right\}, \alpha \geq 0, \theta \geq 1$ (family LTL in the Appendix), the two-parameter family of copulas is

$$
\begin{equation*}
C(u, v ; \theta, \alpha)=\exp \left\{-\left[(\alpha-\log u)^{\theta}+(\alpha-\log v)^{\theta}-\alpha^{\theta}\right]^{1 / \theta}+\alpha\right\} \tag{5.13}
\end{equation*}
$$

$\theta \geq 1, \alpha>0$. Some properties of the family of copulas (5.13) are:
(a) $C_{I}$ obtains as $\alpha \rightarrow \infty$ or for $\theta=1$, and $C_{U}$ obtains as $\theta \rightarrow \infty$. The family B 6 is a subfamily when $\alpha=0$.
(b) Concordance increases as either $\theta$ increases or $\alpha$ decreases.

The next example is one of a two-parameter family in which concordance is not monotone in both parameters. It is not clear if the concordance ordering in two parameters can be obtained after making a parameter change. For example, with a reparametrization of LTL to $\exp \left\{-(\delta+s)^{1 / \theta}+\delta^{1 / \theta}\right\}$, the reparametrization of (5.13) is not always increasing in concordance in $\theta$ for fixed $\delta$.

Family BB10. The LT of the negative binomial distribution is $\phi(s)=\left[(1-\theta) e^{-s} /\left(1-\theta e^{-s}\right)\right]^{\alpha}=\left[(1-\theta) /\left(e^{s}-\theta\right)\right]^{\alpha}$, where $0 \leq \theta<1$ and $\alpha>0$ (family LTM in the Appendix). The inverse is $\phi^{-1}(t)=\log \left[(1-\theta) t^{-1 / \alpha}+\theta\right]$. The family of copulas is

$$
\begin{equation*}
C(u, v ; \theta, \alpha)=u v\left[1-\theta\left(1-u^{1 / \alpha}\right)\left(1-v^{1 / \alpha}\right)\right]^{-\alpha} \tag{5.14}
\end{equation*}
$$

$0 \leq \theta \leq 1, \alpha>0$. Some properties of the family of copulas (5.14) are:
(a) $C_{I}$ obtains as $\alpha \rightarrow \infty ; C_{U}$ obtains as $\alpha \rightarrow 0$ when $\theta=1$, but $C_{I}$ obtains as $\alpha \rightarrow 0$ for $0<\theta<1$.
(b) Concordance increases as $\theta$ increases for a fixed $\alpha$. The concordance is decreasing in $\alpha$ for $\theta=1$. For $0<\theta<1$ fixed, there is no concordance ordering as $\alpha$ increases.

### 5.3 Multivariate copulas with partial symmetry

A multivariate parametric family of copulas is an extension of a (one-parameter) bivariate family if: (i) all bivariate marginal copulas of the multivariate copula are in the given bivariate family; and (ii) all multivariate marginal copulas of order 3 to $m-1$ have the same multivariate form.

There is no proven general multivariate extension of a bivariate parametric family that has a dependence parameter for each bivariate margin (but see Section 4.8). This section has the multivariate extension for copulas having the forms in Section 4.2. After possibly permuting the indices, the form of the multivariate extension is that the $(i, j)$ bivariate margin has parameter $\delta_{i j}$, with $\delta_{i j}=\beta_{a_{i}, a_{j}}$ if $\left\{a_{i}, \ldots, a_{j}\right\}$ is the smallest cluster of consecutive indices that contain indices $i$ and $j$. There are $m-1$ parameters with the form $\beta_{a, b}, a<b$, and the $\beta_{a, b}$ satisfy $\beta_{a_{1}, b_{1}} \geq \beta_{a_{2}, b_{2}}$ if $a_{2} \leq a_{1}<b_{1} \leq b_{2}$. There are no constraints for $\beta_{a_{1}, b_{1}}$ and $\beta_{a_{2}, b_{2}}$ if $b_{1}<a_{2}$ or $b_{2}<a_{1}$. The labelling for the $m-1$ parameters $\beta_{a, b}$ is such that $a_{1}<a_{2} \leq b_{1}<b_{2}$ or $a_{2}<a_{1} \leq b_{2}<b_{1}$ is not allowed. That is, clusters (of indices) are hierarchical or nested, and cannot overlap. (Compare the data analysis technique of hierarchical clustering; see also the comparison with hierarchical normal models in Section 4.2.1.)

Examples are:

- $m=3$. Parameters $\beta_{1,2} \geq \beta_{1,3}$ with $\delta_{12}=\beta_{1,2}, \delta_{13}=\delta_{23}=\beta_{1,3}$.
- $m=4$. Parameters $\beta_{1,2} \geq \beta_{1,3} \geq \beta_{1,4}$ with $\delta_{12}=\beta_{1,2}, \delta_{13}=$ $\delta_{23}=\beta_{1,3}$, and $\delta_{14}=\delta_{24}=\delta_{34}=\beta_{1,4}$.
- $m=4$. Parameters $\beta_{1,2}, \beta_{3,4} \geq \beta_{1,4}$ with $\delta_{12}=\beta_{1,2}, \delta_{34}=\beta_{3,4}$, and $\delta_{13}=\delta_{14}=\delta_{23}=\delta_{24}=\beta_{1,4}$.
- $m \geq 5$. There are three different structural forms for $m=5$. The number of different clustering forms increases rapidly with $m$.
The permutation-symmetric subcase obtains when all of the $\beta_{a, b}$ are the same.

Below we list some (trivariate) families with this partially symmetric dependence structure; this will suggest the form of the higher-dimensional copulas, without the tedious notation of the latter. In referring to properties of parametric families of copulas, an $m$-variate copula is a multivariate extreme value (MEV) copula if

$$
C\left(u_{1}^{t}, \ldots, u_{m}^{t}\right)=C^{t}\left(u_{1}, \ldots, u_{m}\right) \quad \forall t>0
$$

After converting to unit exponential survival margins, with $\bar{G}(\mathbf{x})=$ $C\left(e^{-x_{1}}, \ldots, e^{-x_{m}}\right)$, the MEV copulas are easily recognized from $A(\mathbf{x})=-\log G(\mathbf{x})$ being homogeneous of order 1, i.e., $A(t \mathbf{x})=$ $t A(\mathbf{x})$ for all $t>0$. Extreme value limits (upper and lower) refer to the limit of

$$
\left[K\left(1-n^{-1} e^{-x_{1}}, \ldots, 1-n^{-1} e^{-x_{m}}\right)\right]^{n}, \quad n \rightarrow \infty
$$

where $K$ is either $C$ or the associated copula $C^{*}$ when $C$ is applied to survival functions (see Section 1.6).

For the families LTA, LTB, LTC and LTD of LTs $\phi_{\theta}$, the property of $\phi_{\theta_{1}}^{-1} \circ \phi_{\theta_{2}} \in \mathcal{L}_{\infty}^{*}, \theta_{1}<\theta_{2}$, is satisfied using results in the Appendix. Therefore the constructions in Section 4.2 apply to yield copulas of the form (4.7), (4.10) and (4.11) and their extensions. The increasing in concordance property for these parametric families follows from theorems in Section 4.2.1. Hence the $\prec_{c}$ ordering holds but its verification is not easy; however, the $\prec_{\mathrm{c}}^{\mathrm{pw}}$ ordering follows easily from the $\prec_{c}$ ordering of the bivariate margins.

For the trivariate case, with $\theta_{1}=\beta_{1,3} \leq \beta_{1,2}=\theta_{2}$, copulas have the form

$$
\begin{equation*}
\phi_{\theta_{1}}\left(\phi_{\theta_{1}}^{-1} \circ \phi_{\theta_{2}}\left(\phi_{\theta_{2}}^{-1}\left(u_{1}\right)+\phi_{\theta_{2}}^{-1}\left(u_{2}\right)\right)+\phi_{\theta_{1}}^{-1}\left(u_{3}\right)\right), \tag{5.15}
\end{equation*}
$$

Theorems 4.8 and 4.9 then imply that (5.15) is increasing in concordance as $\theta_{1}$ or $\theta_{2}$ increase with $\theta_{1} \leq \theta_{2}$.

Family M3. A generalization of family B3. Let $\phi_{\theta}(s)=$ $-\theta^{-1} \log \left[1-\left(1-e^{-\theta}\right) e^{-s}\right], \theta \geq 0$ (family LTD in the Appendix). For $\theta_{1}<\theta_{2}$, the family (5.15) becomes

$$
\begin{aligned}
& C\left(\mathbf{u} ; \theta_{1}, \theta_{2}\right)=-\theta_{1}^{-1} \log \left\{1-c_{1}^{-1}\left(1-\left[1-c_{2}^{-1}\left(1-e^{-\theta_{2} u_{1}}\right)\right.\right.\right. \\
&\left.\left.\left.\left(1-e^{-\theta_{2} u_{2}}\right)\right]^{\theta_{1} / \theta_{2}}\right)\left(1-e^{-\theta_{1} u_{3}}\right)\right\}
\end{aligned}
$$

where $c_{1}=1-e^{-\theta_{1}}$ and $c_{2}=1-e^{-\theta_{2}}$.
Family M4. A generalization of family B4. Let $\phi_{\theta}(s)=$ $(1+s)^{-1 / \theta}, \theta \geq 0$ (family LTB in the Appendix). For $\theta_{1} \leq \theta_{2}$, the family (5.15) becomes

$$
C\left(u_{1}, u_{2}, u_{3} ; \theta_{1}, \theta_{2}\right)=\left[\left(u_{1}^{-\theta_{2}}+u_{2}^{-\theta_{2}}-1\right)^{\theta_{1} / \theta_{2}}+u_{3}^{-\theta_{1}}-1\right]^{-1 / \theta_{1}}
$$

The lower extreme value limit of this family is the family M7 which generalizes B7 (see Section 6.3.1).

Family M5. Generalization of families B5 and BB8. With $\delta$ fixed in ( 0,1 ), the family BB8 has the same multivariate generalization. Let $\phi_{\theta}(s)=\delta^{-1}\left[1-\left(1-c(\theta) e^{-s}\right)^{1 / \theta}\right], \theta \geq 1$, where
$c(\theta)=1-(1-\delta)^{\theta}$ (family LTJ in the Appendix). For $\theta_{1}<\theta_{2}$, the family (5.15) becomes

$$
\begin{aligned}
& C\left(\mathbf{u} ; \theta_{1}, \theta_{2}\right)=\delta^{-1}\left(1-\left[1-\left\{1-\left[1-A\left(u_{1}, \theta_{2}\right)\right.\right.\right.\right. \\
&\left.\left.\left.\left.\cdot A\left(u_{2}, \theta_{2}\right) / c\left(\theta_{2}\right)\right]^{\theta_{1} / \theta_{2}}\right\} A\left(u_{3}, \theta_{1}\right) / c\left(\theta_{1}\right)\right]^{1 / \theta_{1}}\right)
\end{aligned}
$$

where $A(u, \theta)=1-(1-\delta u)^{\theta}$. The limit as $\delta \rightarrow 1$ leads to

$$
\begin{equation*}
C\left(\mathbf{u} ; \theta_{1}, \theta_{2}\right)=1-\left\{\left[v_{1}^{\theta_{2}}\left(1-v_{2}^{\theta_{2}}\right)+v_{2}^{\theta_{2}}\right]^{\theta_{1} / \theta_{2}}\left(1-v_{3}^{\theta_{1}}\right)+v_{3}^{\theta_{1}}\right\}^{1 / \theta_{1}} \tag{5.16}
\end{equation*}
$$

where $v_{j}=1-u_{j}, j=1,2,3$. The copula resulting from the extreme value limit of (5.16) is the family M6.

Family M6. A generalization of family B 6 . Let $\phi_{\theta}(s)=$ $\exp \left\{-s^{1 / \theta}\right\}, \theta \geq 1$ (family LTA in the the Appendix). For $\theta_{1}<\theta_{2}$, the family (5.15) becomes

$$
\begin{gathered}
C\left(\mathbf{u} ; \theta_{1}, \theta_{2}\right)=\exp \left\{-\left(\left[\left(-\log u_{1}\right)^{\theta_{2}}+\left(-\log u_{2}\right)^{\theta_{2}}\right]^{\theta_{1} / \theta_{2}}\right.\right. \\
\left.\left.+\left(-\log u_{3}\right)^{\theta_{1}}\right)^{1 / \theta_{1}}\right\}
\end{gathered}
$$

The generalization of the family B7 to M7 is given in Section 6.3.1.

### 5.4 Extensions to negative dependence *

In this section, we use the theory of Section 4.4 to extend some families in the previous two sections to negative dependence. The extension comes from extending families of LTs $\phi_{\theta}$ to functions in $\mathcal{L}_{n}$ for different $n$ (see (1.1) in Section 1.3). From Section 4.4, a condition needed for negative dependence is the subadditivity of the function $\eta(z)=\phi^{-1}\left(e^{-z}\right)$, with concavity of $\eta$ or equivalently convexity of $\eta^{-1}=-\log \phi$ being a sufficient condition.

Details are shown for several parametric families to study the range of negative dependence that can be achieved with theory of Section 4.4. It is not known what is the most negative dependence that can be obtained with this approach. A number of the tedious calculations were done with the aid of symbolic manipulation software.

Family M4E. Extension of B4, M4 and LTB. Write the gamma family of LTs as $\phi(s)=\phi_{\theta}(s)=(1+\theta s)^{-1 / \theta}, \theta>0$. The LT $\phi_{0}(s)=e^{-s}$ is obtained as $\theta \rightarrow 0$, and the family $\phi_{\theta}$ extends to $\theta<$

Table 5.3. Most negative values of $\tau$ and $\rho_{S}$ for family M4E and MVN.

| $m$ | $\lambda_{m}$ | $\tau$ | $\rho_{S}$ | $\tau(\mathrm{MVN})$ | $\rho_{S}(\mathrm{MVN})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | -1 | -1 | -1 | -1 |
| 3 | $1 / 2$ | -0.3333 | -0.4667 | -0.3333 | -0.4826 |
| 4 | $1 / 3$ | -0.2000 | -0.2930 | -0.2163 | -0.3198 |
| 5 | $1 / 4$ | -0.1429 | -0.2119 | -0.1609 | -0.2394 |
| 6 | $1 / 5$ | -0.1111 | -0.1656 | -0.1282 | -0.1913 |
| 7 | $1 / 6$ | -0.0909 | -0.1359 | -0.1066 | -0.1593 |

0 by writing $\phi_{\theta}(s)=(1+\theta s)_{+}^{-1 / \theta}, \theta<0$, where $(z)_{+}=\max \{0, z\}$. (The extended family $\phi_{\theta}$ is the family of generalized Pareto survival functions.) Let $\lambda=-\theta$ so that $\phi_{\theta}(s)=(1-\lambda s)^{1 / \lambda}, 0 \leq s \leq \lambda^{-1}$, $\lambda>0$. The function $\eta(z)=\phi_{\theta}^{-1}\left(e^{-z}\right)$ equals $\lambda^{-1}\left(1-e^{-\lambda z}\right)$ and has second derivative $\eta^{\prime \prime}(z)=-\lambda e^{-\lambda z} \leq 0$, so that it is concave. It is easily verified that

$$
(-1)^{j} \phi_{\theta}^{(j)}(s)=\left[\prod_{k=0}^{j-1}(1-k \lambda)\right](1-\lambda s)^{-j+1 / \lambda}, \quad j=1,2, \ldots
$$

and this is non-negative if and only if $\lambda \leq(j-1)^{-1}$. Hence $\phi_{\theta} \in \mathcal{L}_{m}$ and (4.4) exists if $\theta \geq-(m-1)^{-1}=-\lambda_{m}$. The Fréchet lower bound obtains for $\lambda=1(\theta=-1)$.

Table 5.3 lists the bivariate Kendall tau and Spearman rho values for the most negatively dependent permutation-symmetric copula of form (4.4) from this family of $\phi_{\theta}$ in the cases $m=2, \ldots, 7$. The Kendall tau value is $-\lambda /(2-\lambda)$. For comparison, the values of $\tau, \rho_{S}$ for the most negatively dependent exchangeable MVN distributions are given in the last two columns of Table 5.3. The formulas are $\tau=\frac{2}{\pi} \arcsin \left(\rho_{m}\right)$ and $\rho_{S}=\frac{6}{\pi} \arcsin \left(\rho_{m} / 2\right)$, with $\rho_{m}=-(m-1)^{-1}$. The extended family has a good range of exchangeable negative dependence compared with the MVN distributions but the drawback is that zero density exists in a certain region (see Section 4.4).

Family M3E. Extension of B3, M3 and LTD. The logarithmic series family of LTs is $\phi_{\theta}(s)=-\theta^{-1} \log \left[1-\left(1-e^{-\theta}\right) e^{-s}\right]$ for $\theta>0$. The limit as $\theta \rightarrow 0$ is $\phi_{0}(s)=e^{-s}$. The family extends to functions in $\mathcal{L}_{1}$ for all negative parameter values; in this case, write $\phi_{\theta}(s)=\lambda^{-1} \log \left[1+\left(e^{\lambda}-1\right) e^{-s}\right]$, with $\lambda=-\theta>0$. Then $\phi_{\theta}^{-1}(t)=$

Table 5.4. Most negative values of $\tau$ and $\rho_{S}$ for family M3E.

| $m$ | $y_{m}$ | $\lambda_{m}$ | $\tau$ | $\rho_{S}$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $\infty$ | $\infty$ | -1 | -1 |
| 3 | 1 | 0.69315 | -0.0766 | -0.1148 |
| 4 | 0.26795 | 0.23740 | -0.0264 | -0.0395 |
| 5 | 0.10102 | 0.09624 | -0.0107 | -0.0160 |
| 6 | 0.04310 | 0.04219 | -0.0047 | -0.0070 |

$-\log \left[\left(e^{\lambda t}-1\right) /\left(e^{\lambda}-1\right)\right]$ and $\eta(z)=\phi_{\theta}^{-1}\left(e^{-z}\right)=-\log \left[\left(\exp \left\{\lambda e^{-z}\right\}-\right.\right.$ $\left.1) /\left(e^{\lambda}-1\right)\right]$. It is straightforward to obtain $\eta^{\prime}(z)=\left(\exp \left\{\lambda e^{-z}\right\}-\right.$ $1)^{-1} \lambda e^{-z} \exp \left\{\lambda e^{-z}\right\} \geq 0$ and $\eta^{\prime \prime}(z)=\left(\exp \left\{\lambda e^{-z}\right\}-1\right)^{-2} \lambda e^{-z}$ $\cdot \exp \left\{\lambda e^{-z}\right\}\left[1+\lambda e^{-z}-\exp \left\{\lambda e^{-z}\right\}\right] \leq 0$. Therefore $\eta$ is concave.

Next we study $(-1)^{j} \phi_{\theta}^{(j)}(s)$. Let $y=\left(e^{\lambda}-1\right) e^{-s}$ so that $d y / d s=$ $-y$. Then

$$
(-1)^{j} \phi_{\theta}^{(j)}(s)=\lambda^{-1} A_{j}(y) /(1+y)^{j}, \quad j=1,2, \ldots
$$

where $A_{j}(y)$ is a polynomial in $y$ (of degree $j-1$ for $j \geq 2$ ). The recursion for the $A_{j}$ is

$$
A_{j+1}(y)=y\left[(1+y) A_{j}^{\prime}(y)-j A_{j}(y)\right]
$$

with $A_{1}(y)=A_{2}(y)=y$. If $A_{j}(y)=\sum_{k=1}^{j-1} a_{j k} y^{k}, j \geq 2$, it can be shown that $a_{j+1,1}=a_{j 1}=1, a_{j+1, j}=-a_{j, j-1}=(-1)^{j}$ by induction, and $a_{j+1, k}=k a_{j k}-(j+1-k) a_{j, k-1}$ for $2 \leq k \leq j-1$. The polynomials $A_{j}(y)$ are positive for $y$ near zero, with the first positive root of $A_{j}$ decreasing as $j$ increases. Let $y_{j}$ be this root and let $\lambda_{j}=\log \left(1+y_{j}\right)$. Then $\phi_{\theta} \in \mathcal{L}_{m}$ if $\lambda \leq \lambda_{m}$. For $m=2$, $A_{2}(y)=y$ so that $y_{2}=\lambda_{2}=\infty$. That is, bivariate copulas of the form (4.3) exist for the entire extended parameter range. The Fréchet lower bound copula obtains as $\theta \rightarrow-\infty(\lambda \rightarrow \infty)$. In Table 5.4 , for $m=2, \ldots, 6$, are listed $y_{m}, \lambda_{m}$ and the bivariate Kendall tau and Spearman rho values for the most negatively dependent permutation-symmetric copula of the form (4.4) from this family of $\phi_{\theta}$. From the table, this family does not allow much extension into the negatively dependent range for $m \geq 3$; the range is much smaller than that of the family M4E.

Next we consider partially symmetric copulas of the form (4.7), (4.10) and (4.11). Let $\omega=\phi_{\theta_{1}}^{-1} \circ \phi_{\theta_{2}}$ with $\theta_{1}<\theta_{2}$. With $\rho=\theta_{1} / \theta_{2}$,

Table 5.5. Lower bounds (LB) on parameters for functions in $\mathcal{L}_{3}^{*}$ (family M3E).

| $\theta_{1}:$ | -1 | -2 | -3 | -4 | -5 | -6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta_{2}(\mathrm{LB}):$ | -1 | -1.11 | -1.00 | -0.89 | -0.81 | -0.75 |

$$
\begin{aligned}
& c_{i}=1-e^{-\theta_{i}}, \\
& i=1,2 \\
& \\
& \qquad \omega(s)=-\log \left\{\left[1-\left(1-c_{2} e^{-s}\right)^{\rho}\right] / c_{1}\right\}
\end{aligned}
$$

For $\theta_{1} \geq 0, \omega$ is in $\mathcal{L}_{\infty}^{*}$. For $\theta_{1}=-\lambda<0$, consider the three cases of: (i) $\theta_{2}>0$; (ii) $\theta_{2}=0$; and (iii) $\theta_{2}<0$. For (i), $\rho<0,0<c_{2}<1$ and $\omega(s)=-\log \left[(1-y)^{\rho}-1\right]+\log \left|c_{1}\right|$, with $y=c_{2} e^{-s} \leq c_{2}(d y / d s=$ $-y$ ). For (ii), $\omega(s)=-\log \left(e^{y}-1\right)+\log \left(e^{\lambda}-1\right)$, with $y=\lambda e^{-s} \leq \lambda$. For (iii), $\rho>1, c_{1}, c_{2}<0$ and $\omega(s)=-\log \left[(1+y)^{\rho}-1\right]+\log \left|c_{1}\right|$, with $y=-c_{2} e^{-s} \leq\left|c_{2}\right|$.

The analysis of $\omega$ is not simple. For (ii), $\omega^{\prime}(s)=y e^{y} /\left(e^{y}-1\right)=$ $y /\left(1-e^{-y}\right) \geq 0, \omega^{\prime \prime}(s)=y\left(1-e^{-y}\right)^{-2}\left[(y+1) e^{-y}-1\right], \omega^{\prime \prime \prime}(s)=$ $y\left(1-e^{-y}\right)^{-3}\left[e^{-2 y}\left(y^{2}+3 y+1\right)+e^{-y}\left(y^{2}-3 y-2\right)+1\right] . \omega^{\prime \prime}(s) \leq 0$ since $y+1 \leq e^{y} \cdot w^{\prime \prime \prime}(s) \geq 0$ if and only if $e^{-2 y}\left(y^{2}+3 y+1\right)+e^{-y}\left(y^{2}-\right.$ $3 y-2)+1 \geq 0$, or $g(y)=y^{2}+3 y+1+e^{y}\left(y^{2}-3 y-2\right)+e^{2 y} \geq 0$. Since $g(0)=0$ and $g^{\prime}(y) \geq 2 y+3+e^{y}\left(2 y^{2}+y-3\right) \stackrel{\text { def }}{=} g_{1}(y)$, it suffices to show $g_{1}(y) \geq 0$. This is true since $g_{1}(0)=g_{1}^{\prime}(0)=0$ and $g_{1}^{\prime \prime}>0$.

For (i), let $\omega_{1}=\phi_{\theta_{1}}^{-1} \circ \phi_{0}$ and $\omega_{2}=\phi_{0}^{-1} \circ \phi_{\theta_{2}}$, where $\phi_{0}(s)=e^{-s}$. Then $\omega=\omega_{1} \circ \omega_{2}$. Let $y=-\theta_{1} e^{-s}$. Then $\omega_{1}^{\prime}=y /\left(1-e^{-y}\right) \geq 0$, $\omega_{1}^{\prime \prime}=-y e^{y}\left(e^{y}-1\right)^{-2}\left[e^{y}-y-1\right] \leq 0, \omega_{1}^{\prime \prime \prime}=y e^{y}\left(e^{y}-1\right)^{-3}\left[y^{2}(1+\right.$ $\left.\left.e^{y}\right)+3 y\left(1-e^{y}\right)+\left(1-e^{y}\right)^{2}\right] \geq 0$ and $(-1)^{j-1} \omega_{2}^{(j)} \geq 0, j \geq 1$. Hence it follows that $\omega^{\prime}=\omega_{1}^{\prime}\left(\omega_{2}\right) \omega_{2}^{\prime} \geq 0, \omega^{\prime \prime}=\omega_{1}^{\prime \prime}\left(\omega_{2}\right)\left(\omega_{2}^{\prime}\right)^{2}+\omega_{1}^{\prime}\left(\omega_{2}\right) \omega_{2}^{\prime \prime} \leq 0$ and $\omega^{\prime \prime \prime} \geq 0$.

For (iii), $\omega^{\prime}(s)=\rho y(1+y)^{\rho-1} /\left[(1+y)^{\rho}-1\right] \geq 0, \omega^{\prime \prime}(s)=-\rho y(1+$ $y)^{\rho-2}\left[(1+y)^{\rho}-1\right]^{-2}\left[(1+y)^{\rho}-1-\rho y\right]$ and $\omega^{\prime \prime \prime}(s)=\rho y(1+y)^{\rho-3}[(1+$ $\left.y)^{\rho}-1\right]^{-3}\left[(1-y) z^{2}+z\left(\rho^{2} y^{2}+(2-3 \rho) y-2\right)+\left(\rho^{2} y^{2}+(3 \rho-1) y+1\right)\right]$ where $z=(1+y)^{\rho} \cdot \omega^{\prime \prime}(s) \leq 0$ since $(1+y)^{\rho}-1-\rho y=\rho(\rho-1) y_{0}^{2} / 2 \geq$ 0 for some $0 \leq y_{0} \leq y . \omega^{\prime \prime \prime}(s) \rightarrow 0$ as $y \rightarrow 0$ (or $s \rightarrow \infty$ ) and $\omega^{\prime \prime \prime}(s)>0$ for $y$ near 0 . A conjecture based on some numerical computations is that $\omega^{\prime \prime \prime}(s) \geq 0$ for all $s \geq 0$ if $\omega^{\prime \prime \prime}(0) \geq 0$.

For fixed $\theta_{1}$, there should be a lower bound on the possible value of $\theta_{2}$ so that $\omega \in \mathcal{L}_{3}^{*}$. These values are given in Table 5.5 for a few cases; they were obtained numerically.

Extension of B6, M6 and LTA. The positive stable LTs $\phi_{\theta}(s)=\exp \left\{-s^{1 / \theta}\right\}, \theta \geq 1$, extend to decreasing functions in $\mathcal{L}_{1}$ for $0<\theta<1$. The second derivative of $\phi_{\theta}$ is

$$
\phi_{\theta}^{\prime \prime}(s)=\exp \left\{-s^{1 / \theta}\right\} \lambda s^{\lambda-2}\left[\lambda s^{\lambda}-\lambda+1\right]
$$

where $\lambda=\theta^{-1}$. This derivative can be negative near $s=0$ if $\theta<1$ or $\lambda>1$, so that $\phi_{\theta} \notin \mathcal{L}_{2}$ for $0<\theta<1$. Hence no copulas of the form (4.3) result from the extension.

Extension of B5, M5 and LTC. Let the LT family be $\phi_{\theta}(s)=$ $1-\left(1-e^{-s}\right)^{1 / \theta}, \theta \geq 1$. This can be extended to decreasing functions in $\mathcal{L}_{1}$ for $0<\theta<1$. Then $\eta(z)=\phi^{-1}\left(e^{-z}\right)=-\log \left[1-\left(1-e^{-z}\right)^{\theta}\right]$, $\eta^{\prime}(z)=\theta\left(1-e^{-z}\right)^{\theta-1} e^{-z} /\left[1-\left(1-e^{-z}\right)^{\theta}\right]$ and
$\eta^{\prime \prime}(z)=\left[1-\left(1-e^{-z}\right)^{\theta}\right]^{-2} \theta\left(1-e^{-z}\right)^{\theta-2} e^{-z}\left\{\left(1-e^{-z}\right)^{\theta}+\theta e^{-z}-1\right\}$.
The term $g(w)=(1-w)^{\theta}+\theta w-1$ is non-positive, for $w=e^{-z} \in$ $[0,1]$, since $g(0)=0$ and $g^{\prime}(w)=\theta\left[1-(1-w)^{\theta-1}\right] \leq 0$ for $0<$ $w, \theta<1$. Therefore $\eta$ is concave. With $y=e^{-s}, d y / d s=-y$ and $\lambda=\theta^{-1}$, the second derivative of $\phi_{\theta}$ is

$$
\phi_{\theta}^{\prime \prime}(s)=\lambda y(1-y)^{\lambda-2}(1-\lambda y)
$$

and this can be less than 0 if $\lambda>1(\theta<1)$. Therefore for this family of $\phi_{\theta}$, there are no negatively dependent copulas for (4.3).

We study one more family that has more negative dependence than the family M3E.

Family MB9E. Extension of family BB9 and LTL. A twoparameter LT family is $\phi(s)=\phi_{\theta, \alpha}(s)=\exp \left\{-\left(\alpha^{\theta}+s\right)^{1 / \theta}+\alpha\right\}$, $\theta \geq 1, \alpha \geq 0$. This can be extended into a family in $\mathcal{L}_{1}$ for $\theta>0$, $\alpha \geq 0$. Let $\lambda=\theta^{-1} . H(s)=-\log \phi(s)=\left(\alpha^{\theta}+s\right)^{\lambda}-\alpha$ is convex for $0<\theta<1$. With $y=\alpha^{\theta}+s \geq \alpha^{\theta}$, the first four derivatives of $\phi$ are:

$$
\begin{aligned}
& \phi^{\prime}(s)=-\phi(s) \lambda y^{\lambda-1} \leq 0 ; \quad \phi^{\prime \prime}(s)=\phi(s) \lambda y^{\lambda-2}\left[\lambda y^{\lambda}-\lambda+1\right] \\
& \phi^{\prime \prime \prime}(s)=-\phi(s) \lambda y^{\lambda-3}\left[\lambda^{2} y^{2 \lambda}-3 \lambda(\lambda-1) y^{\lambda}+(\lambda-1)(\lambda-2)\right] \\
& \phi^{(4)}(s)=\phi(s) \lambda y^{\lambda-4}\left[\lambda^{3} y^{3 \lambda}-6 \lambda^{2}(\lambda-1) y^{2 \lambda}\right. \\
& \left.+\lambda(\lambda-1)(7 \lambda-11) y^{\lambda}-(\lambda-1)(\lambda-2)(\lambda-3)\right]
\end{aligned}
$$

$\phi^{\prime \prime}(s) \geq 0$ for all $s \geq 0$, if $\lambda(\alpha-1)+1 \geq 0$. If $0<\lambda \leq 1$, then $\phi_{\theta, \alpha} \in \mathcal{L}_{2}$ for all $\alpha>0$, and if $\lambda>1$, then $\phi_{\theta, \alpha} \in \mathcal{L}_{2}$ for $\alpha \geq 1-\theta=1-\lambda^{-1}$. The third and fourth derivatives are harder to analyse. Let $z=y^{\lambda}$. The roots of $\lambda^{2} z^{2}-3 \lambda(\lambda-1) z+(\lambda-1)(\lambda-2)$ in $\phi^{\prime \prime \prime}$ are $[3(\lambda-1) \pm \sqrt{(\lambda-1)(5 \lambda-1)}] /(2 \lambda)$. If the roots are real

Table 5.6. Lower boundary values of $\alpha$ for given $\theta$ for family MB9E.

| $\theta^{-1}:$ | 1 | 2 | 3 | 4 | 5 | $\infty$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{L}_{2}:$ | 0 | 0.5 | 0.6667 | 0.75 | 0.80 | 1 |
| $\mathcal{L}_{3}:$ | 0 | 1.5 | 1.8819 | 2.0687 | 2.1798 | 2.6180 |
| $\mathcal{L}_{4}:$ | 0 | 2.7247 | 3.3333 | 3.6287 | 3.8037 | 4.4909 |

( $\lambda<1 / 5$ or $\lambda \geq 1$ ), let $z_{0}$ be larger root with the + sign. Then $\phi^{\prime \prime \prime} \leq 0$ for all $s \geq 0$ if $\alpha \geq z_{0}$ or if both roots are complex. If $0<\lambda \leq 1 / 5, z_{0}<0 \leq \alpha$. If $\lambda>1, z_{0}$ is positive so that there is a lower bound on $\alpha$ in order that $\phi_{\theta, \alpha} \in \mathcal{L}_{3}$. Similarly, the lower bound on $\alpha$ for $\mathcal{L}_{4}$ can be computed numerically. For some selected values of $\lambda>1$, a table of the lower bounds on $\alpha$ for $\phi_{\theta, \alpha}$ to be in $\mathcal{L}_{2}, \mathcal{L}_{3}, \mathcal{L}_{4}$ is given in Table 5.6.

For $0<\theta<1$ and $\alpha \geq 1-\theta, C(u, v)=\phi\left(\phi^{-1}(u)+\phi^{-1}(v)\right)$ is a copula with negative dependence. The formula is

$$
\begin{equation*}
C(u, v)=\exp \left\{-\left[(\alpha-\log u)^{\theta}+(\alpha-\log v)^{\theta}-\alpha^{\theta}\right]^{1 / \theta}+\alpha\right\} \tag{5.17}
\end{equation*}
$$

and as $\theta \rightarrow 0$, the copula becomes

$$
\begin{equation*}
C(u, v)=u v \exp \left\{-\alpha^{-1}(\log u)(\log v)\right\}, \quad \alpha \geq 1 \tag{5.18}
\end{equation*}
$$

The distribution in (5.17) is increasing in concordance as $\theta$ increases for all fixed $\alpha$, and it is decreasing (increasing) in concordance as $\alpha$ increases for fixed $\theta \geq 1(\theta \leq 1)$. Expression (5.18) represents the family of copulas for the family of bivariate exponential distributions in Example 2.5. Note that (5.17) does not depend on $\alpha$ for $\theta=1$ (the independence copula). The distribution in (5.18) is increasing in concordance as $\alpha$ increases and the independence copula obtains as $\alpha \rightarrow \infty$; (5.18) has the form of (4.3) with $\psi_{\alpha}(s)=\exp \left\{\alpha\left(1-e^{s}\right)\right\}, \alpha \geq 1$. This family of functions in $\mathcal{L}_{2}$ comes from a limit of $\phi_{\theta, \alpha}$ as $\theta \rightarrow 0$ if scaling is done with the limit, i.e., it is the limit of $\phi_{\theta, \alpha}\left(\alpha^{\theta} \theta s\right)=\exp \left\{-\alpha(1+\theta s)^{1 / \theta}+\alpha\right\}$.

For (5.18), the Kendall tau and Spearman rho values corresponding to the $\alpha$ values in the last column of Table 5.6 are given in Table 5.7. These are the smallest possible values for the permutationsymmetric copulas (4.4) with $\phi$ in this family. For $m=3,4$, a greater range of negative dependence obtains compared with family M3E.

It is not known how to find LT families with extensions such that (4.4) has positive density on $(0,1)^{m}$ and has more negative

Table 5.7. Most negative values of $\tau$ and $\rho_{S}$ for family MB9E.

| $m$ | $\alpha$ | $\tau$ | $\rho_{S}$ |
| :---: | :---: | :---: | :---: |
| 2 | 1 | -0.3613 | -0.5240 |
| 3 | 2.6180 | -0.1637 | -0.2435 |
| 4 | 4.4909 | -0.1010 | -0.1511 |

dependence than the examples given in this section. Also unknown are results that can quantify the range of negative dependence that can be achieved with the approach of Section 4.4.

### 5.5 Multivariate copulas with general dependence

In this section, we list five families of parametric multivariate copulas that have flexible general positive dependence structure. Some are extensions of families in Section 5.2. The ideas of Sections 4.4, 4.5 and 5.4 can be used to extend some of them into the range of negatively dependent bivariate margins. The first three families are based on the theory of Secton 4.3 and have closed-form cdfs; two are families of extreme value copulas, and in the third a limiting family of extreme value copulas is obtained in Section 6.3.1. Repeating from Section 5.3, an $m$-variate copula $C$ is a (multivariate) extreme value copula if $C\left(u_{1}^{t}, \ldots, u_{m}^{t}\right)=C^{t}\left(u_{1}, \ldots, u_{m}\right)$ for all $t>0$. The last two families are based on Section 4.5 and their extreme value limits are also given in Section 6.3.1.

Family MM1. In (4.25), let $K_{i j}$ be the family B6 with parameter $\delta_{i j}$ and let $\psi$ be the family LTA with parameter $\theta$. The result is the family: for $\theta \geq 1$ and $\delta_{i j} \geq 1, i<j$,

$$
\begin{equation*}
C(\mathbf{u})=\exp \left\{-\left[\sum_{i<j}\left(\left(p_{i} z_{i}^{\theta}\right)^{\delta_{i j}}+\left(p_{j} z_{j}^{\theta}\right)^{\delta_{i j}}\right)^{1 / \delta_{i j}}+\sum_{j=1}^{m} \nu_{j} p_{j} z_{j}^{\theta}\right]^{1 / \theta}\right\} \tag{5.19}
\end{equation*}
$$

where $z_{j}=-\log u_{j}, \nu_{j} \geq 0, p_{j}=\left(\nu_{j}+m-1\right)^{-1}, j=1, \ldots, m$. This is a family of extreme value copulas since the exponent in (5.19) is homogeneous of order 1 as a function of $z_{1}, \ldots, z_{m}$. The bivariate margins are:

$$
\begin{aligned}
C_{i j}\left(u_{i}, u_{j}\right)= & \exp \left\{-\left[\left(\left(p_{i} z_{i}^{\theta}\right)^{\delta_{i j}}+\left(p_{j} z_{j}^{\theta}\right)^{\delta_{i j}}\right)^{1 / \delta_{i j}}\right.\right. \\
& \left.\left.+\left(\nu_{i}+m-2\right) p_{i} z_{i}^{\theta}+\left(\nu_{j}+m-2\right) p_{j} z_{j}^{\theta}\right]^{1 / \theta}\right\} .
\end{aligned}
$$

When $p_{i}=p_{j}=1$ or $\nu_{i}=\nu_{j}=2-m$, this bivariate copula corresponds to the family B6. The tail dependence parameter is $\lambda_{i j}=2-\left[\left(p_{i}^{\delta_{i j}}+p_{j}^{\delta_{i j}}\right)^{1 / \delta_{i j}}+\left(\nu_{i}+m-2\right) p_{i}+\left(\nu_{j}+m-2\right) p_{j}\right]^{1 / \theta}$; it increases as $\delta_{i j}$ or $\theta$ increases. Further tail dependence analysis of this family is given in Section 6.3.1.

Family MM2. In (4.25), let $K_{i j}$ be the family B7 with parameter $\delta_{i j}$ and let $\psi$ be the family LTB with parameter $\theta$. Let $\hat{u}_{j}=p_{j}\left(u_{j}^{-\theta}-1\right), p_{j}=\left(\nu_{j}+m-1\right)^{-1}, \nu_{j} \geq 0, j=1, \ldots, m$. The result is the family: for $\theta>0$ and $\delta_{i j}>0, i<j$,

$$
\begin{equation*}
C(\mathbf{u})=\left[\sum_{j=1}^{m} u_{j}^{-\theta}-(m-1)-\sum_{1 \leq i<j \leq m}\left(\hat{u}_{i}^{-\delta_{i j}}+\hat{u}_{j}^{-\delta_{i j}}\right)^{-1 / \delta_{i j}}\right]^{-1 / \theta} . \tag{5.20}
\end{equation*}
$$

The special case $\left[\sum_{i=1}^{m} u_{i}^{-\theta}-(m-1)\right]^{-1 / \theta}$ arises as $p_{j} \rightarrow 0, j=$ $1, \ldots, m$. The bivariate margins are:

$$
C_{i j}\left(u_{i}, u_{j}\right)=\left[u_{i}^{-\theta}+u_{j}^{-\theta}-1-\left(\hat{u}_{i}^{-\delta_{i j}}+\hat{u}_{j}^{-\delta_{i j}}\right)^{-1 / \delta_{i j}}\right]^{-1 / \theta} .
$$

When $p_{i}=p_{j}=1$, this bivariate copula corresponds to the family BB4. This copula has both lower and upper tail dependence. Using the approximations $u_{j}^{-\theta}-1 \approx \theta\left(1-u_{j}\right)$ and $\hat{u}_{j} \approx p_{j} \theta\left(1-u_{j}\right)$ as $u_{j} \rightarrow 1, j=1, \ldots, m$, the upper tail dependence parameters can be computed as $\lambda_{i j, U}=\left(p_{i}^{-\delta_{i j}}+p_{j}^{-\delta_{i j}}\right)^{-1 / \delta_{i j}}$. The lower tail dependence parameters are $\lambda_{i j, L}=\left[2-\left(p_{i}^{-\delta_{i j}}+p_{j}^{-\delta_{i j}}\right)^{-1 / \delta_{i j}}\right]^{-1 / \theta}$. The tail dependence parameters are increasing as $\delta_{i j}$ increases. The upper tail dependence parameters do not depend on $\theta$; the lower tail dependence parameters increase as $\theta$ increases.

The upper tail extreme value limit is

$$
\exp \left\{-\sum_{i} e^{-x_{i}}+\sum_{i<j}\left(p_{i}^{-\delta_{i j}} e^{\delta_{i j} x_{i}}+p_{j}^{-\delta_{i j}} e^{\delta_{i j} x_{j}}\right)^{-1 / \delta_{i j}}\right\}
$$

It is not so interesting as it does not depend on $\theta$. The lower tail extreme value limit is more interesting. It is similar to (5.19) and generalizes the family B7 (see the family MM8 in Section 6.3.1).

Family MM3. In (4.25), let $K_{i j}$ be the family B7 with parameter $\delta_{i j}$ and let $\psi$ be the family LTA with parameter $\theta$. Let $z_{j}=$ $-\log u_{j}, p_{j}=\left(\nu_{j}+m-1\right)^{-1}, \nu_{j} \geq 0, j=1, \ldots, m$. The result is the family of extreme value copulas:

$$
\begin{equation*}
C(\mathbf{u})=\exp \left\{-\left[\sum_{j=1}^{m} z_{j}^{\theta}-\sum_{i<j}\left(p_{i}^{-\delta_{i j}} z_{i}^{-\theta \delta_{i j}}+p_{j}^{-\delta_{i j}} z_{j}^{-\theta \delta_{i j}}\right)^{-1 / \delta_{i j}}\right]^{1 / \theta}\right\}, \tag{5.21}
\end{equation*}
$$

$\theta>0$ and $\delta_{i j}>0, i<j$.
The bivariate margins are:
$C_{i j}\left(u_{i}, u_{j}\right)=\exp \left\{-\left[z_{i}^{\theta}+z_{j}^{\theta}-\left(p_{i}^{-\delta_{i j}} z_{i}^{-\theta \delta_{i j}}+p_{j}^{-\delta_{i j}} z_{j}^{-\theta \delta_{i j}}\right)^{-1 / \delta_{i j}}\right]^{1 / \theta}\right\}$.

When $p_{i}=p_{j}=1$, this bivariate copula corresponds to the family BB5. The upper tail dependence parameter for (5.22) is $\lambda_{i j}=$ $2-\left[2-\left(p_{i}^{-\delta_{i j}}+p_{j}^{-\delta_{i j}}\right)^{-1 / \delta_{i j}}\right]^{1 / \theta}$. It is increasing as $\delta_{i j}$ or $\theta$ increases.

For $m=3$, with $\delta_{13} \rightarrow 0, \delta_{12}=\delta_{23}=\delta, \nu_{1}=\nu_{3}=-1, \nu_{2}=0$, $p_{1}=p_{3}=1, p_{2}=\frac{1}{2},(5.21)$ becomes
$C(\mathbf{u})=\exp \left\{-\left[z_{1}^{\theta}+z_{2}^{\theta}+z_{3}^{\theta}-\left(z_{1}^{-\theta \delta}+2^{\delta} z_{2}^{-\theta \delta}\right)^{-\frac{1}{\delta}}-\left(z_{3}^{-\theta \delta}+2^{\delta} z_{2}^{-\theta \delta}\right)^{-\frac{1}{\delta}}\right]^{\frac{1}{\theta}}\right\}$.

The bivariate margins of (5.23) are $C_{j 2}\left(u_{j}, u_{2}\right)=\exp \left\{-\left[z_{j}^{\theta}+z_{2}^{\theta}-\right.\right.$ $\left.\left.\left(z_{j}^{-\theta \delta}+2^{\delta} z_{2}^{-\theta \delta}\right)^{-1 / \delta}\right]^{1 / \theta}\right\}, j=1,3$, and $C_{13}\left(u_{1}, u_{3}\right)=\exp \left\{-\left(z_{1}^{\theta}+\right.\right.$ $\left.\left.z_{3}^{\theta}\right)^{1 / \theta}\right\}$. The tail dependence parameters are $\lambda_{j 2}=2-[2-(1+$ $\left.\left.2^{\delta}\right)^{-1 / \delta}\right]^{1 / \theta}, j=1,3$, and $\lambda_{13}=2-2^{1 / \theta}$. As $\delta \rightarrow \infty, \lambda_{j 2} \rightarrow$ $2-(1.5)^{1 / \theta}$.

Family MM4. Consider the construction in (4.37)-(4.39) for mixtures of conditional distributions with the associated copulas in the family B4, i.e., $C_{i j}\left(u_{i}, u_{j}\right)=C\left(u_{i}, u_{j} ; \delta_{i j}\right)=u_{i}+u_{j}-1+[(1-$ $\left.\left.u_{i}\right)^{-\delta_{i j}}+\left(1-u_{j}\right)^{-\delta_{i j}}-1\right]^{-1 / \delta_{i j}}, \delta_{i j}>0,1 \leq i<j \leq m$. From Theorem 4.20, the resulting copula family has upper tail dependence for each bivariate margin and has a wide range of dependence. This family leads to a family of MEV distributions (see Section 6.3.1).

Family MM5. Consider the construction in (4.37)-(4.39) for mixtures of conditional distributions with the family B5 for the bivariate copulas, i.e., $C_{i j}=C\left(\cdot ; \delta_{i j}\right), \delta_{i j} \geq 1$, is in the family B 5 for all $1 \leq i<j \leq m$. The resulting copula family has similar dependence properties to the family MM4, and it also leads to a family of MEV distributions.

From Theorem 4.11, 4.14 and results in Section 5.1, the families MM1-MM3 are increasing in the $\prec_{\mathrm{c}}^{\mathrm{pw}}$ ordering as the $\delta_{i j}$ increase or $\nu_{j}$ decrease; it is conjectured (with support from numerical checks) that they also increase in $\prec_{\mathrm{c}}^{\mathrm{pw}}$ as $\theta$ increases. For the families MM4MM5, for $i<j$ with $j-i \geq 2$, the conditional dependence of the $i$ th and $j$ th variables, given variables $i+1, \ldots, j-1$, increases as $\delta_{i j}$ increases; the $\prec_{\mathrm{c}}^{\mathrm{pw}}$ ordering need not hold as the $\delta_{i j}$ increase, but the $(i, j)$ bivariate margin increases in concordance for $\delta_{i j}$ increasing (Theorem 4.19).

As can be seen from the parametric families in this section, one motivation for the development of the theory in Chapter 4 has been the construction of parametric families of MEV distributions with general dependence structure. There is more on the topic of MEV distributions in the next chapter.

### 5.6 Bibliographic notes

For the families B1 to B8, refer to Joe (1993) for some background and multivariate extensions. Without all of the properties of Section 5.1, there are many parametric families of bivariate copulas; see Hutchinson and Lai (1990) for a fairly exhaustive compilation. B3 has been studied in Nelsen (1986) and Genest (1987), and B4 has been studied in Clayton (1978), Cook and Johnson (1981), and Oakes (1982). B12 is studied in Cuadras and Augé (1981) and Nelsen (1991). Of the properties in Section 5.1, one of the hardest to check is the SI ordering. This property is shown in Fang and Joe (1992) for some families of copulas, and is included in the examples in Section 2.2.7 for others; for B2, Theorem 2.14 can be applied with symbolic manipulation software.

The families in Sections 5.2 to 5.5 are mainly from Joe and Hu (1996) and Joe (1994; 1996a). The extension to negative dependence for the bivariate case has been known for B4; see Ruiz-Rivas (1981) and Genest and MacKay (1986). Regarding M3E, this model has been used in Meester and MacKay (1994), but without mentioning that there is a limit to the range of the parameter space for negative dependence. For a more general multivariate version of B10 than (5.2), see Johnson and Kotz (1975) and Shaked (1975).

### 5.7 Exercises

5.1 Verify directly the SI property for the families B2 to B7 (in the range of positive dependence).
5.2 For the family B 2 , show that $u-C(u, v ; \theta)=C\left(u, 1-v ; \theta^{-1}\right)$. For the family B3, show that $u-C(u, v ; \theta)=C(u, 1-v ;-\theta)$. (See Sections 7.1.7 and 1.6 for the interpretation.)
5.3 Verify the density for the Plackett copula in the family B2 and show that it is non-negative.
5.4 For the family B11 with copula $C(u, v ; \delta)=\delta(u \wedge v)+(1-$ $\delta) u v, 0 \leq \delta \leq 1$, show that if $(U, V) \sim C(\cdot ; \delta)$ and $Y_{1}=$ $I(U \leq x), Y_{2}=I(V \leq x)$, then the correlation of $Y_{1}, Y_{2}$
is $\delta$ for any $0<x<1$. Does this property hold for other families?
5.5 Verify the properties listed for the families B1-B8. Also verify the copulas (independence or Fréchet bounds) that are obtained at the end points of the parameter ranges.
5.6 Verify the properties listed for the families BB1-BB10.
5.7 For the multivariate copula in (5.2), show for $m=3$ that the constraints on the parameters are:

$$
\begin{aligned}
& -1 \leq \delta_{12}, \delta_{13}, \delta_{23} \leq 1 \\
& -1+\left|\delta_{12}+\delta_{23}\right| \leq \delta_{13} \leq 1-\left|\delta_{12}-\delta_{23}\right| .
\end{aligned}
$$

Determine the constraints on the parameters for $m=4$.
5.8 Prove that the family B9 is increasing in $\prec_{\mathrm{c}}$, by filling in details in the following (proof due to T. Hu). Let $Z_{1}, Z_{2}, Z_{3}, Z_{4}$, $Z_{12}, Z_{12}^{*}, W_{12}, W_{12}^{*}$ be rvs with unit exponential distributions. Let $I_{\delta}, I_{\delta^{\prime}}, I_{\eta}, I_{\eta}^{*}$ be Bernoulli rvs with respective parameters $\delta, \delta^{\prime}, \eta, \eta$. Let $F(\cdot ; \delta)$ be the bivariate exponential cdf for the stochastic representation in (5.1):

$$
X_{1}=(1-\delta) Z_{1}+I_{\delta} Z_{12}, \quad X_{2}=(1-\delta) Z_{2}+I_{\delta} Z_{12},(5.24)
$$

where $I_{\delta}, Z_{1}, Z_{2}, Z_{12}$ are independent. Suppose $\delta^{\prime}>\delta>0$ and set $\eta=\left(\delta^{\prime}-\delta\right) /(1-\delta)$. Let $\left(Y_{1}, Y_{2}\right) \sim F\left(\cdot ; \delta^{\prime}\right)$ with stochastic representation:

$$
Y_{1}=\left(1-\delta^{\prime}\right) Z_{3}+I_{\delta^{\prime}} Z_{12}^{*}, \quad Y_{2}=\left(1-\delta^{\prime}\right) Z_{4}+I_{\delta^{\prime}} Z_{12}^{*}
$$

where $I_{\delta^{\prime}}, Z_{3}, Z_{4}, Z_{12}^{*}$ are independent. Substitute $Z_{1}=(1-$ $\eta) Z_{3}+I_{\eta} W_{12}, Z_{2}=(1-\eta) Z_{4}+I_{\eta}^{*} W_{12}^{*}$ into (5.24) to get

$$
\begin{align*}
& X_{1}=\left(1-\delta^{\prime}\right) Z_{3}+\left[(1-\delta) I_{\eta} W_{12}+I_{\delta} Z_{12}\right] \\
& X_{2}=\left(1-\delta^{\prime}\right) Z_{4}+\left[(1-\delta) I_{\eta}^{*} W_{12}^{*}+I_{\delta} Z_{12}\right] \tag{5.25}
\end{align*}
$$

with $I_{\delta}, I_{\eta}, I_{\eta}^{*}, Z_{3}, Z_{4}, W_{12}, W_{12}^{*}, Z_{12}$ independent. Also,

$$
\begin{align*}
& Y_{1}=\left(1-\delta^{\prime}\right) Z_{3}+\left[(1-\delta) I_{\eta} W_{12}+I_{\delta} Z_{12}\right], \\
& Y_{2}=\left(1-\delta^{\prime}\right) Z_{4}+\left[(1-\delta) I_{\eta} W_{12}+I_{\delta} Z_{12}\right], \tag{5.26}
\end{align*}
$$

since $(1-\delta) I_{\eta} W_{12}+I_{\delta} Z_{12} \stackrel{d}{=} I_{\delta^{\prime}} Z_{12}^{*}$ (this can be shown using moment generating functions). Using the representations (5.25) and (5.26), it follows that $\left(X_{1}, X_{2}\right) \prec_{c}\left(Y_{1}, Y_{2}\right)$ or that $F(\cdot ; \delta) \prec_{c} F\left(\cdot ; \delta^{\prime}\right)$.
5.9 For specific cases of (5.15) for the families M3, M4 and M6, show that (5.15) is not a proper copula if $\theta_{1}>\theta_{2}$.
5.10 Study the two-parameter family of Archimedean copulas based on the family LTK in the Appendix.
5.11 Study the multivariate and negative dependent extensions of the family BB8 of bivariate copulas by extending the families LTJ, LTK of LTs to $\mathcal{L}_{m}$.
5.12 Verify the details below which show that the property of a $\mathrm{TP}_{2}$ density does not hold for $\delta>2$ for the family B 2 . Let $c(u, v ; \delta)$ be the density of the family B2. Consider

$$
\begin{equation*}
c\left(u_{1}, v_{1} ; \delta\right) c\left(u_{2}, v_{2} ; \delta\right)-c\left(u_{1}, v_{2} ; \delta\right) c\left(u_{2}, v_{1} ; \delta\right) \tag{5.27}
\end{equation*}
$$

for $u_{1}<u_{2}, v_{1}<v_{2}$. This expression is negative when $\delta>2$, $u_{1}, u_{2}$ are close to zero and $v_{1}, v_{2}$ are close to 1 . Let $\bar{v}=1-v$; expanding $c$ to second order near $u=0, v=1$ leads to

$$
c(u, v ; \delta) \approx \delta^{-1}\left[1+2 \rho(u+\bar{v})+3 \rho^{2}\left(u^{2}+\bar{v}^{2}\right)+\alpha u \bar{v}\right]
$$

where $\rho=(\delta-1) / \delta$ and $\alpha=4 \delta^{-2}\left(2 \delta^{2}-5 \delta+3\right)$. Therefore (5.27) is equal in sign to $\left(4 \rho^{2}-\alpha\right)\left(u_{1}-u_{2}\right)\left(v_{1}-v_{2}\right)=$ $4 \delta^{-2}(\delta-1)(2-\delta)\left(u_{1}-u_{2}\right)\left(v_{1}-v_{2}\right)$.

### 5.8 Unsolved problems

5.1 Verify or disprove the property of a $\mathrm{TP}_{2}$ density for the families B7 and B8. Numerical checks seem to suggest that the property holds.
5.2 Numerical checks seem to suggest that the property of a $\mathrm{TP}_{2}$ density holds for $1<\delta \leq 2$ for the family B2. Also, numerically it appears that the property of a $\mathrm{TP}_{2}$ cdf holds for the family B 2 . Can these properties be shown analytically?
5.3 Find other parametric families of Laplace transforms that can lead to interesting copulas.
5.4 For the families BB3, BB4 and BB5, show analytically the properties of the concordance ordering.
5.5 Find a parametric family of copulas of the form (4.4) that have positive density on $[0,1]^{m}$ and more negative dependence than the families M3E and MB9E for $m \geq 3$.
5.6 This problem may be helpful to solve the preceding problem. Find the infimum of $\tau=1-4 \int_{0}^{\infty} s\left[\phi^{\prime}(s)\right]^{2} d s$ (the value of Kendall's tau from Theorem 4.3) subject to $\phi \in \mathcal{L}_{m}$.

## CHAPTER 6

## Multivariate extreme value distributions

This chapter is devoted to multivariate extreme value (MEV) models and their applications. A main goal is the construction of parametric families of MEV distributions with wide dependence structure. A typical example that provides some motivation for MEV models is given in Section 11.3.

A summary of the sections, including the highlights, is the following. Section 6.1 gives the brief background from univariate extreme theory that is relevant to statistical inference. Section 6.2 contains the background in MEV theory, including Pickand's representation and characterization for min-stable multivariate exponential (MSMVE) distributions, and shows the contrast between MEV limit theory and MVN limit theory. To relate to earlier chapters, we show that MEV distributions are one setting for naturally using copulas and exploiting the properties of copulas. Section 6.3 contains parametric families of MEV copulas in the form of MSMVE distributions; several families are derived from the extreme value limit of families of copulas that are given in Chapter 5. Section 6.4 is on the point process modelling approach for inference with multivariate extremes. Section 6.5 is on choice models and the use of MEV models in the psychology and econometrics literatures. Section 6.6 is devoted to mixtures of MEV distributions, which include max-geometric stable multivariate distributions.

### 6.1 Background: univariate extremes

Let $X_{1}, X_{2}, \ldots$ be iid rv's with continuous distribution function $F$. Let $S_{n}=X_{1}+\cdots+X_{n}, M_{n}=\max \left\{X_{1}, \ldots, X_{n}\right\}=X_{1} \vee \cdots \vee X_{n}$, and $L_{n}=\min \left\{X_{1}, \ldots, X_{n}\right\}=X_{1} \wedge \cdots \wedge X_{n}$. Paralleling the central limit theorem and stable laws based on $S_{n}$, one can consider the possible limiting distributions for $\left(M_{n}-a_{n}\right) / b_{n}$ and $\left(L_{n}-c_{n}\right) / d_{n}$ as
$n \rightarrow \infty$ for suitably chosen sequences $\left\{a_{n}\right\},\left\{b_{n}\right\},\left\{c_{n}\right\},\left\{d_{n}\right\}$. (The sequences need not be unique.) One needs only to study the case of maxima as the theory for minima is similar due to the identity $\min \left\{X_{1}, \ldots, X_{n}\right\}=-\max \left\{-X_{1}, \ldots,-X_{n}\right\}$.

The main well-known result or the 'three-types' theorem, with contributions from Fisher, Tippett, von Mises, Gnedenko and de Haan, is that the only possible limits are the location-scale families based on the cdfs:

1. $H_{0}(x)=\exp \left\{-e^{-x}\right\},-\infty<x<\infty$ (Gumbel or extreme value distribution);
2. $H_{1}(x ; \theta)=\exp \left\{-x^{-\theta}\right\}, x>0, \theta>0$ (Fréchet distribution);
3. $H_{-1}(x ; \theta)=\exp \left\{-(-x)^{\theta}\right\}, x<0, \theta>0$ (Weibull distribution).
Necessary and sufficient conditions are given in books on extreme value theory, for example, Galambos (1987) and Resnick (1987). F is said to be in the domain of attraction of the Gumbel, Fréchet or Weibull distribution if one of these distributions is the extreme value limit.

By reflection, the possible limits for minima are the locationscale families based on the cdfs:

1. $H_{0}^{*}(x)=1-H_{0}(-x)=1-\exp \left\{-e^{x}\right\},-\infty<x<\infty$;
2. $H_{1}^{*}(x ; \theta)=1-H_{1}(-x ; \theta)=1-\exp \left\{-(-x)^{-\theta}\right\}, x<0, \theta>0$;
3. $H_{-1}^{*}(x ; \theta)=1-H_{-1}(-x ; \theta)=1-\exp \left\{-x^{\theta}\right\}, x>0, \theta>0$.

After location/scale changes, the three types can be combined into the generalized extreme value (GEV) family:

$$
H(x ; \gamma)=\exp \left\{-(1+\gamma x)_{+}^{-1 / \gamma}\right\},-\infty<x<\infty,-\infty<\gamma<\infty,
$$

where $(y)_{+}=\max \{0, y\} . \gamma \rightarrow 0$ yields $H_{0}(x), \gamma>0$ yields $H_{1}(1+$ $\gamma x ; 1 / \gamma)$, and $\gamma<0$ yields $H_{-1}(-1-\gamma x ;-1 / \gamma)$.

Example 6.1 (Some special cases.) Note that $\operatorname{Pr}\left(\left(M_{n}-a_{n}\right) / b_{n} \leq\right.$ $z)=\operatorname{Pr}\left(M_{n} \leq a_{n}+b_{n} z\right)=F^{n}\left(a_{n}+b_{n} z\right)$. For illustration, some examples are the following.
(a) Exponential. $F(x)=1-e^{-x}, x>0$. Let $a_{n}=\log n=$ $F^{-1}\left(1-n^{-1}\right), b_{n}=1$; then $F^{n}\left(a_{n}+b_{n} z\right)=\left(1-n^{-1} e^{-z}\right)^{n} \rightarrow$ $\exp \left\{-e^{-z}\right\},-\infty<z<\infty$, the Gumbel distribution.
(b) Pareto. $F(x)=1-x^{-1 / \gamma}, x>1, \gamma>0$. The tail gets heavier as $\gamma$ increases. Let $a_{n}=0, b_{n}=n^{\gamma}=F^{-1}\left(1-n^{-1}\right)$; then $F^{n}\left(a_{n}+b_{n} z\right)=\left(1-n^{-1} z^{-1 / \gamma}\right)^{n} \rightarrow \exp \left\{-z^{-1 / \gamma}\right\}, z>0$, the Fréchet distribution.
(c) Beta. $F(x)=1-(1-x)^{-1 / \gamma}, 0<x<1, \gamma<0$. The tail gets heavier as $\gamma$ increases or $-\gamma$ decreases and the upper end point of support is finite. Let $a_{n}=1, b_{n}=n^{\gamma}=1$ -$F^{-1}\left(1-n^{-1}\right)$; then $F^{n}\left(a_{n}+b_{n} z\right)=\left[1-n^{-1}(-z)^{-1 / \gamma}\right]^{n} \rightarrow$ $\exp \left\{-(-z)^{-1 / \gamma}\right\}, z<0$, the Weibull distribution.
(d) $F(x)=1-(\log x)^{-1}, x>e$. This has a heavier tail than the Pareto distributions and there is no extreme value limit based on linearity.

Since Pareto distributions are heavier-tailed than exponential distributions which in turn are heavier-tailed than distributions with finite upper end point of support, $\gamma$ can be interpreted as a tail parameter that is larger for a heavier tail. For another example, the domain of attraction for a normal distribution is the Gumbel distribution but the sequences of constants are not simple in form (see the references cited earlier).

An application of univariate extreme value theory is as follows. For data $M_{1 n}, \ldots, M_{k n}$ consisting of (approximately) iid maxima based on $n$ observations each, the three-parameter GEV model $H((y-\mu) / \sigma ; \gamma)$ is used as an approximation $F^{n}(y)$, assuming $n$ is sufficiently large. From this, an approximation for the tail probability $\bar{F}(y), y$ large, is

$$
\begin{gathered}
1-F(y) \approx 1-H^{1 / n}((y-\mu) / \sigma ; \gamma) \\
\approx-\log H^{1 / n}((y-\mu) / \sigma ; \gamma) \\
=n^{-1}(1+\gamma[y-\mu] / \sigma)_{+}^{-1 / \gamma},
\end{gathered}
$$

and for a large threshold $T$,

$$
\frac{1-F(x+T)}{1-F(T)} \approx\left[\frac{1+\gamma(x+T-\mu) / \sigma}{1+\gamma(T-\mu) / \sigma}\right]_{+}^{-1 / \gamma}=\left(1+\gamma x / \sigma^{*}\right)_{+}^{-1 / \gamma}
$$

where $\sigma^{*}=1+\gamma(T-\mu) / \sigma$. This is the generalized Pareto approximation to the conditional tail distribution of a distribution that is in the domain of attraction of an extreme value distribution. The multivariate extension of this is given in Section 6.4.

A data analysis error is to fit a parametric family to data and extrapolate to extreme such as the 99th percentile. For these extreme value inferences, it is better to apply extreme value theory and the generalized Pareto distribution to the largest data values (say, less than the top $10 \%$ ).

### 6.2 Multivariate extreme value theory

Let $\left(X_{i 1}, \ldots, X_{i m}\right)$ be iid random vectors with distribution $F$, $i=1,2, \ldots$ Let $M_{j n}=\max _{1 \leq i \leq n} X_{i j}, j=1, \ldots, m$, be the componentwise maxima. From a sample of vectors of maxima, one can make inferences about the upper tail of $F$ using multivariate extreme value theory.

MEV distributions come from limits (in law) of $\left(\left(M_{1 n}-a_{1 n}\right) / b_{1 n}\right.$, $\left.\ldots,\left(M_{m n}-a_{m n}\right) / b_{m n}\right)$. If a limiting distribution exists, then each univariate margin must be in the GEV family. The multivariate limiting distribution can then be written in the form

$$
C\left(H\left(z_{1} ; \gamma_{1}\right), \ldots, H\left(z_{m} ; \gamma_{m}\right)\right)
$$

where $H\left(z_{j} ; \gamma_{j}\right)$ are GEV distributions and $C$ is a multivariate copula. Further properties of MEV distributions and a method for constructing MEV distributions are given after the following univariate result on transforms and extremes.

Lemma 6.1 Let $X_{1}, X_{2}, \ldots$ be iid with distribution function $F$ and let $r\left(X_{i}\right)=X_{i}^{*}, i=1,2, \ldots$, be iid with distribution function $F^{*}$, where $r$ is strictly increasing. Let $M_{n}=\max \left\{X_{1}, \ldots, X_{n}\right\}$, $M_{n}^{*}=\max \left\{X_{1}^{*}, \ldots, X_{n}^{*}\right\}$. Suppose $\operatorname{Pr}\left(\left(M_{n}-a_{n}\right) / b_{n} \leq z\right) \rightarrow H(z)$ and $\operatorname{Pr}\left(\left(M_{n}^{*}-a_{n}^{*}\right) / b_{n}^{*} \leq z^{*}\right) \rightarrow H^{*}\left(z^{*}\right)$, where $H$ and $H^{*}$ are extreme value distributions. Note that $\operatorname{Pr}\left(\left(M_{n}^{*}-a_{n}^{*}\right) / b_{n}^{*} \leq z^{*}\right)=$ $\operatorname{Pr}\left(M_{n} \leq r^{-1}\left(a_{n}^{*}+b_{n}^{*} z^{*}\right)\right)=\operatorname{Pr}\left(\left(M_{n}-a_{n}\right) / b_{n} \leq\left[r^{-1}\left(a_{n}^{*}+b_{n}^{*} z^{*}\right)-\right.\right.$ $\left.\left.a_{n}\right] / b_{n}\right)$. Hence $\lim _{n}\left[r^{-1}\left(a_{n}^{*}+b_{n}^{*} z^{*}\right)-a_{n}\right] / b_{n}$ exists. Let $s\left(z^{*}\right)$ be the limit. Then $H^{*}\left(z^{*}\right)=H\left(s\left(z^{*}\right)\right)$.

Now, returning to the multivariate setting, let $\left(M_{1 n}, \ldots, M_{m n}\right)$ be a vector of componentwise maxima of the iid random vectors $\left(X_{i 1}, \ldots, X_{i m}\right)$ from $F$, and suppose

$$
\begin{align*}
& G(\mathbf{z})=\lim _{n} F^{n}\left(a_{1 n}+b_{1 n} z_{1}, \ldots, a_{m n}+b_{m n} z_{m}\right) \\
& \quad=\lim _{n} \operatorname{Pr}\left(M_{1 n} \leq a_{1 n}+b_{1 n} z_{1}, \ldots, M_{m n} \leq a_{m n}+b_{m n} z_{m}\right) \\
& \quad=C\left(H\left(z_{1} ; \gamma_{1}\right), \ldots, H\left(z_{m} ; \gamma_{m}\right)\right) \tag{6.1}
\end{align*}
$$

where $C$ is a copula. Let $r_{j}$ be a strictly increasing transform of the $X_{i j}$, and let the transformed variables and maxima be $X_{i j}^{*}$ and $M_{j n}^{*}$. Suppose the transforms are such that $\left(M_{j n}^{*}-a_{j n}^{*}\right) / b_{j n}^{*}$ converges in distribution as $n \rightarrow \infty$ for all $j$. Let

$$
\begin{aligned}
G^{*}\left(\mathbf{z}^{*}\right) & =\lim _{n} \operatorname{Pr}\left(M_{1 n}^{*} \leq a_{1 n}^{*}+b_{1 n}^{*} z_{1}^{*}, \ldots, M_{m n}^{*} \leq a_{m n}^{*}+b_{m n}^{*} z_{m}^{*}\right) \\
& =C^{*}\left(H\left(z_{1}^{*} ; \gamma_{1}^{*}\right), \ldots, H\left(z_{m}^{*} ; \gamma_{m}^{*}\right)\right)
\end{aligned}
$$

for a copula $C^{*}$. Also, by Lemma 6.1,

$$
\begin{gathered}
\lim _{n} \operatorname{Pr}\left(\left(M_{j n}-a_{j n}\right) / b_{j n} \leq\left[r_{j}^{-1}\left(a_{j n}^{*}+b_{j n}^{*} z_{j}^{*}\right)-a_{j n}\right] / b_{j n}, \forall j\right) \\
=G^{*}\left(\mathbf{z}^{*}\right)=C\left(H\left(s_{1}\left(z_{1}^{*}\right) ; \gamma_{1}\right), \ldots, H\left(s_{m}\left(z_{m}^{*}\right) ; \gamma_{m}\right)\right)
\end{gathered}
$$

for some functions $s_{1}, \ldots, s_{m}$. Hence $H\left(s_{j}\left(z_{j}^{*}\right) ; \gamma_{j}\right)=H\left(z_{j}^{*} ; \gamma_{j}^{*}\right)$, $j=1, \ldots, m$, and $C=C^{*}$. The importance of this result is for obtaining MEV distributions through the taking of limits, since one can take univariate margins and constants $a_{j n}, b_{j n}$ that lead to easier calculations (see Section 6.2.2).

The next result gives conditions that MEV copulas must satisfy and shows the relationship to MSMVE distributions, which are defined below.

Suppose (6.1) holds and let $k$ be a positive integer. Then the sequences $a_{j n}, b_{j n}, j=1, \ldots, m$, are such that

$$
\begin{align*}
& \lim _{n} \operatorname{Pr}\left(M_{1, k n} \leq a_{1 n}+b_{1 n} z_{1}, \ldots, M_{m, k n} \leq a_{m n}+b_{m n} z_{m}\right) \\
& =G^{k}\left(z_{1}, \ldots, z_{m}\right)=C^{k}\left(H\left(z_{1} ; \gamma_{1}\right), \ldots, H\left(z_{m} ; \gamma_{m}\right)\right) . \tag{6.2}
\end{align*}
$$

Also

$$
\begin{align*}
& \operatorname{Pr}\left(M_{1, k n} \leq a_{1 n}+b_{1 n} z_{1}, \ldots, M_{m, k n} \leq a_{m n}+b_{m n} z_{m}\right) \\
& =\operatorname{Pr}\left(\left[M_{j, k n}-a_{j, k n}\right] / b_{j, k n} \leq\left[a_{j n}+b_{j n} z_{j}-a_{j, k n}\right] / b_{j, k n}, 1 \leq j \leq m\right) \\
& \quad \rightarrow G\left(\left[z_{1}-\mu_{1}\right] / \sigma_{1}, \ldots,\left[z_{m}-\mu_{m}\right] / \sigma_{m}\right) \\
& \quad=C\left(H\left(\left[z_{1}-\mu_{1}\right] / \sigma_{1} ; \gamma_{1}\right), \ldots, H\left(\left[z_{m}-\mu_{m}\right] / \sigma_{m} ; \gamma_{m}\right)\right) \tag{6.3}
\end{align*}
$$

for some constants $\mu_{j}, \sigma_{j}$, and $\operatorname{Pr}\left(M_{j, k n} \leq a_{j n}+b_{j n} z_{j}\right) \rightarrow H^{k}\left(z_{j}, \gamma_{j}\right)$ for each $j$. Hence

$$
\begin{equation*}
G^{k}(\mathbf{z})=C^{*}\left(H^{k}\left(z_{1} ; \gamma_{1}\right), \ldots, H^{k}\left(z_{k} ; \gamma_{k}\right)\right) \tag{6.4}
\end{equation*}
$$

for some copula $C^{*}$. From univariate extreme value theory, it follows that $H^{k}\left(z_{j} ; \gamma_{j}\right)=H\left(\left[z_{j}-\mu_{j}\right] / \sigma_{j} ; \gamma_{j}\right)$ for each $j$, and hence $C=C^{*}$ from matching equations (6.2), (6.3) and (6.4).

Next, let $u_{j}=H\left(z_{j}, \gamma_{j}\right)$. Then from (6.2) and (6.4)

$$
C^{k}\left(u_{1}, \ldots, u_{m}\right)=C\left(u_{1}^{k}, \ldots, u_{m}^{k}\right), \quad k=1,2, \ldots
$$

or

$$
C\left(u_{1}^{1 / r}, \ldots, u_{m}^{1 / r}\right)=C^{1 / r}(\mathbf{u}), \quad r=1,2, \ldots .
$$

Hence

$$
C^{k / r}(\mathbf{u})=C^{k}\left(u_{1}^{1 / r}, \ldots, u_{m}^{1 / r}\right)=C\left(u_{1}^{k / r}, \ldots, u_{m}^{k / r}\right)
$$

for all positive integers $k, r$. This can be extended to

$$
C\left(u_{1}^{t}, \ldots, u_{m}^{t}\right)=C^{t}(\mathbf{u}) \quad \forall t>0,
$$

by continuity and approximation of a real number by a sequence of rational numbers. Let $D(\mathbf{y})=C\left(e^{-y_{1}}, \ldots, e^{-y_{m}}\right)$ be a multivariate distribution with unit exponential survival margins. Then

$$
C\left(e^{-t y_{1}}, \ldots, e^{-t y_{m}}\right)=D(t \mathbf{y})=C^{t}\left(e^{-y_{1}}, \ldots, e^{-y_{m}}\right)=D^{t}(\mathbf{y})
$$

Hence $A=-\log D$ satisfies $A(t \mathbf{y})=t A(\mathbf{y})$ which implies that $D$ is a MSMVE survival function as given in Theorem 6.2 below.

Definition. Let $\mathbf{X}$ be an $m$-dimensional random vector with survival function $G$. Suppose $X_{i}$ is exponential with mean $\nu_{i}, i=$ $1, \ldots, m . \mathbf{X}$ (or $G$ ) is min-stable multivariate exponential (MSMVE) if for all $\mathbf{w} \in(0, \infty)^{m}, \min \left\{X_{1} / w_{1}, \ldots, X_{m} / w_{m}\right\}=$ $\left(X_{1} / w_{1}\right) \wedge \cdots \wedge\left(X_{m} / w_{m}\right)$ has an exponential distribution.

Note that the property of closure under weighted minima is analogous to the property of closure under linear combinations for the MVN family, with the operator $\wedge$ replacing the + operator. The explanation of the term 'stable' is given later in this section. The next theorem shows that MSMVE distributions have survival functions $G$ such that $-\log G$ is homogeneous of order 1 .
Theorem 6.2 Let $G$ be a MSMVE survival function. Then $A=$ $-\log G$ is homogeneous of order 1, i.e., $A(t \mathbf{x})=t A(\mathbf{x})$ for all $t>0, \mathbf{x} \in(0, \infty)^{m}$. Conversely, if $G$ is a multivariate exponential survival function and $-\log G$ is homogeneous of order 1 , then $G$ is MSMVE.
Proof. Let $\mathbf{X}$ be MSMVE with survival function $G$. From the definition, for $\mathbf{w} \in(0, \infty)^{m}$,

$$
\operatorname{Pr}\left(\min _{j} X_{j} / w_{j}>t\right)=\operatorname{Pr}\left(X_{j}>t w_{j}, 1 \leq j \leq m\right)=G(t \mathbf{w})=e^{-t A(\mathbf{w})}
$$

for a constant $A$ which depends on $\mathbf{w}$. Hence $A(\mathbf{w})=-\log G(\mathbf{w})$ for all $\mathbf{w}$ (by letting $t=1$ ). Therefore $A(t \mathbf{w})=-\log G(t \mathbf{w})=$ $t A(\mathbf{w})$ for all $t>0$ and $\mathbf{w} \in(0, \infty)^{m}$.

The converse is easy to prove, based on the preceding paragraph.

Survival functions satisfying the homogeneity condition of Theorem 6.2 can be obtained from some families in Chapter 5, after substituting exponential survival margins into the copulas. The next two theorems show that the class of MSMVE distributions is infinite-dimensional (this is a contrast to the finite-dimensional MVN family that arises from limit theory of sums of random vectors with finite second moments). However for statistical inference, parametric inference is easier than nonparametric infer-
ence for the multi-dimensional situation, so that a goal is to find finite-dimensional parametric subfamilies that cover well the entire family represented by (6.5). Parametric families of MSMVE distributions, equivalently MEV copulas, are given in Section 6.3.
Theorem 6.3 (The Pickands representation of a min-stable multivariate exponential distribution). Let $G(\mathbf{x})$ be a survival function with univariate exponential margins. $G$ satisfies $-\log G(t \mathbf{x})=$ $-t \log G(\mathbf{x})$ for all $t>0$ if and only if $G$ has the representation

$$
\begin{equation*}
-\log G(\mathbf{x})=\int_{S_{m}}\left[\max _{1 \leq i \leq m}\left(q_{i} x_{i}\right)\right] d U(\mathbf{q}), \quad x_{i} \geq 0, i=1, \ldots, m \tag{6.5}
\end{equation*}
$$

where $S_{m}=\left\{\mathbf{q}: q_{i} \geq 0, i=1, \ldots, m, \sum_{i} q_{i}=1\right\}$ is the $m$ dimensional unit simplex and $U$ is a finite measure on $S_{m}$.
Proof. This is a result of Pickands and an alternative statement of Theorem 5.4.5 of Galambos (1987); the proof is given in Galambos (1987).

Remarks. If $X$ has an exponential distribution with mean 1 , then $Y=1 / X$ has a Fréchet distribution with $\operatorname{cdf} \exp \left\{-y^{-1}\right\}, y>0$. For maxima, sometimes it is more convenient to work with the representation for a max-stable multivariate Fréchet distribution. This has cdf:

$$
\begin{equation*}
F(\mathbf{y})=\exp \left\{-\int_{S_{m}}\left[\max _{1 \leq i \leq m}\left(q_{i} y_{i}^{-1}\right)\right] d U(\mathbf{q})\right\}, \quad y_{i} \geq 0, i=1, \ldots, m \tag{6.6}
\end{equation*}
$$

with $S_{m}$ and $U$ as defined above.
In the bivariate case, a simplification of the characterization is possible; the condition involves convexity.
Theorem 6.4 Suppose $B$ is a continuous non-negative function on $[0,1]$ with $B(0)=B(1)=1$. Suppose that $B$ has right and left derivatives up to second order except for at most a countable number of points. Then $G(x, y)=\exp \{-(x+y) B(x /(x+y))\}$ is a bivariate exponential survival function if and only if $B$ is convex and $\max \{w, 1-w\} \leq B(w) \leq 1$ for $0 \leq w \leq 1$.
Proof. The first-order derivatives are $-\partial G / \partial x=G(x, y)[B(w)+$ $\left.(1-w) B^{\prime}(w)\right]$ and $-\partial G / \partial y=G(x, y)\left[B(w)-w B^{\prime}(w)\right]$, with $w=$ $x /(x+y)$. These equations hold for right and left derivatives. Because $G$ must be decreasing in $x, y$ in order to be a survival function, necessary conditions are: (i) $B(w)+(1-w) B^{\prime}(w) \geq 0$ and $B(w)-w B^{\prime}(w) \geq 0$, for all $w \in[0,1]$; and (ii) $B^{\prime}(w+) \geq$
$B^{\prime}(w-)$ if $B^{\prime}$ is discontinuous at $w$. Note that (ii) follows from $-\frac{\partial G}{\partial x}(x, y+) \leq-\frac{\partial G}{\partial x}(x, y-)$ and $-\frac{\partial G}{\partial y}(x+, y) \leq-\frac{\partial G}{\partial y}(x-, y)$. Hence $B^{\prime}(0) \geq-1$ and $B^{\prime}(1) \leq 1$. The second-order mixed derivative (treat as right and left derivatives if $B^{\prime}$ is not continuous everywhere) is $G\left\{\left[B+(1-w) B^{\prime}\right]\left[B-w B^{\prime}\right]+(1-w) w B^{\prime \prime} /(x+y)\right\}$. This must be non-negative in order for $G$ to be a survival function. Letting $x, y \rightarrow 0$ with $x /(x+y) \rightarrow w \in(0,1)$, a necessary condition is $B^{\prime \prime}(w) \geq 0$ whenever $B^{\prime}$ is continuous at $w$. Putting everything together, $B$ must be convex and $\max \{w, 1-w\} \leq B(w) \leq 1$.
Next for sufficiency, from convexity and the lower boundary constraint, $B^{\prime}(w) \geq(B(w)-1) / w \geq(1-w-1) / w=-1$ and $B^{\prime}(w) \leq(1-B(w)) /(1-w) \leq(1-w) /(1-w)=1$. Hence $B(w)+(1-w) B^{\prime}(w) \geq(1-w)-(1-w)=0$ and $B(w)-w B^{\prime}(w) \geq$ $w-w=0$ and the first-order derivatives have the right signs. If $B$ has a corner at point $w_{0}$ with $B^{\prime}\left(w_{0}+\right) \geq B^{\prime}\left(w_{0}-\right)$ (this must be the direction of the inequality from the convexity condition), then the first-order monotonicity is fine. Therefore if $B^{\prime}$ is continuous, the second-order mixed derivative is non-negative if $B^{\prime \prime} \geq 0$. If $B$ has some corners, so that $G$ has a singular component, then the above second-order mixed derivative is non-negative and the absolutely continuous component is fine. Hence $G$ is a survival function.

Theorem 6.5 Let $G$ be given by the preceding theorem. If $B$ has a corner point (or more than one), then $G$ has a singular component.
Proof. The survival function $G_{1 \mid 2}(x \mid y)$ is given by

$$
e^{y} G(x, y)\left[B\left(\frac{x}{x+y}\right)-\frac{x}{x+y} B^{\prime}\left(\frac{x}{x+y}\right)\right] .
$$

If $B$ has a corner point at $w_{0} \in(0,1)$ so that $B^{\prime}\left(w_{0}+\right)>B^{\prime}\left(w_{0}-\right)$, then $G_{1 \mid 2}(x \mid y)$ has a jump discontinuity at $x=w_{0} y /\left(1-w_{0}\right)$, when $w_{0}=x /(x+y)$. The conclusion now follows from Theorem 1.1.

From earlier in this section, MSMVE distributions have MEV copulas. When the copulas take on univariate GEV cdfs, the results are MEV distributions for maxima (which can arise as extreme value limits). When the copulas take on GEV survival margins for minima, the results are MEV survival functions for minima.

The MEV distribution is max-stable (min-stable) for multivariate maxima (minima). (A multivariate distribution $F$ is maxstable if for each $t>0, F^{t}(\mathbf{x})=F\left(a_{1 t}+b_{1 t} x_{1}, \ldots, a_{m t}+b_{m t} x_{m}\right)$ for some vectors $\mathbf{a}_{t}, \mathbf{b}_{t}$, and it is min-stable if for each $t>0$, $\bar{F}^{t}(\mathbf{x})=\bar{F}\left(a_{1 t}+b_{1 t} x_{1}, \ldots, a_{m t}+b_{m t} x_{m}\right)$ for some vectors $\mathbf{a}_{t}, \mathbf{b}_{t}$. With $t$ being a positive integer $n$, this means that the vector of
componentwise maxima (minima) has the same distribution up to location-scale changes.) If $G(\mathbf{x})=e^{-A(\mathbf{x})}$ and $A$ is homogeneous of order 1, then $G^{t}(\mathbf{x})=G(t \mathbf{x})$ so that the min-stability property holds.

The final result in this section concerns the density of a MSMVE survival function. Note that maximum likelihood estimation for the MEV or MSMVE models requires the density.

If $G=e^{-A}$ is a survival function, then the density $g$, which is $(-1)^{m}$ times the $m$ th-order mixed derivative, is

$$
g(\mathbf{z})=\exp \{-A(\mathbf{z})\}\left[\sum_{\left\{P_{1}, \ldots, P_{k}\right\} \in \mathcal{P}}(-1)^{m-k} \prod_{i=1}^{k} \frac{\partial^{\left|P_{i}\right|} A}{\prod_{j \in P_{i}} \partial z_{j}}(\mathbf{z})\right],
$$

where $\mathcal{P}$ is the set of partitions of $\{1, \ldots, m\}$. From this, we have the following theorem.

Theorem 6.6 For $j=1, \ldots, m$, let $a_{j}, b_{j}$ be reals with $\infty \leq a_{j}<$ $b_{j} \leq \infty$. Let $G$ be a function from $\times{ }_{j=1}^{m}\left(a_{j}, b_{j}\right)$ to $[0,1]$, which is decreasing in each of the $m$ arguments and satisfies (a) $\lim _{z_{j} \rightarrow b_{j}} G(\mathbf{z})$ $=0$ and (b) $\lim _{z_{j} \rightarrow a_{j} \forall j} G(\mathbf{z})=1$. Let $A=-\log G$. Then $G$ is a survival function if for every subset $S \in \mathcal{S}_{m}$,

$$
(-1)^{1+|S|} \frac{\partial^{|S|} A}{\prod_{i \in S} \partial z_{i}}(\mathbf{z}) \geq 0 \quad \forall \mathbf{z}
$$

### 6.2.1 Dependence properties

MSMVE distributions are max-id (since if $G$ is MSMVE then $\left.G^{t}(\mathbf{x})=G(t \mathbf{x}), t>0\right)$, and hence so are MEV copulas. By Theorem 2.6, MEV copulas are positively dependent, being $\mathrm{TP}_{2}$, for example, when $m=2$. Furthermore, the stronger positive dependence property of association holds.

Theorem 6.7 If $C$ is an $M E V$ copula, then $C$ is associated. Hence any $M E V$ distribution is associated.

Proof. This is summarized from Proposition 5.1 of Marshall and Olkin (1983).

Because the dependence concept of association is preserved under strictly increasing or decreasing transformations of variables, it suffices to show that MSMVE distributions are associated. Because association is preserved under limits in distribution, and because of Pickand's representation (Theorem 6.3), it suffices to show association in the case where $U(\mathbf{q})$ in (6.5) consists of a finite number
of masses. For this case, suppose $\mathbf{q}_{k}=\left(q_{k 1}, \ldots, q_{k m}\right), k=1, \ldots, r$, are the support points with respective masses $\alpha_{k}>0$. Then (6.5) becomes

$$
\begin{equation*}
A(\mathbf{x})=\sum_{k=1}^{r} \alpha_{k} \max _{1 \leq j \leq m} q_{k j} x_{j} \tag{6.7}
\end{equation*}
$$

Hence $e^{-A}$ is the distribution of $\mathbf{X}$ with $X_{j}=\min _{1 \leq k \leq r} a_{k j} Z_{k}$, where $a_{k j}=\left(q_{k j} \alpha_{k}\right)^{-1}$, and $Z_{1}, \ldots, Z_{r}$ are iid exponential rvs with mean 1. Note that

$$
\begin{gathered}
\operatorname{Pr}\left(X_{j}>x_{j}, j=1, \ldots, m\right)=\operatorname{Pr}\left(Z_{k}>\max _{1 \leq j \leq m} x_{j} / a_{k j}, k=1, \ldots, r\right) \\
=\exp \left\{-\sum_{k=1}^{r} \max _{1 \leq j \leq m} x_{j} / a_{k j}\right\}
\end{gathered}
$$

Since $\left(Z_{1}, \ldots, Z_{r}\right)$ is associated by Theorem 2.4(d) and $\mathbf{X}$ consists of increasing functions of independent rvs, $\mathbf{X}$ is associated.

The next result shows that for a bivariate copula with tail dependence, the extreme value limit has the same tail dependence parameter $\lambda$. Hence, the BEV limit is not the independence copula. In Section 5.1, the BEV limits are indicated for those families that have tail dependence. The result also applies to the bivariate margins of a multivariate copula.
Theorem 6.8 Let $C$ be a bivariate copula and let $F\left(x_{1}, x_{2}\right)=$ $C\left(1-e^{-x_{1}}, 1-e^{-x_{2}}\right)$. Suppose $\lim _{u \rightarrow 1} \bar{C}(u, u) /(1-u)=\lambda$, where $\lambda \in(0,1]$ and $\lim _{n \rightarrow \infty} F^{n}\left(x_{1}+\log n, x_{2}+\log n\right)=H\left(x_{1}, x_{2}\right)=$ $\exp \left\{-\eta\left(x_{1}, x_{2}\right)\right\}$ with univariate margins $\exp \left\{-e^{-x_{j}}\right\}, j=1,2$. Let $C^{*}\left(u_{1}, u_{2}\right)=H\left(-\log \left[-\log u_{1}\right],-\log \left[-\log u_{2}\right]\right)$. Then

$$
\lim _{u \rightarrow 1} \bar{C}^{*}(u, u) /(1-u)=\lambda .
$$

Proof. From (6.9) below,

$$
\begin{aligned}
& \eta(x, x)=\lim _{n \rightarrow \infty} n[1-F(x+\log n, x+\log n)] \\
& \quad=\lim _{n \rightarrow \infty} n\left[e^{-x-\log n}+e^{-x-\log n}-\bar{F}(x+\log n, x+\log n)\right] \\
& \quad=2 e^{-x}-\lambda e^{-x} .
\end{aligned}
$$

Now, with $\hat{u}=-\log [-\log u]$,

$$
\begin{aligned}
\bar{C}^{*}(u, u) /(1-u) & =[1-2 u+\exp \{-\eta(\hat{u}, \hat{u})\}] /(1-u) \\
& \sim\left[1-2 u+u^{2-\lambda}\right] /(1-u) \rightarrow \lambda
\end{aligned}
$$

as $u \rightarrow 1$.

### 6.2.2 Extreme value limit results

In this subsection, to avoid technicalities, limits are written under the assumption that they exist. In particular applications, one does have to check for their existence. General conditions for existence of limits can be found in Galambos (1987, Chapter 5), Resnick (1987, Chapter 5) and Marshall and Olkin (1983). Note that to check that a limit is a proper distribution, one needs to check the boundary conditions but not the rectangle condition of Section 1.4.2.
Theorem 6.9 Let $\left(M_{1 n}, \ldots, M_{m n}\right)$ be a vector of maxima from iid random vectors $\left(X_{i 1}, \ldots, X_{i m}\right)$ from $F$ and suppose

$$
\begin{aligned}
& F^{n}\left(a_{1 n}+b_{1 n} z_{1}, \ldots, a_{m n}+b_{m n} z_{m}\right) \\
& \quad=\lim _{n} \operatorname{Pr}\left(M_{1 n} \leq a_{1 n}+b_{1 n} z_{1}, \ldots, M_{m n} \leq a_{m n}+b_{m n} z_{m}\right)
\end{aligned}
$$

converges weakly to $H(\mathbf{z})$. Suppose the limits

$$
\lim _{n \rightarrow \infty} n \bar{F}_{S}\left(a_{j n}+b_{j n} z_{j}, j \in S\right)=r_{S}\left(z_{j}, j \in S\right)
$$

are finite for all $S \in \mathcal{S}_{m}$. If

$$
\exp \left\{\sum_{S \in \mathcal{S}_{m}}(-1)^{|S|} r_{S}\left(z_{j}, j \in S\right)\right\}
$$

is a non-degenerate distribution function, then it is equal to $H$.
Proof. This is part of Theorem 5.3.1 in Galambos (1987). An outline of the proof is as follows. We use the notation $\mathbf{a}_{n}+b_{n} \mathbf{z}$ for the vector $\left(a_{1 n}+b_{1 n} z_{1}, \ldots, a_{m n}+b_{m n} z_{m}\right)$. If $\mathbf{z}$ is such that $F^{n}\left(\mathbf{a}_{n}+\mathbf{b}_{n} \mathbf{z}\right)$ converges to a value in ( 0,1 ), then $F\left(\mathbf{a}_{n}+\mathbf{b}_{n} \mathbf{z}\right) \rightarrow 1$. Hence, $F^{n}\left(\mathbf{a}_{n}+\mathbf{b}_{n} \mathbf{z}\right)=\exp \left\{n \log F\left(\mathbf{a}_{n}+\mathbf{b}_{n} \mathbf{z}\right)\right\} \sim \exp \left\{-n\left[1-F\left(\mathbf{a}_{n}+\mathbf{b}_{n} \mathbf{z}\right)\right]\right\}$. The conclusion now follows with the use of equation (1.4).

A general approach for deriving MEV distributions is based on a family of copulas. From earlier results in this section, the univariate margins can be conveniently taken to be exponential with mean 1 in order to derive the limiting MEV distribution, since the MEV copula that results does not depend on the univariate margins. Let the starting multivariate exponential distribution be denoted by $F$. The limiting MEV distribution is

$$
\begin{equation*}
\lim _{n \rightarrow \infty} F^{n}\left(x_{1}+\log n, \ldots, x_{m}+\log n\right) ; \tag{6.8}
\end{equation*}
$$

the linear transform $x_{j}+\log n$ comes from Example 6.1. This can be converted to a MSMVE survival distribution with the transforms $z_{j}=e^{-x_{j}}, j=1, \ldots, m$, of the Gumbel univariate margins.

If $F$ has bivariate tail dependence then the limit has dependent margins. If $F$ does not have bivariate tail dependence such as for the MVN distribution or copula, then the limiting MEV distribution corresponds to the independence copula. If $F$ is a member of a parametric family, then a parametric family of MEV distributions can result.

From the preceding theorem and its proof, (6.8) is the same as

$$
\begin{equation*}
\exp \left\{-\lim _{n \rightarrow \infty} n\left[1-F\left(x_{1}+\log n, \ldots, x_{m}+\log n\right)\right]\right\} \tag{6.9}
\end{equation*}
$$

or

$$
\begin{equation*}
\exp \left\{-\sum_{i=1}^{m} e^{-x_{i}}+\sum_{S \in \mathcal{S}_{m},|S| \geq 2}(-1)^{|S|} \lim _{n} n \bar{F}_{S}\left(x_{j}+\log n, j \in S\right)\right\} \tag{6.10}
\end{equation*}
$$

Let $\mathbf{X} \sim F$. Another form is based on using the identity

$$
\begin{aligned}
& 1-F(\mathbf{x})=\sum_{i=1}^{m} \operatorname{Pr}\left(X_{i}>x_{i}\right) \\
& \quad-\sum_{1 \leq j<k \leq m} \operatorname{Pr}\left(X_{j}>x_{j}, X_{k}>x_{k}, X_{i} \leq x_{i}, j<i<k\right)
\end{aligned}
$$

in (6.9). With $\lim n \exp \left\{-x_{i}-\log n\right\}=\exp \left\{-x_{i}\right\}, i=1, \ldots, m$,

$$
\zeta_{j, j+1}\left(x_{j}, x_{j+1}\right) \stackrel{\text { def }}{=} \lim _{n \rightarrow \infty} n\left[1-F_{j, j+1}\left(x_{j}+\log n, x_{j+1}+\log n\right)\right],
$$

and

$$
\begin{aligned}
& \zeta_{j k}\left(x_{j}, \ldots, x_{k}\right) \stackrel{\text { def }}{=} \lim _{n \rightarrow \infty} n \operatorname{Pr}\left(X_{j}>x_{j}+\log n\right. \\
& \left.\quad X_{k}>x_{k}+\log n, X_{i} \leq x_{i}+\log n, j<i<k\right)
\end{aligned}
$$

for $j<k, k-j>1$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n[1-F(\mathbf{x}+\log n)]=\sum_{i} \exp \left\{-x_{i}\right\}-\sum_{j<k} \zeta_{j k}\left(x_{j}, \ldots, x_{k}\right) \tag{6.11}
\end{equation*}
$$

is the exponent in (6.9). Special cases are given below and in the next section.

For example, consider application to the limiting MEV distribution for (4.39) in Section 4.5. If $1-C_{j k}$ has simple form for all $j<k$, then for (4.39),

$$
\begin{align*}
& 1-F_{1, \ldots, m}(\mathbf{x})=1-F_{2, \ldots, m-1}\left(x_{2}, \ldots, x_{m-1}\right)  \tag{6.12}\\
& \quad+\int_{0}^{x_{2}} \cdots \int_{0}^{x_{m-1}}\left[1-C_{1 m}\left(F_{1 \mid 2, \ldots, m-1}, F_{m \mid 2, \ldots, m-1}\right)\right] d F_{2, \ldots, m-1},
\end{align*}
$$

so that a recursion formula is possible for the limit in the exponent of (6.8). Let $M=\log n$ and $\mathbf{z}=\left(z_{2}, \ldots, z_{m-1}\right)$. Then $n$ times the
integral in (6.12), with argument $\mathbf{x}+M$, leads to:

$$
\begin{gather*}
n \int_{0}^{x_{2}+M} \ldots \int_{0}^{x_{m-1}+M}\left[1-C_{1 m}\left(F_{1 \mid 2, \ldots, m-1}\left(x_{1}+M \mid \mathbf{z}\right)\right.\right. \\
=\int_{-M}^{x_{2}} \cdots \int_{-M}^{x_{m-1}}\left[1-C_{1 m}\left(F_{1 \mid 2, \ldots, m-1}\left(x_{1}+M \mid v_{2}+M, \ldots, v_{m-1}+M\right)\right.\right. \\
\left.\left.F_{m \mid 2, \ldots, m-1}\left(x_{m}+M \mid v_{2}+M, \ldots, v_{m-1}+M\right)\right)\right] \\
\quad \cdot e^{M} f_{2, \ldots, m-1}\left(v_{2}+M, \ldots, v_{m-1}+M\right) d v_{2} \cdots d v_{m-1} \\
\rightarrow \int_{-\infty}^{x_{2}} \cdots \int_{-\infty}^{x_{m-1}}\left[1-C_{1 m}\left(1-a_{1,2 \ldots, m-1}\left(v_{2}-x_{1}, \ldots, v_{m-1}-x_{1}\right)\right.\right. \\
\left.\left.1-a_{m, 2 \ldots, m-1}\left(v_{2}-x_{m}, \ldots, v_{m-1}-x_{m}\right)\right)\right] \\
\cdot b_{2, \ldots, m-1}\left(v_{2}, \ldots, v_{m-1}\right) d v_{2} \cdots d v_{m-1}
\end{gather*}
$$

under conditions similar to those in Theorem 4.20 (note that the functions $a_{1,2 \ldots, m-1}, a_{m, 2 \ldots, m-1}$ and $b_{2, \ldots, m-1}$ are defined in the proof of Theorem 4.20). For $1 \leq j<k \leq m$ with $k-j>1$, let $\eta_{j k}\left(x_{j}, \ldots, x_{k}\right)$ be the limit similar to (6.13) starting with $C_{j k}$ instead of $C_{1 m}$, and for $1 \leq j<m$, let

$$
\eta_{j, j+1}\left(x_{j}, x_{j+1}\right)=\lim _{n \rightarrow \infty} n\left[1-F_{j, j+1}\left(x_{j}+\log n, x_{j+1}+\log n\right)\right] .
$$

Then $\lim n\left[1-F_{1, \ldots, m}(\mathbf{x}+\log n)\right]$, in the exponent of $(6.9)$, is $\begin{cases}\sum_{i=1}^{m / 2} \eta_{i, m+1-i}\left(x_{i}, \ldots, x_{m+1-i}\right) & m \text { even, } \\ \sum_{i=1}^{(m-1) / 2} \eta_{i, m+1-i}\left(x_{i}, \ldots, x_{m+1-i}\right)+\exp \left\{-x_{(m+1) / 2}\right\} & m \text { odd } .\end{cases}$

A simpler form of the limit may result from (6.11), with $\lim n \operatorname{Pr}\left(X_{j}>x_{j}+\log n, X_{k}>x_{k}+\log n, X_{i} \leq x_{i}+\log n, j<i<k\right)$

$$
\begin{gathered}
=\int_{-M}^{x_{j+1}} \cdots \int_{-M}^{x_{k-1}} \bar{C}_{j k}\left(F_{j \mid j+1, \ldots, k-1}\left(x_{j}+M \mid v_{j+1}+M, \ldots, v_{k-1}+M\right)\right. \\
\left.F_{k \mid j+1, \ldots, k-1}\left(x_{k}+M \mid v_{j+1}+M, \ldots, v_{k-1}+M\right)\right) \\
\cdot e^{M} f_{j+1, \ldots, k-1}\left(v_{j+1}+M, \ldots, v_{k-1}+M\right) d v_{j+1} \cdots d v_{k-1} \\
\rightarrow \int_{-\infty}^{x_{j+1}} \cdots \int_{-\infty}^{x_{k-1}} \bar{C}_{j k}\left(1-a_{j, j+1, \ldots, k-1}\left(v_{j+1}-x_{j}, \ldots, v_{k-1}-x_{j}\right)\right. \\
\left.1-a_{k, j+1, \ldots, k-1}\left(v_{j+1}-x_{k}, \ldots, v_{k-1}-x_{k}\right)\right) \\
\cdot b_{j+1, \ldots, k-1}\left(v_{j+1}, \ldots, v_{k-1}\right) d v_{j+1} \cdots d v_{k-1}
\end{gathered}
$$

$$
\begin{equation*}
=\zeta_{j k}\left(x_{j}, \ldots, x_{k}\right) \tag{6.15}
\end{equation*}
$$

The functions $a_{j, j+1, \ldots, k-1}, a_{k, j+1, \ldots, k-1}$ and $b_{j+1, \ldots, k-1}$ are defined in the proof of Theorem 4.20.

### 6.3 Parametric families

A MEV distribution with univariate margins transformed to exponential survival functions becomes a MSMVE distribution. Let $G$ be a min-stable $m$-dimensional exponential survival function. From Theorem 6.2, the exponent $A=-\log G$ satisfies

$$
\begin{equation*}
A(t \mathbf{z})=t A(\mathbf{z}) \quad \forall t>0 . \tag{6.16}
\end{equation*}
$$

Let $G_{S}$ be a marginal survival function of $G$, with $S \in \mathcal{S}_{m}$. Then $G_{S}\left(\mathbf{z}_{S}\right)=\exp \left\{-A_{S}\left(\mathbf{z}_{S}\right)\right\}$, where $A_{S}$ is obtained from $A$ by setting $z_{j}=0$ for $j \notin S$. The notation in this section is such that the arguments of $A$ are shown through a subset $S$ when more than one $A$ is used.
In this section, in terms of the exponent $A$, we list some parametric families of MSMVE distributions that interpolate from independence to the Fréchet upper bound. As mentioned in Section 4.1, desirable properties are a wide range of dependence structure and closure under the taking of margins, etc. The families in Section 6.3.1 are such that each parameter has a dependence interpretation. Most of these families make use of the methods of construction in Chapter 4 and Section 6.2. Other parametric families are given in Section 6.3.2; for these the interpretation of parameters may not be as straightforward.

### 6.3.1 Dependence families

This subsection includes a listing of parameter families of MSMVE distributions with good dependence properties and is intended as a reference of useful parametric MSMVE families. We start with three one-parameter bivariate families and then go on to families that could be considered as multivariate extensions.

The three bivariate families B6, B7 and B8 in Section 5.1 are families of MEV copulas; in the min-stable exponential form, the exponents $-\log G$ are:

$$
\begin{align*}
A\left(z_{1}, z_{2} ; \delta\right)= & \left(z_{1}^{\delta}+z_{2}^{\delta}\right)^{1 / \delta}, \quad \delta \geq 1  \tag{6.17}\\
A\left(z_{1}, z_{2} ; \delta\right)= & z_{1}+z_{2}-\left(z_{1}^{-\delta}+z_{2}^{-\delta}\right)^{-1 / \delta}, \quad \delta \geq 0  \tag{6.18}\\
A\left(z_{1}, z_{2}, \delta\right)= & z_{1} \Phi\left(\delta^{-1}+\frac{1}{2} \delta\left[\log \left(z_{1} / z_{2}\right)\right]\right)  \tag{6.19}\\
& +z_{2} \Phi\left(\delta^{-1}+\frac{1}{2} \delta\left[\log \left(z_{2} / z_{1}\right)\right]\right), \quad \delta \geq 0
\end{align*}
$$

The independence case $\left(A\left(z_{1}, z_{2}\right)=z_{1}+z_{2}\right)$ obtains when $\delta=1,0$ and 0 in (6.17), (6.18) and (6.19), respectively; the Fréchet upper bound $\left(A\left(z_{1}, z_{2}\right)=\max \left\{z_{1}, z_{2}\right\}\right)$ obtains when $\delta=\infty$ in all these cases.

Multivariate extensions of these bivariate models are given next together with some discussion and interpretations. Equation (6.19) derives from a (non-standard) extreme value limit of the BVN distribution and has a multivariate extension with a parameter for each bivariate margin. Equations (6.17) and (6.18) have two different parallel multivariate extensions, although the extension of having the bivariate family with a different parameter for each bivariate margin does not exist (or has not been constructed). The extensions that have been obtained satisfy different properties: (i) each bivariate margin is in the family (6.17) or (6.18), but there are only $m-1$ distinct bivariate parameters among the $m(m-1) / 2$ bivariate margins (see Section 5.3); (ii) $m-1$ of the $m(m-1) / 2$ bivariate margins are in the family (6.17) or (6.18), with different parameters possible, and the remaining bivariate margins are not of the same form, but overall there is a flexible dependence structure.

Family M8. The multivariate extension of (6.19) is closed under margins and has (6.19) with parameter $\delta_{i j}=\delta_{j i}$ for the $(i, j)$ bivariate margin. The dependence structure is like that of the MVN (except that there is no negative dependence). Let $\alpha_{i j}=\delta_{i j}^{-1}, i \neq j$. Let $\rho_{k i j}=\left[\alpha_{i k}^{2}+\alpha_{j k}^{2}-\alpha_{i j}^{2}\right] /\left[2 \alpha_{i k} \alpha_{j k}\right]$ for $i, j, k$ distinct. A symmetric form is given followed by a recursive (non-symmetric) form; the latter is more suitable for numerical computations in maximum likelihood estimation.

The symmetric form is:

$$
\begin{aligned}
& A_{1 \cdots m}\left(\mathbf{z} ; \delta_{i j}, 1 \leq i<j \leq m\right)=z_{1}+\ldots+z_{m}-\sum_{1 \leq i<j \leq m}\left\{z_{i}+z_{j}\right. \\
& \left.-z_{i} \Phi\left(\delta_{i j}^{-1}+\frac{1}{2} \delta_{i j}\left[\log \left(z_{i} / z_{j}\right)\right]\right)-z_{j} \Phi\left(\delta_{i j}^{-1}+\frac{1}{2} \delta_{i j}\left[\log \left(z_{j} / z_{i}\right)\right]\right)\right\} \\
& \quad+\sum_{S:|S| \geq 3}(-1)^{|S|+1} r_{S}\left(z_{i}, i \in S ; \delta_{i j}, i<j, i, j \in S\right)
\end{aligned}
$$

where for $S=\left\{i_{1}, \ldots, i_{k}\right\}$ with $i_{1}<\cdots<i_{k}$,

$$
\begin{aligned}
& r_{S}\left(z_{i}, i \in S ; \delta_{i j}, i<j, i, j \in S\right) \\
& \quad=\int_{0}^{z_{i_{k}}} \bar{\Phi}_{k-1}\left(\log \left(y / z_{i_{j}}\right)+2 \delta_{i_{j}, i_{k}}^{-2}, j=1, \ldots, k-1 ; \Gamma\right) d y
\end{aligned}
$$

$\bar{\Phi}_{k-1}(\cdot ; \Gamma)$ is the MVN survival function with covariance matrix $\Gamma$, and $\Gamma=\Gamma\left(\delta_{i_{j}, i_{i^{\prime}}}, j, j^{\prime}=1, \ldots, k-1\right)$ is the $(k-1) \times(k-1)$ matrix with $\left(j, j^{\prime}\right)$ element equal to $2\left(\delta_{i_{j}, i_{k}}^{-2}+\delta_{i_{j^{\prime}, i_{k}}}^{-2}-\delta_{i_{j}, i_{j^{\prime}}}^{-2}\right)$ for $1 \leq j, j^{\prime} \leq k-1$, and $\delta_{i i}^{-1}$ is defined as zero for all $i$.
Proof. See Hüsler and Reiss (1989). The derivation was essentially based on Theorem 6.9 with the correlation parameters of a MVN distribution approaching 1 . The sequences $a_{j n}=a_{n}, b_{j n}=b_{n}$ come from univariate extreme value theory.

With parameters listed in lexicographic order, the exponent, in recursive form for $m \geq 3$, is:

$$
\begin{align*}
& A_{1 \cdots m}\left(\mathbf{z} ; \delta_{12}, \ldots, \delta_{m-1, m}\right) \\
& =A_{1, \cdots, m-1}\left(z_{1}, \ldots, z_{m-1} ; \delta_{12}, \ldots, \delta_{m-2, m-1}\right)+  \tag{6.20}\\
& \int_{0}^{z_{m}} \Phi_{m-1}\left(\delta_{i, m}^{-1}+\frac{1}{2} \delta_{i, m}\left[\log \left(\frac{q}{z_{i}}\right)\right], i \leq m-1 ;\left(\rho_{m i j}\right)_{i<j \leq m-1}\right) d q .
\end{align*}
$$

By permuting the indices of (6.20), alternative representations are possible. The constraints on the $\delta_{i j}$ are that they are non-negative and the covariances matrices in all possible representations are positive definite.
Proof. The proof of the simpler form of the three-dimensional case is given here. The proofs for higher dimensions are similar.

For $m=3$,

$$
\begin{align*}
& A_{123}\left(z_{1}, z_{2}, z_{3} ; \delta_{12}, \delta_{13}, \delta_{23}\right)=z_{1}+z_{2}-B_{2}\left(z_{1}, z_{2} ; \delta_{12}\right)+z_{3} \\
& -B_{2}\left(z_{1}, z_{3} ; \delta_{13}\right)-B_{2}\left(z_{2}, z_{3} ; \delta_{23}\right)+B_{3}\left(z_{1}, z_{2}, z_{3} ; \delta_{12}, \delta_{13}, \delta_{23}\right) \tag{6.21}
\end{align*}
$$

where

$$
\begin{aligned}
& B_{2}\left(x_{1}, x_{2} ; \delta\right)=\int_{0}^{x_{2}} \bar{\Phi}\left(\delta^{-1}+\frac{1}{2} \delta \log \left(q / x_{1}\right)\right) d q \\
& =x_{1}+x_{2}-x_{1} \Phi\left(\delta^{-1}+\frac{1}{2} \delta\left[\log \left(x_{1} / x_{2}\right)\right]\right)-x_{2} \Phi\left(\delta^{-1}+\frac{1}{2} \delta\left[\log \left(x_{2} / x_{1}\right)\right]\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& B_{3}\left(z_{1}, z_{2}, z_{3} ; \delta_{12}, \delta_{13}, \delta_{23}\right)= \\
& \int_{0}^{z_{3}} \bar{\Phi}_{2}\left(\delta_{13}^{-1}+\frac{1}{2} \delta_{13}\left[\log \left(q / z_{1}\right)\right], \delta_{23}^{-1}+\frac{1}{2} \delta_{23}\left[\log \left(q / z_{2}\right)\right] ; \rho_{312}\right) d q
\end{aligned}
$$

with $\rho_{312}$ as defined above.
Now, $B_{2}\left(z_{j}, z_{3} ; \delta_{j 3}\right)$ for $j=1,2$ can be rewritten as

$$
\int_{0}^{z_{3}} \bar{\Phi}_{2}\left(\delta_{13}^{-1}+\frac{1}{2} \delta_{13}\left[\log \left(q / z_{1}\right)\right],-\infty ; \rho_{312}\right) d q
$$

and

$$
\int_{0}^{z_{3}} \bar{\Phi}_{2}\left(-\infty, \delta_{23}^{-1}+\frac{1}{2} \delta_{23}\left[\log \left(q / z_{2}\right)\right] ; \rho_{312}\right) d q
$$

respectively, and hence the last four terms of (6.21) simplify to the last term in (6.20) when $m=3$.

For the first generalization of (6.17) and (6.18), a derivation is given for a specific choice of clustering; the proof in general is the same, but there is no simple notation to cover all cases (see Section 5.3). We give one general form of clustering, followed by the second possibility for $m=4$. The general form consists of root clusters $\{1,2\}$ and $\{j+1\}, j=2, \ldots, m-1$, and derived hierarchical clusters $\{1, \ldots, k\}, k=3, \ldots, m$. In the notation of Section 5.3 , the parameters are written as $\beta_{1,2}, \beta_{1,3}, \ldots, \beta_{1, m}$.

Family M6. (This is a continuation of family M6 in Section 5.3.) With $A_{12}$ given by (6.17), the exponent, in recursive form, for $m \geq 3$, is:

$$
\begin{align*}
& A_{1 \ldots m}\left(\mathbf{z} ; \beta_{1,2}, \beta_{1,3}, \ldots, \beta_{1, m}\right)=  \tag{6.22}\\
& \left(\left[A_{1, \ldots, m-1}\left(z_{1}, \ldots, z_{m-1} ; \beta_{1,2}, \ldots, \beta_{1, m-1}\right)\right]^{\beta_{1, m}}+z_{m}^{\beta_{1, m}}\right)^{1 / \beta_{1, m}} \\
& \beta_{1,2} \geq \beta_{1,3} \geq \cdots \geq \beta_{1, m} \geq 1 .
\end{align*}
$$

The other case for $m=4$ has root clusters $\{1,2\}$ and $\{3,4\}$, and the derived hierarchical cluster $\{1,2,3,4\}$; the parameters are $\beta_{1,2}$, $\beta_{3,4}, \beta_{1,4}$. The exponent is

$$
\begin{align*}
& A_{1234}\left(\mathbf{z} ; \beta_{1,2}, \beta_{3,4}, \beta_{1,4}\right)=  \tag{6.23}\\
& \qquad\left(\left(z_{1}^{\beta_{1,2}}+z_{2}^{\beta_{1,2}}\right)^{\beta_{1,4} / \beta_{1,2}}+\left(z_{3}^{\beta_{3,4}}+z_{4}^{\beta_{3,4}}\right)^{\beta_{1,4} / \beta_{3,4}}\right)^{1 / \beta_{1,4}} \\
& 1 \leq \beta_{1,4} \leq \beta_{1,2}, \beta_{3,4} .
\end{align*}
$$

Family M7. (A generalization of family B7.) The way to use a model that generalizes (6.17) to get one that generalizes (6.18) is as follows. The generalization of (6.18) is a sum of terms, with a term for each non-empty subset of $z_{1}, \ldots, z_{m}$. The sign of a term is $(-1)^{|S|+1}$ for a subset $S$. The last term with all $m$ variables can be obtained from (6.22) by changing all $\beta$ to $-\beta$. The term with variables $z_{i}, i \in S$, can be obtained from this last term by crossing out variables $z_{i^{\prime}}$ with $i^{\prime} \notin S$ and then simplifying. For example, with the right-hand side of (6.22) now denoted by $B_{1 \cdots m}$, and with the same clusters as in (6.22), the generalization of (6.18)
has exponent $A_{1 \ldots m}^{*}$ given by

$$
\begin{gather*}
A_{1 \ldots m}^{*}\left(\mathbf{z} ; \beta_{1,2}, \ldots, \beta_{1, m}\right)=\sum_{j} z_{j}-\sum_{j_{1}<j_{2}}\left(z_{j_{1}}^{-\beta_{1, j_{2}}}+z_{j_{2}}^{-\beta_{1, j_{2}}}\right)^{-\frac{1}{\beta_{1, j_{2}}}} \\
+\sum_{3 \leq k \leq m}(-1)^{k+1} \sum_{j_{1}<\cdots<j_{k}} B_{1 \cdots k}\left(z_{j_{1}}, \ldots, z_{j_{k}} ;-\beta_{1, j_{2}}, \ldots,-\beta_{1, j_{k}}\right) \\
\beta_{1,2} \geq \cdots \geq \beta_{1, m} \geq 0 . \tag{6.24}
\end{gather*}
$$

Similarly, there is an extension of (6.18) with dependence structure analagous to the model in (6.23).

The derivation of (6.24) and its extensions comes from the lower extreme value limit of the family M4 (or the upper extreme value limit applied to the associated copula of M4 when survival functions are used for the univariate arguments), using Theorem 6.9 and (6.10).

For $1 \leq j_{1}<j_{2} \leq m$, the bivariate margin of (6.22) (respectively model (6.24)) is family (6.17) ((6.18)) with parameter $\delta_{j_{1} j_{2}}=\beta_{1, j_{2}}$. Hence for fixed $1<k \leq m$, the bivariate dependence between variables $j$ and $k$ is the same for all $j<k$. Also the bivariate dependence is decreasing with $k$. Hence to use (6.22), (6.23), (6.24) and their extensions, the variables have to be indexed in an appropriate order. All higher-order margins (for $m \geq 3$ ) of (6.22) and (6.24) are within the same family. For model $(6.23)$, the $(1,2),(3,4)$ bivariate margins are (6.17) with parameters $\beta_{1,2}, \beta_{3,4}$ respectively, and the remaining four bivariate margins have parameter $\beta_{1,4}$. The trivariate margins of (6.23) are in the family (6.22).

Next we turn to the second generalization of (6.17) and (6.18), which has $m(m-1) / 2$ distinct bivariate dependence parameters, with $m-1$ of the $m(m-1) / 2$ bivariate margins being (6.17) or (6.18). For some parameter vectors, the remaining bivariate margins are close to (6.17) or (6.18). The models that have these properties are given for $m=3$ and 4 dimensions explicitly rather than in a general form because the form of the model is too complex. The general multivariate version can be obtained following the steps in Section 6.2 .2 , especially (6.14) and (6.11) respectively for generalizations of (6.17) and (6.18).

Family MM6. This family comes from the upper extreme value limit of the family MM5 (see Section 5.5) and some of the bivariate margins have the form of (6.17). With lexicographic ordering of the
parameters, the exponents for $m=3,4$ are:

$$
\begin{align*}
& A_{123}\left(z_{1}, z_{2}, z_{3} ; \theta_{12}, \theta_{13}, \theta_{23}\right)  \tag{6.25}\\
& \quad=z_{2}+\int_{-\infty}^{-\log z_{2}}\left[\eta_{12}^{\theta_{13}}+\eta_{32}^{\theta_{13}}-\eta_{12}^{\theta_{13}} \eta_{32}^{\theta_{13}}\right]^{1 / \theta_{13}} e^{-v_{2}} d v_{2}
\end{align*}
$$

where $\eta_{12}=\eta\left(z_{1}, e^{-v_{2}}, \theta_{12}\right), \eta_{32}=\eta\left(z_{3}, e^{-v_{2}}, \theta_{23}\right)$ and $\eta(s, t, \theta)=$ $1-\left[1+(s / t)^{\theta}\right]^{-1+1 / \theta}$; and

$$
\begin{align*}
& A_{1234}\left(\mathbf{z} ; \theta_{12}, \ldots, \theta_{34}\right)=\left(z_{2}^{\theta_{23}}+z_{3}^{\theta_{23}}\right)^{1 / \theta_{23}}  \tag{6.26}\\
& \quad+\left(\theta_{23}-1\right) \int_{-\infty}^{-\log z_{2}} \int_{-\infty}^{-\log z_{3}}\left[\eta_{123}^{\theta_{14}}+\eta_{432}^{\theta_{14}}-\eta_{123}^{\theta_{14}} \eta_{432}^{\theta_{14}}\right]^{1 / \theta_{14}} \\
& \quad \cdot\left(e^{-\theta_{23} v_{2}}+e^{-\theta_{23} v_{3}}\right)^{-2+1 / \theta_{23}} e^{-\theta_{23}\left(v_{2}+v_{3}\right)} d v_{2} d v_{3}
\end{align*}
$$

where $\eta_{123}=\eta^{\prime}\left(\eta_{12}, \eta_{32}^{*}, \theta_{13}\right), \eta_{432}=\eta^{\prime}\left(\eta_{43}, \eta_{23}^{*}, \theta_{24}\right), \eta^{\prime}(s, t, \theta)=$ $1-\left[(s / t)^{\theta}+1-s^{\theta}\right]^{-1+1 / \theta}\left(1-s^{\theta}\right), \eta_{32}^{*}=\eta\left(e^{-v_{3}}, e^{-v_{2}}, \theta_{23}\right), \eta_{43}=$ $\eta\left(z_{4}, e^{-v_{3}}, \theta_{34}\right)$ and $\eta_{23}^{*}=\eta\left(e^{-v_{2}}, e^{-v_{3}}, \theta_{23}\right)$.

In (6.25) and (6.26), the $\theta_{i j}$ are greater than or equal to 1 . The models are such that the $(j, j+1)$ margins, $j=1, \ldots, m-1$, are in the family (6.17) with parameters $\theta_{j, j+1}$. The remaining parameters have interpretations in terms of conditional dependence. The $(1,2,3)$ and $(2,3,4)$ margins of $(6.26)$ are $(6.25)$ with respective parameter vectors $\left(\theta_{12}, \theta_{13}, \theta_{23}\right)$ and $\left(\theta_{23}, \theta_{24}, \theta_{34}\right)$. The parameter $\theta_{13}$ measures the amount of conditional dependence of the first and third univariate margins given the second, and $\theta_{24}$ has a similar interpretation. A larger value of the parameter means more conditional dependence. Similarly, $\theta_{14}$ measures the amount of conditional dependence of the first and fourth univariate margins given the second and third margins. Numerical comparisons indicate that the $\left(j, j^{\prime}\right)$ bivariate margins with $j^{\prime}-j>1$ become closer to (6.17) as the parameters, $\theta_{j j^{\prime}}, j^{\prime}-j>1$, get closer to 1. This suggests that one way to assign variables to the indices $1, \ldots, m$ is such that the strengths of dependence for the resulting adjacent variables are greater.

Family MM7. This family comes from the upper extreme value limit of the family MM4 (see Section 5.5) and some of the bivariate margins have the form of (6.18). With lexicographic ordering of the parameters, the exponents for $m=3,4$ are:

$$
\begin{align*}
& A_{123}\left(z_{1}, z_{2}, z_{3} ; \theta_{12}, \theta_{13}, \theta_{23}\right)=z_{1}+z_{2}+z_{3}-\left(z_{1}^{-\theta_{12}}+z_{2}^{-\theta_{12}}\right)^{-1 / \theta_{12}} \\
& -\left(z_{2}^{-\theta_{23}}+z_{3}^{-\theta_{23}}\right)^{-1 / \theta_{23}}-\int_{-\infty}^{-\log z_{2}}\left[\eta_{12}^{-\theta_{13}}+\eta_{32}^{-\theta_{13}}-1\right]^{-1 / \theta_{13}} e^{-v_{2}} d v_{2} \tag{6.27}
\end{align*}
$$

with $\eta_{12}=\eta\left(z_{1}, e^{-v_{2}}, \theta_{12}\right), \eta_{32}=\eta\left(z_{3}, e^{-v_{2}}, \theta_{23}\right)$ and $\eta(s, t, \theta)=$

$$
\begin{align*}
& {\left[1+(t / s)^{\theta}\right]^{-1-1 / \theta} ; \text { and }} \\
& A_{1234}\left(\mathbf{z} ; \theta_{12}, \ldots, \theta_{34}\right)=A_{123}\left(z_{1}, z_{2}, z_{3} ; \theta_{12}, \theta_{13}, \theta_{23}\right)+z_{4} \\
& -\left(z_{3}^{-\theta_{34}}+z_{4}^{-\theta_{34}}\right)^{-1 / \theta_{34}}-\int_{-\infty}^{-\log z_{3}}\left[\eta_{23}^{-\theta_{24}}+\eta_{43}^{-\theta_{24}}-1\right]^{-1 / \theta_{24}} e^{-v_{3}} d v_{3} \\
& \quad-\left(1+\theta_{23}\right) \int_{-\infty}^{-\log z_{2}} \int_{-\infty}^{-\log z_{3}}\left[\eta_{123}^{-\theta_{14}}+\eta_{432}^{-\theta_{14}}-1\right]^{-1 / \theta_{14}} \\
& \quad \cdot\left(e^{\theta_{23} v_{2}}+e^{\theta_{23} v_{3}}\right)^{-2-1 / \theta_{23}} e^{\theta_{23}\left(v_{2}+v_{3}\right)} d v_{2} d v_{3} \tag{6.28}
\end{align*}
$$

where $\eta_{123}=\eta^{\prime}\left(\eta_{12}, \eta_{32}^{*}, \theta_{13}\right), \eta_{432}=\eta^{\prime}\left(\eta_{43}, \eta_{23}^{*}, \theta_{24}\right), \eta^{\prime}(s, t, \theta)=$ $\left[(s / t)^{-\theta}+1-t^{\theta}\right]^{-1-1 / \theta}, \eta_{32}^{*}=\eta\left(e^{-v_{3}}, e^{-v_{2}}, \theta_{23}\right), \eta_{43}=\eta\left(z_{4}, e^{-v_{3}}\right.$, $\left.\theta_{34}\right), \eta_{23}^{*}=\eta\left(e^{-v_{2}}, e^{-v_{3}}, \theta_{23}\right)$ and $\eta_{23}=\eta\left(z_{2}, e^{-v_{3}}, \theta_{23}\right)$.

In (6.27) and (6.28), the $\theta_{i j}$ are greater than or equal to 0 . The interpretation of the parameters and the relations for the different dimensions are the same as for the models in (6.25) and (6.26).

Remarks. Equations (6.25) and (6.26) are of the form (6.14) and the family of copulas used for (4.37)-(4.39) in Section 4.5 is the family B5, i.e., $C\left(u_{1}, u_{2} ; \theta\right)=1-\left[\left(1-u_{1}\right)^{\theta}+\left(1-u_{2}\right)^{\theta}-(1-\right.$ $\left.\left.u_{1}\right)^{\theta}\left(1-u_{2}\right)^{\theta}\right]^{1 / \theta}, \theta \geq 1$. Equations (6.27) and (6.28) are of the form (6.11) and (6.15) and the family of copulas used for (4.37)(4.39) is the associated copulas of the family B4, i.e., $C\left(u_{1}, u_{2}, \theta\right)=$ $u_{1}+u_{2}-1+\left[\left(1-u_{1}\right)^{-\theta}+\left(1-u_{2}\right)^{-\theta}-1\right]^{-1 / \theta}, \theta \geq 0$. The details are mostly straightforward but care must be taken in dominating the integral to use the Lebesgue dominated convergence theorem before collecting terms and arriving at the terms in (6.25)-(6.28). The two families of copulas are chosen because in the bivariate case they have extreme value limits corresponding to (6.17) and (6.18), respectively.

Next, the families MM1 and MM3 from Section 5.5 are listed here in the form of the exponent of the MSMVE distribution. The family MM8 is also listed and derives from the lower extreme value limit of the family MM2 in Section 5.5.

Family MM1. In MSMVE form, the exponent is:

$$
\begin{equation*}
A_{1 \cdots m}(\mathbf{z})=\left[\sum_{1 \leq i<j \leq m}\left(\left(p_{i} z_{i}^{\theta}\right)^{\delta_{i j}}+\left(p_{j} z_{j}^{\theta}\right)^{\delta_{i j}}\right)^{1 / \delta_{i j}}+\sum_{i=1}^{m} \nu_{i} p_{i} z_{i}^{\theta}\right]^{1 / \theta} \tag{6.29}
\end{equation*}
$$

where $p_{i}=\left(\nu_{i}+m-1\right)^{-1}$. The $(i, j)$ bivariate margin is:

$$
\begin{aligned}
& A_{i j}\left(z_{i}, z_{j}\right)=\left[\left(\left(p_{i} z_{i}^{\theta}\right)^{\delta_{i j}}+\left(p_{j} z_{j}^{\theta}\right)^{\delta_{i j}}\right)^{1 / \delta_{i j}}\right. \\
& \left.\quad+\left(\nu_{i}+m-2\right) p_{i} z_{i}^{\theta}+\left(\nu_{j}+m-2\right) p_{j} z_{j}^{\theta}\right]^{1 / \theta}
\end{aligned}
$$

Table 6.1. Tail dependence parameters in a special trivariate case of family MM1.

| $\theta$ | $2-2^{1 / \theta}$ | $3-2(1.5)^{1 / \theta}$ |
| :---: | :---: | :---: |
| 1 | 0 | 0 |
| 1.25 | 0.259 | 0.234 |
| 1.5 | 0.413 | 0.379 |
| 1.75 | 0.514 | 0.479 |
| 2 | 0.586 | 0.551 |
| 2.5 | 0.680 | 0.648 |
| 3 | 0.740 | 0.711 |
| 4 | 0.811 | 0.787 |
| 6 | 0.878 | 0.860 |
| 8 | 0.909 | 0.896 |
| $\infty$ | 1 | 1 |

With $m=2, p_{i}=p_{j}=1$ or $\nu_{i}=\nu_{j}=0$, this is the exponent in the family B6. The upper tail dependence parameter is $\lambda_{i j}=$ $2-\left[\left(p_{i}^{\delta_{i j}}+p_{j}^{\delta_{i j}}\right)^{1 / \delta_{i j}}+\left(\nu_{i}+m-2\right) p_{i}+\left(\nu_{j}+m-2\right) p_{j}\right]^{1 / \theta} ;$ it increases as $\delta_{i j}$ or $\theta$ increases.

In a special case of $m=3$, we check for the range of dependence that is possible for the bivariate tail dependence parameters. With $\delta_{13}=1, \delta_{12}=\delta_{23}=\delta, \nu_{1}=\nu_{3}=-1, \nu_{2}=0$, and $p_{1}=p_{3}=1$, $p_{2}=\frac{1}{2}$, (6.29) and (4.25) become

$$
\begin{equation*}
A_{123}\left(z_{1}, z_{2}, z_{3}\right)=\left[\left(2^{-\delta} z_{2}^{\theta \delta}+z_{1}^{\theta \delta}\right)^{1 / \delta}+\left(2^{-\delta} z_{2}^{\theta \delta}+z_{3}^{\theta \delta}\right)^{1 / \delta}\right]^{1 / \theta} \tag{6.30}
\end{equation*}
$$

The bivariate margins are $A_{j 2}\left(z_{j}, z_{2}\right)=\left[\left(2^{-\delta} z_{2}^{\theta \delta}+z_{j}^{\theta \delta}\right)^{1 / \delta}+\frac{1}{2} z_{2}^{\theta}\right]^{1 / \theta}$, $j=1,3$, and $A_{13}\left(z_{1}, z_{3}\right)=\left(z_{1}^{\theta}+z_{3}^{\theta}\right)^{1 / \theta}$. The bivariate tail dependence parameters are $\lambda_{12}=\lambda_{23}=2-\left[\left(2^{-\delta}+1\right)^{1 / \delta}+\frac{1}{2}\right]^{1 / \theta}$ and $\lambda_{13}=2-2^{1 / \theta}$. As $\delta \rightarrow \infty, \lambda_{12}=\lambda_{23} \rightarrow 2-(1.5)^{1 / \theta}$. A comparison of $\lambda_{13}$ with the non-sharp lower bound $\max \left\{0, \lambda_{12}+\lambda_{23}-1\right\}=$ $\max \left\{0,3-2(1.5)^{1 / \theta}\right\}$ is given in Table 6.1. The table shows that there is a lot of flexibility in how small $\lambda_{13}$ can get given $\lambda_{12}=\lambda_{23}$. Also from Theorem 4.17, (6.30) has a wide range for the triple of bivariate Kendall taus.

Family MM8. (Lower extreme value limit of family MM2.) The lower tail extreme value limit of the family MM2 is given below; it is analogous to (6.29) and generalizes the family B7. Let $C_{S}$
denote the margin of $C$ in (5.20) with indices in $S \in \mathcal{S}_{m}$. Using Theorem 6.9, the function $r_{S}\left(z_{i}, i \in S\right)$ is defined as the limit of $n C_{S}\left(n^{-1} e^{-z_{i}}, i \in S\right)$ as $n \rightarrow \infty$, with $z_{i}>0, i=1, \ldots, m$. It is straightforward to verify that

$$
r_{S}\left(z_{i}, i \in S\right)=\left[\sum_{i \in S} z_{i}^{-\theta}-\sum_{i<j, i \in S, j \in S}\left(p_{i}^{-\delta_{i j}} z_{i}^{\theta \delta_{i j}}+p_{j}^{-\delta_{i j}} z_{j}^{\theta \delta_{i j}}\right)^{-\frac{1}{\delta_{i j}}}\right]^{-\frac{1}{\theta}}
$$

The limiting MEV copula has exponent

$$
\begin{equation*}
A_{1 \cdots m}(\mathbf{z})=z_{1}+\cdots+z_{m}+\sum_{S \in \mathcal{S},|S| \geq 2}(-1)^{|S|+1} r_{S}\left(z_{i}, i \in S\right) \tag{6.31}
\end{equation*}
$$

Many of the dependence properties of this family are the same as for the family MM2.

Some special cases are given next. For $m=2$, with $\nu_{1}=\nu_{2}=0$, (and hence $p_{1}=p_{2}=1$ ) and $\delta=\delta_{12},(6.31)$ becomes $A\left(z_{1}, z_{2}\right)=$ $z_{1}+z_{2}-\left[z_{1}^{-\theta}+z_{2}^{-\theta}-\left(z_{1}^{\theta \delta}+z_{2}^{\theta \delta}\right)^{-1 / \delta}\right]^{-1 / \theta}$ which appears from the BEV limit in the family BB4.

For $m=3$, with $\delta_{13} \rightarrow 0, \delta_{12}=\delta_{23}=\delta, \nu_{1}=\nu_{3}=-1, \nu_{2}=0$, (6.31) becomes

$$
\begin{aligned}
& A_{123}(\mathbf{z})=z_{1}+z_{2}+z_{3}-\left(z_{1}^{-\theta}+z_{3}^{-\theta}\right)^{-1 / \theta} \\
&- {\left[z_{1}^{-\theta}+z_{2}^{-\theta}-\left(z_{1}^{\theta \delta}+2^{\delta} z_{2}^{\theta \delta}\right)^{-1 / \delta}\right]^{-1 / \theta} } \\
&- {\left[z_{3}^{-\theta}+z_{2}^{-\theta}-\left(z_{3}^{\theta \delta}+2^{\delta} z_{2}^{\theta \delta}\right)^{-1 / \delta}\right]^{-1 / \theta} } \\
&+ {\left[z_{1}^{-\theta}+z_{2}^{-\theta}+z_{3}^{-\theta}-\left(z_{1}^{\theta \delta}+2^{\delta} z_{2}^{\theta \delta}\right)^{-1 / \delta}\right.} \\
&\left.-\left(z_{3}^{\theta \delta}+2^{\delta} z_{2}^{\theta \delta}\right)^{-1 / \delta}\right]^{-1 / \theta}
\end{aligned}
$$

The bivariate margins (by letting one of the $z_{i}$ go to zero in turn) are $A_{j 2}\left(z_{j}, z_{2}\right)=z_{j}+z_{2}-\left[z_{j}^{-\theta}+z_{2}^{-\theta}-\left(z_{j}^{\theta \delta}+2^{\delta} z_{2}^{\theta \delta}\right)^{-1 / \delta}\right]^{-1 / \theta}$, $j=1,3$, and $A_{13}\left(z_{1}, z_{3}\right)=z_{1}+z_{3}-\left(z_{1}^{-\theta}+z_{3}^{-\theta}\right)^{-1 / \theta}$. The corresponding tail dependence parameters, $2-A_{i k}(1,1)$, are $\lambda_{j 2}=$ $\left[2-\left(1+2^{\delta}\right)^{-1 / \delta}\right]^{-1 / \theta}, j=1,3$, and $\lambda_{13}=2^{-1 / \theta}$. As $\delta \rightarrow \infty$, $\lambda_{12}=\lambda_{32} \rightarrow(1.5)^{-1 / \theta}$. The calculations, given in Table 6.2, show that $\lambda_{13}$ is close to the non-sharp lower bound $\max \left\{0, \lambda_{12}+\lambda_{23}-\right.$ $1\}=\max \left\{0,2(1.5)^{-1 / \theta}-1\right\}=L_{\theta}$, for part of the range of $\theta$.

Family MM3. In MSMVE form, the exponent is
$A_{1 \cdots m}(\mathbf{z})=\left[\sum_{i=1}^{m} z_{i}^{\theta}-\sum_{1 \leq i<j \leq m}\left(p_{i}^{-\delta_{i j}} z_{i}^{-\theta \delta_{i j}}+p_{j}^{-\delta_{i j}} z_{j}^{-\theta \delta_{i j}}\right)^{-1 / \delta_{i j}}\right]^{1 / \theta}$.
Note that the $\nu_{i}$ appear only implicitly in the $p_{i}$.

Table 6.2. Tail dependence parameters in a special trivariate case of family MM8.

| $\theta$ | $2^{-1 / \theta}$ | $L_{\theta}$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0.25 | 0.0625 | 0 |
| 0.5 | 0.250 | 0 |
| 0.75 | 0.397 | 0.165 |
| 1 | 0.500 | 0.333 |
| 1.5 | 0.630 | 0.526 |
| 2 | 0.707 | 0.633 |
| 3 | 0.794 | 0.747 |
| 4 | 0.841 | 0.807 |
| 5 | 0.871 | 0.844 |
| $\infty$ | 1 | 1 |

In a special trivariate case, the tail dependence analysis is similar to the family MM1, because from Section 5.5, $\lambda_{13}=2-2^{1 / \theta}$, and as $\delta \rightarrow \infty, \lambda_{12}=\lambda_{23} \rightarrow 2-(1.5)^{1 / \theta}$, and these are the same as for the family MM1.

### 6.3.2 Other parametric families

This subsection is devoted to existing parametric families where parameters are not all dependence parameters and individual parameters are harder to interpret.

An alternative representation, from de Haan (1984), for MSMVE distributions has the exponent $A=-\log G$ in the form:

$$
\begin{equation*}
A(\mathbf{z})=\int_{0}^{1}\left[\max _{1 \leq j \leq m} z_{j} g_{j}(v)\right] d v \tag{6.33}
\end{equation*}
$$

where the $g_{j}$ are pdfs on $[0,1]$. (This essentially follows from the definition of MSMVE and a limit on (6.7) as $r \rightarrow \infty$, with $\alpha_{k} q_{k j}$ being (multiples) of $g_{j}\left(v_{k}\right)$ for some points $v_{k}$ in $(0,1)$.) The families B 6 and B 7 (or (6.17) and (6.18)) can be unified with this form with $g_{1}(v)=(1-\alpha) v^{-\alpha}, g_{2}(v)=(1-\beta)(1-v)^{-\beta}$, with $0<\alpha=\beta<1$ for (6.17) and $\alpha=\beta<0$ for (6.18). With $\alpha, \beta$ both less than 1 , a two-parameter extension of (6.17) and (6.18) obtains. But its interpretation is not as easy; the magnitude of the difference of $\alpha$
and $\beta$ measures asymmetry, and the average of $\alpha$ and $\beta$ measures dependence. For $\alpha>0, \beta>0$, expansion of the integral in (6.33) leads to

$$
\begin{equation*}
A_{12}\left(z_{1}, z_{2} ; \alpha, \beta\right)=\left(z_{1}+z_{2}\right) B\left(z_{2} /\left(z_{1}+z_{2}\right) ; \alpha, \beta\right), \quad 0<\alpha, \beta<1, \tag{6.34}
\end{equation*}
$$

where $B(w ; \alpha, \beta)=(1-w) u^{1-\alpha}+w(1-u)^{1-\beta}, 0 \leq w \leq 1$, and $u=u(w ; \alpha, \beta)$ is the root of the equation $(1-\alpha)(1-w)(1-u)^{\beta}-$ $(1-\beta) w u^{\alpha}=0$. For $\alpha=-\alpha_{0}<0, \beta=-\beta_{0}<0$, one obtains
$A_{12}^{*}\left(z_{1}, z_{2} ; \alpha_{0}, \beta_{0}\right)=\left(z_{1}+z_{2}\right) B^{*}\left(z_{2} /\left(z_{1}+z_{2}\right) ; \alpha_{0}, \beta_{0}\right), \quad \alpha_{0}, \beta_{0}>0$,
where $B^{*}\left(w ; \alpha_{0}, \beta_{0}\right)=1-w(1-u)^{1+\beta_{0}}-(1-w) u^{1+\alpha_{0}}, 0 \leq w \leq 1$, and $u=u\left(w ; \alpha_{0}, \beta_{0}\right)$ is the root of the equation $\left(1+\alpha_{0}\right)(1-w) u^{\alpha_{0}}-$ $\left(1+\beta_{0}\right) w(1-u)^{\beta_{0}}=0$. There is an obvious multivariate extension of (6.34) and (6.35), using more $g_{j}$ of the same form in (6.33).

The distributions from (6.34) are increasing in concordance as $\alpha$ or $\beta$ decreases for $\alpha, \beta>0$; the Fréchet upper bound obtains in the limit as $\alpha=\beta \rightarrow 0$ and independence obtains as $\alpha=\beta \rightarrow 1$. The distributions from (6.35) are also increasing in concordance as $\alpha_{0}$ or $\beta_{0}$ decreases; the Fréchet upper bound obtains in the limit as $\alpha_{0}=\beta_{0} \rightarrow 0$ and independence obtains as $\alpha_{0}=\beta_{0} \rightarrow \infty$. Independence obtains more generally as one of $\alpha, \beta$ (or $\alpha_{0}, \beta_{0}$ ) is fixed and the other approaches $1(\infty)$. Different limits occur as one of the parameters approaches 0 , for example, as $\beta \rightarrow 0$ in (6.34), or as $\beta_{0} \rightarrow 0$ in (6.35).

Next we list the family of Marshall-Olkin (1967) multivariate exponential distributions and some of its extensions. Let $S$ be an index variable over $\mathcal{S}=\mathcal{S}_{m}$. Let $\alpha_{S}>0$ for each $S$ and let $\nu_{S}=$ $\sum_{T: S \subset T} \alpha_{T}$. For $|S|=1$, simplifying notation such as $\alpha_{i}$ and $\nu_{i}$ will be used. For $S \in \mathcal{S}$, let $Z_{S}$ be an exponential rv with rate parameter $\alpha_{S}$ (mean $\alpha_{S}^{-1}$ ), and suppose $\left\{Z_{S}\right\}$ is a set of independent rvs. For $j=1, \ldots, m$, let $X_{j}=\min \left\{Z_{S}: j \in S\right\}$.

As before, let the survival function be $G=e^{-A}$. The exponent $A$ of the Marshall-Olkin distribution is

$$
\begin{equation*}
A\left(\mathbf{x} ; \alpha_{S}, S \in \mathcal{S}\right)=\sum_{S \in \mathcal{S}} \alpha_{S} \max _{i \in S} x_{i}=\sum_{S \in \mathcal{S}}(-1)^{|S|+1} \nu_{S} \min _{i \in S} x_{i} . \tag{6.36}
\end{equation*}
$$

The exponent in the last term in (6.36) can be rearranged to get

$$
\begin{equation*}
A\left(\mathbf{x} ; \alpha_{S}, S \in \mathcal{S}\right)=\sum_{S \in \mathcal{S}} \alpha_{S} a_{S}\left(x_{i}, i \in S\right) \tag{6.37}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{S}\left(x_{i}, x \in S\right)=\sum_{T \subset S}(-1)^{|T|+1}\left[\min _{i \in T} x_{i}\right] \tag{6.38}
\end{equation*}
$$

The derivation from the stochastic representation is left as an exercise.

General families of MSMVE distributions can have the form of (6.37), where $a_{S}$ is replaced by something other than (6.38) or $a_{S}=\max _{i \in S} x_{i}$. These include

$$
\begin{equation*}
A\left(\mathbf{x} ; \alpha_{S}, S \in \mathcal{S}, \delta\right)=\sum_{S \in \mathcal{S}} \alpha_{S}\left(\sum_{i \in S} x_{i}^{\delta}\right)^{1 / \delta} \tag{6.39}
\end{equation*}
$$

where $1 \leq \delta \leq \infty$, with $\delta=\infty$ meaning (6.39) is equivalent to (6.36), and

$$
\begin{align*}
A\left(\mathbf{x} ; \alpha_{S}, S \in \mathcal{S}, \delta\right) & =\sum_{S \in \mathcal{S}}(-1)^{|S|+1} \nu_{S}\left[\sum_{i \in S} x_{i}^{-\delta}\right]^{-1 / \delta} \\
& =\sum_{S \in \mathcal{S}} \alpha_{S} a_{S}\left(x_{i}, i \in S ; \delta\right) \tag{6.40}
\end{align*}
$$

where

$$
a_{S}\left(x_{i}, i \in S ; \delta\right)=\sum_{T \subset S}(-1)^{|T|+1}\left[\sum_{i \in T} x_{i}^{-\delta}\right]^{-1 / \delta}
$$

generalizes (6.38) and $0 \leq \delta \leq \infty$, with $\delta=\infty$ meaning that (6.40) is equivalent to (6.36). Note that if $\delta=1$ in (6.39) or if $\delta \rightarrow 0$ in (6.40), then $G$ becomes a product of the univariate margins, i.e., $\exp \left\{-\sum_{i=1}^{m} \nu_{i} x_{i}\right\}$. Hence $\delta$ in both (6.39) and (6.40) is a global dependence parameter and $\alpha_{S}$ or $\nu_{S}$ for $|S| \geq 2$ are parameters indicating the strength of dependence for the variables in $S$. The univariate survival functions for (6.36), (6.39) and (6.40) are $G_{j}\left(x_{j}\right)=\exp \left\{-\nu_{j} x_{j}\right\}, j=1, \ldots, m$, and each family has $k$-variate $(2 \leq k<m)$ marginal survival functions of the same form. By rescaling, one gets MSMVE distributions with unit means for the univariate margins. Special cases of (6.39) and (6.40) include the families B6 and B7 and their permutation-symmetric extensions (take $\alpha_{S}=0$ if $S \neq\{1, \ldots, m\}$ and $\alpha_{\{1, \ldots, m\}}=1$ ).

Another approach is to use Pickand's representation with parametric families of densities on the simplex $S_{m}$. An example is the Dirichlet distribution (or beta distribution for $m=2$ ). After rescaling to get unit exponential margins, the exponent is:

$$
A(\mathbf{z})=\int_{S_{m}} \max _{1 \leq j \leq m}\left\{w_{j} z_{j} / \nu_{j}\right\} \Gamma\left(\alpha_{+}\right) \prod_{j=1}^{m}\left[w_{j}^{\alpha_{j}-1} / \Gamma\left(\alpha_{j}\right)\right] d \mathbf{w}
$$

where $\alpha_{j}>0, j=1, \ldots, m$, are the parameters of the Dirichlet distribution, $\alpha_{+}=\alpha_{1}+\cdots+\alpha_{m}$, and $\nu_{j}=\alpha_{j} / \alpha_{+}, j=1, \ldots, m$. The independence and Fréchet upper bound copulas obtain when $\alpha_{+}$goes to 0 and $\infty$ respectively, with $\alpha_{i} / \alpha_{+} \rightarrow \pi_{i}>0, i=$ $1, \ldots, m$. For the bivariate case, there is the simplification to

$$
A\left(z_{1}, z_{2}\right)=z_{1}\left[1-B\left(y ; \alpha_{1}+1, \alpha_{2}\right)\right]+z_{2} B\left(y ; \alpha_{1}, \alpha_{2}+1\right)
$$

where $y=\left(z_{2} / \nu_{2}\right) /\left[z_{1} / \nu_{1}+z_{2} / \nu_{2}\right]$ and $B$ is the incomplete beta function. The interpretation of the parameters of the Dirichlet distribution in the resulting MSMVE distribution is not simple.

### 6.4 Point process approach *

Inference with multivariate extremes can be in the form of componentwise maxima (or minima), in which case the models in the previous section can be used directly. In addition, there is a point process approach for inference with multivariate tail probabilities; this may be more natural if data are not in the form of maxima. The background for this approach is given in this section.

Let ( $X_{i 1}, \ldots, X_{i m}$ ) be iid random vectors from the distribution $F, i=1,2, \ldots$ Let $Z_{i j}=t_{j}\left(X_{i j}\right)$ be (one-to-one) transforms such that $\operatorname{Pr}\left(Z_{i j}>z\right) \sim z^{-1}$, as $z \rightarrow \infty$. (This is essentially a transform to a tail that is like the Fréchet distribution with parameter of 1.) Let $M_{j n}=\max _{1 \leq i \leq n} Z_{i j}, j=1, \ldots, m$, be the componentwise maxima.
Let $P_{n}$ denote the point process in $\Re^{n}$ from $\left\{n^{-1} \mathbf{Z}_{1}, \ldots, n^{-1} \mathbf{Z}_{n}\right\}$. From multivariate extreme value theory, under some regularity conditions, $P_{n}$ converges weakly to a non-homogeneous Poisson process on $[0, \infty)^{m} \backslash\{(0, \ldots, 0)\}$ as $n \rightarrow \infty$, with the intensity measure $\Lambda$ of the limiting process satisfying $\Lambda(B / c)=c \Lambda(B)$ for all $c>0$ and all measureable sets $B$ that are bounded away from the origin. Let

$$
V(\mathbf{z})=\Lambda\left(\left\{\left[\left(0, z_{1}\right) \times \cdots \times\left(0, z_{m}\right)\right]^{c}\right\}\right),
$$

so that $V$ is homogeneous of order -1 , i.e., $V(c \mathbf{z})=c^{-1} V(\mathbf{z})$ for all $c>0, \mathbf{z} \in(0, \infty)^{m}$.

If $A(\mathbf{w})$ is a possible exponent of a MSMVE distribution, then $V(\mathbf{z})=A\left(z_{1}^{-1}, \ldots, z_{m}^{-1}\right)$ is a possible intensity measure function.
Proof. Let $M_{j n}^{\prime}=M_{j n}^{-1}=\min _{1 \leq i \leq n} Z_{i j}^{-1}, j=1, \ldots, m$. Then for $x>0$,

$$
\operatorname{Pr}\left(M_{j n} \leq n x\right) \sim\left(1-[n x]^{-1}\right)^{n} \rightarrow e^{-1 / x}, \quad n \rightarrow \infty
$$

or for $w>0, \operatorname{Pr}\left(M_{j n}^{\prime} \geq w / n\right) \rightarrow e^{-w}$ as $n \rightarrow \infty$. If the sequence $n\left(M_{1 n}^{\prime}, \ldots, M_{m n}^{\prime}\right)$ converges in distribution as $n \rightarrow \infty$, then the limiting distribution is in the MSMVE class, say with exponent $A(\mathbf{w})$, and $n^{-1}\left(M_{1 n}, \ldots, M_{m n}\right)$ converges in distribution to a maxstable multivariate Fréchet distribution (cf. (6.6)), with exponent $A\left(z_{1}^{-1}, \ldots, z_{m}^{-1}\right)$.

Next we look at the limit by taking a point process approach. Let $B=\left[\left(0, z_{1}\right) \times \cdots \times\left(0, z_{m}\right)\right]^{c}$. Then

$$
\begin{equation*}
\operatorname{Pr}\left(n^{-1} \mathbf{Z}_{i} \notin B, i=1, \ldots, n\right) \rightarrow e^{-\Lambda(B)}=e^{-V(\mathbf{z})}, \tag{6.41}
\end{equation*}
$$

since the event on the left-hand side of (6.41) involves a count of 0 for the point process $P_{n}$ and the limiting count is a Poisson rv with mean $\Lambda(B)$; this follows from the limiting non-homogeneous Poisson process result. However the left-hand side of (6.41) is also $\operatorname{Pr}\left(n^{-1} M_{j n} \leq z_{j}, j=1, \ldots, m\right)$. Hence $V(\mathbf{z})=A\left(z_{1}^{-1}, \ldots, z_{m}^{-1}\right)$.

The method of maximum likelihood can be used to obtain estimates of model parameters, including parameters of the functions $t_{j}$ used to transform to the form of the assumed univariate tail.

Assuming that the point process does not have mass in lowerdimensional spaces (otherwise, see the references in Section 6.7), the likelihood given the transformed data is as follows. Let $\mathbf{x}_{i}=$ $\left(x_{i 1}, \ldots, x_{i m}\right), i=1, \ldots, n$, denote the original data and let $\mathbf{z}_{i}=$ $\left(z_{i 1}, \ldots, z_{i m}\right), i=1, \ldots, n$, denote the transformed data which have the required tail frequency distribution. The $\mathbf{x}_{i}$ are iid realizations of a random vector $\mathbf{X}$ and the $\boldsymbol{z}_{i}$ are treated as iid realizations of a random vector $\mathbf{Z}$. If the $n^{-1} \mathbf{z}_{i}$ which lie in a set $B$ are a realization of a non-homogeneous Poisson point process with measure $\Lambda(\cdot ; \theta)$ and intensity function $\lambda(\cdot ; \boldsymbol{\theta})$, where $\boldsymbol{\theta}$ is a parameter vector, then the likelihood for $\theta$ is

$$
L(\boldsymbol{\theta})=\left[\prod_{i: \mathbf{z}_{i} / n \in B} \lambda\left(n^{-1} \mathbf{z}_{i} ; \boldsymbol{\theta}\right)\right] \exp \{-\Lambda(B ; \boldsymbol{\theta})\} .
$$

Note that $(-1)^{m}$ times the mixed derivative of $V$ is the intensity function associated with the non-homogeneous Poisson process. Let $\eta_{1}, \ldots, \eta_{m}$ be vectors of univariate marginal parameters. Then we may write $\mathbf{z}_{i}=\left(t_{1}\left(x_{i 1} ; \boldsymbol{\eta}_{1}\right), \ldots, t_{m}\left(x_{i m} ; \boldsymbol{\eta}_{m}\right)\right), i=1, \ldots, n$, where $t_{1}, \ldots, t_{m}$ are strictly increasing transformations. The full likelihood for $\boldsymbol{\theta}, \boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{m}$ (with asymptotic approximations) is then

$$
\begin{align*}
& L\left(\boldsymbol{\theta}, \boldsymbol{\eta}_{1}, \ldots, \eta_{m}\right)=\exp \{-\Lambda(B ; \theta)\}  \tag{6.42}\\
& \quad \cdot \prod_{\mathbf{x}_{i}: z_{i} / n \in B}\left[\lambda\left(n^{-1} \mathbf{z}_{i} ; \boldsymbol{\theta}\right) \prod_{j=1}^{m} n^{-1} \frac{\partial t_{j}}{\partial x_{j}}\left(x_{i j} ; \eta_{j}\right)\right] .
\end{align*}
$$

A weak assumption is that univariate distributions are in the domain of attraction of a GEV distribution. Then the transformations of the variables come from assuming that the upper tails are generalized Pareto with unknown parameters, with the remainder of the distributions being arbitrary but known or estimated with an empirical distribution (alternatively rank approximations can be used for the remainder).

This leads to the following transformations for the $t_{j}$. Assume that the sample size $n$ is large. For $j=1, \ldots, m$, assume that the cdf of $X_{j}$ is known below the threshold $u_{j}$ and conditionally generalized Pareto with unknown parameters $\boldsymbol{\eta}_{j}=\left(\gamma_{j}, \sigma_{j}\right)$ above the thresholds. That is, the $j$ th cdf is

$$
F_{j}\left(x_{j} ; \boldsymbol{\eta}_{j}\right)= \begin{cases}F_{j}\left(x_{j}\right), & x_{j} \leq u_{j}, \\ 1-\left(1-F_{j}\left(u_{j}\right)\right)\left(1+\gamma_{j}\left[x_{j}-u_{j}\right] / \sigma_{j}\right)_{+}^{-1 / \gamma_{j}}, & x_{j} \geq u_{j},\end{cases}
$$

where $y_{+}=\max \{0, y\}$. The transformation $Z_{j}$ of $X_{j}$ is such that $Z_{j}$ has the Fréchet distribution $G(z)=\exp \{-1 / z\}, z>0$. Note that $G(z) \sim 1-1 / z$ for $z$ large, as required from the point process derivation. Therefore,
$Z_{j}=t_{j}\left(X_{j}\right)=\left[-\log F_{j}\left(X_{j} ; \boldsymbol{\eta}_{j}\right)\right]^{-1}, \quad X_{j}=F_{j}^{-1}\left(\exp \left\{-1 / Z_{j}\right\} ; \boldsymbol{\eta}_{j}\right)$
and, for $X_{j} \geq u_{j}, Z_{j}=\left[-\log \left\{1-\left(1-F_{j}\left(u_{j}\right)\right)\left(1+\gamma_{j}\left[\left(X_{j}-\right.\right.\right.\right.\right.$ $\left.\left.\left.\left.\left.u_{j}\right) / \sigma_{j}\right]\right)_{+}^{-1 / \gamma_{j}}\right\}\right]^{-1}$. For $x_{j}>u_{j}, \partial t_{j} / \partial x_{j}$ evaluated at $z=t_{j}\left(x_{j}\right)$ becomes $\sigma_{j}^{-1} z^{2}\left(1-e^{-1 / z}\right)^{1+\gamma_{j}}\left(1-F_{j}\left(u_{j}\right)\right)^{-\gamma_{j}} e^{1 / z}$.

For (6.42), there is a simplification if $B=\left(\times_{j=1}^{m}\left[0, n^{-1} t_{j}\left(u_{j}\right)\right]\right)^{c}$, since in this case $t_{j}$ depends on $\boldsymbol{\eta}_{j}$ only if $x_{i j}>u_{j}$.

The intensity function is $\lambda(\mathbf{z})=(-1)^{m} \partial^{m} V / \Pi \partial z_{j}$. For (6.29) and (6.32), $V$ is of the form $D^{\zeta}$, with $D$ in turn taking the form $\sum_{i=1}^{m} D_{i}+\sum_{i<j} D_{i j}$. For (6.31), $\lambda$ comes from the last term $(-1)^{m+1} r_{\{1, \ldots, m\}}$ and $r_{\{1, \ldots, m\}}$ has the form $D^{\zeta}$ of the preceding sentence. The mixed derivative of $V$ can then be obtained from the derivatives of the $D_{i}$ and $D_{i j}$ and $\lambda$ obtains in a reasonable form. Let $D_{j i}=D_{i j}$ for $i<j$, and let

$$
W_{i}=\frac{\partial D}{\partial z_{i}}=\frac{\partial D_{i}}{\partial z_{i}}+\sum_{j \neq i} \frac{\partial D_{i j}}{\partial z_{i}} \quad \forall i
$$

and

$$
W_{i j}=\frac{\partial^{2} D}{\partial z_{i} \partial z_{j}}=\frac{\partial^{2} D_{i j}}{\partial z_{i} \partial z_{j}} \quad \forall i \neq j
$$

The $m$ th-order mixed derivative of $D^{\zeta}$ is

$$
\begin{align*}
& \frac{\partial^{m} V}{\partial z_{1} \cdots \partial z_{m}}=\zeta(\zeta-1) \cdots(\zeta-m+1) D^{\zeta-m} \prod_{i=1}^{m} W_{i}  \tag{6.43}\\
& +\zeta(\zeta-1) \cdots(\zeta-m+2) D^{\zeta-m+1}\left(\sum_{i<j} W_{i j} \prod_{k \neq i, j} W_{k}\right) \\
& +\zeta \cdots(\zeta-m+3) D^{\zeta-m+2}\left(\sum^{*} W_{i_{1}, j_{1}} W_{i_{2}, j_{2}} \prod_{k \neq i_{1}, i_{2}, j_{1}, j_{2}} W_{k}\right),
\end{align*}
$$

where $\sum^{*}$ is over the set $\left\{i_{1}<j_{1}, i_{2}<j_{2}, i_{1}<i_{2}\right\}$. Note that the third term on the right-hand side of (6.43) is null if $m<4$.

### 6.5 Choice models

In this section, we illustrate the use of MEV distributions for choice models. This is just one of many possible families for choice models that has appeared in the econometrics and mathematical psychology literature. One of its advantages is that closed-form choice probabilities obtain if a closed-form parametric family of MEV distributions is used.

In general, a choice model for $m$ items consists of an absolutely continuous multivariate distribution for rvs $X_{1}, \ldots, X_{m}$, where $X_{j}$ is a utility or merit rv associated with the $j$ th option or item. (The assumption of absolute continuity is needed here to eliminate the possibility of a positive probability of ties among weighted maxima or minima.) A choice probability has the form $\pi_{j, S}=\operatorname{Pr}\left(X_{j}>\right.$ $X_{i}, i \in S, i \neq j$ ), where $S \in \mathcal{S}_{m},|S| \geq 2 ; \pi_{j, S}$ is interpreted as the probability that option $j$ is the preferred or chosen option among the choice set $S$ of options.

Additional notation and background ideas are needed before we get to the calculation of choice probabilities for MEV distributions.

Let $G(\mathbf{x})=e^{-A(\mathbf{x})}$ be an absolutely continuous min-stable $m$ variate exponential survival function and let $\mathbf{X} \sim G$. For $j=$ $1, \ldots, m$, let $A_{j}$ be the partial derivative of $A$ with respect to $x_{j}$. (We retain the notation of Section 6.3, with $A_{S}$ denoting the $S$ margin of $A$ for $|S| \geq 2$, so that $A_{S, j}$ for $j \in S$ refers to the $j$ th partial derivative of $A_{S}$.) Then $-\partial G / \partial x_{j}=G A_{j}$. By writing $A(\mathbf{x})=x_{1} A\left(1, x_{2} / x_{1}, \ldots, x_{m} / x_{1}\right)$ (cf. condition (6.16)), $-\partial G / \partial x_{1}$ is also equal to

$$
G\left[A\left(1, x_{2} / x_{1}, \ldots, x_{m} / x_{1}\right)-\sum_{i=2}^{m}\left(x_{i} / x_{1}\right) A_{i}\left(1, x_{2} / x_{1}, \ldots, x_{m} / x_{1}\right)\right] .
$$

Therefore

$$
A_{1}(\mathbf{x})=A\left(\mathbf{x} / x_{1}\right)-\sum_{i=2}^{m}\left(x_{i} / x_{1}\right) A_{i}\left(\mathbf{x} / x_{1}\right)=A_{1}\left(\mathbf{x} / x_{1}\right)
$$

That is, $A_{1}(\mathbf{x})$ depends only on the ratios $x_{i} / x_{1}$ and is homogeneous of order 0 . Similarly, for $j=2, \ldots, m, A_{j}(\mathbf{x})$ depends only on the ratios $x_{i} / x_{j}, i=1, \ldots, m$.

Conditional survival functions are $\operatorname{Pr}\left(X_{i}>x_{i}, i \neq j \mid X_{j}=x_{j}\right)=$ $-e^{x_{j}} \partial G / \partial x_{1}=e^{x_{j}} G A_{j}, j=1, \ldots, m$. Let $X^{*}=\min \left\{X_{1}, \ldots, X_{m}\right\}$. Then

$$
\begin{align*}
& \operatorname{Pr}\left(X^{*}>t, X^{*}=X_{j}\right)=\int_{t}^{\infty} e^{-A\left(x \mathbf{1}_{m}\right)} A_{j}\left(x \mathbf{1}_{m}\right) d x  \tag{6.44}\\
& \quad=\int_{t}^{\infty} e^{-x A\left(\mathbf{1}_{m}\right)} A_{j}\left(\mathbf{1}_{m}\right) d x=\left[A_{j}\left(\mathbf{1}_{m}\right) / A\left(\mathbf{1}_{m}\right)\right] e^{-t A\left(\mathbf{1}_{m}\right)}
\end{align*}
$$

(This shows that $\sum_{j=1}^{m} A_{j}\left(\mathbf{1}_{m}\right)=A\left(\mathbf{1}_{m}\right)$.) But the right-hand side of (6.44) is also equal to $\operatorname{Pr}\left(X^{*}=X_{j}\right) \operatorname{Pr}\left(X^{*}>t\right)$, so that the events $\left\{X^{*}=X_{j}\right\}$ and $\left\{X^{*}>t\right\}$ are independent for all $j$. However, this independence criterion does not characterize MSMVE distributions among the class of multivariate exponential distributions. If $\left(X_{1}, \ldots, X_{m}\right)$ is a vector of exchangeable exponential rvs, then $\operatorname{Pr}\left(X^{*}>t, X^{*}=X_{j}\right)=m^{-1} \operatorname{Pr}\left(X^{*}>t\right)=\operatorname{Pr}\left(X^{*}=\right.$ $\left.X_{j}\right) \operatorname{Pr}\left(X^{*}>t\right)$ for all $j$ by symmetry.

Now suppose that $e^{-A}$ is a MSMVE survival function and $\mathbf{V}$ has the MEV distribution $F(\mathbf{x})=\exp \left\{-A\left(e^{-x_{1}}, \ldots, e^{-x_{m}}\right)\right\}$. Suppose also that there are location parameters $\mu_{j}$, which are merit parameters, associated with the $j$ th option, $j=1, \ldots, m$, and option $j$ is preferred to the other $m-1$ options if $V_{j}+\mu_{j} \geq V_{i}+\mu_{i}$ for all $i \neq j$. Let $\pi_{j}, j=1, \ldots, m$, be the probability that the $j$ th option is preferred (or chosen). These are the choice probabilities with a MEV distribution as a choice model when the choice set is $S=\{1, \ldots, m\}$. Let $w_{j}=e^{\mu_{j}}$ and $Z_{j}=e^{-V_{j}}, j=1, \ldots, m$, and let $\mu_{i j}=\mu_{i}-\mu_{j}, w_{i j}=e^{\mu_{i j}}=w_{i} / w_{j}$ for $i, j=1, \ldots, m$. Then

$$
\begin{aligned}
\pi_{1} & =\pi_{1,\{1, \ldots, m\}}=\operatorname{Pr}\left(V_{1}>V_{i}+\mu_{i 1}, i=2, \ldots, m\right) \\
& =\operatorname{Pr}\left(V_{i}<V_{1}-\mu_{i 1}, 2 \leq i \leq m\right)=\operatorname{Pr}\left(Z_{i}>w_{i 1} Z_{1}, 2 \leq i \leq m\right)
\end{aligned}
$$

Using properties of MSMVE distributions,

$$
\begin{aligned}
\pi_{1} & =\int_{0}^{\infty} e^{-A\left(z, w_{21} z, \ldots, w_{m 1} z\right)} A_{1}\left(1, w_{21}, \ldots, w_{m 1}\right) d z \\
& =A_{1}\left(1, w_{21}, \ldots, w_{m 1}\right) / A\left(1, w_{21}, \ldots, w_{m 1}\right) \\
& =A_{1}(\mathbf{w}) /\left[w_{1}^{-1} A(\mathbf{w})\right]=w_{1} A_{1}(\mathbf{w}) / A(\mathbf{w})
\end{aligned}
$$

Similarly,

$$
\begin{equation*}
\pi_{j}=\pi_{j,\{1, \ldots, m\}}=w_{j} A_{j}(\mathbf{w}) / A(\mathbf{w}) \tag{6.45}
\end{equation*}
$$

$j=2, \ldots, m$. For other $S \in \mathcal{S}_{m}$, probabilities $\pi_{j, S}$ have a similar form with $A_{S, j}, A_{S}$ replacing $A_{j}, A$ in (6.45), since the class of MSMVE distributions is closed under margins.

Logit-type probabilities result when the permutation-symmetric copula M6 is used (see case 1 in Example 6.2 below). Other choice models occur from other MEV copulas. Note that the models deriving from max-stable MEV distributions are convenient in that closed-form expressions are obtained for the choice probabilities $\pi_{j, s}$. The parameters $\mu_{j}$ can be functions of covariates when the options have a factorial or regression structure.

Example 6.2 Some cases, using MSMVE distributions from Section 6.3.1, are:

1. $A(\mathbf{z})=\left(z_{1}^{\theta}+\cdots+z_{m}^{\theta}\right)^{1 / \theta}, \theta \geq 1$. Then

$$
A_{j}(\mathbf{z})=\left(z_{1}^{\theta}+\cdots+z_{m}^{\theta}\right)^{-1+1 / \theta} z_{j}^{\theta-1}
$$

and, from (6.45),

$$
\pi_{j}=w_{j}^{\theta} /\left(w_{1}^{\theta}+\cdots+w_{m}^{\theta}\right)=e^{\theta \mu_{j}} / \sum_{i=1}^{m} e^{\theta \mu_{i}}, \quad j=1, \ldots, m .
$$

2. $A\left(z_{1}, z_{2}\right)=z_{1}+z_{2}-\left(z_{1}^{-\theta}+z_{2}^{-\theta}\right)^{-1 / \theta}, \theta>0$. Then, for $j=1,2$,

$$
A_{j}\left(z_{1}, z_{2}\right)=1-z_{j}^{-\theta-1}\left(z_{1}^{-\theta}+z_{2}^{-\theta}\right)^{-1-1 / \theta}
$$

and

$$
\pi_{j}=\left[w_{j}-w_{j}^{-\theta}\left(w_{1}^{-\theta}+w_{2}^{-\theta}\right)^{-1-1 / \theta}\right] /\left[w_{1}+w_{2}-\left(w_{1}^{-\theta}+w_{2}^{-\theta}\right)^{-1 / \theta}\right] .
$$

3. $A\left(z_{1}, z_{2}, z_{3}\right)=\left[\left(z_{1}^{\theta}+z_{2}^{\theta}\right)^{\delta / \theta}+z_{3}^{\delta}\right]^{1 / \delta}$, with $1 \leq \delta \leq \theta$. Then,

$$
\begin{aligned}
& \pi_{j}=\left\{w_{1}^{\theta} /\left(w_{1}^{\theta}+w_{2}^{\theta}\right)\right\} \cdot\left\{\left(w_{1}^{\theta}+w_{2}^{\theta}\right)^{\delta / \theta} /\left[\left(w_{1}^{\theta}+w_{2}^{\theta}\right)^{\delta / \theta}+w_{3}^{\delta}\right]\right\}, \\
& j=1,2, \text { and } \pi_{3}=w_{3}^{\delta} /\left[\left(w_{1}^{\theta}+w_{2}^{\theta}\right)^{\delta / \theta}+w_{3}^{\delta}\right]
\end{aligned}
$$

In the remainder of this section, we look further at a generalized 'independence' criterion. Let $c_{1}, \ldots, c_{m}$ be positive constants and let $X^{*}(\mathbf{c})=\min \left\{X_{i} / c_{i}: i=1, \ldots, m\right\}$. This is equivalent to the maximum of the shifted extreme value rvs given above. If $\mathbf{X}$ is MSMVE with survival function $G$, then the events $\left\{X^{*}(\mathbf{c})>t\right\}$ and $\left\{X^{*}(\mathbf{c})=X_{j} / c_{j}\right\}$ are independent. Since $G=e^{-A}$, where $A$
is homogeneous of order 1, it is straightforward to obtain:

$$
\begin{aligned}
& \operatorname{Pr}\left(X^{*}(\mathbf{c})>t, X^{*}(\mathbf{c})=X_{j} / c_{j}\right) \\
& \quad=\int_{c_{j} t}^{\infty} \exp \left\{-A\left(\frac{c_{1} x}{c_{j}}, \ldots, \frac{c_{m} x}{c_{j}}\right)\right\} A_{j}\left(\frac{c_{1} x}{c_{j}}, \ldots, \frac{c_{m} x}{c_{j}}\right) d x \\
& \quad=\left[A_{j}\left(\frac{c_{1}}{c_{j}}, \ldots, \frac{c_{m}}{c_{j}}\right) / A\left(\frac{c_{1}}{c_{j}}, \ldots, \frac{c_{m}}{c_{j}}\right)\right] \exp \left\{-c_{j} t A\left(\frac{c_{1}}{c_{j}}, \ldots, \frac{c_{m}}{c_{j}}\right)\right\} \\
& \quad=c_{j}\left[A_{j}(\mathbf{c}) / A(\mathbf{c})\right] \exp \{-t A(\mathbf{c})\} \\
& \quad=\operatorname{Pr}\left(X^{*}(\mathbf{c})=X_{j} / c_{j}\right) \operatorname{Pr}\left(X^{*}(\mathbf{c})>t\right), \\
& j=\left.1, \ldots, m . \text { (Hence } \sum_{i=1}^{m} c_{i} A_{i}(\mathbf{c})=A(\mathbf{c}) \text { for all } \mathbf{c} \in(0, \infty)^{m} .\right)
\end{aligned}
$$

The generalized 'independence' criterion need not hold for other exchangeable exponential rvs. This can be verified directly for some specific cases (e.g., with the copula B10).

The theorem below shows that the above is a characterization of MSMVE distributions.

Theorem 6.10 If $\mathbf{X}$ is (absolutely continuous) multivariate exponential and $\left\{\min _{i} X_{i} / c_{i}>t\right\}$ is independent of $\left\{\min _{i} X_{i} / c_{i}=\right.$ $\left.X_{j} / c_{j}\right\}$ for all $t>0, j \in\{1, \ldots, m\}, \mathbf{c} \in(0, \infty)^{m}$, then $\mathbf{X}$ must be min-stable multivariate exponential.
Proof. The proof follows that in Robertson and Strauss (1981) for the most part.

Let $G(\mathbf{x})$ be the survival function of $\mathbf{X}$, let $G_{j}=-\partial G / \partial x_{j}$, $j=1, \ldots, m$, and let $X^{*}(\mathbf{c})=\left\{\min _{i} X_{i} / c_{i}\right\}$. Then

$$
\begin{align*}
& \operatorname{Pr}\left(X^{*}(\mathbf{c})>t, X^{*}(\mathbf{c})=X_{j} / c_{j}\right)=\int_{c_{j} t}^{\infty} G_{j}\left(c_{1} x / c_{j}, \ldots, c_{m} x / c_{j}\right) d x \\
& \quad=c_{j} \int_{t}^{\infty} G_{j}\left(c_{1} x, \ldots, c_{m} x\right) d x, \quad j=1, \ldots, m,  \tag{6.46}\\
& \operatorname{Pr}\left(X^{*}(\mathbf{c})=X_{j} / c_{j}\right)=c_{j} \int_{0}^{\infty} G_{j}\left(c_{1} x, \ldots, c_{m} x\right) d x, \quad j=1, \ldots, m .
\end{align*}
$$

If
$\operatorname{Pr}\left(X^{*}(\mathbf{c})>t, X^{*}(\mathbf{c})=X_{j} / c_{j}\right)=\operatorname{Pr}\left(X_{i}^{*}(\mathbf{c})=X_{j} / c_{j}\right) \operatorname{Pr}\left(X^{*}(\mathbf{c})>t\right)$ for all $t, j$, then for $i \neq j$,

$$
\begin{align*}
\operatorname{Pr}\left(X^{*}(\mathbf{c})\right. & \left.>t, X^{*}(\mathbf{c})=X_{i} / c_{i}\right) / \operatorname{Pr}\left(X^{*}(\mathbf{c})>t, X^{*}(\mathbf{c})=X_{j} / c_{j}\right) \\
& =\operatorname{Pr}\left(X^{*}(\mathbf{c})=X_{i} / c_{i}\right) / \operatorname{Pr}\left(X^{*}(\mathbf{c})=X_{j} / c_{j}\right) \tag{6.47}
\end{align*}
$$

does not depend on $t$. Let the right-hand side of (6.47) be denoted by $p_{i j}(\mathbf{c})$. Then $p_{i j}$ is increasing as $c_{i}$ increases and decreasing as
$c_{j}$ increases. Differentiating ratios of the right-hand side of (6.46) implies

$$
\begin{equation*}
\left[c_{i} G_{i}\left(c_{1} t, \ldots, c_{m} t\right)\right] /\left[c_{j} G_{j}\left(c_{1} t, \ldots, c_{m} t\right)\right]=p_{i j}(\mathbf{c}), \quad \forall t \tag{6.48}
\end{equation*}
$$

Rewrite (6.48) as

$$
\begin{equation*}
c_{i} G_{i}\left(c_{1} t, \ldots, c_{m} t\right)=c_{j} G_{j}\left(c_{1} t, \ldots, c_{m} t\right) p_{i j}(\mathbf{c}), \quad \forall t \tag{6.49}
\end{equation*}
$$

Let $G_{\ell k}=\partial G_{\ell} / \partial x_{k}=-\partial^{2} G / \partial x_{\ell} \partial x_{k}$, for $1 \leq \ell, k \leq m$. Then differentiation of (6.49) with respect to $t$ yields $c_{i} \sum_{k=1}^{m} c_{k} G_{i k}=$ $p_{i j}(\mathbf{c}) c_{j} \sum_{k=1}^{m} c_{k} G_{j k}$ or

$$
\begin{equation*}
G_{j} \sum_{k=1}^{m} c_{k} G_{i k}=G_{i} \sum_{k=1}^{m} c_{k} G_{j k} \tag{6.50}
\end{equation*}
$$

Let $t=1$; then (6.50) holds for all arguments $\mathbf{c} \in(0, \infty)^{m}$. This implies $\sum_{k} c_{k} G_{i k}(\mathbf{c}) / G_{i}(\mathbf{c})=\eta(\mathbf{c})$ for some function $\eta$ that does not depend on the index $i$, or $\sum_{k} c_{k} G_{i k}(\mathbf{c})=\eta(\mathbf{c}) G_{i}(\mathbf{c}), i=1, \ldots, m$. This has a solution only if $\eta(\mathbf{c})=\phi^{\prime}(G(\mathbf{c}))$ for some function $\phi$ with first derivative $\phi^{\prime}$, and then by integration

$$
\begin{equation*}
\sum_{k} c_{k} G_{k}(\mathbf{c})=\phi(G(\mathbf{c})) \tag{6.51}
\end{equation*}
$$

(The proof is as follows: Let $L(\mathbf{c})=\sum_{k} c_{k} G_{k}(\mathbf{c})$; then $L_{i}(\mathbf{c})=$ $\sum_{k} c_{k} G_{i k}(\mathbf{c})=\eta(\mathbf{c}) G_{i}(\mathbf{c}), i=1, \ldots, m$, so that $L_{i} G_{j}-G_{i} L_{j}=0$ for all $i \neq j$. Hence the Jacobian $\partial(G, L) / \partial\left(c_{i}, c_{j}\right)$ vanishes for all $i \neq j$. For $m=2$, this means that $L$ and $G$ are functionally related. For $m \geq 3$, let $\mathbf{c}_{-i j}$ or $\mathbf{x}_{-i j}$ be $\mathbf{c}$ or $\mathbf{x}$ respectively without the $i$ th and $j$ th components. Then there are functions $\phi_{i j}\left(u, \mathbf{x}_{-i j}\right)$, $i<j$, such that $L(\mathbf{c})=\phi_{i j}\left(G(\mathbf{c}), \mathbf{c}_{-i j}\right)$ for all $i<j$ and $L_{k}=$ $\frac{\partial \phi_{i j}}{\partial u} \cdot G_{k}+\frac{\partial \phi_{i j}}{\partial x_{k}} \cdot I(k \neq i, j)$. Hence for $k \neq i, j$,

$$
\frac{L_{k}}{L_{i}}=\frac{\frac{\partial \phi_{i j}}{\partial u} \cdot G_{k}+\frac{\partial \phi_{i j}}{\partial x_{k}}}{\frac{\partial \phi_{i j}}{\partial u} \cdot G_{i}}=\frac{G_{k}}{G_{i}}
$$

only if $\frac{\partial \phi_{i j}}{\partial x_{k}}=0$. This implies that $\phi_{i j}=\phi$ for all $i<j$ and that $G$ and $L$ are functionally related.) Since $G_{i k} \leq 0, G_{i}>0$, $i, k=1, \ldots, m$, then $\phi^{\prime} \leq 0$ and $\phi \geq 0$.

Replace $c_{k}$ now by $x_{k}$. The first-order partial differential equation (6.51) can be solved by the method of characteristics (Bluman and Cole 1974) to get the only possible solutions. This means first solving

$$
\frac{d x_{1}}{x_{1}}=\cdots=\frac{d x_{m}}{x_{m}}=\frac{d G}{\phi(G)}
$$

to get independent solutions $u_{1}(\mathbf{x})=a_{1}, \ldots, u_{m}(\mathbf{x})=a_{m}$, where $a_{1}, \ldots, a_{m}$ are constants, so that the solution to (6.51) has the form $\beta\left(u_{1}, \ldots, u_{m}\right)=0$ or $u_{m}=\alpha\left(u_{1}, \ldots, u_{m-1}\right)$ for some functions $\alpha, \beta$. From solving $d x_{1} / x_{1}=d x_{i+1} / x_{i+1}$, one has $u_{i}=x_{i+1} / x_{1}=$ $a_{i}, i=1, \ldots, m-1$. From solving $d x_{1} / x_{1}=d G / \phi(G)$, one gets $u_{m}=\zeta(G) / x_{1}=a_{m}$, where $\log \zeta(G)$ is the anti-derivative of $[\phi(G)]^{-1}$. Since $\phi^{\prime} \leq 0$, then $\zeta$ is a decreasing function. Therefore $\zeta(G(\mathbf{x})) / x_{1}=\alpha\left(x_{2} / x_{1}, \ldots, x_{m} / x_{1}\right)$, or

$$
\zeta(G(\mathbf{x}))=x_{1} \alpha\left(x_{2} / x_{1}, \ldots, x_{m} / x_{1}\right)=A(\mathbf{x})
$$

where $A$ is a homogeneous function of order 1 , or

$$
\begin{equation*}
G(\mathbf{x})=\zeta^{-1} \circ A(\mathbf{x})=\psi(A(\mathbf{x})) \tag{6.52}
\end{equation*}
$$

with $\psi=\zeta^{-1}$. The homogeneity condition means that $A$ has mar$\operatorname{gin} A\left(0, \ldots, 0, x_{i}, 0, \ldots, 0\right)=b_{i} x_{i}$ for a constant $b_{i}, i=1, \ldots, m$. To get exponential survival distributions as margins, $\zeta^{-1}(t)=e^{-t}$ or $\zeta(s)=-\log s$, and hence $G$ is a MSMVE distribution.

Other solutions $G$ to ( 6.51 ) (or other survival functions with the generalized independence property) have the form of (6.52) with some other decreasing function $\psi$. Sufficient conditions are: (i) $\psi$ is a LT (see Section 4.3); (ii) $-\log \psi \in \mathcal{L}_{m}^{*}$ (see Section 4.4); and (iii) $\psi \in \mathcal{L}_{m}$ (see (1.1) in Section 1.3) if $A$ satisfies

$$
(-1)^{1+|S|} \frac{\partial^{|S|} A}{\prod_{i \in S} \partial x_{i}}(\mathbf{x}) \geq 0 \quad \forall S \in \mathcal{S}_{m} .
$$

We return to this in the next section.

### 6.6 Mixtures of MEV distributions *

In this section, we study the class of mixtures of powers of a MEV distribution. This is a special case of the larger class of mixtures of powers of a max-id distribution, as given in Section 4.3. This class has some closure properties that the larger class need not have. It is these closure properties and other properties that make the class interesting.

The three types of univariate extreme value margins are Gumbel, Weibull and Fréchet (see Section 6.1). Since maxima can be transformed into minima and vice versa, we will consider Weibull survival margins with minima, and Fréchet and Gumbel margins with maxima so that we can work on either $[0, \infty)$ or $(-\infty, \infty)$ for each univariate margin. Without loss of generality, we assume that
the univariate margins are identical and standardized. As shown in Section 6.2.1, a property of a MEV distribution $G$ is that all positive powers of $G$ are also distributions.

Let $G$ be a min-stable $m$-variate exponential survival function with unit exponential margins and let $A=-\log G$. Since $A$ is homogeneous of order $1, A\left(x_{1}, \ldots, x_{m}\right)=x_{j}$ if all arguments are zero except $x_{j}$, and $G^{t}(\mathbf{x})=\exp \{-t A(\mathbf{x})\}=\exp \{-A(t \mathbf{x})\}$ is a survival function for all $t>0$.

By making the transformations $x_{j} \rightarrow x_{j}^{\alpha}$, with $\alpha>0$, the resulting min-stable $m$-variate Weibull survival function is

$$
\begin{equation*}
G_{1}(\mathbf{x} ; \alpha)=\exp \left\{-A\left(x_{1}^{\alpha}, \ldots, x_{m}^{\alpha}\right)\right\} \tag{6.53}
\end{equation*}
$$

If $\mathbf{X}$ has the distribution in (6.53), then

$$
\begin{gathered}
\operatorname{Pr}\left(\min \left\{X_{1} / c_{1}, \ldots, X_{m} / c_{m}\right\}>t\right)=\exp \left\{-A\left(\left(t c_{1}\right)^{\alpha}, \ldots,\left(t c_{m}\right)^{\alpha}\right)\right\} \\
=\exp \left\{-t^{\alpha} A\left(c_{1}^{\alpha}, \ldots, c_{m}^{\alpha}\right)\right\}, \quad t>0
\end{gathered}
$$

for all $\mathbf{c} \in(0, \infty)^{m}$. That is, $\min \left\{X_{1} / c_{1}, \ldots, X_{m} / c_{m}\right\}$ has a scaled Weibull distribution for all $\mathbf{c} \in(0, \infty)^{m}$.

Similar results hold for transforms to other extreme value margins. By making the transformations $x_{j} \rightarrow x_{j}^{-\beta}$, with $\beta>0$, the resulting max-stable $m$-variate Fréchet distribution function is

$$
\begin{equation*}
G_{2}(\mathbf{x} ; \beta)=\exp \left\{-A\left(x_{1}^{-\beta}, \ldots, x_{m}^{-\beta}\right)\right\} \tag{6.54}
\end{equation*}
$$

If $\mathbf{X}$ has the distribution in (6.54), then

$$
\begin{gathered}
\operatorname{Pr}\left(\max \left\{\frac{X_{1}}{c_{1}}, \ldots, \frac{X_{m}}{c_{m}}\right\} \leq t\right)=\exp \left\{-A\left(\left(t c_{1}\right)^{-\beta}, \ldots,\left(t c_{m}\right)^{-\beta}\right)\right\} \\
=\exp \left\{-t^{-\beta} A\left(c_{1}^{-\beta}, \ldots, c_{m}^{-\beta}\right)\right\}, \quad t>0
\end{gathered}
$$

for all $\mathbf{c} \in(0, \infty)^{m}$. That is, $\max \left\{X_{1} / c_{1}, \ldots, X_{m} / c_{m}\right\}$ has a scaled Fréchet distribution for all $\mathbf{c} \in(0, \infty)^{m}$.

By making the transformations $x_{j} \rightarrow e^{-x_{j}}$, the resulting maxstable $m$-variate Gumbel distribution function is

$$
\begin{equation*}
G_{3}(\mathbf{x})=\exp \left\{-A\left(e^{-x_{1}}, \ldots, e^{-x_{m}}\right)\right\} \tag{6.55}
\end{equation*}
$$

If $\mathbf{X}$ has the distribution in (6.55), then
$\operatorname{Pr}\left(\max \left\{X_{1}-c_{1}, \ldots, X_{m}-c_{m}\right\} \leq t\right)=\exp \left\{-e^{-t} A\left(e^{-c_{1}}, \ldots, e^{-c_{m}}\right)\right\}$,
$-\infty<t<\infty$, for all $\mathbf{c} \in(0, \infty)^{m}$. That is, $\max \left\{X_{1}-c_{1}, \ldots, X_{m}-\right.$ $\left.c_{m}\right\}$, a maximum of shifted random variables, has a location-shifted Gumbel distribution for all $\mathbf{c} \in(0, \infty)^{m}$. The weighting is done with additive rather than multiplicative constants in this case.

Note that a positive power of (6.53), (6.54) or (6.55) is a survival or distribution function since either a scale or location shift occurs. By taking mixtures of powers of one of these MEV distributions, we get distributions with other univariate margins which satisfy the closure property of weighted minima or maxima in the same scale or location family. Let $M$ be the distribution function of a positive rv and let its LT be $\psi$. The mixtures of powers of (6.53), (6.54) and (6.55) lead to:

$$
\begin{align*}
& \int_{0}^{\infty} \exp \left\{-\gamma A\left(x_{1}^{\alpha}, \ldots, x_{m}^{\alpha}\right)\right\} d M(\gamma)=\psi\left(A\left(x_{1}^{\alpha}, \ldots, x_{m}^{\alpha}\right)\right),  \tag{6.56}\\
& \int_{0}^{\infty} \exp \left\{-\gamma A\left(x_{1}^{-\beta}, \ldots, x_{m}^{-\beta}\right)\right\} d M(\gamma)=\psi\left(A\left(x_{1}^{-\beta}, \ldots, x_{m}^{-\beta}\right)\right) \tag{6.57}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} \exp \left\{-\gamma A\left(e^{-x_{1}}, \ldots, e^{-x_{m}}\right)\right\} d M(\gamma)=\psi\left(A\left(e^{-x_{1}}, \ldots, e^{-x_{m}}\right)\right) \tag{6.58}
\end{equation*}
$$

The univariate survival margins in (6.56) are $\psi\left(x_{j}^{\alpha}\right)$ and the univariate dff in (6.57), (6.58) are respectively $\psi\left(x_{j}^{-\beta}\right)$ and $\psi\left(e^{-x_{j}}\right)$. If $\mathbf{X}$ has the distribution in (6.56), $\min _{1 \leq i \leq m}\left\{X_{i} / c_{i}\right\}$ has the survival function $\psi\left([t / \sigma(\mathbf{c})]^{\alpha}\right), t>0$, with $\sigma(\mathbf{c})=\left[A\left(c_{1}^{\alpha}, \ldots, c_{m}^{\alpha}\right)\right]^{-1 / \alpha}$. If $\mathbf{X}$ has the distribution in (6.57), $\max _{1 \leq i \leq m}\left\{X_{i} / c_{i}\right\}$ has the distribution $\psi\left([t / \eta(\mathbf{c})]^{-\beta}\right), t>0$, with $\eta(\mathbf{c})=\left[A\left(c_{1}^{-\beta}, \ldots, c_{m}^{-\beta}\right)\right]^{1 / \beta}$, and if $\mathbf{Y}$ has the distribution in (6.58), $\max _{1 \leq i \leq m}\left\{Y_{i}-c_{i}\right\}$ has the distribution $\psi(\exp \{-[t-\mu(\mathbf{c})]\}),-\infty<t<\infty$, with $\mu(\mathbf{c})=$ $\log A\left(e^{-c_{1}}, \ldots, e^{-c_{m}}\right)$.

A special case of $(6.58)$ or $(6.57)$ arises when $\psi(s)=(1+s)^{-1}$. For $H=e^{-A}$ being a general max-stable distribution, $F=\int H^{\gamma} d M(\gamma)$ is a max-geometric stable distribution. A multivariate distribution $F$ is max-geometric infinitely divisible if for $\mathbf{X} \sim F$, then for any $0<p<1$, there exist iid random vectors $\mathbf{X}_{p, i}$, independent of $N_{p}$, such that $\mathbf{X} \stackrel{d}{=} \max _{i \leq N_{p}} \mathbf{X}_{p, i}$ (with componentwise maxima), where $N_{p}$ is a geometric rv with parameter $p\left(\operatorname{Pr}\left(N_{p}=k\right)=\right.$ $p(1-p)^{k-1}, k=1,2, \ldots$ ), and $F$ is max-geometric stable (a stronger property) if for all $0<p<1, \mathbf{X}_{p, 1}$ is in the location-scale family generated by $F$. Hence as a consequence of this definition, $F /[p+(1-p) F]$ must be in the location-scale family generated by $F$ for any $0<p<1$. It is easy to show that this property is satisfied if $\left.F(\mathbf{x})=\left[1+\quad-x_{1}, \ldots, e^{-x_{m}}\right)\right]^{-1}$ where $A($ is homogeneous of order 1. With $H$ being the Gumbel distribution and $\psi(s)=(1+s)^{-1}$,
the univariate margins of (6.58) become the logistic distribution $\left(1+e^{-x_{j}}\right)^{-1}$ and $F$ is a max-geometric stable multivariate logistic distribution.

In the remainder of this section, some dependence properties and characterizations are given.
Theorem 6.11 Let $F=\int_{0}^{\infty} H^{\gamma} d M(\gamma)$ be the survival function or distribution function given in (6.56), (6.57) or (6.58). Then $F$ is the distribution of associated rvs.
Proof. The proof is similar to that of Theorem 4.5 and is left as an exercise.

We mentioned above that (6.58) could result in multivariate distributions with univariate logistic marginals with the choice of the LT $\psi(s)=(1+s)^{-1}$. However, for logistic margins, only strictly positively dependent multivariate distributions can result; it is easily checked that the multivariate distribution with independent univariate logistic margins does not satisfy the property of closure under weighted maxima. This division of independence versus positive dependence is true in general. We show below that multivariate distributions with the independence copula can arise from (6.56), (6.57) and (6.58) only if the univariate margins are Weibull, Fréchet and Gumbel, respectively.
Theorem 6.12 Suppose that $\psi\left(A\left(x_{1}^{\alpha}, \ldots, x_{m}^{\alpha}\right)\right)$ in (6.56) is equal to $\prod_{j=1}^{m} \psi\left(x_{j}^{\alpha}\right)$ for all $\mathbf{x} \in(0, \infty)^{m}$. Then all possible solutions are covered by taking $\psi(s)=\exp \left\{-\lambda s^{1 / \sigma}\right\}$ for some positive constants $\lambda$ and $\sigma$.
Proof. Let $X_{1}, \ldots, X_{m}$ be iid with survival function $\bar{F}(x)=\psi\left(x^{\alpha}\right)$. Then $\bar{F}^{2}(t)=\operatorname{Pr}\left(X_{1}>t, X_{2}>t\right)=\psi\left((t a)^{\alpha}\right)=\bar{F}(t a)$ for all $t>0$, where $a^{\alpha}=A(1,1,0, \ldots, 0)$ is a constant (exceeding 1). Let $r(t)=-\log \bar{F}(t)$. Then $r(0)=0, r(\infty)=\infty, r$ is increasing and $2 r(t)=r(a t)$ for all $t>0$. Let $\sigma$ be a constant satisfying $a=2^{\sigma}$ so that $2^{\sigma} r^{\sigma}(t)=a r^{\sigma}(t)=r^{\sigma}(a t)$. Next, let $\eta(t)=r^{\sigma}(t)$ so that $a \eta(t)=\eta(a t)$ for all $t>0$. Since the LT $\psi$ is differentiable, $\eta$ is differentiable and $a \eta^{\prime}(t)=a \eta^{\prime}(a t)$ for all $t>0$. The conditions on $r$ and $\eta$ then imply that $\eta^{\prime}$ is a constant and $\eta$ is linearly increasing. Since $\eta(0)=0, \eta(t)=\lambda^{\sigma} t$ for a positive constant $\lambda$. Hence $r(t)=$ $\lambda t^{1 / \sigma}$ and $\sigma=\log a / \log 2$, or $\bar{F}(t)=\exp \left\{-\lambda t^{1 / \sigma}\right\}$ for some positive constants $\sigma, \lambda$.
Theorem 6.13 Suppose $\psi\left(A\left(x_{1}^{-\beta}, \ldots, x_{m}^{-\beta}\right)\right)$ in (6.57) is equal to $\prod_{j=1}^{m} \psi\left(x_{j}^{-\beta}\right)$ for all $\mathbf{x} \in(0, \infty)^{m}$. Then all possible solutions are
covered by taking $\psi(s)=\exp \left\{-\lambda s^{1 / \sigma}\right\}$ for some positive constants $\lambda$ and $\sigma$.

Proof. The proof is accomplished by a similar argument to that of the above theorem. We omit the details.

Theorem 6.14 Suppose $\psi\left(A\left(e^{-x_{1}}, \ldots, e^{-x_{m}}\right)\right)$ in (6.58) is equal to $\prod_{j=1}^{m} \psi\left(e^{-x_{j}}\right)$ for all $\mathbf{x} \in \Re^{m}$. Then all possible solutions are covered by taking $\psi(s)=\exp \left\{-\lambda s^{1 / \sigma}\right\}$ for some positive constants $\lambda$ and $\sigma$.

Proof. Let $\mathbf{X}$ have the distribution $\psi\left(A\left(e^{-x_{1}}, \ldots, e^{-x_{m}}\right)\right)$. Set $Y_{j}=$ $\exp \left\{-X_{j} / \alpha\right\}, j=1, \ldots, m$, where $\alpha>0$. Then $\left(Y_{1}, \ldots, Y_{m}\right)$ has the survival function

$$
\begin{aligned}
\operatorname{Pr}\left(Y_{j}>y_{j}, 1 \leq j \leq m\right) & =\operatorname{Pr}\left(X_{1}<-\alpha \log y_{1}, \ldots, X_{m}<-\alpha \log y_{m}\right) \\
& =\psi\left(A\left(y_{1}^{\alpha}, \ldots, y_{m}^{\alpha}\right)\right)
\end{aligned}
$$

for all $\mathbf{y} \in(0, \infty)^{m}$. If $X_{1}, X_{2}, \ldots, X_{m}$ are independent with survival function $\psi\left(e^{-x}\right)$, then $Y_{1}, Y_{2}, \ldots, Y_{m}$ are independent with survival function $\psi\left(y^{\alpha}\right)$. From the proof of Theorem 6.12, we get that $\psi(s)=\exp \left\{-\lambda s^{1 / \sigma}\right\}$ for some positive constants $\lambda, \sigma$. This completes the proof.

Choice probability properties from Section 6.5 hold for (6.56) to (6.58). The independence criterion also holds for scale mixtures of MSMVE distributions, i.e., survival functions of the form $\bar{F}(\mathbf{x})=$ $\int_{0}^{\infty} e^{-\gamma A(\mathbf{x})} d M(\gamma)$ where $M$ is the distribution of a non-negative rv $\Gamma$. If $\mathbf{X} \sim F$ and $X^{*}=\min \left\{X_{1}, \ldots, X_{m}\right\}$, then for $j=1, \ldots, m$,

$$
\begin{aligned}
& \operatorname{Pr}\left(X^{*}>t, X^{*}=X_{j}\right)=\int_{0}^{\infty} \operatorname{Pr}\left(X^{*}>t, X^{*}=X_{j} \mid \Gamma=\gamma\right) d M(\gamma) \\
& \quad=\frac{A_{j}\left(\mathbf{1}_{m}\right)}{A\left(\mathbf{1}_{m}\right)} \int_{0}^{\infty} e^{-\gamma t A\left(\mathbf{1}_{m}\right)} d M(\gamma)=\operatorname{Pr}\left(X^{*}=X_{j}\right) \operatorname{Pr}\left(X^{*}>t\right)
\end{aligned}
$$

Also the same probability as (6.45) results if $\left(V_{1}, \ldots, V_{m}\right) \sim F$ with $F$ given by $\int_{0}^{\infty} \exp \left\{-\gamma A\left(e^{-x_{1}}, \ldots, e^{-x_{m}}\right)\right\} d M(\gamma)$.

### 6.7 Bibliographic notes

Books on extreme value theory include Galambos (1987) and Resnick (1987). Representations of multivariate extreme value distributions are given in Pickands (1981), Deheuvels (1983) and de Haan (1984). For copulas and multivariate extreme value distributions, see also Deheuvels (1978). The definition of min-stable multivariate exponential is from Pickands (1981).

References for the BEV and MEV families in Section 6.3.1 are Hüsler and Reiss (1989), Tawn (1988; 1990), Joe (1994; 1996a). The family B6 (and its extension to M6) is called a logistic model in Tiago de Oliveira (1980) and Tawn (1988; 1990). The adjective 'logistic' comes from the fact that the difference of dependent Gumbel or extreme value rvs with the copula family B6 has the logistic distribution; this also relates to the choice model results in Section 6.5. The models are not called logistic here because logistic regression comes up later in the book.

References for the families in Section 6.3.2 are Smith (1990), Joe (1990a; 1993) and Coles and Tawn (1991). The models of Joe (1990a) have not been successful in fitting multivariate extreme value data, partly because the parameters $\alpha_{B}$ of (6.39) and (6.40) are not interpretable as solely dependence parameters.

For the point process approach, see Joe, Smith and Weissman (1992) for the bivariate case and Coles and Tawn (1991) for the multivariate case. The presentation in Section 6.4 is a little bit different from that in Coles and Tawn, where the densities of the point process measure are emphasized more.

References for choice models are McFadden (1974; 1981). See the comment in McFadden (1974, p. 108) on the general difficulty of specifying a joint distribution in order to get closed-form choice probabilities. For a property of coverage of choice probabilities from MEV choice models, see Dagsvik (1995).
The results from Section 6.6 are mainly from Joe and Hu (1996). See Rachev and Resnick (1991) for max-geometric multivariate distributions and Arnold (1996) for max-geometric multivariate logistic distributions.

### 6.8 Exercises

6.1 Find the parameter of the extreme value distribution in which the $t$ distribution with $\nu$ degrees of freedom is in the domain of attraction. The $t$ distribution has density of the form: $f(x)=c_{\nu}\left(1+x^{2} / \nu\right)^{-(\nu+1) / 2}$. [Hint: approximate the tail of the density and hence the survival distribution, and then compare with Example 6.1.]
6.2 If $e^{-A(\mathbf{z})}$ and $e^{-B(\mathbf{z})}$ are MSMVE survival functions, show that $e^{-\alpha A(\mathbf{z})-\beta B(\mathbf{z})}$ is also MSMVE for all $\alpha, \beta>0$.
6.3 Derive the survival function for the Marshall-Olkin multivariate exponential distribution from the stochastic representa-
tion in Section 6.3.2.
6.4 If $\mathbf{X}=\left(X_{1}, \ldots, X_{m}\right)$ is MSMVE, then show that $\mathbf{Z}$ with $Z_{j}=\min _{1 \leq i \leq m} a_{i j} X_{i}, a_{k j} \geq 0, k, j=1, \ldots, m$, is MSMVE.
6.5 Consider the min-stable trivariate exponential survival function $G=e^{-A}$ with $A\left(z_{1}, z_{2}, z_{3}\right)=\left[\left(z_{1}^{\theta}+z_{2}^{\theta}\right)^{\delta / \theta}+z_{3}^{\delta}\right]^{1 / \delta}$. Show that $G$ is not a proper survival function if $\delta>\theta \geq 1$.
6.6 Take the extreme value limit of the bivariate copulas in the families B2 to B6 and B9 to B11 in Section 5.1.
6.7 Prove Theorem 6.11.
6.8 Verify that the extreme value limits for the families MM4, MM5 and MM2 are respectively the families MM6, MM7 and MM8.
6.9 Suppose $\left(V_{1}, \ldots, V_{m}, T\right)$ has an absolutely continuous MEV distribution,

$$
F\left(x_{1}, \ldots, x_{m}, x_{m+1}\right)=\exp \left\{-A\left(e^{-x_{1}}, \ldots, e^{-x_{m}}, e^{-x_{m+1}}\right)\right\}
$$

where $T$ is a threshold random variable and the $V_{j}$ have a similar interpretation to that in Section 6.5. Let $S$ be a nonempty subset of $\{1, \ldots, m\}$. Show that

$$
\operatorname{Pr}\left(\min _{j \in S}\left\{V_{j}+\mu_{j}\right\}>T>\max _{i \in S^{c}}\left\{V_{i}+\mu_{i}\right\}\right)
$$

has closed form based on $A$ and its margins. This is an example of a subset choice probability. [Hint: start with $m=3,4$ to see the pattern.]
(A.J.J. Marley, personal communication, 1996)

### 6.9 Unsolved problems

6.1 Find other approaches to deriving parametric families of MEV copulas with better dependence and closure properties.
6.2 Conjecture: For a multivariate distribution of the form (6.58), the only possible symmetric univariate distributions that can result over all LTs $\psi$ are the scaled logistic distributions. This is equivalent to showing that

$$
\psi(s)=1-\psi\left(s^{-1}\right), \quad \forall s>0
$$

holds only for the LTs $\psi(s)=\left(1+s^{1 / \delta}\right)^{-1}, \delta \geq 1$.

## CHAPTER 7

## Multivariate discrete distributions

This chapter is devoted to multivariate discrete distributions for binary, count, ordinal categorical and nominal categorical responses (Sections 7.1 to 7.4 , respectively), and extensions to models that include covariates. Included are models that could be considered as multivariate logit models for multivariate binary and ordinal response data. Dependence structures that are covered are exchangeable and general dependence, with both positive and negative dependence. The time series dependence structure is discussed in Chapter 8; it can be obtained from some models as a special case of the general dependence structure. The data analyses in Sections 11.1 and 11.2 make use of the theory in this chapter.

Approaches for multivariate models include:
(a) mixtures over Bernoulli or Poisson parameters for multivariate binary or count data;
(b) latent variable models from copulas with discrete probability distributions for the univariate margins;
(c) conditional independence models and random effects models. The types of models that can be constructed depend on the response type. For some types of models, it is not possible to separate out the dependence from the univariate parameters, i.e., the range of dependence depends on the univariate margins. Because of the discreteness, this separation may not be as critical.

### 7.1 Multivariate binary

An exchangeable multivariate binary model may be reasonable for some familial or cluster data, where the same binary variable is measured for each member of a family or cluster. If there is no reason to assume exchangeable dependence, then one should use a

Table 7.1. Bivariate Bernoulli distribution

| $Y_{1} \backslash Y_{2}$ | 0 | 1 |  |
| :---: | :---: | :---: | :---: |
| 0 | $p_{00}$ | $p_{01}$ | $p_{0+}$ |
| 1 | $p_{10}$ | $p_{11}$ | $p_{1+}$ |
|  | $p_{+0}$ | $p_{+1}$ | 1 |

model that can cover as general a dependence structure as possible. An example is the measurement of a vector of different binary outcomes (at the same time) on each individual in a study. In this section, we start with simple models for multivariate binary response and proceed to more complex models.

### 7.1.1 Bivariate Bernoulli and binomial ${ }^{\circ}$

Table 7.1 shows the natural bivariate Bernoulli or binary distribution. In it, $\operatorname{Pr}\left(Y_{1}=1, Y_{2}=1\right)=p_{11}, \operatorname{Pr}\left(Y_{1}=1\right)=p_{1+}=$ $\pi_{1}, \operatorname{Pr}\left(Y_{2}=1\right)=p_{+1}=\pi_{2}$, etc. The bivariate Bernoulli distribution can be parametrized to have two univariate parameters $\pi_{1}, \pi_{2}$, and one bivariate parameter $p_{11}$ (or the correlation $\rho=$ $\left.\left(p_{11}-\pi_{1} \pi_{2}\right) / \sqrt{\pi_{1}\left(1-\pi_{1}\right) \pi_{2}\left(1-\pi_{2}\right)}\right)$. From the Fréchet bound inequalities in Section 3.1,

$$
\max \left\{0, \pi_{1}+\pi_{2}-1\right\} \leq p_{11} \leq \min \left\{\pi_{1}, \pi_{2}\right\},
$$

so that

$$
\begin{equation*}
\max \left\{-\sqrt{\frac{\pi_{1} \pi_{2}}{\bar{\pi}_{1} \bar{\pi}_{2}}},-\sqrt{\frac{\bar{\pi}_{1} \bar{\pi}_{2}}{\pi_{1} \pi_{2}}}\right\} \leq \rho \leq \sqrt{\frac{\pi_{\min }\left(1-\pi_{\max }\right)}{\pi_{\max }\left(1-\pi_{\min }\right)}}, \tag{7.1}
\end{equation*}
$$

where $\bar{\pi}_{j}=1-\pi_{j}, j=1,2, \pi_{\min }=\min \left\{\pi_{1}, \pi_{2}\right\}$, and $\pi_{\max }=$ $\max \left\{\pi_{1}, \pi_{2}\right\}$. Because the range depends on the univariate margin parameters, the correlation is not a good dependence measure to use except possibly for the case $\pi_{1}=\pi_{2}$.

For the bivariate binomial, let $\left(Y_{i 1}, Y_{i 2}\right), i=1, \ldots, n$, be iid with the distribution in Table 7.1. Then $\left(S_{1}, S_{2}\right) \stackrel{\text { def }}{=}\left(\sum_{i=1}^{n} Y_{i 1}, \sum_{i=1}^{n} Y_{i 2}\right)$ has a bivariate binomial distribution with pmf

$$
\begin{aligned}
& \sum_{a}\binom{n}{a, s_{1}-a, s_{2}-a, n-s_{1}-s_{2}+a} p_{11}^{a} p_{10}^{s_{1}-a} p_{01}^{s_{2}-a} p_{00}^{n-s_{1}-s_{2}+a} \\
& s_{1}, s_{2}=0,1, \ldots, n
\end{aligned}
$$

### 7.1.2 General multivariate Bernoulli ${ }^{\circ}$

Let $\left(Y_{1}, \ldots, Y_{m}\right)$ be a multivariate binary vector with the distribution $\operatorname{Pr}\left(Y_{j}=y_{j}, j=1, \ldots, m\right)=p(\mathbf{y}), y_{j}=0$ or $1, j=$ $1, \ldots, m$. This has $2^{m}-1$ parameters and generalizes the bivariate Bernoulli distribution; it is the most general possible. Note that $Y_{j} \sim \operatorname{Bernoulli}\left(\pi_{j}\right)$, where

$$
\pi_{j}=\sum_{y_{1}=0}^{1} \cdots \sum_{y_{j-1}=0}^{1} \sum_{y_{j+1}=0}^{1} \cdots \sum_{y_{m}=0}^{1} p(\mathbf{y})
$$

with $y_{j}=1$ for each $\mathbf{y}$ in the sum. The sum $Y_{1}+\cdots+Y_{m}$ is a correlated binomial rv.

This model can be considered as a special case of a multinomial distribution. It has too many parameters for applications, unless one has a sufficiently large sample (the sense of 'large' depends on $m$ ). Hence it is useful to obtain parametric subfamilies which can cover different types of dependence pattern.

### 7.1.3 Exchangeable mixture model ${ }^{\circ}$

We start with a fairly general model for exchangeable binary rvs. This comes from a conditional independence or mixture model in which the Bernoulli parameter $p$ is random with some density, and given $p$, the $m$ binary rvs $Y_{j}$ are conditionally iid. The model is

$$
\begin{equation*}
f(\mathbf{y})=\operatorname{Pr}\left(Y_{j}=y_{j}, j=1, \ldots, m\right)=\int_{0}^{1} p^{k}(1-p)^{m-k} d G(p) \tag{7.2}
\end{equation*}
$$

where $k=\sum_{j=1}^{m} y_{j}$, each $y_{j}$ is 0 or 1 , and $G$ is a distribution with support on $[0,1]$.

Properties of (7.2) are the following.

1. Marginal probabilities include $\pi=\operatorname{Pr}\left(Y_{j}=1\right)=\int_{0}^{1} p d G(p)$, $j=1, \ldots, m$, and $\eta=\operatorname{Pr}\left(Y_{j}=1, Y_{j^{\prime}}=1\right)=\int_{0}^{1} p^{2} d G(p)$, $j \neq j^{\prime}$. Then for $j \neq j^{\prime}, \operatorname{Cov}\left(Y_{j}, Y_{j^{\prime}}\right)=\eta-\pi^{2}=\operatorname{Var}(P) \geq 0$, where $P$ is a rv with cdf $G$. That is, only positive dependence is possible. The case of zero covariance can occur only if $G$ is degenerate, in which case $Y_{1}, \ldots, Y_{m}$ are independent.
2. The pairwise correlation is $\left(\eta-\pi^{2}\right) /\left(\pi-\pi^{2}\right)$. It can vary from 0 to 1 . The correlation of 1 (or Fréchet upper bound) is achieved only if $G$ has support on the points 0 and 1 , since this is the only case in which $\eta=\pi$.

If $G$ is a $\operatorname{Beta}(\alpha, \beta)$ distribution, with density

$$
g(p)=[B(\alpha, \beta)]^{-1} p^{\alpha-1}(1-p)^{\beta-1}, \quad 0<p<1,
$$

then (7.2) becomes

$$
\begin{equation*}
f(\mathbf{y} ; \alpha, \beta, m)=B(\alpha+k, \beta+m-k) / B(\alpha, \beta), \tag{7.3}
\end{equation*}
$$

a two-parameter family (reparametrization to one parameter for marginal probability and one for equicorrelation is possible). Furthermore, $\pi=\alpha /(\alpha+\beta), \eta=\alpha(\alpha+1) /[(\alpha+\beta)(\alpha+\beta+1)]$, and the correlation is $\rho=(\alpha+\beta+1)^{-1}$. Hence correlation of 1 or the Fréchet upper bound is achieved if $\alpha, \beta \rightarrow 0$ such that $\alpha /(\alpha+\beta) \rightarrow \pi$. If $g$ is a Beta $(\alpha, \beta)$ density, then $\sum_{j} Y_{j}$ has a Beta-binomial $(\alpha, \beta)$ distribution.

In some cases, such as when $G$ is the beta distribution, the functional form, but not the mixture representation, of (7.2) can be extended to include negative dependence.

With the parameters $\pi$ for the probability of occurrence of a 1 and $\rho$ for correlation, the extension of (7.3) is given in Theorem 7.1. It is shown in Theorem 7.2 that $\rho=\left(1+\gamma^{-1}\right)^{-1}$, where $\gamma$ is the parameter in (7.4) below.
Theorem 7.1 The function

$$
\begin{gather*}
f(\mathbf{y} ; \pi, \gamma, m)=\frac{\prod_{i=0}^{k-1}[\pi+i \gamma] \prod_{i=0}^{m-k-1}[(1-\pi)+i \gamma]}{\prod_{i=0}^{m-1}[1+i \gamma]},  \tag{7.4}\\
k=0, \ldots, m, y_{1}+\cdots y_{m}=k, y_{j}=0,1 \forall j
\end{gather*}
$$

with $0<\pi<1,-\infty<\gamma<\infty$, is the pmf of $m$ exchangeable binary rvs, if $\pi+(m-1) \gamma \geq 0$ and $(1-\pi)+(m-1) \gamma \geq 0$ (or $\left.\gamma \geq-(m-1)^{-1} \min \{\pi, 1-\pi\}\right)$.
Proof. The conditions on $\pi, \gamma, m$ are clearly necessary in order for (7.4) to be non-negative for $k=0, \ldots, m$. Let $f_{S}$ be equal to $\binom{m}{k}$ times the right-hand side of (7.4); we will show that $f_{S}$ is the pmf of a rv $S$ which is a count made from $m$ draws in an urn model. Expression (7.4) then results if, given $S=k$, binary variables $Y_{1}, \ldots, Y_{m}$ are defined so that $k$ of the $m Y_{j}$ are randomly chosen to have unit values and the remainder are given zero values.

Consider an urn with two types of matter, called type 1 and type 2. There are $m$ draws and each draw results in either type 1 or type 2. Then $f_{S}$ is the probability distribution of the total number of draws of type 1 in the $m$ draws, when the following sequential scheme is used. Start with $\pi$ units of type 1 and $1-\pi$ units of type 2. For $r=1, \ldots, m-1$, after the $r$ th draw, $\gamma$ units of type $j$ are
added if the $r$ th draw was type $j, j=1,2$. (If $\gamma<0$, this means that a negative amount is added or something is subtracted.) Let $I_{r}$ be the number of draws of type 1 in the first $r$ draws. The probability of type 1 is $\pi$ on the first draw. The probability of type 1 on draw $r+1(r=1, \ldots, m-1)$ conditional on $I_{r}$, is $\left(\pi+I_{r} \gamma\right) /(1+r \gamma)$, and the probability of type 2 is hence $\left[(1-\pi)+\left(r-I_{r}\right) \gamma\right] /(1+r \gamma)$. Putting everything together, the probability of exactly $k$ draws of type 1 in $m$ draws is

$$
\begin{equation*}
\binom{m}{k} \frac{\pi(\pi+\gamma) \cdots(\pi+[k-1] \gamma)(1-\pi) \cdots(1-\pi+[m-k-1] \gamma)}{1(1+\gamma) \cdots(1+[m-1] \gamma)} \tag{7.5}
\end{equation*}
$$

and this is the same as $f_{S}$. Note that all sequences with exactly $k$ draws of type 1 have the same probability.

We show four special cases of $f_{S}$, which in the above proof is defined to be $\binom{m}{k}$ times the right-hand side of (7.4). These are the beta-binomial, hypergeometric, binomial and Pólya-Eggenberger distributions.

From (7.3), the beta-binomial pmf is $f_{S}(k)=\binom{m}{k} B(\alpha+k, \beta+$ $m-k) / B(\alpha, \beta), k=0, \ldots, m, \alpha, \beta>0$. This can be expanded as:

$$
\begin{aligned}
\binom{m}{k} & \frac{\prod_{i=0}^{k-1}\left[\pi\left(\rho^{-1}-1\right)+i\right] \prod_{i=0}^{m-k-1}\left[(1-\pi)\left(\rho^{-1}-1\right)+i\right]}{\prod_{i=0}^{m-1}\left[\rho^{-1}-1+i\right]} \\
& =\binom{m}{k} \frac{\prod_{i=0}^{k-1}[\pi+i \gamma] \prod_{i=0}^{m-k-1}[(1-\pi)+i \gamma]}{\prod_{i=0}^{m-1}[1+i \gamma]}
\end{aligned}
$$

where $\pi=\alpha / \theta, \theta=\alpha+\beta=\gamma^{-1}, \gamma=\left(\rho^{-1}-1\right)^{-1}>0$ (or $\alpha=\pi\left(\rho^{-1}-1\right)=\pi \gamma^{-1}$ and $\left.\beta=(1-\pi) \gamma^{-1}\right)$. In this case, $\rho=$ $\left(1+\gamma^{-1}\right)^{-1}=(1+\theta)^{-1}$ is the pairwise equicorrelation parameter for the $m$ binary rvs that lead to the beta-binomial distribution.

We continue with the same definitions of $\theta, \alpha, \beta$. If $\gamma$ is negative, then $\rho$ is negative and the hypergeometric distribution becomes a special case of $f_{S}$ if $\alpha$ and $\beta$ are positive integers. The hypergeometric distribution, with $\alpha$ items of type $1, \beta$ items of type 2 and $m$ draws without replacement, has pmf

$$
\binom{m}{k} \frac{\alpha!}{(\alpha-k)!} \frac{\beta!}{(\beta-m+k)!} \frac{(\theta-m)!}{\theta!}, \quad k=0,1, \ldots, m
$$

This can be rewritten as:

$$
\binom{m}{k} \frac{\prod_{i=0}^{k-1}[\pi-i / \theta] \prod_{i=0}^{m-k-1}[1-\pi-i / \theta]}{\prod_{i=0}^{m-1}[1-i / \theta]}
$$

and this is the same as (7.5) with $\gamma=-1 / \theta$. The Bernoulli variables, $Y_{1}, \ldots, Y_{m}$, with $Y_{j}$ being the indicator variable for whether the $j$ th draw is of type 1 , have pairwise equicorrelation parameter $\rho=-(\theta-1)^{-1}=\left(1+\gamma^{-1}\right)^{-1}$.

The binomial distribution is a special case when $\gamma=0$. This is well known to be at the boundary of the families of beta-binomial and hypergeometric distributions.

The Pólya-Eggenberger distribution is

$$
\binom{m}{k} \frac{b(b+s) \cdots(b+[k-1] s) w(w+s) \cdots(w+[m-k-1] s)}{(b+w)(b+w+s) \cdots(b+w+[m-1] s)}
$$

$k=0, \ldots, m$, where $b, w$ are the starting number of black and white balls in the urn, and $s$ is the number of additional balls added, of the same colour as the $r$ th draw, after the $r$ th draw. Letting $b, w, s \rightarrow \infty$ such that $b /(b+w) \rightarrow \pi$ and $s /(b+w) \rightarrow \gamma$, then (7.5) results.

Theorem 7.2 For (7.4), the univariate marginal distributions are Bernoulli $(\pi)$, and the equicorrelation parameter is $\left(1+\gamma^{-1}\right)^{-1}$.

Proof. Let $\left(Y_{1}, \ldots, Y_{m}\right)$ have the pmf in (7.4) and let $S=\sum_{j} Y_{j}$ have the pmf, denoted by $f_{S}(\cdot ; \pi, \gamma, m)$, in (7.5). Then $\mathrm{E}\left(Y_{j}\right)=$ $m^{-1} \mathrm{E}(S), j=1, \ldots, m$, and

$$
\operatorname{Cov}\left(Y_{j}, Y_{j^{\prime}}\right)=\left[\operatorname{Var}(S)-m \operatorname{Var}\left(Y_{1}\right)\right] /[m(m-1)], \quad j \neq j^{\prime},
$$

by exchangeability. Using the standard method,

$$
\mathrm{E}(S)=m \pi \sum_{k=1}^{m} f_{S}\left(k-1 ; \frac{\pi+\gamma}{1+\gamma}, \frac{\gamma}{1+\gamma}, m-1\right)=m \pi
$$

and
$\mathrm{E}[S(S-1)]=m(m-1) \pi(\pi+\gamma)(1+\gamma)^{-1}$
$=m(m-1) \pi(\pi+\gamma)(1+\gamma)^{-1} \sum_{k=2}^{m} f_{S}\left(k-2 ; \frac{\pi+2 \gamma}{1+2 \gamma}, \frac{\gamma}{1+2 \gamma}, m-2\right)$.
Therefore, $\mathrm{E}\left(Y_{j}\right)=\pi$ and $Y_{j}$ is $\operatorname{Bernoulli}(\pi)$ since it is binary. Next, after some elementary algebra, $\operatorname{Var}(S)=m \pi(1-\pi)(1+$ $m \gamma) /(1+\gamma)$ and $\operatorname{Cov}\left(Y_{1}, Y_{2}\right)=\pi(1-\pi) \gamma /(1+\gamma)$. Finally, the correlation $\rho$ of $Y_{j}, Y_{j}^{\prime}$ for $j \neq j^{\prime}$ is $\gamma /(1+\gamma)=\left(1+\gamma^{-1}\right)^{-1}$.

Theorem 7.3 The family in (7.4) is closed under the taking of margins.

Proof. This result is obvious for the cases of $\gamma=0$ (independent case) and $\gamma>0$ (from the mixture construction). For the general proof, let (7.5) be denoted by $f_{S}(\cdot ; \pi, \gamma, m)$. Without loss of generality, we show that if $\left(Y_{1}, \ldots, Y_{m}\right)$ has a pmf of the form (7.4), then so does ( $Y_{1}, \ldots, Y_{m-1}$ ). The pmf of $\left(Y_{1}, \ldots, Y_{m-1}\right)$ at $\left(y_{1}, \ldots, y_{m-1}\right)$ when $k=y_{1}+\ldots+y_{m-1}$ is

$$
\begin{gathered}
\binom{m}{k}^{-1} f_{S}(k ; \pi, \gamma, m)+\binom{m}{k+1}^{-1} f_{S}(k+1 ; \pi, \gamma, m) \\
=\binom{m-1}{k}^{-1} f_{S}(k ; \pi, \gamma, m-1) \frac{[(1-\pi)+(m-k-1) \gamma]+[\pi+k \gamma]}{1+(m-1) \gamma} \\
=\binom{m-1}{k}^{-1} f_{S}(k ; \pi, \gamma, m-1)
\end{gathered}
$$

How does the family (7.4) do in terms of range of negative dependence? Some comparisons are made with other multivariate exchangeable Bernoulli distributions in Section 7.1.10.

### 7.1.4 Extensions to include covariates

We consider extensions of models in Section 7.1.3 to include covariates. Exchangeable dependence may be reasonable for familial data such as when $\left(Y_{1}, \ldots, Y_{m}\right)$ are responses from the same family or cluster. If there is a covariate $\mathbf{x}$ common to the family, then model parameters can be functions of $\mathbf{x}$. If covariates $\mathbf{x}_{j}$ exist at the individual level within a family, then one can consider models that are modifications of models with exchangeable dependence.

For notational convenience in the following models, xs are column vectors and $\beta_{\mathrm{s}}$ are row vectors.

If covariates are at the cluster level, an extension of (7.3) is:

$$
\begin{gathered}
\int_{0}^{1} \prod_{j=1}^{m} p^{y_{j}}(1-p)^{1-y_{j}} \cdot\left[B\left(\alpha_{1}(\mathbf{x}), \alpha_{2}(\mathbf{x})\right)\right]^{-1} p^{\alpha_{1}(\mathbf{x})-1}(1-p)^{\alpha_{2}(\mathbf{x})-1} d p \\
=B\left(\alpha_{1}(\mathbf{x})+y_{+}, \alpha_{2}(\mathbf{x})+m-y_{+}\right) / B\left(\alpha_{1}(\mathbf{x}), \alpha_{2}(\mathbf{x})\right)
\end{gathered}
$$

for some choices of $\alpha_{1}(\mathbf{x}), \alpha_{2}(\mathbf{x})$, where $y_{+}=\sum_{i=1}^{m} y_{j}$. For example, if $\alpha_{1}(\mathbf{x})=\theta_{1} e^{\boldsymbol{\beta}_{1} \mathbf{x}}, \alpha_{2}(\mathbf{x})=\theta_{2} e^{\boldsymbol{\beta}_{2} \mathbf{x}}$, then $\operatorname{Pr}\left(Y_{j}=1 \mid \mathbf{x}\right)=\pi(\mathbf{x})=$ $\alpha_{1}(\mathbf{x}) /\left[\alpha_{1}(\mathbf{x})+\alpha_{2}(\mathbf{x})\right]$,
$\log [\pi(\mathbf{x}) /(1-\pi(\mathbf{x}))]=\log \alpha_{1}(\mathbf{x})-\log \alpha_{2}(\mathbf{x})=\log \left[\theta_{1} / \theta_{2}\right]+\left(\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right) \mathbf{x}$
and

$$
\rho(\mathbf{x})=\left(\alpha_{1}(\mathbf{x})+\alpha_{2}(\mathbf{x})+1\right)^{-1}=\left(\theta_{1} e^{\boldsymbol{\beta}_{1} \mathbf{x}}+\theta_{2} e^{\boldsymbol{\beta}_{2} \mathbf{x}}+1\right)^{-1}
$$

If covariates are at the individual level, there could be many modifications or extensions, one of which is given below.

With covariate $\mathbf{x}_{j}$ for the $j$ th individual, $j=1, \ldots, m$, an extension of (7.3) is:

$$
\begin{equation*}
\int_{0}^{1} \prod_{j=1}^{m}\left[h\left(\mathbf{x}_{j}, p\right)\right]^{y_{j}}\left[1-h\left(\mathbf{x}_{j}, p\right)\right]^{1-y_{j}} \cdot\left[B\left(\alpha_{1}, \alpha_{2}\right)\right]^{-1} p^{\alpha_{1}-1}(1-p)^{\alpha_{2}-1} d p \tag{7.6}
\end{equation*}
$$

for some function $h$ with range in [0,1]. An example is $h(\mathbf{x}, p)=$ $p^{\exp \{-\boldsymbol{\beta}\}}$. Since only one-dimensional integrations are required, model (7.6) is fairly easy to work with computationally. A larger family of functions is $h(\mathbf{x}, p)=F\left(F^{-1}(p)+\beta \mathbf{x}\right)$, where $F$ is a univariate cdf. Note that if $\boldsymbol{\beta}=\mathbf{0}$ or $\mathbf{x}=\mathbf{0}$, then (7.3) obtains. If $F(z)=\exp \left\{-e^{-z}\right\}$, then $F^{-1}(p)=-\log [-\log p]$ and $h(\mathbf{x}, p)=$ $\exp \left\{-e^{-\boldsymbol{\beta} \mathbf{x}}(-\log p)\right\}=p^{\exp \{-\boldsymbol{\beta} \mathbf{x}\}}$. If $F(z)=\left(1+e^{-z}\right)^{-1}$ is logistic, then $h(\mathbf{x}, p)=\left(1+c e^{-\boldsymbol{\beta x}}\right)^{-1}$, where $c=(1-p) / p$.

For the case of $h(\mathbf{x}, p)=p^{\exp \{-\beta \mathbf{x}\}}$, expected values and covariances of the $Y_{j}$ are easily obtained. Calculations are:
(a) $\mathrm{E}\left(Y_{j}\right)=B\left(\alpha_{1}+e^{-\boldsymbol{\beta} \mathbf{x}_{j}}, \alpha_{2}\right) / B\left(\alpha_{1}, \alpha_{2}\right)=\mathrm{E}\left(Y_{j}^{2}\right)$;
(b) $\mathrm{E}\left(Y_{j} Y_{k}\right)=B\left(\alpha_{1}+e^{-\boldsymbol{\beta} \mathbf{x}_{j}}+e^{-\boldsymbol{\beta} \mathbf{x}_{k}}, \alpha_{2}\right) / B\left(\alpha_{1}, \alpha_{2}\right), j \neq k$;
(c) $\operatorname{Cov}\left(Y_{j}, Y_{k}\right)=\left[B\left(\alpha_{1}+e^{-\boldsymbol{\beta} \mathbf{x}_{j}}+e^{-\boldsymbol{\beta} \mathbf{x}_{k}}, \alpha_{2}\right) B\left(\alpha_{1}, \alpha_{2}\right)-B\left(\alpha_{1}+\right.\right.$ $\left.\left.e^{-\boldsymbol{\beta} \mathbf{x}_{j}}, \alpha_{2}\right) B\left(\alpha_{1}+e^{-\boldsymbol{\beta} \mathbf{x}_{k}}, \alpha_{2}\right)\right] / B^{2}\left(\alpha_{1}, \alpha_{2}\right)$.
Note that

$$
\mathrm{E}\left(Y_{j}\right)=\left[\Gamma\left(\alpha_{1}+e^{-\boldsymbol{\beta} \mathbf{x}_{j}}\right) / \Gamma\left(\alpha_{1}+\alpha_{2}+e^{-\boldsymbol{\beta} \mathbf{x}_{j}}\right)\right]\left[\Gamma\left(\alpha_{1}+\alpha_{2}\right) / \Gamma\left(\alpha_{1}\right)\right]
$$

and $\Gamma\left(\alpha_{1}+t\right) / \Gamma\left(\alpha_{1}+\alpha_{2}+t\right)$ is decreasing in $t>0$, so that $\mathrm{E}\left(Y_{j}\right)$ is increasing in $\beta \mathbf{x}_{j}$. Furthermore, $\mathrm{E}\left(Y_{j}\right) \rightarrow 0$ as $\beta \mathbf{x}_{j} \rightarrow-\infty$ and $\mathrm{E}\left(Y_{j}\right) \rightarrow 1$ as $\beta \mathbf{x}_{j} \rightarrow \infty$.

### 7.1.5 Other exchangeable models

There are many other possible exchangeable models for multivariate binary data, including those which are special cases of the general dependence models in Section 7.1.7. Simple exponential family models also exist but they have some undesirable properties. We analyse an exponential family model here and illustrate the typical problem of non-closure that exists in general for non-normal multivariate exponential family models.

Let

$$
\begin{equation*}
f\left(\mathbf{y} ; \gamma_{1}, \gamma_{2}\right)=\left[c\left(\gamma_{1}, \gamma_{2}\right)\right]^{-1} \exp \left\{\gamma_{1} \sum_{j=1}^{m} y_{j}+\gamma_{2} \sum_{j<j^{\prime}} y_{j} y_{j^{\prime}}\right\}, \tag{7.7}
\end{equation*}
$$

for $\mathbf{y} \in\{0,1\}^{m}$, where $c$ is a normalizing constant and $-\infty<$ $\gamma_{1}, \gamma_{2}<\infty$. Let $\mathbf{Y}$ be a random vector with this pmf. The marginal pmfs are not of the same form and the parameter $\pi=\operatorname{Pr}\left(Y_{j}=1\right)$ depends on both $\gamma_{1}$ and $\gamma_{2}$. For example,

$$
\begin{gathered}
\operatorname{Pr}\left(Y_{j}=y_{j}, 1 \leq j \leq m-1\right)=\left[1+\exp \left\{\gamma_{1}+\gamma_{2} \sum_{j=1}^{m-1} y_{j}\right\}\right] \\
\cdot\left[c\left(\gamma_{1}, \gamma_{2}\right)\right]^{-1} \exp \left\{\gamma_{1} \sum_{j=1}^{m-1} y_{j}+\gamma_{2} \sum_{j<j^{\prime}<m} y_{j} y_{j^{\prime}}\right\} .
\end{gathered}
$$

This non-closure property may make this model and other exponential family models harder to use. Because $\pi$ does not have simple form, the extension to include covariates is not easy. However the parameters $\gamma_{1}, \gamma_{2}$ can be given interpretations:

$$
\begin{aligned}
e^{\gamma_{2}}= & \frac{\operatorname{Pr}\left(Y_{j}=1, Y_{j^{\prime}}=1, Y_{k}=y_{k}, k \neq j, j^{\prime}\right)}{\operatorname{Pr}\left(Y_{j}=1, Y_{j^{\prime}}=0, Y_{k}=y_{k}, k \neq j, j^{\prime}\right)} \\
& \cdot \frac{\operatorname{Pr}\left(Y_{j}=0, Y_{j^{\prime}}=0, Y_{k}=y_{k}, k \neq j, j^{\prime}\right)}{\operatorname{Pr}\left(Y_{j}=0, Y_{j^{\prime}}=1, Y_{k}=y_{k}, k \neq j, j^{\prime}\right)},
\end{aligned}
$$

for $j \neq j^{\prime}$, and

$$
e^{\gamma_{1}}=\frac{\operatorname{Pr}\left(Y_{j}=1, Y_{k}=0, k \neq j\right)}{\operatorname{Pr}\left(Y_{j}=0, Y_{k}=0, k \neq j\right)} .
$$

Next we study some dependence properties including the range of dependence. For $i=0, \ldots, m$, let $a_{i}=a_{i}\left(\gamma_{1}, \gamma_{2}\right)=\exp \left\{i \gamma_{1}+\right.$ $\left.i(i-1) \gamma_{2} / 2\right\}$ and let $p_{i}=c^{-1} a_{i}=f\left(\mathbf{y} ; \gamma_{1}, \gamma_{2}\right)$ when $i=\sum_{j=1}^{m} y_{j}$. With this notation, $c\left(\gamma_{1}, \gamma_{2}\right)=\sum_{i=0}^{m}\binom{m}{i} a_{i}$. Then $\pi_{i}=\operatorname{Pr}\left(Y_{j}=\right.$ 1) $=\sum_{i=1}^{m}\binom{m-1}{i-1} p_{i}$ and $\pi_{12}=\operatorname{Pr}\left(Y_{1}=1, Y_{2}=1\right)=\sum_{i=2}^{m}\binom{m-2}{i-2} p_{i}$. Let $h\left(\gamma_{1}, \gamma_{2}\right)=\sum_{i=1}^{m}\binom{m-1}{i-1} p_{i}=\left[\sum_{i=1}^{m}\binom{m-1}{i-1} a_{i}\left(\gamma_{1}, \gamma_{2}\right)\right] / c\left(\gamma_{1}, \gamma_{2}\right)$.

We show below that $h$ is strictly increasing in $\gamma_{1}, \gamma_{2}$. For fixed $\gamma_{2}$, $h \rightarrow 0$ as $\gamma_{1} \rightarrow-\infty$ (since $p_{1}, \ldots, p_{m} \rightarrow 0, p_{0} \rightarrow 1$ ) and $h \rightarrow 1$ as $\gamma_{1} \rightarrow \infty$ (since $p_{m} \rightarrow 1$ and $p_{0}, \ldots, p_{m-1} \rightarrow 0$ ). Hence for a fixed $\pi$ and $\gamma_{2}$, there exists a unique $t\left(\gamma_{2}, \pi\right)$ such that $\pi=h\left(t\left(\gamma_{2}, \pi\right), \gamma_{2}\right)$, and $t$ is decreasing in $\gamma_{2}$. The model (7.7) could be reparametrized in terms of $\pi$ and $\gamma_{2}$. With this new parametrization $\gamma_{2}$ can be
considered a dependence parameter since $\pi_{12}=\pi_{12}\left(\pi, \gamma_{2}\right)$ is increasing in $\gamma_{2}$. Furthermore, the Fréchet upper bound obtains in the limit as $\gamma_{2} \rightarrow \infty$ and the most negative exchangeable multivariate binary distribution obtains in the limit as $\gamma_{2} \rightarrow-\infty$. The former result is shown in the next paragraph and the latter result is proved in Section 7.1.10 (in order to compare with other exchangeable multivariate binary distributions). Also when $\gamma_{2}=0$, the distribution has independence of the univariate margins.

For $\gamma_{2} \rightarrow \infty$, let $\gamma_{2}=N$ and $\gamma_{1} \sim-\frac{1}{2}(m-1) N+\epsilon$ with $N \rightarrow \infty$ and $\epsilon$ a fixed real; then $i \gamma_{1}+i(i-1) \gamma_{2} / 2=i \epsilon+\frac{1}{2} i(i-m) N$, $a_{0}=1, a_{i} \sim \exp \left\{i \epsilon+\frac{1}{2} i(i-m) N\right\}, i=1, \ldots, m$. Hence $a_{m} \sim$ $e^{m \epsilon}$ and $a_{i} \rightarrow 0, i=1, \ldots, m-1$. Therefore $p_{0} \rightarrow 1 /\left(1+e^{m \epsilon}\right)$, $p_{i} \rightarrow 0, i=1, \ldots, m-1$ and $p_{m} \rightarrow e^{m \epsilon} /\left(1+e^{m \epsilon}\right)$. By choosing $\epsilon$ appropriately $h\left(\gamma_{1}, \gamma_{2}\right) \sim p_{m}$ can have a limiting value of any $\pi \in(0,1)$.

Now we prove that $h$ is increasing in $\gamma_{1}, \gamma_{2}$. Since $\partial a_{i} / \partial \gamma_{1}=i a_{i}$ and $\partial a_{i} / \partial \gamma_{2}=i(i-1) a_{i} / 2$, then

$$
\begin{align*}
c^{2} \frac{\partial h}{\partial \gamma_{1}} & =\sum_{i=1}^{m}\binom{m-1}{i-1} i a_{i} \cdot \sum_{j=0}^{m}\binom{m}{j} a_{j} \\
& -\sum_{i=1}^{m}\binom{m-1}{i-1} a_{i} \cdot \sum_{j=0}^{m}\binom{m}{j} j a_{j} \tag{7.8}
\end{align*}
$$

and

$$
\begin{align*}
2 c^{2} \frac{\partial h}{\partial \gamma_{2}} & =\sum_{i=1}^{m}\binom{m-1}{i-1} i(i-1) a_{i} \cdot \sum_{j=0}^{m}\binom{m}{j} a_{j} \\
& -\sum_{i=1}^{m}\binom{m-1}{i-1} a_{i} \cdot \sum_{j=0}^{m}\binom{m}{j} j(j-1) a_{j} . \tag{7.9}
\end{align*}
$$

It is straightforward to show that both (7.8) and (7.9) are positive. Finally, we outline the proof that $\pi_{12}\left(\pi, \gamma_{2}\right)$ is increasing in $\gamma_{2}$; the details of this result are more tedious. Let

$$
h^{*}\left(\gamma_{1}, \gamma_{2}\right)=\sum_{i=2}^{m}\binom{m-2}{i-2} p_{i}=\left[\sum_{i=2}^{m}\binom{m-2}{i-2} a_{i}\left(\gamma_{1}, \gamma_{2}\right)\right] / c\left(\gamma_{1}, \gamma_{2}\right),
$$

so that $\pi_{12}\left(\pi, \gamma_{2}\right)=h^{*}\left(t\left(\gamma_{2}, \pi\right), \gamma_{2}\right)$. Then

$$
\begin{align*}
\partial \pi_{12} / \partial \gamma_{2} & =\left[\partial h^{*} / \partial \gamma_{1}\right]\left[\partial t / \partial \gamma_{2}\right]+\left[\partial h^{*} / \partial \gamma_{2}\right]  \tag{7.10}\\
& =\left[\partial h^{*} / \partial \gamma_{1}\right]\left[-\partial h / \partial \gamma_{2}\right] /\left[\partial h / \partial \gamma_{1}\right]+\left[\partial h^{*} / \partial \gamma_{2}\right] \\
& \stackrel{\text { sgn }}{=}\left[\partial h / \partial \gamma_{1}\right]\left[\partial h^{*} / \partial \gamma_{2}\right]-\left[\partial h / \partial \gamma_{2}\right]\left[\partial h^{*} / \partial \gamma_{1}\right] .
\end{align*}
$$

With the help of symbolic manipulation software, this can be shown to be non-negative.

### 7.1.6 Mixture models ${ }^{\circ}$

A mixture model that generalizes (7.2) to a general dependence structure is:

$$
\begin{equation*}
f(\mathbf{y})=\int_{[0,1]^{m}} \prod_{j=1}^{m} p_{j}^{y_{j}}\left(1-p_{j}\right)^{1-y_{j}} G(d \mathbf{p}) \tag{7.11}
\end{equation*}
$$

where $G$ is a cdf with support in $[0,1]^{m}$. Compared with (7.2), this generalization has $m$ distinct probability parameters that are mixed instead of one.

To get a parametric family with flexible dependence structure, one choice for $G$ is the multivariate logit-normal family; $\mathbf{P}$ is multivariate logit-normal with parameters $\mu$ and $\Sigma=\left(\sigma_{j k}\right)$, if

$$
\begin{equation*}
\left(\log \left[P_{1} /\left(1-P_{1}\right)\right], \ldots, \log \left[P_{m} /\left(1-P_{m}\right)\right]\right) \sim N_{m}(\boldsymbol{\mu}, \Sigma) \tag{7.12}
\end{equation*}
$$

The univariate logit-normal density with parameters $\mu, \sigma^{2}$ is:

$$
\phi(\{\log [p /(1-p)]-\mu\} / \sigma) \cdot[\sigma p(1-p)]^{-1}, \quad 0<p<1
$$

where $\phi$ is the standard normal pdf. This univariate family has the approximate shapes of the family of beta densities; the density is unimodal if $\sigma$ is small and $U$-shaped if $\sigma$ is sufficiently large (except the density approaches 0 at the end points of 0 and 1 ). The $\log$ of the density is a constant plus $-\frac{1}{2} \sigma^{-2}\{\log [p /(1-p)]-$ $\mu\}^{2}-\log \sigma-\log [p(1-p)]$ and this has derivative equal in sign to $-\{\log [p /(1-p)]-\mu\}+\sigma^{2}(2 p-1)$. Hence the above description of the density follows.

If $\mathbf{P}$ has cdf $G$ and $\mathbf{Y}$ has the pmf in (7.11), then $\mathrm{E}\left(Y_{j}\right)=\mathrm{E}\left(P_{j}\right)$, $\operatorname{Var}\left(Y_{j}\right)=\operatorname{Var}\left(P_{j}\right)+\mathrm{E}\left[P_{j}\left(1-P_{j}\right)\right]=\mathrm{E}\left(P_{j}\right)\left[1-\mathrm{E}\left(P_{j}\right)\right], j=$ $1, \ldots, m$, and $\operatorname{Cov}\left(Y_{j}, Y_{k}\right)=\operatorname{Cov}\left(P_{j}, P_{k}\right), j \neq k$. Hence the model is not identifiable, unless some univariate parameters are fixed, e.g., $\sigma_{j j}^{2}$. For further analysis of this model, we assume that $\sigma_{j j}=\sigma^{2}$ for all $j$. In this case, $\mu_{j}$ is the parameter for the $j$ th univariate margin and the correlation $\rho_{j k}=\sigma_{j k} / \sigma^{2}$ is the parameter for the $(j, k)$ bivariate margin for $j \neq k$.

Let $\Sigma=\sigma^{2} R$, where $R$ is a correlation matrix, and let $\mathbf{Z} \sim$ $N_{m}(\mathbf{0}, R)$. Assuming (7.12), a stochastic representation for $\mathbf{P}$ is $P_{j}=\left[1+\exp \left\{-\left(\sigma Z_{j}+\mu_{j}\right)\right\}\right]^{-1}, j=1, \ldots, m$. The resulting multivariate binary distribution in (7.11) has univariate parameters
$\pi_{j}=\mathrm{E}\left(P_{j}\right)=\operatorname{Pr}\left(Y_{j}=1\right)$, and

$$
\begin{align*}
& \operatorname{Pr}\left(Y_{j}=y_{j}, j=1, \ldots, m\right)=\mathrm{E}\left[\prod_{j=1}^{m} P_{j}^{y_{j}}\left(1-P_{j}\right)^{1-y_{j}}\right] \\
& \quad=\mathrm{E}\left\{\prod_{j=1}^{m}\left[1+\exp \left\{\left(1-2 y_{j}\right)\left(\sigma Z_{j}+\mu_{j}\right)\right\}\right]^{-1}\right\} \tag{7.13}
\end{align*}
$$

Marginal distributions of (7.11) have a similar form. For $1 \leq j \leq m$, $\pi_{j}$ is an increasing function of $\mu_{j}$ with $\sigma^{2}$ fixed. As $\sigma^{2} \rightarrow \infty$ with $\mu_{j}$ fixed, $\pi_{j} \rightarrow \frac{1}{2}$, and as $\sigma^{2} \rightarrow 0$ with $\mu_{j}$ fixed, $\pi_{j} \rightarrow\left(1+e^{-\mu_{j}}\right)^{-1}$. The $(j, k)$ correlation of $(7.11)$ is $\operatorname{Corr}\left(Y_{j}, Y_{k}\right)=\left[\operatorname{Pr}\left(Y_{j}=y_{j}, Y_{k}=y_{k}\right)-\right.$ $\left.\pi_{j} \pi_{k}\right] / \sqrt{\pi_{j}\left(1-\pi_{j}\right) \pi_{k}\left(1-\pi_{k}\right)}$. For fixed $\mu_{i}$ and $\pi_{i}, i=1, \ldots, m$, $\operatorname{Corr}\left(Y_{j}, Y_{k}\right)$ increases as $\rho_{j k}$ increases. A wider range exists for $\operatorname{Corr}\left(Y_{j}, Y_{k}\right)$ as $\sigma^{2}$ increases. For example, as $\sigma^{2} \rightarrow 0, \operatorname{Corr}\left(Y_{j}, Y_{k}\right)$ goes to 0 for all $j \neq k$. Hence for application of model (7.11), it might be best to fix $\sigma^{2}$ at a large enough value in order to allow a wide range of dependence.

The multivariate probit model (see the next subsection) is included as a special limiting case of (7.11). Let $\mu_{j}=\nu_{j} \sigma, j=$ $1, \ldots, m$. Then as $\sigma^{2} \rightarrow \infty$, the limit of (7.13) is

$$
\operatorname{Pr}\left((-1)^{y_{j}} Z_{j}<-(-1)^{y_{j}} \nu_{j}, j=1, \ldots, m\right)
$$

A given $\pi_{j}$ is achieved in the limit if $\nu_{j}$ is chosen to be $\Phi^{-1}\left(\pi_{j}\right)$ where $\Phi$ is the standard normal cdf.

A special case of (7.11), which compares with (7.6) and the model in Exercise 4.1, is

$$
\begin{equation*}
\int \prod_{j=1}^{m}\left\{\left[p_{j}(\alpha)\right]^{y_{j}}\left[1-p_{j}(\alpha)\right]^{1-y_{j}}\right\} d M(\alpha) \tag{7.14}
\end{equation*}
$$

where $M$ is the distribution of a rv $A$. If $\mathbf{Y}$ has the distribution in (7.14), then $Y_{1}, \ldots, Y_{m}$ are conditionally independent given $A$. If the functions $p_{j}(\cdot)$ belong to the same parametric family $p(\cdot ; \theta)$, then (7.14) can be written as

$$
\begin{equation*}
\int \prod_{j=1}^{m}\left\{\left[p\left(\alpha ; \theta_{j}\right)\right]^{y_{j}}\left[1-p\left(\alpha ; \theta_{j}\right)\right]^{1-y_{j}}\right\} d M(\alpha) \tag{7.15}
\end{equation*}
$$

Conaway (1990) has a model of form (7.15), with $M$ being a gamma distribution and $-\log [-\log p(\alpha ; \theta)]=\alpha+\theta$.

### 7.1.7 Latent variable models ${ }^{\circ}$

A general approach is to assume that there is a continuous latent vector, or equivalently the latent variable model comes from the discretization of a continuous $m$-variate family $F(\cdot ; \theta) \in$ $\mathcal{F}\left(F_{0}, \ldots, F_{0}\right)$. We use a stochastic representation to present the model. Let $\mathbf{Z} \sim F$, with each $Z_{j} \sim F_{0}$. Define a binary random vector $\mathbf{Y}$ with $Y_{j}=I\left(Z_{j} \leq \alpha_{j}\right), j=1, \ldots, m$. This corresponds to a discretization of $F$ or $\mathbf{Z}$, and $\mathbf{Z}$ is a latent vector. (Alternatively, one could define $Y_{j}=I\left(Z_{j}>\alpha_{j}\right)$, but the former usage corresponds to that in univariate logistic and probit regression.) There are $m$ univariate parameters: $\alpha_{j}$ for cutoff points or $\pi_{j}=F_{0}\left(\alpha_{j}\right)$ for binary probability parameters. The number of dependence parameters is equal to the dimension of $\theta$. If $F\left(\cdot ; \theta_{U}\right)$ is the Fréchet upper bound, then the distribution of $\mathbf{Y}$ is the Fréchet upper bound with univariate Bernoulli $\left(\pi_{j}\right)$ margins. If there is a covariate vector $\mathbf{x}$, then the parameters $\alpha_{j}$ and $\boldsymbol{\theta}$ can depend on $\mathbf{x}$.

To generalize the probit model for a binary response to a multivariate probit model, $F_{0}$ is the standard normal cdf and $F$ is a MVSN cdf with correlation matrix $R=\boldsymbol{\theta}$ (with $m(m-1) / 2$ parameters). The multivariate binary probabilities are:

$$
\begin{align*}
& \operatorname{Pr}\left(Y_{j}=y_{j}, j=1, \ldots, m\right) \\
& \quad=\operatorname{Pr}\left((-1)^{1-y_{j}} Z_{j} \leq(-1)^{1-y_{j}} \alpha_{j}, j=1, \ldots, m\right) \tag{7.16}
\end{align*}
$$

for $\mathbf{y} \in\{0,1\}^{m}$, where $\mathbf{Z} \sim N_{m}(\mathbf{0}, R)$.
Usually, in the multivariate probit model, $\alpha_{j}$ is linear in the covariates and $\boldsymbol{\theta}$ is constant over the covariates. Extensions such that the correlation matrix is a function of the covariates are not easy. An example is given in the next subsection, and other possible extensions are also left as an unsolved problem.

To generalize the logit model or logistic regression to a multivariate logit model, $F_{0}$ is the (standard) logistic distribution, $F_{0}(z)=\left(1+e^{-z}\right)^{-1}$, and a family of multivariate logistic distributions is needed for $F$. There is no obvious or natural choice, but candidates are $F=C\left(F_{0}, \ldots, F_{0} ; \theta\right)$ for families of copulas $C(\cdot ; \theta)$ with a wide range of dependence. Additional desirable properties to yield a multivariate logit model are: (i) closed form for the copulas (since one reason for the popularity of the logit model in comparison to the probit model is the closed form of the former); and (ii) reflection symmetry.

For the bivariate case, perhaps the families B2 and B3 of copulas are better because of the reflection symmetry property. These
families of copulas $C$ have the possibly desirable property of $C\left(u_{1}, u_{2} ; \theta\right)=u_{1}+u_{2}-1+C\left(1-u_{1}, 1-u_{2} ; \theta\right)$, which means that the latent variable model does not depend on the orientation of the discretization, i.e., $Y_{j}=I\left(Z_{j} \leq \alpha_{j}\right)$ and $Y_{j}=I\left(Z_{j}>\alpha_{j}\right)$ are equivalent in use. Also they extend to negative dependence, and if $(U, V) \sim C(\cdot ; \theta)$, then $(U, 1-V)$ has a copula within the same family, since $u-C(u, 1-v ; \theta)=C\left(u, v ; \theta^{-1}\right)$ for the family B2 and $u-C(u, 1-v ; \theta)=C(u, v ;-\theta)$ for the family B3. There are no known extensions of these families that have similar invariant properties in higher dimensions. Hence possible copulas in the multivariate case are those from Section 4.3 or 5.5 that have a wide range of dependence, or from the construction in Section 4.8.

To get a model with copulas with the exchangeable type of dependence, one can consider Archimedean copulas. With $\psi(s)=$ $-\theta^{-1} \log \left(1-\left[1-e^{-\theta}\right] e^{-s}\right), \theta>0$, the permutation-symmetric extension of the family B3 is

$$
\begin{equation*}
C(\mathbf{u} ; \theta)=\psi\left(\sum_{j=1}^{m} \psi^{-1}\left(u_{j}\right)\right)=-\theta^{-1} \log \left(1-\frac{\prod_{j}\left(1-e^{-\theta u_{j}}\right)}{\left(1-e^{-\theta}\right)^{m-1}}\right) . \tag{7.17}
\end{equation*}
$$

This extension does not have the property of reflection symmetry, which would hold if $\mathbf{U} \sim C$ and $\mathbf{U} \stackrel{d}{=} 1-\mathbf{U}$. We show the lack of the property for $m=3$, and this then follows also for $m>3$.

We now refer to the copula in (7.17) as $C_{m}$ to show explicitly the dimension $m$. We will show that

$$
\begin{align*}
& \bar{C}_{3}\left(1-u_{1}, 1-u_{2}, 1-u_{3}\right)=u_{1}+u_{2}+u_{3}-2+C_{2}\left(1-u_{1}, 1-u_{2}\right) \\
& +C_{2}\left(1-u_{1}, 1-u_{3}\right)+C_{2}\left(1-u_{2}, 1-u_{3}\right)-C_{3}\left(1-u_{1}, 1-u_{2}, 1-u_{3}\right) \tag{7.18}
\end{align*}
$$

is not the same as (7.17). Let $\alpha=1-e^{-\theta}$. Expanding (7.17) and (7.18) about $u=0$ when $u_{1}=u_{2}=u_{3}=u$, leads to:

- $C_{3}(u, u, u) \sim-\theta^{-1} \log \left[1-\theta^{3} u^{3} / \alpha^{2}\right] \sim \theta^{2} u^{3} / \alpha^{2}$;
- $1-e^{-\theta(1-u)} \sim \alpha-(1-\alpha) \theta u\left[1+\theta u / 2+\theta^{2} u^{2} / 6\right]$;
- $1-\left(1-e^{-\theta(1-u)}\right)^{2} / \alpha \sim e^{-\theta}\left[1+2 \theta u+\theta^{2}(2 \alpha-1) \alpha^{-1} u^{2}+\right.$ $\left.(3 \alpha)^{-1} \theta^{3}(4 \alpha-3) u^{3}\right]$;
- $C_{2}(1-u, 1-u) \sim 1-2 u+\theta \alpha^{-1} u^{2}-\theta^{2} \alpha^{-1} u^{3}$;
- $1-\left(1-e^{-\theta(1-u)}\right)^{3} / \alpha^{2} \sim e^{-\theta}\left[1+3 \theta u+3 \theta^{2} \alpha^{-1}(-2+3 \alpha) u^{2} / 2+\right.$ $\left.\theta^{3} \alpha^{-2}\left(2-10 \alpha+9 \alpha^{2}\right) u^{3} / 2\right]$;
- $C_{3}(1-u, 1-u, 1-u) \sim 1-3 u+3 \theta \alpha^{-1} u^{2}-\theta^{2} \alpha^{-2}(4 \alpha+1) u^{3}$;
- $\bar{C}_{3}(1-u, 1-u, 1-u) \sim 3 u-2+3\left[1-2 u+\theta \alpha^{-1} u^{2}-\theta^{2} \alpha^{-1} u^{3}\right]-$ $\left[1-3 u+3 \theta \alpha^{-1} u^{2}-\theta^{2} \alpha^{-2}(4 \alpha+1) u^{3}\right]=\theta^{2} \alpha^{-2} u^{3}(1+\alpha)=$
$\theta^{2} \alpha^{-2} u^{3}\left(2-e^{-\theta}\right)$.
Since $2-e^{-\theta}>1$ for $\theta>0, \bar{C}_{3}(1-u, 1-u, 1-u)>C_{3}(u, u, u)$ for $\theta>0$ and $u$ near 0 . The inequality is reversed for the range of negative $\theta$ for which $C_{3}$ is a negatively dependent copula (see the family M3E in Section 5.4). For the expansions, a result that is used is

$$
\log \left(1+a_{1} x+a_{2} x^{2}+a_{3} x^{3}\right) \sim b_{1} x+b_{2} x^{2}+b_{3} x^{3}, \quad x \rightarrow 0
$$

with $b_{1}=a_{1}, b_{2}=a_{2}-a_{1}^{2} / 2, b_{3}=a_{3}-a_{1} a_{2}+a_{1}^{3} / 3$.
The generalization of (7.17) to allow for a more flexible dependence structure is obtained by substituting a family of max-id copulas for the $K_{i j}$ in (4.25) or (4.31) with this $\psi$. The result is

$$
\begin{equation*}
C(\mathbf{u})=-\theta^{-1} \log \left[1-\left(1-e^{-\theta}\right) \prod_{1 \leq i<j \leq m} K_{i j}\left(\hat{u}_{i}, \hat{u}_{j}\right) \prod_{i=1}^{m} \hat{u}_{i}^{\nu_{i}}\right], \tag{7.19}
\end{equation*}
$$

where $\hat{u}_{j}=\left[\left(1-e^{-\theta u_{j}}\right) /\left(1-e^{-\theta}\right)\right]^{p_{j}}, p_{j}=\left(\nu_{j}+m-1\right)^{-1}, j=$ $1, \ldots, m$. Also other families of LTs, such as LTA, LTB LTC in the Appendix, can be used in (4.25) or (4.31), so that many combinations of families for $\psi$ and $K_{i j}$ exist.

Another choice for the distribution of the latent random vector is the multivariate copula with general dependence structure from the Molenberghs and Lesaffre construction in Section 4.8 with bivariate copulas in the family B2 or B3. Actually the multivariate objects in Section 4.8 have not been proved to be proper multivariate copulas, but they can be used for the parameter range that leads to positive orthant probabilities for the resulting probabilities for the multivariate binary vector. With the choice of the bivariate copula family B2 or B3, and with parameters $\psi_{S}=1$ for $|S| \geq 3$, the property of reflection symmetry holds.

For all of these models, for the extensions to include covariates, the univariate cutoff parameters can be made linear in the covariate as in logistic regression, and the dependence parameters of the multivariate copulas could be taken as constant or as functions of the covariates (as in the multivariate probit model, the latter may not be easy or obvious to specify).

For applications of the models in this section, see Sections 11.1 and 11.2.

### 7.1.8 Random effects models

This subsection combines some of the ideas in the preceding two subsections, by introducing random effects in which parameters of a simpler model are assumed random. The resulting models could be considered as mixture models as well as random effects models. This type of model is reasonable if subjects each have outcomes that follow the simple model but with different parameters.

Let $\mathbf{Y}$ be an $m$-variate binary vector. Suppose $Y_{j}=I\left(Z_{j} \leq \alpha_{j}\right)$ where the $\alpha_{j}$ are random, the $Z_{j}$ have distribution $F_{0}$, and the $Y_{j}$ are conditionally independent given the $\alpha_{j}$. Hence

$$
\operatorname{Pr}\left(Y_{j}=1, \forall j\right)=\int_{\Re m} F_{0}\left(\alpha_{1}\right) \cdots F_{0}\left(\alpha_{m}\right) G\left(d \alpha_{1}, \ldots, d \alpha_{m}\right),
$$

where $G$ is the cdf of $\left(\alpha_{1}, \ldots, \alpha_{m}\right)$.
For the case of a covariate column vector $\mathbf{x}$, write $Y_{j}=I\left(Z_{j} \leq\right.$ $\alpha_{j}+\boldsymbol{\beta}_{j} \mathbf{x}$ ), where the $\alpha_{j}$ and $\boldsymbol{\beta}_{j}$ are random and the $Y_{j}$ are conditionally independent given the $\alpha_{j}$ and $\boldsymbol{\beta}_{j}$. (The $\boldsymbol{\beta}_{j}$ are row vectors.) Then

$$
\begin{gathered}
\operatorname{Pr}\left(Y_{1}=1, \ldots, Y_{m}=1\right)=\int F\left(\alpha_{1}+\boldsymbol{\beta}_{1} \mathbf{x}\right) \cdots F\left(\alpha_{m}+\boldsymbol{\beta}_{m} \mathbf{x}\right) \\
\cdot G\left(d \alpha_{1}, \ldots, d \alpha_{m}, d \boldsymbol{\beta}_{1}, \ldots, d \boldsymbol{\beta}_{m}\right)
\end{gathered}
$$

In the remainder of this subsection, we specialize to the case of a MVN latent vector. First consider the case of no covariates. If $Z_{1}, \ldots, Z_{m}$ are iid $N(0,1)$ and $\left(\alpha_{1}, \ldots, \alpha_{m}\right) \sim N(\mu, \Omega)$ with $\Omega=\left(\omega_{i j}\right)$, then $Y_{j}=I\left(Z_{j}^{\prime} \leq \mu_{j}\right)$, where $\left(Z_{1}^{\prime}, \ldots, Z_{m}^{\prime}\right)$ is MVN with zero mean vector and covariance matrix $\Sigma=\left(\sigma_{i j}\right), \sigma_{j j}=1+\omega_{j j}$, $j=1, \ldots, m$, and $\sigma_{i j}=\omega_{i j}, i \neq j$. As the parameters $\mu, \Omega$ vary, all MVN distributions are possible for the latent vector ( $Z_{1}^{\prime}, \ldots, Z_{m}^{\prime}$ ) (by letting $\mu_{j}, \omega_{i j}$ be arbitrarily large).

Next consider the case of a scalar covariate and $m \geq 2$. Suppose $\mathbf{Z} \sim N_{m}(\mathbf{0}, R)$ where $R=\left(\rho_{i j}\right)$ Let $Y_{j}=I\left(Z_{j} \leq \alpha_{j}+\beta_{j} x\right)$, $j=1, \ldots, m$, with

$$
\left(\begin{array}{ll}
\boldsymbol{\alpha} & \boldsymbol{\beta}
\end{array}\right) \sim N_{2 m}\left(\left(\begin{array}{ll}
\boldsymbol{\mu} & \boldsymbol{\nu}
\end{array}\right),\left(\begin{array}{cc}
\Omega & \Gamma \\
\Gamma^{T} & \Omega^{\circ}
\end{array}\right)\right)
$$

independently of $\mathbf{Z}$, where $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{m}\right), \boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{m}\right)$, and $\Omega=\left(\omega_{i j}\right), \Omega^{\circ}=\left(\omega_{i j}^{0}\right), \Gamma=\left(\gamma_{i j}\right)$ are $m \times m$ matrices. Then for $j=1, \ldots, m, Y_{j}=I\left(Z_{j}^{\prime} \leq \mu_{j}+\nu_{j} x\right)$, with

$$
\operatorname{Var}\left(Z_{j}^{\prime}\right)=\sigma_{j j}(x)=1+\omega_{j j}+x^{2} \omega_{j j}^{0}+2 x \gamma_{j j} .
$$

The covariance of $Z_{i}^{\prime}, Z_{j}^{\prime}$ for $i \neq j$ is

$$
\operatorname{Cov}\left(Z_{i}^{\prime}, Z_{j}^{\prime}\right)=\sigma_{i j}(x)=\rho_{i j}+\omega_{i j}+x^{2} \omega_{i j}^{0}+x\left(\gamma_{i j}+\gamma_{j i}\right)
$$

This model is equivalent to the stochastic representation $Y_{j}=$ $I\left(Z_{j}^{\prime \prime} \leq\left(\mu_{j}+\nu_{j} x\right) / \sqrt{\sigma_{j j}(x)}\right)$, where $Z_{j}^{\prime \prime}$ have variances of 1 and the correlation of $\left(Z_{i}^{\prime \prime}, Z_{j}^{\prime \prime}\right)$ is $\sigma_{i j}(x) / \sqrt{\sigma_{i i}(x) \sigma_{j j}(x)}$. The special case of $\Omega=\Omega^{\circ}=\Gamma=0$ leads to the usual multivariate probit model. The univariate margins are $\Phi\left(\left(\mu_{j}+\nu_{j} x\right) / \sqrt{\sigma_{j j}(x)}\right)$ so that the cutoff points are non-linear functions of $x$ and do not necessarily have limits of 0,1 as $x \rightarrow \pm \infty$. This model has a lot of parameters, but some of the latent covariances can be set to 0 for simplification.

Note that the derivations given above lead to 'natural' forms for correlation matrices that are functions of the covariates, but also to univariate margins that are not probit models. However, one could still consider a multivariate probit model with covariates with a correlation matrix of the form in the preceding paragraph.

### 7.1.9 Other general dependence models

There are many other possible models for multivariate binary response. For example, the exponential family models of Section 7.1.5 can be generalized to accommodate more general dependence, but still have the undesirable property of non-closure under the taking of margins. An exponential family for a multivariate binary response with covariates is derived in Section 9.2.3 from conditional logistic regressions. Another approach comes from a representation of the multivariate Bernoulli distribution; this is given below with the bivariate case first.

Let $p\left(y_{1}, y_{2}\right)=\operatorname{Pr}\left(Y_{1}=y_{1}, Y_{2}=y_{2}\right)$ and let $p_{1}\left(y_{1}\right)=\operatorname{Pr}\left(Y_{1}=\right.$ $\left.y_{1}\right), p_{2}\left(y_{2}\right)=\operatorname{Pr}\left(Y_{2}=y_{2}\right), y_{1}, y_{2}=0,1$. If the correlation is fixed as $\rho$, then for $y_{1}, y_{2}=0,1$,

$$
\begin{equation*}
p\left(y_{1}, y_{2} ; \rho\right)=p_{1}\left(y_{1}\right) p_{2}\left(y_{2}\right)\left\{1+\rho\left[\frac{y_{1}-p_{1}(1)}{\sqrt{p_{1}(1) p_{1}(0)}}\right]\left[\frac{y_{2}-p_{2}(1)}{\sqrt{p_{2}(1) p_{2}(0)}}\right]\right\} . \tag{7.20}
\end{equation*}
$$

This parametrization may not be very desirable because from (7.1)

$$
\begin{aligned}
& \max \left\{-\sqrt{p_{1}(1) p_{2}(1) /\left[p_{1}(0) p_{2}(0)\right]},-\sqrt{p_{1}(0) p_{2}(0) /\left[p_{1}(1) p_{2}(1)\right]}\right\} \leq \rho \\
& \quad \leq \min \left\{\sqrt{p_{1}(1) p_{2}(0) /\left[p_{1}(0) p_{2}(1)\right]}, \sqrt{p_{1}(0) p_{2}(1) /\left[p_{1}(1) p_{2}(0)\right]}\right\} .
\end{aligned}
$$

There are further modelling problems if $p_{j}\left(y_{j} ; \mathbf{x}\right), j=1,2$, are functions of the covariate vector $\mathbf{x}$ (either $\rho$ depends on $\mathbf{x}$ or it is
constant over $\mathbf{x}$ with further constraints).
Next let $p(\mathbf{y})=\operatorname{Pr}\left(Y_{j}=y_{j}, j=1, \ldots, m\right)$, and let $p_{j}\left(y_{j}\right)=$ $\operatorname{Pr}\left(Y_{j}=y_{j}\right), \pi_{j}=p_{j}(1)$ and $z_{j}=\left(y_{j}-\pi_{j}\right) / \sqrt{\pi_{j}\left(1-\pi_{j}\right)}, j=$ $1, \ldots, m$. A multivariate extension of (7.20) is

$$
\begin{equation*}
p\left(\mathbf{y} ; m, \rho_{S}, S \in \mathcal{S}_{m}\right)=\prod_{j=1}^{m} \pi_{j}^{y_{j}}\left(1-\pi_{j}\right)^{1-y_{j}}\left\{1+\sum_{S:|S| \geq 2} \rho_{S} \prod_{k \in S} z_{k}\right\} \tag{7.21}
\end{equation*}
$$

There are constraints on the parameters $\rho_{S}$ in order that (7.21) is non-negative for all $\mathbf{y}$, but all multivariate Bernoulli distributions have this representation. It is straightforward to show that (7.21) is closed under margins with no change to the parameters $\left\{\rho_{S}\right\}$. For example,

$$
\begin{gathered}
p\left(y_{1}, \ldots, y_{m-1}, 0 ; m, \rho_{S}, S \in \mathcal{S}_{m}\right)+p\left(y_{1}, \ldots, y_{m-1}, 1 ; m, \rho_{S}, S \in \mathcal{S}_{m}\right) \\
=p\left(y_{1}, \ldots, y_{m-1} ; m-1, \rho_{S}, S \in \mathcal{S}_{m-1}\right)
\end{gathered}
$$

Let $Z_{j}=\left(Y_{j}-\pi_{j}\right) / \sqrt{\pi_{j}\left(1-\pi_{j}\right)}, j=1, \ldots, m$. From the closure property, it follows that for $S$ with $|S| \geq 2$,

$$
\mathrm{E}\left[\prod_{k \in S} Z_{k}\right]=\mathrm{E}^{*}\left[\prod_{k \in S} Z_{k}\left\{1+\sum_{T} \rho_{T} \prod_{r \in T} Z_{r}\right\}\right]=\rho_{S}
$$

where $\mathrm{E}^{*}$ is an expectation assuming the $Y_{j}$ are independent Bernoulli rvs with respective parameters $\pi_{j}$ (and hence $Z_{1}, \ldots, Z_{m}$ are independent rvs with mean 0 and variance 1). In particular, the parameter $\rho_{S}$ is the correlation of $Y_{j}, Y_{j^{\prime}}$ if $S=\left\{j, j^{\prime}\right\}$.

There are too many parameters for (7.21) to be useful as a model for multivariate binary data, unless $m$ is small, such as 2 or 3 . Also it may not be a convenient form for extensions to include covariates. However, its closure property makes it better than an exponential family model with high-order moment terms. If (7.21) is truncated after the bivariate or trivariate terms (i.e., $|S| \leq 2$ or $|S| \leq 3$ ), the result may not cover much range of dependence. For example, for the Fréchet upper bound when the univariate margins all have a mean of $\pi$, the representation (7.21) has $\rho_{S}=$ $\left[(1-\pi)^{|S|-1}+\pi^{|S|-1}(-1)^{|S|}\right] /[\pi(1-\pi)]^{|S| / 2-1}$ (the details are left as an exercise).

### 7.1.10 Comparisons

In this subsection, we make some comparisons of the multivariate binary distributions in the preceding subsections. The first is a
comparison of the most negatively dependent distribution among exchangeable families of multivariate Bernoulli distributions. For this comparison, we derive the most negatively dependent distribution among all multivariate exchangeable Bernoulli distributions with marginal probability $\pi$ (of getting a 1). A second comparison is for the trivariate case and considers the range of one bivariate margin given the other two bivariate margins are fixed; this uses the bounds of the Fréchet class $\mathcal{F}\left(F_{12}, F_{23}\right)$ in Section 3.2. A third comparison for the trivariate case considers the range of the trivariate margin given the three bivariate margins; this uses the bounds of the Fréchet class $\mathcal{F}\left(F_{12}, F_{13}, F_{23}\right)$ in Section 3.4. For both the second and third comparisons, summaries are given for the trivariate probit model. Other (numerical) comparisons of these types can be done for the models in Section 7.1, although we do not do so because of space considerations.

For the most negatively dependent multivariate exchangeable Bernoulli distribution, first suppose that $m=3$. We give more details for the trivariate case, as the solution in this case led to the conjecture of the solution in the multivariate case. Let $\bar{\pi}=1-\pi$. Consider the three-way table, such that the $(1,2),(1,3)$ and $(2,3)$ bivariate margins are $\left[\begin{array}{cc}\bar{\pi}^{2}+\theta & \pi \bar{\pi}-\theta \\ \pi \bar{\pi}-\theta & \pi^{2}+\theta\end{array}\right]$. Then for the trivariate distribution with $f_{i j k}=\operatorname{Pr}\left(Y_{1}=i, Y_{2}=j, Y_{3}=k\right)$, the bivariate constraints lead to $f_{000}=x, f_{001}=f_{010}=f_{100}=\bar{\pi}^{2}+\theta-x, f_{011}=$ $f_{101}=f_{110}=\pi \bar{\pi}-\bar{\pi}^{2}-2 \theta+x, f_{111}=\pi^{2}+\bar{\pi}^{2}-\pi \bar{\pi}+3 \theta-x$. The nonnegativity of each term implies $x \geq 0, x-\theta \leq \bar{\pi}^{2}, x-2 \theta \geq \bar{\pi}^{2}-\pi \bar{\pi}$ and $x-3 \theta \leq \pi^{2}+\bar{\pi}^{2}-\pi \bar{\pi}$. An analysis of the inequalities in an $(x, \theta)$ graph leads to a minimum of $\theta=\left(\pi \bar{\pi}-\pi^{2}-\bar{\pi}^{2}\right) / 3(x=0)$, a correlation of $\frac{1}{3}(1-\pi / \bar{\pi}-\bar{\pi} / \pi)$, if $1 / 3 \leq \bar{\pi} \leq 2 / 3$; to $\theta=-\pi^{2}$ $(x=3 \bar{\pi}-2)$, a correlation of $-\pi / \bar{\pi}$ if $\bar{\pi}>2 / 3$; and to $\theta=-\bar{\pi}^{2}$ ( $x=0$ ), a correlation of $-\bar{\pi} / \pi$ if $\bar{\pi}<1 / 3$.

Hence for $\bar{\pi} \geq 2 / 3$ or $\pi \leq 1 / 3$, the non-zero probabilities are $f_{000}=3 \bar{\pi}-2=1-3 \pi, f_{001}=f_{010}=f_{100}=\pi$. This is a Fréchet lower bound distribution, and also if $X$ is the number of 1 s among $Y_{1}, Y_{2}, Y_{3}$, then $X$ has a (generalized) hypergeometric distribution. If $\pi=n^{-1}$ where $n \geq 3$ is an integer, then the hypergeometric distribution is $\binom{1}{k}\binom{n-1}{3-k} /\binom{n}{3}, k=0,1$, or respectively, $(n-3) / n=$ $1-3 \pi$ and $3 / n=3 \pi$. If $\pi$ is not the reciprocal of an integer, then

$$
\binom{1}{k} \frac{(n-1) \cdots(n-3+k)}{(3-k)!} / \frac{n(n-1)(n-2)}{3!}, \quad k=0,1
$$

leads to the same distribution as in the preceding sentence. Sim-
ilarly, if $\pi \geq 2 / 3$, the non-zero probabilities are $f_{111}=3 \pi-2$, $f_{011}=f_{101}=f_{110}=1-\pi$. If $1 / 3<\pi<2 / 3$, the non-zero probabilities are $f_{001}=f_{010}=f_{100}=2 / 3-\pi$ and $f_{011}=f_{101}=$ $f_{110}=\pi-1 / 3$. There is no Fréchet lower bound distribution for $\pi$ in this range (see Example 3.1). Also, there is no relation to a hypergeometric distribution except when $\pi=\frac{1}{2}$.

For the general multivariate situation, the most negatively dependent $m$-variate exchangeable binary distribution has pmf

$$
f_{i_{1} i_{2} \cdots i_{m}}= \begin{cases}(r+1-m \pi) /\binom{m}{r}, & \text { if } \sum i_{j}=r,  \tag{7.22}\\ (m \pi-r) /\binom{m}{r+1}, & \text { if } \sum i_{j}=r+1, \\ 0, & \text { otherwise },\end{cases}
$$

when $r \leq m \pi<r+1$. Let $\mathbf{Y}$ be such that $f_{i_{1} \cdots i_{m}}=P\left(Y_{1}=\right.$ $\left.i_{1}, \cdots, Y_{m}=i_{m}\right)$. Then $\mathrm{E}\left(Y_{1} Y_{2}\right)=r(2 m \pi-r-1) /[m(m-1)]$ and the pairwise correlation of rvs is

$$
\rho=\left[\frac{r}{m(m-1)}(2 m \pi-r-1)-\pi^{2}\right] /[\pi(1-\pi)] .
$$

An outline of the proof is as follows. To obtain $f$ corresponding to a most negatively dependent distribution (in the multivariate concordance ordering), one should minimize $f_{0} \ldots 0$ followed by $f_{0 \ldots 01}$, etc., as well as minimize $f_{1 \cdots 1}$ followed by $f_{1 \cdots 10}$, etc. Hence $f_{i_{1} i_{2} \cdots i_{m}}$ is non-zero for at most two distinct values of $\sum i_{j}$; the distinct values are unique for a given $\pi$.

Next we show that (7.22) is at the boundary of the exponential family model (7.7) in Section 7.1.5. Using the notation there, (7.22) obtains when $\gamma_{2} \rightarrow-\infty$. The proof is divided into cases with $\pi \in$ $[r / m,(r+1) / m), r=0,1, \ldots, m-1$. Let $\epsilon$ be a (fixed) real.
(a) First suppose $\gamma_{2}=-N$ and $\gamma_{1} \rightarrow \epsilon$, with $N \rightarrow \infty$. Then $a_{i} \rightarrow 0$ for $i=2, \ldots, m, a_{0}=1$ and $a_{1} \rightarrow e^{\epsilon}$. Hence $c \rightarrow$ $1+m e^{\epsilon}, p_{0} \rightarrow\left[1+m e^{\epsilon}\right]^{-1}, p_{1} \rightarrow e^{\epsilon} /\left[1+m e^{\epsilon}\right]$ and $h\left(\gamma_{1}, \gamma_{2}\right) \sim$ $p_{1} \rightarrow e^{\epsilon} /\left[1+m e^{\epsilon}\right]=\pi$. As $\epsilon$ varies from $-\infty$ to $\infty, \pi$ can be in the range ( $0, m^{-1}$ ) for this case (of $r=0$ ).
(b) For $r>0$, suppose $\gamma_{2}=-N$ and $\gamma_{1} \sim r N+\epsilon$, with $N \rightarrow \infty$. Then $a_{i} \sim \exp \{i \epsilon+N[r i-i(i-1) / 2]\}, i=0, \ldots, m$. Since $r i-i(i-1) / 2$ is maximized at $r(r+1) / 2$ for $i=r$ and $r+1$, then $p_{i} \rightarrow 0$ for $i \neq r, r+1, p_{r} \rightarrow\left[\binom{m}{r}+\binom{m}{r+1} e^{\epsilon}\right]^{-1}$, $p_{r+1} \rightarrow e^{\epsilon}\left[\binom{m}{r}+\binom{m}{r+1} e^{\epsilon}\right]^{-1}$ and

$$
\begin{equation*}
h\left(\gamma_{1}, \gamma_{2}\right) \sim\binom{m-1}{r-1} p_{r}+\binom{m-1}{r} p_{r+1} \sim \frac{\binom{m-1}{r-1}+\binom{m-1}{r} e^{\epsilon}}{\binom{m}{r}+\binom{m}{r+1} e^{\epsilon}}=\pi . \tag{7.23}
\end{equation*}
$$

Table 7.2. Correlations of most negatively dependent multivariate exchangeable Bernoulli distributions within some parametric families.

| $m$ | $\pi$ | $(7.22)$ | $(7.4)$ | $(7.16)$ |
| :---: | :---: | :---: | :---: | :---: |
| 3 | 0.1 | -0.111 | -0.053 | -0.103 |
| 3 | 0.2 | -0.250 | -0.111 | -0.197 |
| 3 | 0.3 | -0.429 | -0.176 | -0.271 |
| 3 | 0.4 | -0.389 | -0.250 | -0.317 |
| 3 | 0.5 | -0.333 | -0.333 | -0.333 |
| 4 | 0.1 | -0.111 | -0.034 | -0.083 |
| 4 | 0.2 | -0.250 | -0.071 | -0.143 |
| 4 | 0.3 | -0.270 | -0.111 | -0.184 |
| 4 | 0.4 | -0.250 | -0.154 | -0.208 |
| 4 | 0.5 | -0.333 | -0.200 | -0.216 |
| 5 | 0.1 | -0.111 | -0.026 | -0.068 |
| 5 | 0.2 | -0.250 | -0.053 | -0.111 |
| 5 | 0.3 | -0.190 | -0.081 | -0.139 |
| 5 | 0.4 | -0.250 | -0.111 | -0.155 |
| 5 | 0.5 | -0.200 | -0.143 | -0.161 |

The right-hand side of (7.23) is an increasing function of $\epsilon$ so that $\pi$ can be in the range $[r / m,(r+1) / m]$.
Hence the form of the limiting cases with $\gamma_{2} \rightarrow-\infty$ is the same as (7.22).

We next compare the negative dependence of other models to (7.22). Table 7.2 lists the correlation of the most negatively dependent multivariate exchangeable Bernoulli distribution for certain values of $m$ and $\pi$, as well as the correlation of the most negatively dependent distribution in the family (7.4) and in the multivariate probit model (7.16). For the probit model, the correlation in Table 7.2 comes from using $-(m-1)^{-1}$ for the latent equicorrelation parameter. There is symmetry about 0.5 , in that the correlations for $\pi$ are the same as those for $1-\pi$, so Table 7.2 has only $\pi$ in the range of 0 to 0.5 . The table shows that the multivariate probit model attains a greater range of negative dependence than (7.4).

A second comparison is made in the trivariate case for the range of the third bivariate margin given the other two bivariate margins. Some calculations are done with the trivariate probit model. Let

Table 7.3. Bounds for $\pi_{13}=p_{13}(1,1)$ given $\pi_{1}, \pi_{2}, \pi_{3}, \pi_{12}, \pi_{23}$ : nonparametric versus trivariate probit.

|  |  |  |  | Nonpar. |  |  |  | Probit |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\pi_{1}$ | $\pi_{2}$ | $\pi_{3}$ | $\pi_{12}$ | $\pi_{23}$ | $\pi_{13}^{L}$ | $\pi_{13}^{U}$ | $\pi_{13}^{L *}$ | $\pi_{13}^{U *}$ |  |
| 0.3 | 0.3 | 0.3 | 0.090 | 0.090 | 0.000 | 0.300 | 0.000 | 0.300 |  |
| 0.3 | 0.3 | 0.3 | 0.157 | 0.157 | 0.014 | 0.300 | 0.033 | 0.300 |  |
| 0.3 | 0.3 | 0.3 | 0.115 | 0.211 | 0.026 | 0.204 | 0.041 | 0.200 |  |
| 0.3 | 0.3 | 0.3 | 0.033 | 0.033 | 0.000 | 0.300 | 0.033 | 0.300 |  |
| 0.3 | 0.3 | 0.3 | 0.066 | 0.005 | 0.000 | 0.239 | 0.042 | 0.200 |  |
| 0.3 | 0.3 | 0.3 | 0.033 | 0.157 | 0.000 | 0.176 | 0.000 | 0.157 |  |
| 0.5 | 0.5 | 0.5 | 0.250 | 0.250 | 0.000 | 0.500 | 0.000 | 0.500 |  |
| 0.5 | 0.5 | 0.5 | 0.333 | 0.333 | 0.166 | 0.500 | 0.166 | 0.500 |  |
| 0.5 | 0.5 | 0.5 | 0.282 | 0.398 | 0.180 | 0.384 | 0.180 | 0.384 |  |
| 0.5 | 0.5 | 0.5 | 0.167 | 0.167 | 0.166 | 0.500 | 0.166 | 0.500 |  |
| 0.5 | 0.5 | 0.5 | 0.218 | 0.102 | 0.384 | 0.500 | 0.180 | 0.384 |  |
| 0.5 | 0.5 | 0.5 | 0.167 | 0.333 | 0.000 | 0.334 | 0.000 | 0.334 |  |
| 0.1 | 0.5 | 0.7 | 0.050 | 0.350 | 0.000 | 0.100 | 0.000 | 0.100 |  |
| 0.1 | 0.5 | 0.7 | 0.084 | 0.422 | 0.006 | 0.100 | 0.035 | 0.100 |  |
| 0.1 | 0.5 | 0.7 | 0.064 | 0.471 | 0.035 | 0.100 | 0.040 | 0.100 |  |
| 0.1 | 0.5 | 0.7 | 0.016 | 0.278 | 0.006 | 0.100 | 0.035 | 0.100 |  |
| 0.1 | 0.5 | 0.7 | 0.036 | 0.229 | 0.035 | 0.100 | 0.040 | 0.100 |  |
| 0.1 | 0.5 | 0.7 | 0.010 | 0.422 | 0.000 | 0.100 | 0.000 | 0.094 |  |

$\left(Y_{1}, Y_{2}, Y_{3}\right)$ be a trivariate binary random vector, and, for $j \neq k$, let $p_{j k}\left(y_{j}, y_{k}\right)=\operatorname{Pr}\left(Y_{j}=y_{j}, Y_{k}=y_{k}\right)$ and $\pi_{j k}=p_{j k}(1,1)$. Given $\pi_{j}=$ $\operatorname{Pr}\left(Y_{j}=1\right), j=1,2,3$, and $\pi_{12}, \pi_{23}$, we compare the maximum and minimum value of $\pi_{13}$ for the probit model with the nonparametric bounds. Let $p_{j \mid 2}\left(y_{j} \mid y_{2}\right)=\operatorname{Pr}\left(Y_{j}=y_{j} \mid Y_{2}=y_{2}\right)$ for $j=1,3$; these can be written in terms of $\pi_{1}, \pi_{2}, \pi_{3}, \pi_{12}, \pi_{23}$. Using Theorem 3.10, the nonparametric bounds are:

$$
\begin{aligned}
\pi_{13}^{L} & \stackrel{\text { def }}{=} \sum_{y=0}^{1}\left[p_{1 \mid 2}(1 \mid y)+p_{3 \mid 2}(1 \mid y)-1\right]_{+} \operatorname{Pr}\left(Y_{2}=y\right) \leq \pi_{13} \\
& \leq \sum_{y=0}^{1} \min \left\{p_{1 \mid 2}(1 \mid y), p_{3 \mid 2}(1 \mid y)\right\} \operatorname{Pr}\left(Y_{2}=y\right) \stackrel{\text { def }}{=} \pi_{13}^{U}
\end{aligned}
$$

Table 7.4. Bounds for $p_{123}(1,1,1)$ given $\pi_{1}, \pi_{2}, \pi_{3}, \pi_{12}, \pi_{13}, \pi_{23}$ : nonparametric versus trivariate probit.

| $\pi_{1}$ | $\pi_{2}$ | $\pi_{3}$ | $\pi_{12}$ | $\pi_{13}$ | $\pi_{23}$ | $\pi_{123}^{L}$ | $\pi_{123}$ | $\pi_{123}^{U}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3 | 0.3 | 0.3 | 0.090 | 0.090 | 0.090 | 0.000 | 0.027 | 0.090 |
| 0.3 | 0.3 | 0.3 | 0.157 | 0.157 | 0.157 | 0.014 | 0.101 | 0.157 |
| 0.3 | 0.3 | 0.3 | 0.115 | 0.100 | 0.211 | 0.026 | 0.078 | 0.100 |
| 0.3 | 0.3 | 0.3 | 0.033 | 0.100 | 0.033 | 0.000 | 0.002 | 0.033 |
| 0.3 | 0.3 | 0.3 | 0.066 | 0.100 | 0.005 | 0.000 | 0.001 | 0.005 |
| 0.3 | 0.3 | 0.3 | 0.033 | 0.100 | 0.157 | 0.000 | 0.025 | 0.033 |
| 0.5 | 0.5 | 0.5 | 0.250 | 0.250 | 0.250 | 0.000 | 0.125 | 0.250 |
| 0.5 | 0.5 | 0.5 | 0.333 | 0.333 | 0.333 | 0.166 | 0.250 | 0.333 |
| 0.5 | 0.5 | 0.5 | 0.282 | 0.282 | 0.398 | 0.180 | 0.231 | 0.282 |
| 0.5 | 0.5 | 0.5 | 0.167 | 0.333 | 0.167 | 0.000 | 0.083 | 0.167 |
| 0.5 | 0.5 | 0.5 | 0.218 | 0.282 | 0.102 | 0.000 | 0.051 | 0.102 |
| 0.5 | 0.5 | 0.5 | 0.167 | 0.167 | 0.333 | 0.000 | 0.083 | 0.167 |
| 0.1 | 0.5 | 0.7 | 0.050 | 0.070 | 0.350 | 0.020 | 0.035 | 0.050 |
| 0.1 | 0.5 | 0.7 | 0.084 | 0.080 | 0.422 | 0.064 | 0.071 | 0.080 |
| 0.1 | 0.5 | 0.7 | 0.064 | 0.070 | 0.471 | 0.035 | 0.058 | 0.064 |
| 0.1 | 0.5 | 0.7 | 0.016 | 0.080 | 0.278 | 0.000 | 0.009 | 0.016 |
| 0.1 | 0.5 | 0.7 | 0.036 | 0.070 | 0.229 | 0.006 | 0.012 | 0.035 |
| 0.1 | 0.5 | 0.7 | 0.016 | 0.050 | 0.422 | 0.000 | 0.012 | 0.016 |

The bounds $\pi_{13}^{L *}$ and $\pi_{13}^{U *}$ within the trivariate probit distributions come from using the bounds for $\rho_{13}$ in the inequality:
$\rho_{12} \rho_{32}-\sqrt{1-\rho_{12}^{2}} \sqrt{1-\rho_{32}^{2}} \leq \rho_{13} \leq \rho_{12} \rho_{32}+\sqrt{1-\rho_{12}^{2}} \sqrt{1-\rho_{32}^{2}}$,
where $\alpha_{j}=\Phi^{-1}\left(\pi_{j}\right), j=1,2,3$, and $\rho_{j 2}$ is the unique root of $\Phi_{2}\left(\alpha_{j}, \alpha_{2} ; \rho_{j 2}\right)=\pi_{j 2}, j=1,3$, with $\Phi_{2}$ being the BVSN cdf. The bounds for $\pi_{13}$ are given in Table 7.3 for selected values of $\pi_{1}, \pi_{2}, \pi_{3}, \pi_{12}, \pi_{23}$. The values suggest that the trivariate probit model achieves a wide range of (bivariate) dependence among trivariate Bernoulli distributions.

A third comparison is made for the range of the trivariate distribution given the three bivariate margins. We again use the trivariate probit model to illustrate the comparisons and use the same notation as before. Let $p_{123}\left(y_{1}, y_{2}, y_{3}\right)=\operatorname{Pr}\left(Y_{1}=y_{1}, Y_{2}=y_{2}, Y_{3}=\right.$ $\left.y_{3}\right)$. Given $\pi_{j}=\operatorname{Pr}\left(Y_{j}=1\right), j=1,2,3$, and compatible prob-
abilities $\pi_{12}=p_{12}(1,1), \pi_{13}=p_{13}(1,1)$, and $\pi_{23}=p_{23}(1,1)$, we compare the value of $\pi_{123}=p_{123}(1,1,1)$ for the probit model with the nonparametric bounds. From the proof of Theorem 3.11, sharp bounds on $\pi_{123}$ are

$$
\begin{gathered}
\pi_{123}^{L} \stackrel{\text { def }}{=} \max \left\{0, \pi_{12}+\pi_{13}-\pi_{1}, \pi_{12}+\pi_{23}-\pi_{2}, \pi_{13}+\pi_{23}-\pi_{3}\right\} \leq \\
\pi_{123} \leq \min \left\{\pi_{12}, \pi_{13}, \pi_{23}, 1-\pi_{1}-\pi_{2}-\pi_{3}+\pi_{12}+\pi_{13}+\pi_{23}\right\} \stackrel{\text { def }}{=} \pi_{123}^{U} .
\end{gathered}
$$

However, for the trivariate probit model, there is a unique value of $\pi_{123}$ given $\pi_{1}, \pi_{2}, \pi_{3}, \pi_{12}, \pi_{13}, \pi_{23}$, since the given quantities uniquely determine the parameters $\alpha_{1}, \alpha_{2}, \alpha_{3}, \rho_{12}, \rho_{13}$ and $\rho_{23}$ of the trivariate probit distribution. Hence the trivariate (and the general multivariate) probit model does not allow a range of thirdand higher-order dependence. The bounds for $\pi_{123}$ are given in Table 7.4 for selected values of $\pi_{1}, \pi_{2}, \pi_{3}, \pi_{12}, \pi_{13}, \pi_{23}$.

### 7.2 Multivariate count

Models for univariate count data are the Poisson distributions and larger families that include the Poisson distributions. One such family combines the negative binomial, Poisson and two-parameter binomial distributions into a two-parameter family. For distributions for count data, an important summary is the index of dispersion or variance to mean ratio. This is 1 for Poisson distributions; if it is larger (less) than 1 , then the distribution is said to be overdispersed (underdispersed) relative to Poisson.

Models for multivariate count data include mixture models and copula-based models.

### 7.2.1 Background for univariate count data ${ }^{\circ}$

Let the negative binomial, Poisson and two-parameter binomial be parametrized by the mean $\mu$ and $\nu$, where $D=\nu+1$ is the index of dispersion. Then the negative binomial distribution has pmf:

$$
f(k ; \mu, \nu)=\frac{\Gamma(k+\mu / \nu)}{k!\Gamma(\mu / \nu)} \nu^{k}(1+\nu)^{-k-\mu / \nu}, \quad k=0,1, \ldots
$$

it has mean $\mu=\theta q / p$, variance $\sigma^{2}=\theta q / p^{2}$ and $\nu=p^{-1}-1$. The two-parameter binomial distribution has mean $\mu=n p$, variance $\sigma^{2}=n p q$ and $\nu=-p$; its pmf is

$$
f(k ; \mu, \nu)=\frac{\Gamma(1-\mu / \nu)}{k!\Gamma(1-k-\mu / \nu)}(-\nu)^{k}(1+\nu)^{-k-\mu / \nu}
$$

$k=0,1, \ldots,-\mu / \nu$. These can be combined together as one family (including the Poisson distribution when $\nu=0$ ), if written as

$$
f(k ; \mu, \nu)=(k!)^{-1} \mu(\mu+\nu) \cdots(\mu+[k-1] \nu)(1+\nu)^{-k-\mu / \nu}
$$

$k=0,1, \ldots, \min \{\infty,-\mu / \nu\}$.
The negative binomial distribution obtains as a $\operatorname{Gamma}(\mu / \nu, \nu)$ mixture of Poisson distributions. That is, let $Y \sim \operatorname{Poisson}(\alpha)$ given $A=\alpha$ and $A \sim \operatorname{Gamma}(\mu / \nu, \nu)$. Then for $y=0,1, \ldots$,

$$
\begin{aligned}
\operatorname{Pr}(Y=y) & =\int_{0}^{\infty} \frac{\alpha^{\mu / \nu-1}}{\Gamma(\mu / \nu)} \nu^{-\mu / \nu} e^{-\alpha / \nu} \frac{e^{-\alpha} \alpha^{y}}{y!} d \alpha \\
& =\frac{\Gamma(y+\mu / \nu)}{y!\Gamma(\mu / \nu)} \nu^{y}(1+\nu)^{-y-\mu / \nu}
\end{aligned}
$$

Other mixing distributions for overdispersed Poisson models include the lognormal and inverse Gaussian distributions. More generally, consider $f(y)=\int_{0}^{\infty}[y!]^{-1} \alpha^{y} e^{-\alpha} d M(\alpha), y=0,1, \ldots$, where $M$ is a distribution function on $(0, \infty)$. Let $A \sim M$ and let $Y$ have the $\operatorname{pmf} f$. Then $\mathrm{E}(Y)=\mathrm{E}(A)$ and $\operatorname{Var}(Y)=\mathrm{E}[\operatorname{Var}(Y \mid A)]+$ $\operatorname{Var}[\mathrm{E}(Y \mid A)]=\mathrm{E}(A)+\operatorname{Var}(A)$. Hence $D=\operatorname{Var}(Y) / \mathrm{E}(Y) \geq 1$, with equality only when $A$ has a degenerate distribution. Therefore general mixtures of Poisson distributions are overdispersed relative to Poisson.

Another model with overdispersion is the generalized Poisson family (see Problem 7.2).

### 7.2.2 Multivariate Poisson ${ }^{\circ}$

A natural bivariate Poisson distribution has the stochastic representation $\left(Y_{1}, Y_{2}\right) \stackrel{d}{=}\left(Z_{1}+Z_{12}, Z_{2}+Z_{12}\right)$, where $Z_{1}, Z_{2}, Z_{12}$ are independent Poisson rvs with parameters $\theta_{1}, \theta_{2}, \theta_{12}$, respectively. This, together with its $m$-variate extension to a construction based on $2^{m}-1$ independent Poisson rvs, is a special case of the multivariate models given in Section 4.6. A Markov chain time series model based on this multivariate distribution is given in Section 8.4, with a data analysis example in Section 11.5.

Other multivariate Poisson distributions obtain from copulas with univariate Poisson margins. These may not as interpretable, but copula-based models with appropriate families of parametric copulas can cover a wide range of dependence, including negative dependence, whereas the bivariate and multivariate Poisson distributions from Section 4.6 have positive dependence only.

### 7.2.3 Mixture models and overdispersed Poisson ${ }^{\circ}$

In this subsection, we parallel the development in Section 7.1, with mixtures of independent Poisson rvs instead of Bernoulli rvs to obtain multivariate distributions. We start with exchangeable mixtures and then go on to general mixtures.

An exchangeable mixture model is:

$$
\begin{equation*}
f(\mathbf{y})=\int_{0}^{\infty} \prod_{j=1}^{m}\left[e^{-\alpha} \frac{\alpha^{y_{j}}}{y_{j}!}\right] d M(\alpha) \tag{7.24}
\end{equation*}
$$

The main drawback with this model is that the univariate margins cannot be separated from the dependence. (For the mixture of Bernoulli distributions, the problem did not occur because a mixture of Bernoulli distributions is still Bernoulli.) If $A \sim M$, then for $(7.24), \mathrm{E}\left(Y_{j}\right)=\mathrm{E}(A), \operatorname{Var}\left(Y_{j}\right)=\mathrm{E}(A)+\operatorname{Var}(A), j=$ $1, \ldots, m$, and $\operatorname{Cov}\left(Y_{j}, Y_{j^{\prime}}\right)=\operatorname{Var}(A), j \neq j^{\prime}$. The equicorrelation parameter is $\rho=\operatorname{Var}(A) /[\mathrm{E}(A)+\operatorname{Var}(A)]=D /(1+D)$, where $D=\operatorname{Var}\left(Y_{j}\right) / \mathrm{E}\left(Y_{j}\right)$. Hence the correlation is increasing as the index of dispersion $D$ increases.

For example, if $M$ is the $\operatorname{Gamma}(\theta, \sigma)$ distribution, $(7.24)$ is a multivariate negative binomial distribution with pmf

$$
f(\mathbf{y})=\frac{\Gamma\left(\theta+y_{+}\right)}{\Gamma(\theta) \prod y_{j}!} \sigma^{-\theta}\left(\sigma^{-1}+m\right)^{-\theta-y_{+}}, \quad y_{j}=0,1, \ldots,
$$

where $y_{+}=\sum_{j=1}^{m} y_{j}$. The expectations, variances and covariances are: $\mathrm{E}\left(Y_{j}\right)=\theta \sigma, \operatorname{Var}\left(Y_{j}\right)=\theta \sigma(\sigma+1), \operatorname{Cov}\left(Y_{j}, Y_{j^{\prime}}\right)=\operatorname{Var}(A)=$ $\theta \sigma^{2}$. Therefore $\rho=\operatorname{Corr}\left(Y_{j}, Y_{j^{\prime}}\right)=\sigma /(\sigma+1), j \neq j^{\prime}$, and both $D=\sigma+1$ and $\rho$ are increasing as $\sigma$ increases.

One can also take gamma mixtures of an exchangeable multivariate Poisson distribution in order to get an exchangeable negative binomial multivariate distribution. Take $\mathbf{Y}$ given $A=\alpha$ to have the stochastic representation $\mathbf{Z}+Z_{0}$, where $Z_{j}$ are independent Poisson $\left(\alpha \theta_{j}\right)$ rvs, $j=0,1, \ldots, m, \theta_{1}=\ldots=\theta_{m}=\theta$ and $A \sim \operatorname{Gamma}(\mu / \nu, \nu)$. Then the pmf of $\mathbf{Y}$ is:

$$
\begin{equation*}
f(\mathbf{y})=\sum_{i=0}^{y_{\min }} \frac{\nu^{-\mu / \nu} \Gamma\left(y_{+}-[m-1] i+\mu / \nu\right)}{\left(m \theta+\theta_{0}+1 / \nu\right)^{y_{+}-(m-1) i+\mu / \nu} \Gamma(\mu / \nu)} \frac{\theta_{0}^{i}}{i!} \prod_{j=1}^{m} \frac{\theta^{y_{j}-i}}{\left(y_{j}-i\right)!}, \tag{7.25}
\end{equation*}
$$

where $y_{+}=\sum_{j=1}^{m} y_{j}, y_{\text {min }}=\min \left\{y_{1}, \ldots, y_{m}\right\}$.
With (7.25), $\mathrm{E}\left(Y_{j}\right)=\left(\theta+\theta_{0}\right) \mu, \operatorname{Var}\left(Y_{j}\right)=\left(\theta+\theta_{0}\right)^{2} \mu \nu+\left(\theta+\theta_{0}\right) \mu$ and $\operatorname{Cov}\left(Y_{j}, Y_{j^{\prime}}\right)=\left(\theta+\theta_{0}\right)^{2} \mu \nu+\theta_{0} \mu, j \neq j^{\prime}$. The sum $\theta+\theta_{0}$ can be taken to be 1 without loss of generality. Then $D=\nu+1$ and
$\rho=\operatorname{Corr}\left(Y_{j}, Y_{j^{\prime}}\right)=\left(\nu+\theta_{0}\right) /(\nu+1), j \neq j^{\prime}$, where $0 \leq \theta_{0} \leq 1$. This family is still quite restricted in the range of dependence; the confounding between the index of dispersion and the range of dependence has not been eliminated.

A mixture model, which includes (7.24) and allows the univariate margins to be different, is:

$$
\begin{equation*}
\int_{0}^{\infty} \prod_{j=1}^{m}\left\{\exp \left\{-\gamma\left(\alpha, \theta_{j}\right)\right\}\left[\gamma\left(\alpha, \theta_{j}\right)\right]^{y_{j}} / y_{j}!\right\} d M(\alpha) \tag{7.26}
\end{equation*}
$$

where $\gamma(\alpha, \theta) \geq 0$ and $M$ is the mixing distribution of a rv $A$. If $\mathbf{Y}$ has the distribution in (7.26), then $Y_{1}, \ldots, Y_{m}$ are conditionally independent given $A$; compare (7.15) and Exercise 4.1.

To get a model with greater flexibility in dependence structure and indices of dispersion, consider using an $m$-variate mixing distribution. This leads to the pmf

$$
\begin{equation*}
f(\mathbf{y})=\int_{[0, \infty)^{m}} \prod_{j=1}^{m}\left[e^{-\alpha_{j}} \frac{\alpha_{j}^{y_{j}}}{y_{j}!}\right] G\left(d \alpha_{1}, \ldots, d \alpha_{m}\right) \tag{7.27}
\end{equation*}
$$

A concordance study is not possible but through conditional expectations one can study correlations. Let $\left(A_{1}, \ldots, A_{m}\right) \sim G$, and suppose $\left(Y_{1}, \ldots, Y_{m}\right)$ has pmf $f$. Then $\mathrm{E}\left(Y_{j}\right)=\mathrm{E}\left(A_{j}\right), \operatorname{Var}\left(Y_{j}\right)=$ $\operatorname{Var}\left(A_{j}\right)+\mathrm{E}\left(A_{j}\right), j=1, \ldots, m$, and $\operatorname{Cov}\left(Y_{j}, Y_{k}\right)=\operatorname{Cov}\left(A_{j}, A_{k}\right)$, $j \neq k$. Therefore the correlation of $Y_{j}, Y_{k}$ is

$$
\rho_{j k}=\frac{\operatorname{Cov}\left(A_{j}, A_{k}\right)}{\left[\operatorname{Var}\left(A_{j}\right)+\mathrm{E}\left(A_{j}\right)\right]^{1 / 2}\left[\operatorname{Var}\left(A_{k}\right)+\mathrm{E}\left(A_{k}\right)\right]^{1 / 2}}
$$

Hence negatively correlated $A_{j}$ imply negatively correlated $Y_{j}$ but to a lesser extent. The upper limit $\rho_{j k} \rightarrow 1$ is reached if $A_{j}=A_{k}$ and $\operatorname{Var}\left(A_{j}\right) / \mathrm{E}\left(A_{j}\right) \rightarrow \infty$.

The choice of multivariate lognormal mixing distribution for $G$ is a special case, with a wide range of dependence. This leads to the multivariate Poisson-lognormal distribution. Let

$$
\begin{aligned}
& g(\boldsymbol{\theta} ; \boldsymbol{\mu}, \Sigma)=(2 \pi)^{-m / 2}\left(\theta_{1} \cdots \theta_{m}\right)^{-1}|\Sigma|^{-1 / 2} \\
& \quad \cdot \exp \left\{-\frac{1}{2}(\log \boldsymbol{\theta}-\boldsymbol{\mu}) \Sigma^{-1}(\log \theta-\boldsymbol{\mu})^{T}\right\}, \theta_{j}>0,1 \leq j \leq m
\end{aligned}
$$

be the $m$-variate lognormal density, with mean vector $\mu$ and covariance matrix $\Sigma=\left(\sigma_{i j}\right)$, where $\log \theta=\left(\log \theta_{1}, \ldots, \log \theta_{m}\right)$. The multivariate Poisson-lognormal distribution is

$$
\begin{align*}
& \operatorname{Pr}\left(Y_{1}=y_{1}, \ldots, Y_{m}=y_{m}\right)=f(\mathbf{y} ; \boldsymbol{\mu}, \Sigma) \\
& \quad=\int_{[0, \infty)^{m}} \prod_{j=1}^{m} p\left(y_{j} ; \alpha_{j}\right) \cdot g(\boldsymbol{\alpha} ; \boldsymbol{\mu}, \Sigma) d \boldsymbol{\alpha} \tag{7.28}
\end{align*}
$$

$y_{j}=0,1,2, \ldots, j=1, \ldots, m$, where $p(y ; \alpha)=e^{-\alpha} \alpha^{y} / y!$. There is no simpler form, but moments have closed forms:

$$
\begin{gathered}
\mathrm{E}\left(Y_{j}\right)=\exp \left\{\mu_{j}+\frac{1}{2} \sigma_{j j}\right\} \stackrel{\text { def }}{=} \beta_{j}, \quad \operatorname{Var}\left(Y_{j}\right)=\beta_{j}+\beta_{j}^{2}\left[\exp \left(\sigma_{j j}\right)-1\right] \\
\operatorname{Cov}\left(Y_{j}, Y_{k}\right)=\beta_{j} \beta_{k}\left[\exp \left(\sigma_{j k}\right)-1\right], \quad j \neq k
\end{gathered}
$$

The $(j, k)$ correlation $\rho_{j k}$ is

$$
\rho_{j k}=\frac{\sqrt{\beta_{j} \beta_{k}}\left(e^{\sigma_{j k}}-1\right)}{\sqrt{\left[1+\beta_{j}\left(e^{\sigma_{j j}}-1\right)\right]\left[1+\beta_{k}\left(e^{\sigma_{k k}}-1\right)\right]}} .
$$

The range of correlations depends on the univariate parameters $\mu_{j}, \sigma_{j j}, j=1, \ldots, m$. For example, if $\mu_{j}=\mu_{k}=\mu, \sigma_{j j}=\sigma_{k k}=\sigma^{2}$, $\sigma_{j k}=\omega \sigma^{2}, \beta_{j}=\beta_{k}=\beta$, then

$$
\frac{\beta\left[e^{-\sigma^{2}}-1\right]}{1+\beta\left(e^{\sigma^{2}}-1\right)} \leq \rho_{j k} \leq \frac{\beta\left[e^{\sigma^{2}}-1\right]}{1+\beta\left(e^{\sigma^{2}}-1\right)}
$$

A multivariate gamma distribution would be needed to get a multivariate distribution in (7.27) with negative binomial margins, but there is no known multivariate gamma distribution with convenient form for the pdf or cdf that leads to a simple form for (7.27).

For addition of a covariate vector $\mathbf{x}$, the parameters of the mixing distribution $G$ can depend on $\mathbf{x}$. For example, for the multivariate Poisson-lognormal distribution, $\boldsymbol{\mu}$ can depend on $\mathbf{x}$, say through a linear function. As for the multivariate probit model, the dependence of the covariance matrix $\Sigma$ on $\mathbf{x}$ is harder to specify.

### 7.2.4 Other models

The mixture models in the preceding subsection have univariate margins and an amount of dependence that depends on the mixing distribution. Although perhaps not as interpretable, copula models with dependence separated from the univariate margins (say, negative binomial or generalized Poisson) could be used as models for multivariate count data. The parametric families of copulas in Chapter 5 could be used.

### 7.3 Multivariate models for ordinal responses ${ }^{\circ}$

Latent variable models from Section 7.1.7 generalize with more cutoff points and so can also be used for ordinal categorical response variables. These models also are physically meaningful because one
can usually assume that there is a continuous latent variable associated with an ordinal categorical variable. A data analysis example with latent variable models for a multivariate ordinal response is given in Section 11.2.

The other models for a multivariate binary response vector do not extend to a multivariate ordinal random vector. One could mix multinomial distributions, but the ordinal feature of the categorical variable would not be used; such models are given in the next section on multivariate models for nominal responses.

For a latent variable model, we discretize a continuous $m$ variate family $F(\cdot ; \theta) \in \mathcal{F}\left(F_{0}, \ldots, F_{0}\right)$. We first use a stochastic representation to define the model. Let $\mathbf{Z} \sim F$, with each $Z_{j} \sim F_{0}$. Define a random vector $\mathbf{Y}$ of ordinal categorical components with $Y_{j}=k$ if $\alpha_{j, k-1}<Z_{j} \leq \alpha_{j, k}, k=1, \ldots, r_{j}$, where $r_{j}$ is the number of categories of the $j$ th variable, $j=1, \ldots, m$. (Without loss of generality, assume $\alpha_{j, 0}=-\infty$ and $\alpha_{j, r_{j}}=\infty$ for all $j$.) From this definition,

$$
\begin{aligned}
& \operatorname{Pr}\left(Y_{1}=k_{1}, \ldots, Y_{m}=k_{m}\right) \\
& \quad=\sum_{i_{1}=k_{1}-1}^{k_{1}} \cdots \sum_{i_{m}=k_{m}-1}^{k_{m}}(-1)^{\Sigma_{j}\left(k_{j}-i_{j}\right)} F\left(\alpha_{1 i_{1}}, \ldots, \alpha_{m i_{m}} ; \theta\right)
\end{aligned}
$$

There are $\sum_{j=1}^{m}\left(r_{j}-1\right)$ univariate parameters or cutoff points. Univariate probability parameters are $\pi_{j k}=F_{0}\left(\alpha_{j, k}\right)-F_{0}\left(\alpha_{j, k-1}\right)$, $k=1, \ldots, r_{j}-1, j=1, \ldots, m$. The number of dependence parameters is the dimension of $\theta$.

If there is a covariate vector $\mathbf{x}$, then the parameters $\alpha_{j, k}$ and $\theta$ can depend on $\mathbf{x}$, with the constraint that $\alpha_{j, k-1}(\mathbf{x})<\alpha_{j, k}(\mathbf{x})$.

To generalize the probit model to a multivariate probit model, $F_{0}$ is the standard normal cdf and $F$ is a MVSN cdf with correlation matrix $R=\boldsymbol{\theta}$ (with $m(m-1) / 2$ parameters). Usually, in the multivariate probit model, $\alpha_{j, k}$ is linear in the covariates (this is acceptable with different regression coefficients for different cutoff points of the same variable if the range of $x$ is not too large) and $\theta$ is constant over the covariates. A multivariate logit model obtains if $F_{0}$ is the logistic cdf.

### 7.4 Multivariate models for nominal responses

Classes of models that extend those in Section 7.1 are mixtures of multinomial distributions. A multinomial distribution could include something like a bivariate Bernoulli distribution, since the categories, which could be labelled as $(0,0),(0,1),(1,0),(1,1)$, are
not ordered. Consider first the exchangeable case in which the nominal rvs $Y_{1}, \ldots, Y_{m}$ take values of $1, \ldots, r$ for categories 1 to $r$ (with $r>2)$. Let $I_{j k}=I\left(y_{j}=k\right), j=1, \ldots, m, k=1, \ldots, r$. Then a multivariate model is

$$
f(\mathbf{y})=\int \prod_{j=1}^{m} \prod_{k=1}^{r} p_{k}^{I_{j k}} G(d \mathbf{p})
$$

where $G$ is a distribution on the simplex $S_{r}=\left\{\mathbf{p}: \sum_{i=1}^{r} p_{i}=\right.$ $\left.1, p_{i} \geq 0\right\}$.

A possible mixing distribution $G$ is the Dirichlet distribution with density $\left\{\Gamma\left(\alpha_{1}+\cdots+\alpha_{r}\right) /\left[\Gamma\left(\alpha_{1}\right) \cdots \Gamma\left(\alpha_{r}\right)\right]\right\} \prod_{k=1}^{r} p_{k}^{\alpha_{k}-1}$. This leads to

$$
f\left(\mathbf{y} ; \alpha_{1}, \ldots, \alpha_{r}, m\right)=\frac{\prod_{k=1}^{r} \prod_{\ell=0}^{s_{k}-1}\left(\alpha_{k}+\ell\right)}{\prod_{\ell=0}^{m-1}\left(\alpha_{+}+\ell\right)}, \quad y_{j} \in\{1, \ldots, r\}
$$

where $s_{k}=\sum_{j=1}^{m} I_{j k}$ is the number of occurrences of category $k$ among the $m$ responses, $\alpha_{+}=\sum_{k=1}^{r} \alpha_{k}$ and a null product is defined to be 1. Analogous to (7.4) and with a similar proof, this extends to

$$
\begin{equation*}
f\left(\mathbf{y} ; \pi_{1}, \ldots, \pi_{r}, \gamma, m\right)=\frac{\prod_{k=1}^{r} \prod_{\ell=0}^{s_{k}-1}\left(\pi_{k}+\ell \gamma\right)}{(1+\gamma) \cdots(1+[m-1] \gamma)} \tag{7.29}
\end{equation*}
$$

where the parameters satisfy $\pi_{k} \geq 0$ and $\pi_{k}+(m-1) \gamma \geq 0$, $k=1, \ldots, r$, and $\sum_{k=1}^{r} \pi_{k}=1$.

With the coefficient $\binom{m}{s_{1}, \ldots, s_{r}}$ in front of the right-hand side of (7.29), the Dirichlet-multinomial distribution obtains for $\gamma>0$, the multinomial distribution obtains for $\gamma=0$ and some multivariate hypergeometric and multivariate Pólya-Eggenberger distributions obtain for $\gamma<0$.

A model for nominal rvs $Y_{1}, \ldots, Y_{m}$ with the same $r$ categories, but without necessarily the same univariate margins, is

$$
\begin{equation*}
f(\mathbf{y})=\int \prod_{j=1}^{m} \prod_{k=1}^{r}\left[p_{k}\left(\alpha, \theta_{j}\right)\right]^{I_{j k}} d M(\alpha) \tag{7.30}
\end{equation*}
$$

where $\sum_{k=1}^{r} p_{k}(\alpha, \theta)=1$ for all $\alpha$ and $\theta$. This model generalizes (7.15) and has conditional independence. If $A$ has distribution $M$ and $\mathbf{Y}$ has the distribution in (7.30), then (7.30) is equivalent to

$$
\operatorname{Pr}\left(Y_{1}=y_{1}, \ldots, Y_{m}=y_{m}\right)=\int \prod_{j=1}^{m} \operatorname{Pr}\left(Y_{j}=y_{j} \mid A=\alpha\right) d M(\alpha)
$$

where $\operatorname{Pr}\left(Y_{j}=k \mid A=\alpha\right)=p_{k}\left(\alpha, \theta_{j}\right)$.
For a general dependence model, with $r_{j}$ categories for the nominal variable $Y_{j}$, one can use a more general mixing distribution. Let $I_{j k}=I\left(y_{j}=k\right), j=1, \ldots, m, k=1, \ldots, r_{j}$. Then a multivariate model is

$$
f(\mathbf{y})=\int \prod_{j=1}^{m} \prod_{k=1}^{r_{j}} p_{j k}^{I_{j k}} G\left(d \mathbf{p}_{1}, \ldots, d \mathbf{p}_{m}\right)
$$

where $\mathbf{p}_{j}=\left(p_{j 1}, \ldots, p_{j r_{j}}\right)$ and $G$ is a distribution on the product of simplices $S_{r_{1}} \times \cdots \times S_{r_{m}}$.

### 7.5 Bibliographic notes

An early paper on the analysis of multivariate binary data is Cox (1972). Prentice (1986) has the extension of the beta-binomial distribution without mention of the hypergeometric and PólyaEggenberger distributions; see Johnson and Kotz (1977) for the latter. The representation in Section 7.1.9 is given in Bahadur (1961). The most negatively dependent exchangeable multivariate Bernoulli distribution in Section 7.1.10 was obtained by T. Hu.

References for the multivariate probit model are Ashford and Sowden (1970) and Lesaffre and Molenberghs (1991) for binary responses, and Anderson and Pemberton (1985) for ordinal responses. Meester and MacKay (1994) make use of the exchangeble extension of the copula family B3 as a latent variable distribution for clustered correlated ordinal response. More on multivariate logistic distributions can be found in Arnold (1991; 1996).

Connolly and Liang (1988) generalize (7.3) to include covariates for the case of cluster or familial data, with the exponential family type model: $A \exp \left\{\log f\left(\mathbf{y} ; \alpha_{1}, \alpha_{2}, m\right)+\sum_{i}\left(\boldsymbol{\beta}_{i} \mathbf{x}_{i}\right) y_{i}\right\}$, where $A$ is a normalizing constant and $f$ is given by (7.3).

The gamma mixture of bivariate Poisson distributions is given in Kocherlakota and Kocherlakota (1992). See Aitchison and Ho (1989) for the multivariate Poisson-lognormal distribution. A unification of mixture and random effects models for count and binary data is given in Xu (1996).

Section 7.2 has multivariate negative binomial distributions that arise from the generalization of gamma mixtures of Poisson distributions. Other multivariate negative binomial distributions come from multivariate waiting times that generalize the waiting time to the $r$ th success; see Marshall and Olkin (1985) and Kocherlakota and Kocherlakota (1992). Also there are multivariate negative bi-
nomial distributions that come from generalizing the univariate probability generating function; see for example Doss (1979).

For $m=2$, McCloud and Darroch (1995) have the model (7.30) in Section 7.4 with a special form for $p_{k}\left(\alpha, \theta_{j}\right)$.

There are other classes of models for multivariate binary and discrete data in the statistics literature. They are not mentioned here because they do not fit within the framework of the approach in this book. One class that may overlap is that in Glonek and McCullagh (1995). In the bivariate case, their model is equivalent to the use of the copula B2 in Section 5.1 with the dependence parameter linear in covariates. Their multivariate extension appears to overlap with that of Molenberghs and Lesaffre (1994), but the approach is different from that in Section 7.1.7. The framework of generalized linear models (McCullagh and Nelder 1989) is not used, as it is tied to exponential families and does not seem to lead to a unified approach for models for multivariate responses.

### 7.6 Exercises

7.1 Show that any bivariate Bernoulli distribution obtains as a latent variable model with the family B3 of copulas (with extension to negative dependence), but that not all trivariate Bernoulli distributions obtain as latent variable models from the trivariate family M3 of copulas in Section 5.3.
7.2 Consider a non-homogeneous Poisson process $N$ in $\Re^{2}$ with intensity function $\lambda$ and mean value function $\mu$. Let $R_{1}, R_{2}$ be regions in $\Re^{2}$ with non-empty intersection. For $j=1,2$, let $Y_{j}=N\left(R_{j}\right)$ be the count of the process in region $R_{j}$. What is the joint distribution of $\left(Y_{1}, Y_{2}\right)$ ?
7.3 Verify the derivation of the first- and second-order moments for the multivariate Poisson-lognormal distribution.
7.4 Study the range of dependence for the multivariate Poissonlognormal distribution.
7.5 Consider a bivariate Poisson distribution with the BVN copula with correlation $\rho$ and univariate Poisson $\left(\mu_{j}\right)$ margins, $j=1,2$. Let $\left(Y_{1}, Y_{2}\right)$ be a random pair with this distribution. Investigate (analytically and computationally) how the correlation of $Y_{1}, Y_{2}$ varies as $\rho, \mu_{1}, \mu_{2}$ vary. For $\rho=-1$, how does the correlation of $Y_{1}, Y_{2}$ vary with $\mu_{1}, \mu_{2}$ and what is the minimum correlation?
7.6 Verify the special cases of the family in (7.29).
7.7 Show that (7.21) is closed under margins.
7.8 For the Fréchet upper bound when the univariate margins are $\operatorname{Bernoulli}(\pi)$, show that the representation (7.21) has

$$
\rho_{S}=\left[(1-\pi)^{|S|-1}+\pi^{|S|-1}(-1)^{|S|}\right] /[\pi(1-\pi)]^{|S| / 2-1}
$$

for $S \in \mathcal{S}_{m},|S| \geq 2$.
7.9 Compare different choices of the bivariate family $K_{i j}$ in (7.19). Are there other choices of LTs and bivariate copulas in (4.25) or (4.31) that would be lead to a suitable multivariate copula for the latent random vector for binary rvs?
7.10 Show that (7.8), (7.9) and (7.10) are non-negative.
7.11 Do a dependence analysis of latent variable multivariate binary models that come from using the Molenberghs-Lesaffre construction with the bivariate family B 2 or B 3 ; obtain a summary comparable to that in Table 7.3.
7.12 (Construction of a negatively dependent bivariate Poisson distribution.) Let $f\left(y_{1}, y_{2} ; n_{1}, n_{2}, p_{00}, p_{01}, p_{10}, p_{11}\right)$ be a bivariate binomial pmf with univariate $\operatorname{Binomial}\left(n_{j}, \pi_{j}\right)$ margins, $j=1,2$, where $\pi_{1}=p_{10}+p_{11}, \pi_{2}=p_{01}+p_{11}$. (Assume that a $\operatorname{Binomial}(0, \pi)$ distribution means a degenerate distribution at 0 .) Let $N_{1}, N_{2}$ be random variables taking values on the non-negative integers. Suppose that $\operatorname{Pr}\left(Y_{1}=y_{1}, Y_{2}=\right.$ $\left.y_{2} \mid N_{1}=n_{1}, N_{2}=n_{2}\right)=f\left(y_{1}, y_{2} ; n_{1}, n_{2}, p_{00}, p_{01}, p_{10}, p_{11}\right)$.
(a) Show that if $N_{j} \sim \operatorname{Poisson}\left(\theta_{j}\right), j=1,2$, with $N_{1}$ independent of $N_{2}$, then $Y_{j} \sim \operatorname{Poisson}\left(\theta \pi_{j}\right), j=1,2$.
(b) Show that if $p_{00}, p_{01}, p_{10}, p_{11}$ are such that the bivariate binomial distribution is negatively dependent for all $n_{1}, n_{2}$, then the unconditional distribution of $\left(Y_{1}, Y_{2}\right)$ is negatively dependent (say, as measured by the covariance or correlation).
(c) One possible bivariate binomial distribution has the stochastic representation:

$$
\begin{aligned}
\left(S_{1}, S_{2}\right)= & \sum_{i=1}^{n_{1} \wedge n_{2}}\left(X_{i 1}, X_{i 2}\right)+I\left(n_{1}>n_{2}\right)\left(\sum_{i=n_{2}+1}^{n_{1}} X_{i 1}, 0\right) \\
& +I\left(n_{1}<n_{2}\right)\left(0, \sum_{i=n_{1}+1}^{n_{2}} X_{i 2}\right)
\end{aligned}
$$

where ( $X_{i 1}, X_{i 2}$ ), $i=1,2, \ldots$, are iid bivariate Bernoulli random pairs with parameters $p_{00}, p_{01}, p_{10}, p_{11}$ (see Section 7.1.1). Obtain the pmf for this distribution.
(d) Show that if $p_{11}-\pi_{1} \pi_{2}<0$, then the distribution in (c) has negative correlation.
7.13 Study the dependence structure of the models in (7.14) or (7.15).
7.14 Study the dependence structure of the model in (7.26).

### 7.7 Unsolved problems

7.1 The generalized Poisson distribution (see Consul 1989, for details) has pmf:

$$
f(x)=\theta(\theta+\eta x)^{x-1} e^{-\theta-\eta x} / x!, \quad x=0,1, \ldots, \theta>0, \eta \geq 0 .
$$

This is based on the identity $e^{\theta}=\sum_{i=0}^{\infty}(i!)^{-1} \theta(\theta+i \eta)^{i-1} e^{-i \eta}$. An unknown property is whether this family of distributions is a mixture of Poisson distributions (when $\eta>0, \theta>0$ ).
7.2 Consider a multivariate probit model in which the correlation matrix depends on the covariates. What are choices of functions for the correlation matrix? Or, what are functional forms that guarantee a positive definite correlation matrix in the range of the covariates? [Note that one example is given in Section 7.1.8.]
7.3 Let $Y_{j}=I\left(Z_{j} \leq \alpha_{j}\right), j=1,2$, with $\left(Z_{1}, Z_{2}\right)$ being BVSN with correlation $\rho$. Let $\rho_{B}\left(\alpha_{1}, \alpha_{2} ; \rho\right)$ be the correlation of $Y_{1}, Y_{2}$. Numerically the behaviour of $\rho_{B}$ is as follows:
(i) for $\rho>0, \rho_{B}(\alpha, \alpha, \rho)$ decreases as $|\alpha|$ increases;
(ii) for $\rho<0, \rho_{B}<0$ and $\left|\rho_{B}(\alpha, \alpha, \rho)\right|$ decreases as $|\alpha|$ increases;
(iii) for $\rho>0, \rho_{B}\left(\alpha_{1}, \alpha_{2}, \rho\right)$ is unimodal in $\alpha_{2}$ with $\alpha_{1}$ fixed and the mode is between 0 and $\alpha_{1}$;
(iv) for $\rho<0,\left|\rho_{B}\left(\alpha_{1}, \alpha_{2}, \rho\right)\right|$ is unimodal in $\alpha_{2}$ with $\alpha_{1}$ fixed and the mode is between 0 and $-\alpha_{1}$.

Establish these properties analytically. Note that these results imply that for $\rho>0, \rho_{B}\left(\alpha_{1}, \alpha_{2}, \rho\right)$ is maximized at $\alpha_{1}=\alpha_{2}=$ 0 with a value of $\frac{2}{\pi} \arcsin (\rho)$ (see Exercise 2.14).

## CHAPTER 8

## Multivariate models with serial dependence

In this chapter, we present some (multivariate) models for time series, longitudinal or repeated measures (over time) data when the response variable can be discrete, continuous or categorical. The multivariate dependence structure is time series dependence or dependence decreasing with lag. Stationary time series models that allow arbitrary univariate margins are first studied and then generalized to the non-stationary case, in which there are time-dependent or time-independent covariates or time trends. It is considerations of having univariate margins in given families that make the models here different from the approach of much of the research in the time series literature.

For time series with normal rvs, standard models are autoregressive (AR) and moving average (MA) models. These can be generalized for the convolution-closed infinitely divisible class (see Section 8.4). In allowing for time series models with arbitrary univariate margins, autoregressive is replaced by Markov and moving average is replaced by $k$-dependent (only rvs that are separated by a lag of $k$ or less are dependent). These are studied in Sections 8.1 and 8.2 , respectively. In particular, the case of Markov of order 1 as a replacement for autoregressive of order 1 is a simple starting point, and these types of models can be constructed from families of bivariate copulas. For these Markov models, general results on the decrease in dependence with lags are given in Section 8.5.

In Section 8.3, latent variable models, mainly based on the MVN distribution with correlation matrix of the form of stationary autoregressive moving average (ARMA) time series, are considered.

The models in this chapter are applied in the data analysis examples in Sections 11.4, 11.5 and 11.6.

The following is a summary of the main ideas of the chapter. Let $\left\{Y_{t}: t=1,2, \ldots\right\}$ denote a stationary time series. For Markov
models, let $\left\{\epsilon_{t}\right\}$ be an iid sequence of rvs such that $\epsilon_{t}$ is independent of $\left\{Y_{t-1}, Y_{t-2}, \ldots\right\}$. A classification is:
(a) Markov of order 1: $Y_{t}=g\left(Y_{t-1}, \epsilon_{t}\right)$ for some real-valued function $g$;
(b) $\operatorname{AR}(1): Y_{t}=\alpha Y_{t-1}+\epsilon_{t}$, where $\alpha$ is a scalar;
(c) convolution-closed infinitely divisible univariate margin: $Y_{t}=$ $A_{t}\left(Y_{t-1}\right)+\epsilon_{t}$, where $A_{t}$ are independent realizations of a stochastic operator.
For 1-dependent models, let $\left\{\epsilon_{t}\right\}$ be an iid sequence of rvs. A classification is:
(a) 1-dependent: $Y_{t}=h\left(\epsilon_{t}, \epsilon_{t-1}\right)$ for some real-valued function $h$;
(b) MA(1): $Y_{t}=\epsilon_{t}+\beta \epsilon_{t-1}$, where $\beta$ is an appropriate scalar;
(c) convolution-closed infinitely divisible univariate margin: $Y_{t}=$ $\epsilon_{t}+A_{t}\left(\epsilon_{t-1}\right)$; where $A_{t}$ are independent realizations of a stochastic operator.
Obviously, given $Y_{t} \sim F$, the possible choices of $\epsilon_{t}$ depend on $F$.

### 8.1 Markov chain models

For time series with non-normal response variables, one possible class of models consists of Markov chains, with the simple case being those of order 1 . If the order of the Markov chain is not mentioned, then it may be taken to be 1 .

### 8.1.1 Stationary time series based on copulas ${ }^{\circ}$

A (stationary) Markov chain of first order with any given univariate margin can be constructed from a bivariate copula. (This is an important application of copulas.) This is a generalization of the normal $\operatorname{AR}(1)$ time series to those which admit any possible univariate margin, since the normal $\operatorname{AR}(1)$ time series arises as a special case with the bivariate normal copula and a univariate normal margin. A Markov chain of second order, with any given univariate margin, can be constructed from a trivariate copula which has the property that the $(1,2)$ and $(2,3)$ bivariate margins are the same. This generalizes the AR(2) normal time series. Extensions to Markov chains of higher order require multivariate copulas with the obvious constraints on the margins.

The description of the stationary Markov chain time series based on a (twice differentiable) bivariate copula $C(u, v)$ is given next,
separately for the absolutely continuous case and the discrete case of non-negative integers. Let the time series be denoted by $Y_{1}, Y_{2}, \ldots$ or $\left\{Y_{t}: t=1,2, \ldots\right\}$.
(a) Absolutely continuous case. Suppose $Y_{t} \sim F$, where $F$ is a continuous univariate cdf with density $f$. Then $F_{12}(x, y)=$ $C(F(x), F(y))$ is a bivariate distribution with univariate margins both equal to $F$. Let $C_{2 \mid 1}(v \mid u)=(\partial C / \partial u)(u, v)$ denote the conditional distribution of the copula. The transition distribution of $\left\{Y_{t}\right\}$ is

$$
H\left(y_{t} \mid y_{t-1}\right)=\operatorname{Pr}\left(Y_{t} \leq y_{t} \mid Y_{t-1}=y_{t-1}\right)=C_{2 \mid 1}\left(F\left(y_{t}\right) \mid F\left(y_{t-1}\right)\right) .
$$

(b) Discrete case. Suppose $Y_{t}$ takes values on the non-negative integers. Let $F$ and $f$ be the cdf and pmf, respectively. As above, $F_{12}(x, y)=C(F(x), F(y))$ is a bivariate distribution with univariate margins both equal to $F$. The transition distribution of $\left\{Y_{t}\right\}$ is

$$
\begin{aligned}
& H\left(y_{t} \mid y_{t-1}\right)=\operatorname{Pr}\left(Y_{t} \leq y_{t} \mid Y_{t-1}=y_{t-1}\right) \\
& =\left[C\left(F\left(y_{t-1}\right), F\left(y_{t}\right)\right)-C\left(F\left(y_{t-1}-1\right), F\left(y_{t}\right)\right)\right] / f\left(y_{t-1}\right)
\end{aligned}
$$

If a bivariate distribution in $F_{12} \in \mathcal{F}(F, F)$ is not conveniently specified through a copula, then the equivalent of (a) or (b) can still be obtained directly from $F_{12}$. This is done in Section 8.4 for multivariate distributions with univariate margins in a convolutionclosed infinitely divisible class.

If a parametric family of copulas, such as one of those in Section 5.1, that interpolates between independence and the Fréchet upper bound is chosen, then one has a parametric family of time series models, which includes an iid sequence at one boundary and a perfectly dependent (or persistent) sequence at the other boundary.
Stationary Markov chains of order $m-1$ can be constructed from an $m$-variate copula $C$ that satisfies the following conditions: (i) the bivariate margins $C_{i j}$ are such that $C_{i, i+\ell}=C_{1,1+\ell}, \ell=$ $1, \ldots, m-2, i=2, \ldots, m-\ell$; (ii) the higher-dimensional margins are such that $C_{i_{1}, \ldots, i_{k}}=C_{1, i_{2}-i_{1}+1, \ldots, i_{k}-i_{1}+1}$ for $1 \leq i_{1}<\cdots<$ $i_{k} \leq m, 3 \leq k \leq m-1$; and (iii) $C$ is differentiable in its first $m-1$ arguments.

For the trivariate case, these conditions become $C_{12}=C_{23}$. Candidates for families of trivariate copulas with these conditions are in Sections 4.3 and 4.5.

If $F_{1 \cdots m}=C(F, \ldots, F)$ is an $m$-variate cdf, such that $F$ is absolutely continuous and $C$ is a copula with the above properties,
then the transition cdf of the stationary Markov chain is:

$$
H\left(y_{t} \mid y_{t-m+1}, \ldots, y_{t-1}\right)=\frac{a\left(F\left(y_{t-m+1}\right), \ldots, F\left(y_{t}\right)\right)}{b\left(F\left(y_{t-m+1}\right), \ldots, F\left(y_{t-1}\right)\right)}
$$

where

$$
a\left(u_{1}, \ldots, u_{m}\right)=\frac{\partial^{m-1} C}{\partial u_{1} \cdots \partial u_{m-1}}(\mathbf{u})
$$

and

$$
b\left(u_{1}, \ldots, u_{m-1}\right)=\frac{\partial^{m-1} C_{1 \cdots m-1}}{\partial u_{1} \cdots \partial u_{m-1}}\left(u_{1}, \ldots, u_{m-1}\right)
$$

with $C_{1 \cdots m-1}$ being an $(m-1)$-dimensional marginal of $C$.

### 8.1.2 Binary time series

We look at simple Markov chains of order 1 for binary time series, and consider several ways to extend these to include covariates. Of particular interest is how logistic regression can be incorporated. The models that can be constructed depend on the nature of the data, such as whether: (i) there is one time series, or time series for many different subjects; (ii) the time series are short, moderatelength or long, and equal or unequal in length, if there are many different subjects; and (iii) covariates are time-varying or timeindependent.

We start with the simple stationary case with the marginal probability of 1 being $p=1-q$. Consider the Markov chain based on the bivariate distribution

$$
P=\left[\begin{array}{cc}
p_{00} & p_{01} \\
p_{10} & p_{11}
\end{array}\right]=\left[\begin{array}{cc}
q^{2}+\theta & p q-\theta \\
p q-\theta & p^{2}+\theta
\end{array}\right],
$$

where $-\min \left\{p^{2}, q^{2}\right\} \leq \theta \leq p q$ ( $\theta$ is the covariance). The transition matrix is

$$
H=\left[\begin{array}{ll}
p_{0 \mid 0} & p_{1 \mid 0} \\
p_{0 \mid 1} & p_{1 \mid 1}
\end{array}\right]=\left[\begin{array}{ll}
q+\theta / q & p-\theta / q \\
q-\theta / p & p+\theta / p
\end{array}\right] .
$$

If $\left\{Y_{t}\right\}$ is a stationary Markov chain with transition matrix $H$, the joint distribution of $\left(Y_{1}, Y_{j}\right)$ is $P_{j}=P H^{j-2}=P_{j-1} H, j \geq 3$, with $P_{2}=P$. Suppose $P_{j-1}$ has the form $\left[\begin{array}{ll}q^{2}+\theta_{j-1} & p q-\theta_{j-1} \\ p q-\theta_{j-1} & p^{2}+\theta_{j-1}\end{array}\right]$; then

$$
P_{j-1} H=\left[\begin{array}{ll}
q^{2}+\theta_{j-1} \theta /(p q) & p q-\theta_{j-1} \theta /(p q) \\
p q-\theta_{j-1} \theta /(p q) & p^{2}+\theta_{j-1} \theta /(p q)
\end{array}\right]
$$

so that $P_{j}$ has the same form as $P_{j-1}$ with $\theta_{j}=\theta_{j-1} \theta /(p q)$. Since $\theta_{2}=\theta$, then $\theta_{j}=\theta^{j-1} /(p q)^{j-2}, j \geq 3$. Note that if $0<\theta<p q$ then
the dependence on $P_{j}$ is decreasing as $j$ increases. More specifically, $\theta_{j} /(p q)$ is the correlation and its absolute value is decreasing geometrically. In the form of a fixed lag 1 correlation $\rho$, the transition matrix is $H=\left[\begin{array}{cc}1-p(1-\rho) & p(1-\rho) \\ (1-\rho) q & p+\rho q\end{array}\right]$.

To get a parametric family of models, one can take $P$ to come from a family of discretized bivariate copulas, i.e., $p_{00}=C(\alpha, \alpha ; \delta)$ or $p_{11}=C(\alpha, \alpha ; \delta)$ for some $\alpha$ for a family $C(\cdot ; \delta)$. For this model, the correlation $\rho$ of two binary variables will not be constant over $\alpha$ (or marginal probability $p$ ) unless $C$ is the family B11 in Section 5.1 with $C(u, v ; \rho)=\rho \min \{u, v\}+(1-\rho) u v$.

If the Markov chain depends on a time-independent covariate vector $\mathbf{x}$, then one can have $p=p(\mathbf{x})$ and $\rho=\rho(\mathbf{x})$. If $\rho$ is constant over $\mathbf{x}$, then $p_{1 \mid 1}=(1-\rho) p(\mathbf{x})+\rho$ is increasing as $p(\mathbf{x})$ increases. For example, with a logistic regression margin, $p(\mathbf{x})=e^{\alpha+\beta \mathbf{x}} /(1+$ $e^{\alpha+\beta \mathbf{x}}$ ), where $\mathbf{x}$ is a column vector and $\boldsymbol{\beta}$ is a row vector,

$$
\operatorname{Pr}\left(Y_{t}=1 \mid Y_{t-1}=0, \mathbf{x}\right)=(1-\rho) e^{\alpha+\boldsymbol{\beta} \mathbf{x}} /\left(1+e^{\alpha+\boldsymbol{\beta} \mathbf{x}}\right)
$$

and

$$
\operatorname{Pr}\left(Y_{t}=1 \mid Y_{t-1}=1, \mathbf{x}\right)=\left(\rho+e^{\alpha+\boldsymbol{\beta} \mathbf{x}}\right) /\left(1+e^{\alpha+\boldsymbol{\beta} \mathbf{x}}\right)
$$

The constraint on $\rho$ is that $\rho \geq-e^{\alpha+\beta \mathbf{x}}$ for all $\mathbf{x}$. Note that the conditional probabilities are not logits.

For the situation in which there are time-dependent covariates or there is non-stationarity, we can look at transition matrices that take $\left(1, e^{\boldsymbol{\beta} \mathbf{x}_{1}}\right) /\left(1+e^{\boldsymbol{\beta} \mathbf{x}_{1}}\right)$ to $\left(1, e^{\boldsymbol{\beta} \mathbf{x}_{\mathbf{2}}}\right) /\left(1+e^{\boldsymbol{\beta} \mathbf{x}_{\mathbf{2}}}\right)$, or $\left(q_{1}, p_{1}\right)$ to ( $q_{2}, p_{2}$ ). With the correlation $\rho$ fixed, the transition matrix has the form $\left[\begin{array}{ll}1-a & a \\ 1-b & b\end{array}\right]$, with $a=p_{2}-\rho \sqrt{p_{1} p_{2} q_{2} / q_{1}}$ and $b=$ $p_{2}+\rho \sqrt{q_{1} q_{2} p_{2} / p_{1}}$. Therefore if $p_{1}, p_{2}$ depend on time-varying covariates, the transition probabilities depend on the covariates at the current and next time points. This may be reasonable, but the assumption of the correlation being fixed over all possible marginal probabilities is unlikely to be so.

Next consider the situation of specified conditional probabilities with covariates that are not time-varying. If one requires the conditional probabilities to be logits, then what is the marginal stationary probability $p(\mathbf{x})=\operatorname{Pr}\left(Y_{t}=1 \mid \mathbf{x}\right)$ ? Let $p_{j \mid i}(\mathbf{x})=\operatorname{Pr}\left(Y_{t}=j \mid\right.$ $\left.Y_{t-1}=i, \mathbf{x}\right), i, j=0,1$. Suppose $\log \left[p_{1 \mid y}(\mathbf{x}) / p_{0 \mid y}(\mathbf{x})\right]=\alpha+\beta \mathbf{x}+\gamma y$. (This form is chosen so that $p_{1 \mid 1}(\mathbf{x})-p_{1 \mid 0}(\mathbf{x})$ has the same sign for
all $\mathbf{x}$.) The transition matrix $\left(p_{i \mid j}(\mathbf{x})\right)$ is

$$
\left[\begin{array}{cc}
1 /\left(1+e^{\alpha+\beta \mathbf{x}}\right) & e^{\alpha+\boldsymbol{\beta} \mathbf{x}} /\left(1+e^{\alpha+\boldsymbol{\beta} \mathbf{x}}\right) \\
1 /\left(1+e^{\alpha+\gamma+\boldsymbol{\beta} \mathbf{x}}\right) & e^{\alpha+\gamma+\boldsymbol{\beta} \mathbf{x}} /\left(1+e^{\alpha+\gamma+\beta \mathbf{x}}\right)
\end{array}\right]
$$

The condition $\gamma>0$ corresponds to positive serial dependence and $\gamma<0$ corresponds to negative serial dependence of lag 1 . The stationary probability $p(\mathbf{x})$ satisfies

$$
(1-p(\mathbf{x})) \frac{e^{\alpha+\beta \mathbf{x}}}{1+e^{\alpha+\boldsymbol{\beta} \mathbf{x}}}+p(\mathbf{x}) \frac{e^{\alpha+\gamma+\boldsymbol{\beta} \mathbf{x}}}{1+e^{\alpha+\gamma+\boldsymbol{\beta} \mathbf{x}}}=p(\mathbf{x})
$$

so that

$$
\begin{aligned}
p(\mathbf{x}) & =p_{1 \mid 0}(\mathbf{x}) /\left[p_{1 \mid 0}(\mathbf{x})+p_{0 \mid 1}(\mathbf{x})\right] \\
& =e^{\alpha+\boldsymbol{\beta} \mathbf{x}}\left(1+e^{\alpha+\gamma+\boldsymbol{\beta} \mathbf{x}}\right) /\left(1+2 e^{\alpha+\boldsymbol{\beta} \mathbf{x}}+e^{2 \alpha+\gamma+2 \boldsymbol{\beta} \mathbf{x}}\right)
\end{aligned}
$$

Hence the marginal probability is not logit or close to logit. Let $b=e^{\alpha+\beta \mathbf{x}}$ and $c=e^{\gamma}$. Then $p(\mathbf{x})$ increases as $\beta \mathbf{x}$ increases since $p_{1 \mid 0}(\mathbf{x}) / p_{0 \mid 1}(\mathbf{x})=b(1+b c) /(1+b)$ is the product of two terms that are increasing in $b$.

Note that in general, any two of the functions $p(\mathbf{x}), p_{1 \mid 0}(\mathbf{x})$, $p_{1 \mid 1}(\mathbf{x})$ determine the third for a stationary binary Markov chain with time-independent covariate (assuming compatibility). Alternatively, $p(\mathbf{x})$ and the correlation (or another dependence measure) $\rho(\mathbf{x})$ determine $p_{1 \mid 0}(\mathbf{x}), p_{1 \mid 1}(\mathbf{x})$.

We next consider what might be done if there are observed binary time series on many subjects. The type of modelling that is possible might depend on the lengths of the series (see the beginning of Chapter 10 ). If one has a long stationary binary time series for each subject, one could estimate the parameters, such as $p$ and $\rho$, by subject, and then regress these on the covariate vector $\mathbf{x}$ before combining everything. Another possibility is a Markov chain random effects model, with parameters that vary with subjects. If there are many subjects and short series, it might be harder to use a random effects model, and one possibility for an initial data analysis is to aggregate subjects by clustering of covariates and estimate parameters within each group (cluster).

### 8.1.3 Categorical response

If the response is a categorical variable, either nominal or ordinal, then the ideas in the preceding subsections can be extended to a Markov chain with more than two states. That is, one can start with a stationary Markov chain and then make modifications to
include covariates. If there are $r$ categories for the categorical response, then the transition matrix has potentially $r(r-1)$ parameters if there are no covariates, and more parameters if there are covariates. If the response is ordinal, it may be possible to reduce the number of dependence parameters by using a copula-based Markov chain model, as given in Section 8.1.1.
In the statistical literature, Markov models have been commonly used, but not usually with considerations of both the univariate marginal distributions and the transitional probabilities. The specific details of the modelling depend on the nature of the data and the types of inferences of interest. Factors include: (i) whether the data are aggregated at each time point or consist of individual time series; and (ii) whether a stationarity assumption can be made or whether there is non-stationarity such as a progression through a sequence of states.

### 8.1.4 Extreme value behaviour

This subsection is concerned with extreme value dependence behaviour for stationary Markov chains with state space $\Re$. This behaviour is relevant for extreme value inference from time series.

If the bivariate copula has (upper) tail dependence (see Section 2.1.10), then the time series $\left\{Y_{t}\right\}$ with continuous univariate mar$\operatorname{gin} F$ has clustering of observations above high thresholds (extreme value dependence). The property of upper tail dependence implies that the extremal index $\beta$ of the time series is less than 1 (in fact, less than $1-\lambda$, where $\lambda$ is the upper tail dependence parameter). The extremal index can be interpreted roughly as the reciprocal of the mean length of clusters of consecutive values above high thresholds. More rigorously, for a stationary dependent sequence, the extremal index is defined as

$$
\beta \stackrel{\text { def }}{=} \lim _{n \rightarrow \infty}-\log F_{n}\left(y_{n}\right) /\left[-n \log F\left(y_{n}\right)\right]
$$

with $y_{n} \uparrow \infty$ at an appropriate rate, where $F$ is the univariate marginal cdf and $F_{n}$ is the distribution of $\max \left\{Y_{t}, \ldots, Y_{t+n-1}\right\}$ With this definition, $F_{n}(y) \approx F^{n \beta}(y)$ for large $y$ and $n$. For ARMA normal time series, the extremal index is $\beta=1$. See the two simulated time series in Figure 8.1 for a comparison of an AR(1) normal time series and a time series with a normal univariate margin based on the copula $C^{\prime}(u, v ; \delta)=u+v-1+C(1-u, 1-v ; \delta)$, where $C$ is in the family B4 ( $C^{\prime}$ has upper tail dependence) with parameter chosen so that the Kendall tau value is approximately that
of the BVN distribution with a correlation of 0.75 . The property of tail dependence shows itself clearly. Markov chain models based on bivariate copulas with tail dependence can be used to model a variety of extreme value (clustering) behaviour.

For the Markov chains based on bivariate copulas, we will use the function

$$
\beta_{n}(y)=-\log F_{n}(y) /[-n \log F(y)]
$$

and the limit $\beta=\lim _{n \rightarrow \infty} \lim _{y \rightarrow \infty} \beta_{n}(y)$ as the measures of (upper) extreme value dependence or clustering. Properties of $\beta_{n}(y)$, including inequalities, bounds, limits and monotonicities, which relate to (serial) dependence in the stationary sequence, are studied as they help in determining what patterns are possible for $\beta_{n}(y)$.

For a stationary dependent sequence $\left\{Y_{t}\right\}$ with univariate margin $F$, let $\alpha_{1}(y)=F(y)$ and let

$$
\begin{equation*}
\alpha_{i}(y)=\operatorname{Pr}\left(Y_{i} \leq y \mid Y_{1} \leq y, \ldots, Y_{i-1} \leq y\right) \tag{8.1}
\end{equation*}
$$

for $i=2,3, \ldots$ Then $F_{n}(y)=\prod_{i=1}^{n} \alpha_{i}(y)$ and

$$
\beta_{n}(y)=n^{-1} \sum_{i=1}^{n}\left[-\log \alpha_{i}(y)\right] /\left[-\log \alpha_{1}(y)\right] .
$$

It should be intuitive that $\alpha_{i}(y)$ converges as $i \rightarrow \infty$, especially if the sequence $\left\{Y_{t}\right\}$ does not have long-range dependence. If $\alpha_{i}(y)$ converges to $\alpha_{\infty}(y)$, then

$$
\beta_{n}(y) \rightarrow\left[-\log \alpha_{\infty}(y)\right] /\left[-\log \alpha_{1}(y)\right] \stackrel{\text { def }}{=} \beta_{\infty}(y), \quad n \rightarrow \infty
$$

A dependence condition implying the monotonicity (and hence convergence) of $\alpha_{i}(y)$ in $i$ is given below.

A rough connection between the extremal index and reciprocal cluster size of large exceedances comes from the following results. We begin with the inequality:

$$
\begin{align*}
\beta_{r}(y) & >\left[1-F_{r}(y)\right] /[r(1-F(y))]  \tag{8.2}\\
& =\frac{(1-F(y))+\left(F(y)-F_{2}(y)\right)+\ldots+\left(F_{r-1}(y)-F_{r}(y)\right)}{r(1-F(y))} \\
& >\left(F_{r-1}(y)-F_{r}(y)\right) /(1-F(y)) .
\end{align*}
$$

The first inequality comes from $[-\log a] /[-\log b]>(1-a) /(1-b)$ if $0<a<b<1$; the difference of the two quantities in this inequality gets smaller as $a, b$ increase towards 1 . The second inequality comes from the sequence $F_{i-1}(y)-F_{i}(y)=\operatorname{Pr}\left(Y_{1}>y, Y_{2} \leq y, \ldots, Y_{i} \leq y\right)$ decreasing in $i$. For fixed $r$ and $y$, with $r$ large, Leadbetter (1983)
(a) AR(1) normal


Figure 8.1. Comparison of extreme value properties for Markov chains based on different bivariate copulas; parameters are (a) $\rho=0.75$ and (b) $\delta=2.34$.
interprets the reciprocal of the second term in (8.2) as the expected number of exceedances above $y$ in a block of $r$ consecutive $Y_{i}$ given that at least one of the $Y_{i}$ exceeds $y$. That is,

$$
\begin{aligned}
\frac{r(1-F(y))}{1-F_{r}(y)} & =\frac{\mathrm{E} \sum_{i=j}^{j+r-1} I\left(Y_{i}>y\right)}{\operatorname{Pr}(A)}=\sum_{i=j}^{j+r-1} \operatorname{Pr}\left(Y_{i}>y \mid A\right) \\
& =\frac{\mathrm{E} \sum_{i=j}^{j+r-1} I\left(\left\{Y_{i}>y\right\} \cap A\right)}{\operatorname{Pr}(A)},
\end{aligned}
$$

where $A$ is the event $\left\{\max \left\{Y_{j}, \ldots, Y_{j+r-1}\right\}>y\right\}$. The exceedances in a block can be considered as a cluster.

Properties of $\beta_{n}(y)$ :
(a) (Bound based on a positive or negative dependence condition.) If the positive dependence condition $F_{n} \geq F^{n}$ holds for all $n$, then $\beta_{n}(y) \leq 1$. Similarly, $\beta_{n}(y) \geq 1$ if $\left\{Y_{t}\right\}$ exhibits enough negative dependence such that $F_{n} \leq F^{n}$.
(b) (Bounds on $\beta_{n}(y): \beta_{n}(y)$ can be larger than 1 but not $\beta$.) From the Fréchet upper and lower bounds for a multivariate distribution with given univariate margins, $\max \{0, n F(y)-$ $(n-1)\} \leq F_{n}(y) \leq F(y)$. The upper bound results when $Y_{i}=Y_{1}$ for all $i$. The lower bound is probably quite crude when considered as a bound for multivariate distributions that come from stationary dependence sequences. From these bounds, $\beta_{n}(y) \geq n^{-1}, \beta_{n}(y) \leq-\log (n p-n+1) /[-n \log p]$ if $y$ is such that $F(y)=p>1-n^{-1}$ (and there is no upper bound if $\left.F(y) \leq 1-n^{-1}\right)$. Since $\lim _{p \rightarrow 1}-\log (n p-n+1) /[-n \log p]=$ 1 , then $\lim \sup _{y \rightarrow \infty} \beta_{n}(y) \leq 1$.
(c) (Monotonicity of $\alpha_{i}(y)$ in i.) If $F_{n+1}(y) \geq F_{n}(y) F(y)$ for all $n$, then $\alpha_{n}(y) \geq \alpha_{1}(y)$ for all $n$ (and hence $\beta_{n}(y) \leq 1$ for all $n$ ). The preceding statement is also valid with all inequalities reversed. Under some stronger positive dependence assumptions, $\alpha_{i}(y)$ is increasing in $i$ (which implies that $\beta_{n}(y)$ is decreasing in $n$ ). Similarly, there are negative dependence assumptions for which $\alpha_{i}(y)$ is decreasing in $i$. Sufficient conditions for monotonicity of $\alpha_{i}(y)$ are given in Glaz and Johnson (1984). By Theorem 2.3 of Glaz and Johnson, $\alpha_{i}(y)$ is increasing in $i$ for all $y$, if for all $n$ the density $f_{n}$ of $\left(Y_{1}, \ldots, Y_{n}\right)$ is $\mathrm{MTP}_{2}$.
Next are two examples where $\alpha_{i}(y)$ is monotone in $i$.
Example 8.1 If ( $Y_{1}, \ldots, Y_{n}$ ) is MVN with covariance matrix $\Sigma_{n}$ and inverse covariance matrix $A_{n}=\Sigma_{n}^{-1}=\left(a_{i j}\right)$, then a necessary
and sufficient condition for the density of $\left(Y_{1}, \ldots, Y_{n}\right)$ to be $\mathrm{MTP}_{2}$ is that all off-diagonal elements of $A_{n}$ are non-positive. For $\left\{Y_{t}\right\}$ being a stationary $\operatorname{AR}(1)$ normal sequence with lag 1 autocorrelation $\rho>0, A_{n}$ has the form $a_{11}=a_{n n}=\left(1-\rho^{2}\right)^{-1}, a_{i i}=$ $\left(1+\rho^{2}\right) /\left(1-\rho^{2}\right)$ for $2 \leq i \leq n-1, a_{i, i+1}=a_{i+1, i}=-\rho /\left(1-\rho^{2}\right)$, $i=1, \ldots, n-1$, and $a_{i j}=0$ for $|i-j| \geq 2$. Hence the $\mathrm{MTP}_{2}$ condition holds and $\alpha_{i}(y)$ is increasing in $i$ for all $y$.

Example 8.2 Let $\left\{Y_{t}\right\}$ be a Markov chain of order 1 with continuous marginal distribution $F$. Let $h\left(y_{t-1}, y_{t}\right)=p\left(y_{t} \mid y_{t-1}\right)$ be the transition pdf. From Proposition 3.10 in Karlin and Rinott (1980a), the density of $Y_{1}, \ldots, Y_{n}$ is $\mathrm{MTP}_{2}$ for all $n$ if $h$ is $\mathrm{TP}_{2}$. Let $C$ be the bivariate copula associated with $\left(Y_{t-1}, Y_{t}\right)$. Then $h$ is $\mathrm{TP}_{2}$ if the density $c$ of $C$ is $\mathrm{TP}_{2}$ since $h\left(y_{t-1}, y_{t}\right)=c\left(F\left(y_{t-1}\right), F\left(y_{t}\right)\right) f\left(y_{t}\right)$. The property of $\mathrm{TP}_{2}$ density holds for a number of the families of bivariate copulas in Section 5.1.

## $8.2 k$-dependent time series models

MA $(k)$ normal time series models are examples of $k$-dependent sequences. In this section, we look at $k$-dependent sequences, based on copulas, that allow for arbitrary univariate margins. These models are probably less useful for applications compared with Markov models; however, they are included for theoretical completeness.

### 8.2.1 1-dependent series associated with copulas

Let $C(u, v)$ be a bivariate copula with conditional distribution $C_{2 \mid 1}(v \mid u)=\partial C(u, v) / \partial u$. The inverse conditional distribution is denoted by $C_{2 \mid 1}^{-1}(s \mid u)$. Let $F$ be a (continuous) univariate cdf and let $\epsilon_{0}, \epsilon_{1}, \ldots$ be a sequence of iid $U(0,1)$ rvs. (The development could be extended to discrete distributions $F$.) A 1-dependent sequence with stationary distribution $F$ is:

$$
\begin{equation*}
Y_{t}=h\left(\epsilon_{t-1}, \epsilon_{t}\right), \quad t \geq 1, \tag{8.3}
\end{equation*}
$$

where

$$
h(u, v)=F^{-1}\left[C_{2 \mid 1}^{-1}(v \mid u)\right] .
$$

The marginal distribution is:

$$
\begin{aligned}
& \operatorname{Pr}\left(F^{-1}\left[C_{2 \mid 1}^{-1}\left(\epsilon_{t} \mid \epsilon_{t-1}\right)\right] \leq y\right)=\operatorname{Pr}\left(\epsilon_{t} \leq C_{2 \mid 1}\left(F(y) \mid \epsilon_{t-1}\right)\right) \\
& \quad=\int_{0}^{1} \operatorname{Pr}\left(\epsilon_{t} \leq C_{2 \mid 1}(F(y) \mid u)\right) d u=\int_{0}^{1} C_{2 \mid 1}(F(y) \mid u) d u=F(y) .
\end{aligned}
$$

The joint distribution of $\left(Y_{t-1}, Y_{t}\right), \operatorname{Pr}\left(Y_{t-1} \leq x, Y_{t} \leq y\right)$, becomes

$$
\begin{align*}
\operatorname{Pr} & \left(\epsilon_{t-1} \leq C_{2 \mid 1}\left(F(x) \mid \epsilon_{t-2}\right), \epsilon_{t} \leq C_{2 \mid 1}\left(F(y) \mid \epsilon_{t-1}\right)\right) \\
& =\int_{0}^{1} \int_{0}^{1} \operatorname{Pr}\left(u_{2} \leq C_{2 \mid 1}\left(F(x) \mid u_{1}\right), \epsilon_{t} \leq C_{2 \mid 1}\left(F(y) \mid u_{2}\right)\right) d u_{2} d u_{1} \\
& =\int_{0}^{1} \int_{0}^{C_{2 \mid 1}\left(F(x) \mid u_{1}\right)} C_{2 \mid 1}\left(F(y) \mid u_{2}\right) d u_{2} d u_{1} \\
& =\int_{0}^{1} C\left(C_{2 \mid 1}(F(x) \mid u), F(y)\right) d u . \tag{8.4}
\end{align*}
$$

For the independence copula, note that $Y_{t}=F^{-1}\left(\epsilon_{t}\right), t \geq 1$, is an iid sequence. For a BVN copula $C(u, v)=\Phi_{\rho}\left(\Phi^{-1}(u), \Phi^{-1}(v)\right)$, $C_{2 \mid 1}(v \mid u)=\Phi\left(\left[\Phi^{-1}(v)-\rho \Phi^{-1}(u)\right] / \sqrt{1-\rho^{2}}\right)$, and $C_{2 \mid 1}^{-1}(s \mid u)=$ $\Phi\left(\rho \Phi^{-1}(u)+\sqrt{1-\rho^{2}} \Phi^{-1}(s)\right)$. If $F=\Phi$, the sequence becomes

$$
Y_{t}=\rho a_{t-1}+\sqrt{1-\rho^{2}} a_{t}
$$

where $a_{t}$ are iid $N(0,1)$ rvs. The lag 1 correlation is $\rho \sqrt{1-\rho^{2}}$, which reaches a maximum of $\frac{1}{2}$ when $\rho=\sqrt{\frac{1}{2}}$ and a minimum of $-\frac{1}{2}$ when $\rho=-\sqrt{\frac{1}{2}}$. The joint distribution from (8.4) is

$$
\begin{align*}
& \int_{0}^{1} \Phi_{\rho}\left(\left[x-\rho \Phi^{-1}(u)\right] / \sqrt{1-\rho^{2}}, y\right) d u \\
& \quad=\int_{-\infty}^{\infty} \Phi_{\rho}\left((x-\rho z) / \sqrt{1-\rho^{2}}, y\right) d \Phi(z) \\
& \quad=\operatorname{Pr}\left(\sqrt{1-\rho^{2}} X+\rho Z \leq x, Y \leq y\right) \tag{8.5}
\end{align*}
$$

where $(X, Y, Z)$ is normal with covariance matrix $\left[\begin{array}{lll}1 & \rho & 0 \\ \rho & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$. Hence the bivariate distribution in (8.5) is a BVSN distribution with correlation $\rho \sqrt{1-\rho^{2}}$.

For the upper Fréchet bound copula, $C_{2 \mid 1}(v \mid u)=0$ if $v<u$ and 1 if $v \geq u$. Hence $C_{2 \mid 1}^{-1}(s \mid u)=u$ and the sequence reduces to $Y_{t}=F^{-1}\left(\epsilon_{t-1}\right)$, an iid sequence. For the lower Fréchet bound copula, $C_{2 \mid 1}(v \mid u)=0$ if $v<1-u$ and 1 if $v \geq 1-u$. Hence $C_{2 \mid 1}^{-1}(s \mid u)=1-u$ and the sequence reduces to $Y_{t}=F^{-1}\left(1-\epsilon_{t-1}\right)$, another iid sequence.

Not all 1-dependent stationary sequences have a copula representation. One example consists of the MA sequences in Section 8.4.2 with univariate margins in the convolution-closed infinitely
divisible class. Another example is that if $\xi_{1}, \xi_{2}, \ldots$ are iid, then the sequence $X_{t}=\max \left\{\xi_{t}, \xi_{t+1}\right\}, t=1,2, \ldots$, does not have the form of (8.3).

Next we state some properties of the distribution in (8.4). If the copula $C$ is PQD, then the distribution in (8.4) pointwise exceeds $\int_{0}^{1} C_{2 \mid 1}(F(x) \mid u) F(y) d u=F(x) F(y)$ so that (8.4) is also PQD. Similarly, (8.4) is NQD if $C$ is NQD. A comparison of the copula in (8.4) and $C$ is as follows. Let $C^{*}(x, y)=\int_{0}^{1} C\left(C_{2 \mid 1}(x \mid u), y\right) d u$ be the copula in (8.4). Notice that $\int_{0}^{1} C_{2 \mid 1}(x \mid u) d u=x$ so that if $C(\cdot ; y)$ is concave for all $y$, then $C^{*}(x, y) \leq C(x, y)$ for all $0 \leq x, y \leq 1$. This follows because the condition of concavity is the same as $C_{2 \mid 1}(y \mid u)$ decreasing in $u$ for all $y$, or equivalently $C_{2 \mid 1}(\cdot \mid u)$ is SI as $u$ increases. Similarly, if $C_{2 \mid 1}(\cdot \mid u)$ is stochastically decreasing as $u$ increases, then $C^{*}(x, y) \geq C(x, y)$ for all $0 \leq x, y \leq 1$.

### 8.2.2 Higher-order copulas

Let $C$ be a trivariate copula that is differentiable with respect to the first two arguments. For stationary 2-dependent sequences with univariate margin $F$, based on a trivariate copula $C$, the generalization of (8.4) is:

$$
\begin{equation*}
Y_{t}=h\left(\epsilon_{t-2}, \epsilon_{t-1}, \epsilon_{t}\right), \quad t=1,2, \ldots, \tag{8.6}
\end{equation*}
$$

where

$$
h\left(u_{1}, u_{2}, u_{3}\right)=F^{-1}\left(C_{3 \mid 12}^{-1}\left(u_{3} \mid u_{1}, C_{2 \mid 1}^{-1}\left(u_{2} \mid u_{1}\right)\right)\right) .
$$

It is easily checked that the special case of the independence copula leads to an iid sequence.

Let $\Sigma=\left(\rho_{i j}\right)$ be a trivariate correlation matrix. For the trivariate normal copula, $C(\mathbf{u})=\Phi_{\Sigma}\left(\Phi^{-1}\left(u_{1}\right), \Phi^{-1}\left(u_{2}\right), \Phi^{-1}\left(u_{3}\right)\right)$,

$$
C_{3 \mid 12}\left(v_{3} \mid v_{1}, v_{2}\right)=\Phi\left(\left[\Phi^{-1}\left(v_{3}\right)-a_{1} \Phi^{-1}\left(v_{1}\right)-a_{2} \Phi^{-1}\left(v_{2}\right)\right] / a_{3}\right),
$$

where $a_{1}=\left(\rho_{13}-\rho_{12} \rho_{23}\right) /\left(1-\rho_{12}^{2}\right), a_{2}=\left(\rho_{23}-\rho_{12} \rho_{13}\right) /\left(1-\rho_{12}^{2}\right)$, $a_{3}=\left[\left(1-\rho_{12}^{2}-\rho_{13}^{2}-\rho_{23}^{2}+2 \rho_{12} \rho_{13} \rho_{23}\right) /\left(1-\rho_{12}^{2}\right)\right]^{1 / 2}$. The model (8.6) becomes equivalent to $Y_{t}=\left(a_{1}+a_{2} \rho_{12}\right) Z_{t-2}+a_{2} \sqrt{1-\rho_{12}^{2}} Z_{t-1}+$ $a_{3} Z_{t}$, where $Z_{t}$ are iid $N(0,1)$ rvs. If $\rho_{12}=\rho_{13}=\rho_{23}=\rho \rightarrow 1$, then $a_{1}=a_{2} \rightarrow \frac{1}{2}, a_{3} \rightarrow 0$ and $Y_{t}=Z_{t-2}$.

The generalization of (8.6) to $k$-dependent sequences based on a $(k+1)$-dimensional copula $C$ that is differentiable with respect to the first $k$ arguments is obvious.

Table 8.1. Correlations for binary discretization of extreme 1-dependent normal sequences.

| $p$ or $q$ | 0.1 | 0.2 | 0.25 | 0.3 | 0.4 | 0.5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta=0.5$ | 0.249 | 0.295 | 0.308 | 0.318 | 0.330 | 0.333 |
| $\delta=-0.5$ | -0.103 | -0.197 | -0.237 | -0.271 | -0.317 | -0.333 |

### 8.2.3 1-dependent binary series

In this subsection, we study some special forms for 1-dependent stationary binary time series $\left\{Y_{t}\right\}$, in order to obtain bounds on the maximum and minimum lag 1 correlations, as a function of $p=$ $\operatorname{Pr}\left(Y_{t}=1\right)=1-q$. This then provides a comparison for studying the range of dependence of 1 -dependent binary time series.

From consideration of the non-negative definite correlation matrix for an infinite 1-dependent stationary sequence, the maximum correlation is less than or equal to $\frac{1}{2}$ and the minimum correlation is greater than or equal to $-\frac{1}{2}$. We have the exact maximum and minimum only for some $p$ values and leave the other cases as an unsolved problem. The extension to $k$-dependent stationary binary series is also left as an unsolved problem; for the generalization, one has to consider an appropriate quantification of 'most dependent' and 'least dependent' over lags.
Candidates to consider for obtaining bounds are the discretizations of the extreme 1-dependent normal sequences $\left\{Z_{t}\right\}$ that have lag 1 correlations $\delta= \pm \frac{1}{2}$; i.e., $Y_{t}=I\left(Z_{t}>\Phi^{-1}(1-p)\right)$, with $0<p<1$. For Bernoulli ( $p$ ) margins, the lag 1 correlation of $\left\{Y_{t}\right\}$ is $\left[\Phi_{\delta}\left(\Phi^{-1}(q), \Phi^{-1}(q)\right)-q^{2}\right] /(p q)$ with $q=1-p$ and $\delta=\frac{1}{2}$ or $-\frac{1}{2}$. This leads to the correlation values in Table 8.1 (there is symmetry about $p=q=\frac{1}{2}$ ).

Next we consider some 1-dependent sequences given by:
(a) $Y_{t}=I\left(\max \left\{\xi_{t}, \xi_{t-1}\right\}>s\right)$;
(b) $Y_{t}=I\left(\min \left\{\xi_{t}, \xi_{t-1}\right\}>s\right)$;
(c) $Y_{t}=I\left(\max \left\{1-\xi_{t-1}, \xi_{t}\right\}>s\right)$;
(d) $Y_{t}=I\left(\min \left\{1-\xi_{t-1}, \xi_{t}\right\}>s\right)$.

In (a) and (b), $\xi_{t}$ are iid continuous rvs, and in (c) and (d), $\xi_{t}$ are iid $U(0,1)$ rvs. In each case, with $0<p<1$ fixed, $s$ can be chosen so that $Y_{t}$ is $\operatorname{Bernoulli}(p)$. Let $p_{2}=\operatorname{Pr}\left(Y_{t}=Y_{t+1}=1\right)$, so that the correlation is $\rho=\left(p_{2}-p^{2}\right) /\left(p-p^{2}\right)$.

Table 8.2. Maximum correlations over the 1-dependent binary sequences in (a) and (b).

| $p$ or $q$ | 0.1 | 0.2 | 0.25 | 0.3 | 0.4 | 0.5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | 0.487 | 0.472 | 0.464 | 0.456 | 0.436 | 0.414 |

Table 8.3. Minimum correlations over the 1-dependent binary sequences in (c) and (d).

| $p$ or $q$ | 0.1 | 0.2 | 0.25 | 0.3 | 0.4 | 0.5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | -0.111 | -0.250 | -0.333 | -0.292 | -0.225 | -0.172 |

For (a), $p_{2}=1-2 \gamma^{2}+\gamma^{3}$ with $\gamma=(1-p)^{1 / 2}$. For (b), $p_{2}=p^{3 / 2}$. For (a) with $p \leq \frac{1}{2}$ and (b) with $p \geq \frac{1}{2}$, the correlations exceed those in Table 8.1; these are given in Table 8.2 (there is symmetry in the maximum correlations about $p=q=\frac{1}{2}$ ).

For (c), $p=1-s^{2}$ if $s=(1-p)^{1 / 2}, p_{2}=1-2 s^{2}$ if $s \leq \frac{1}{2}$ and $p_{2}=1-2 s^{2}+s^{2}(2 s-1)$ if $s \geq \frac{1}{2}$. For $s \leq \frac{1}{2}$ or $p \geq 0.75$, this leads to $\rho=-s^{2} /\left(1-s^{2}\right)=-(1-p) / p$. For (d), $p=(1-s)^{2}$ if $s=1-p^{1 / 2}, p_{2}=0$ if $s \geq \frac{1}{2}$ and $p_{2}=(1-s)^{2}(1-2 s)$ if $s \leq \frac{1}{2}$. For $s \geq \frac{1}{2}$ or $p \leq 0.25$, this leads to $\rho=-p /(1-p)$. Table 8.3 has the minimum correlations that are possible from (c) and (d) (there is symmetry in the minimum correlations about $\left.p=q=\frac{1}{2}\right)$.

An upper bound on the maximum correlation and a lower bound on the minimum correlation for a 1-dependent stationary binary sequence can be obtained by considering three-way tables, fourway tables, etc., with appropriate margins. Consider the threeway table such that the $(1,2)$ and $(2,3)$ bivariate margins are $\left[\begin{array}{ll}q^{2}+\theta & p q-\theta \\ p q-\theta & p^{2}+\theta\end{array}\right]$ and the $(1,3)$ bivariate margin is $\left[\begin{array}{ll}q^{2} & p q \\ p q & p^{2}\end{array}\right]$. Then for the trivariate distribution with $p_{i j k}=\operatorname{Pr}\left(Y_{t}=i, Y_{t+1}=\right.$ $j, Y_{t+2}=k$ ), the bivariate constraints lead to $p_{000}=x, p_{001}=$ $p_{100}=q^{2}+\theta-x, p_{010}=q^{2}-x, p_{011}=p_{110}=p q-q^{2}-\theta+x$, $p_{101}=p q-q^{2}-2 \theta+x, p_{111}=p^{2}+q^{2}-p q+2 \theta-x$. The nonnegativity of each term implies $0 \leq x \leq q^{2}, q^{2}-p q \leq x-\theta \leq q^{2}$, $q^{2}-p q \leq x-2 \theta \leq q^{2}-p q+p^{2}$. The maximum and minimum of $\theta$ are now reduced to linear programming problems. The inequalities can be drawn in the $(x, \theta)$ plane. The maximum is $\theta=\frac{1}{2} p q$

Table 8.4. Bounds on extreme correlations for 1-dependent binary sequences.

| $p$ or $q$ | 0.1 | 0.2 | 0.25 | 0.3 | 0.4 | 0.5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| UB $(\max )$ | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |
| LB $(\max )$ | 0.487 | 0.472 | 0.464 | 0.456 | 0.436 | 0.414 |
| UB $(\min )$ | -0.111 | -0.250 | -0.333 | -0.292 | -0.317 | -0.333 |
| LB $(\min )$ | -0.111 | -0.250 | -0.333 | -0.429 | -0.5 | -0.5 |

(when $x=q^{2}$ on the line $x-2 \theta=q^{2}-p q$ ), and the maximum correlation is $\frac{1}{2}$. The graph for the case $q<\frac{1}{2}$ and $q \leq p^{2}$ leads to the minimum $\theta$ value of $-q^{2}$ (correlation equal to $-q / p$ ), from the intersection of $x=0$ and $x-\theta=q^{2}$. The graph for the case $q<\frac{1}{2}$ and $q>p^{2}$ leads to the minimum $\theta$ value of $\frac{1}{2}\left(-q^{2}+p q-p^{2}\right)$ (correlation equal to $\frac{1}{2}(1-q / p-p / q)$ ), from the intersection of $x=0$ and $x-2 \theta=q^{2}-p q+p^{2}$. The graph for the case $q \geq \frac{1}{2}$ and $p \leq q^{2}$ leads to the minimum $\theta$ value of $-p^{2}$ (correlation equal to $-p / q$ ), from the intersection of $x-2 \theta=q^{2}-p q+p^{2}$ and $x-\theta=q^{2}-p q\left(x=q^{2}+p q-p^{2}\right)$. The graph for the case $q \geq \frac{1}{2}$ and $p>q^{2}$ leads to the minimum $\theta$ value of $\frac{1}{2}\left(-q^{2}+p q-p^{2}\right)$ (correlation equal to $\frac{1}{2}(1-q / p-p / q)$ ), from the intersection of $x=0$ and $x-2 \theta=q^{2}-p q+p^{2}$. The constraint $p=q^{2}$ corresponds to $q=(-1+\sqrt{5}) / 2=0.618$ and $p=(3-\sqrt{5}) / 2$. The bound for the minimum correlation is $-\frac{1}{2}$ at $q=\frac{1}{2}$ and dips below $-\frac{1}{2}$ for $q$ from $1 / 3$ to $2 / 3$.

A summary for all of the bounds is given in the Table 8.4. Note that the sequences from (c) with $p \geq 0.75$ and for (d) with $p \leq 0.25$ attain the lower bound on the lag 1 correlation. The derivation of sharp bounds in the remaining cases is left as an unsolved problem.

### 8.3 Latent variable models

Models from Chapter 7 that have the MVN distribution, as a mixing distribution or for latent variables, can be used for longitudinal data, if the correlation or covariance matrices have patterns of correlations depending on lags, i.e., $\rho_{i j}=\gamma_{|j-i|}$ for $i \neq j$, for a sequence $\gamma_{k}$. Examples are the multivariate Poisson-lognormal distribution, the multivariate logit-normal distribution, and the discretization of ARMA normal time series for binary and ordinal response (equivalently, multivariate probit model with pat-
terned covariance matrix). Simple patterned matrices that could be used for initial modelling are the $\operatorname{AR}(1)$ and $\operatorname{AR}(2)$ correlation structures. For $\operatorname{AR}(1), \rho_{i j}=\rho^{|j-i|}$ for some $-1<\rho<1$. For $\operatorname{AR}(2), \rho_{i j}=\rho_{|j-i|}$, with $\rho_{k}$ being the autocorrelation of lag $k$; the autocorrelations satisfy $\rho_{k}=\phi_{1} \rho_{k-1}+\phi_{2} \rho_{|k-2|}, k \geq 3$, where $\phi_{1}=\rho_{1}\left(1-\rho_{2}\right) /\left(1-\rho_{1}^{2}\right), \phi_{2}=\left(\rho_{2}-\rho_{1}^{2}\right) /\left(1-\rho_{1}^{2}\right)$, and are determined from $\rho_{1}, \rho_{2}$. Note that if $Y_{t}=I\left(Z_{t} \leq \alpha\right)$, where $\left\{Z_{t}\right\}$ is a dependent AR sequence, then $\left\{Y_{t}\right\}$ is not a Markov chain.

### 8.4 Convolution-closed infinitely divisible class

A unified approach for time series models with non-negative serial dependence can be obtained for the case where the response variable has a distribution in the convolution-closed infinitely divisible class. The class includes Poisson, negative binomial (with fixed probability parameter), gamma (with fixed scale parameter), generalized Poisson (with one fixed parameter), inverse Gaussian (with one fixed parameter) and normal. The models are the same as or have similar form to the autoregressive moving average (ARMA) time series models in the case of a normal univariate margin, but only a subclass of the ARMA normal models is obtained. Following the usage in the statistical literature, we will refer to the models here as ARMA models for non-normal distributions. A Poisson, negative binomial or generalized Poisson margin can be used for count data and a gamma or inverse Gaussian margin can be used for a positive response variable.

Stationary first-order Markov or AR(1) time series models are stochastically described in Section 8.4.1, along with some properties and interesting special cases. Extensions to $\operatorname{AR}(p), \mathrm{MA}(q)$ and ARMA models are covered in subsequent subsections. A nonstationary extension is mentioned briefly in Section 8.4.4.

The ideas in this section do not seem to extend to models with negative dependence for lags.

### 8.4.1 Stationary $A R(1)$ time series ${ }^{\circ}$

The theory here is a special case of the stationary Markov chain time series in Section 8.1.1; the joint distribution of a consecutive pair of observations has one of the bivariate distributions in Section 4.6. However, the time series models are best presented through stochastic representations rather than through transition probabilities.

Let $F_{\theta}, \theta>0$, be a convolution-closed infinitely divisible parametric family such that $F_{\theta_{1}} * F_{\theta_{2}}=F_{\theta_{1}+\theta_{2}}$, where $*$ is the convolution operator. It is assumed that $F_{0}$ corresponds to the degenerate distribution at 0 . For $Z_{j} \sim F_{\theta_{j}}, j=1,2$, with $Z_{1}, Z_{2}$ independent, let $G_{\theta_{1}, \theta_{2}, z}$ be the distribution of $Z_{1}$ given that $Z_{1}+Z_{2}=z$. Let $A$ be a random operator such that $A(Y)$ given $Y=y$ has distribution $G_{\alpha \theta,(1-\alpha) \theta, y}$, and $A(Y) \sim F_{\alpha \theta}$ when $Y \sim F_{\theta}$. (In later subsections, the operator is denoted by $A(\cdot ; \alpha)$ to show the dependence on $\alpha$.) A stationary time series with margin $F_{\theta}$ and autocorrelation $0<\alpha<1$ (of lag 1 ) can now be constructed as

$$
\begin{equation*}
Y_{t}=A_{t}\left(Y_{t-1}\right)+\epsilon_{t} \tag{8.7}
\end{equation*}
$$

where the innovations $\epsilon_{t}$ are iid with distribution $F_{(1-\alpha) \theta}, Y_{t} \sim F_{\theta}$ for all $t$, and $\left\{A_{t}: t \geq 1\right\}$ are independent replications of the operator $A$. (The term innovation is used because $\epsilon_{t}$ need not have a mean of 0 ; rather $\epsilon_{t}$ is new or innovative at time $t$.)

Here is the intuition reasoning behind the operator $A(\cdot)$. A consecutive pair ( $Y_{t-1}, Y_{t}$ ) has a common latent or unobserved component $X_{12}$ through the representation:

$$
Y_{t-1}=X_{12}+X_{1}, \quad Y_{t}=X_{12}+X_{2},
$$

where $X_{12}, X_{1}, X_{2}$ are independent rvs with distributions $F_{\alpha \theta}$, $F_{(1-\alpha) \theta}, F_{(1-\alpha) \theta}$, respectively. The operator $A\left(Y_{t-1}\right)$ 'recovers' the unobserved $X_{12}$; hence the distribution of $A(y)$ given $Y_{t-1}=y$ must be the same as the distribution of $X_{12}$ given $X_{12}+X_{1}=y$.

Interesting examples are the following.
(a) If $F_{\theta}$ is $\operatorname{Gamma}(\theta, \xi)$ with $\xi$ fixed, then $G_{\alpha \theta,(1-\alpha) \theta, y}$ is the distribution of $y$ times a $\operatorname{Beta}(\alpha \theta,(1-\alpha) \theta)$ rv. That is, the model could be represented as

$$
\begin{equation*}
Y_{t}=A_{t} Y_{t-1}+\epsilon_{t}, \tag{8.8}
\end{equation*}
$$

where the $A_{t}$ are iid $\operatorname{Beta}(\alpha \theta,(1-\alpha) \theta)$ rvs and the $\epsilon_{t}$ are iid Gamma ( $(1-\alpha) \theta, \xi)$ rvs.
(b) If $F_{\theta}$ is $N(0, \theta)$, then $G_{\alpha \theta,(1-\alpha) \theta, y}$ is $N(\alpha y, \alpha(1-\alpha) \theta)$, and the usual normal $\operatorname{AR}(1)$ model results, since $A(Y) \sim N(0, \alpha \theta)$.
(c) If $F_{\theta}$ is Poisson ( $\theta$ ), then $G_{\alpha \theta,(1-\alpha) \theta, y}$ is $\operatorname{Binomial}(y, \alpha)$.
(d) If $F_{\theta}$ is Negative $\operatorname{Binomial}(\theta, p)$, as given in (8.10) below, with $p$ fixed, then $G_{\alpha \theta,(1-\alpha) \theta, y}$ is Beta-binomial $(y, \alpha \theta,(1-\alpha) \theta)$ (with pmf given in (8.11) below).
(e) If $F_{\theta}$ is inverse Gaussian with parameters $\theta, \lambda$ ( $\lambda$ fixed), mean $\theta$, variance $\theta \lambda^{2}$, and density of the form

$$
\begin{equation*}
f_{\theta}(y)=\frac{\theta}{\left(2 \pi y^{3}\right)^{1 / 2} \lambda} \exp \left\{-\theta^{2} /\left(2 y \lambda^{2}\right)-y /\left(2 \lambda^{2}\right)+\theta / \lambda^{2}\right\}, y>0, \tag{8.9}
\end{equation*}
$$

then the inverse Gaussian subfamily is infinitely divisible. The density of $G_{\alpha \theta,(1-\alpha) \theta, y}$ is given in (8.12) below.
(f) If $F_{\theta}$ is generalized Poisson with parameters $\theta, \eta$ ( $\eta \geq 0$ fixed $)$ and density of the form

$$
f_{\theta}(y)=\theta(\theta+\eta y)^{y-1} e^{-\theta-\eta y} / y!, \quad y=0,1, \ldots,
$$

then the generalized Poisson subfamily is infinitely divisible, and $G_{\alpha \theta,(1-\alpha) \theta, y}$ is a quasi-binomial distribution (given in (8.13) below).

By relaxing the condition of infinite divisibility, one gets the following additional interesting example.
(g) If $F_{\theta}$ is $\operatorname{Binomial}(\theta, p)$ and $\alpha$ is restricted to a multiple of $\theta^{-1}$, then $G_{\alpha \theta,(1-\alpha) \theta, y}$ is Hypergeometric $(\alpha \theta,(1-\alpha) \theta, y)$ (the pmf is given in (8.14) below).

The models in (c), (d), (f) and (g) could be used for count data, with (d) and (f) for overdispersed counts relative to Poisson, and (g) for underdispersed counts relative to Poisson. The model in (g) might be useful for inferences when $\theta$ is large and unknown.

Some details for the specific examples of interest are given next.
(b) (Normal.) Let $Z_{j} \sim N\left(0, \theta_{j}\right)$ independently, $j=1,2$ Let $\phi$ denote the standard normal density. Then the density of $Z_{1}$, given that $Z_{1}+Z_{2}=y$, is

$$
\begin{aligned}
g\left(w ; \theta_{1}, \theta_{2}, y\right) & =\frac{\left(\theta_{1} \theta_{2}\right)^{-1 / 2} \phi\left(w / \sqrt{\theta_{1}}\right) \phi\left((y-w) / \sqrt{\theta_{2}}\right)}{\left(\theta_{1}+\theta_{2}\right)^{-1 / 2} \phi\left(y / \sqrt{\theta_{1}+\theta_{2}}\right)} \\
& =\left[\theta /\left(\theta_{1} \theta_{2}\right)\right]^{1 / 2} \phi((w-\alpha y) / \sqrt{\alpha(1-\alpha) \theta})
\end{aligned}
$$

with $\theta=\theta_{1}+\theta_{2}, \alpha=\theta_{1} / \theta$. Equivalently, $Z_{1} \mid Z_{1}+Z_{2}=y$ is $N(\alpha y, \alpha(1-\alpha) \theta)$. Hence, for (8.7), a stochastic representation is $Y_{t}=\alpha Y_{t-1}+\omega_{t}+\epsilon_{t}$, where $\omega_{t}$ are iid $N(0, \alpha(1-\alpha) \theta)$ independently of the $\left\{\epsilon_{t}\right\}$, and $\omega_{t}+\epsilon_{t}$ are iid $N\left(0,\left(1-\alpha^{2}\right) \theta\right)$.
(d) (Negative binomial and beta-binomial.) For the negative binomial (NB) distribution with parameters $\theta, p$, we mean the
distribution with pmf
$f(k ; \theta, p)=\{\Gamma(\theta+k) /[k!\Gamma(\theta)]\} p^{\theta} q^{k}, k=0,1, \ldots, q=1-p$.

If $Z_{1} \sim \mathrm{NB}\left(\theta_{1}, p\right), Z_{2} \sim \mathrm{NB}\left(\theta_{2}, p\right)$, and $Z_{1}, Z_{2}$ are independent rvs, then

$$
\begin{align*}
& \operatorname{Pr}\left(Z_{1}=k \mid Z_{1}+Z_{2}=y\right)=\frac{f\left(k ; \theta_{1}, p\right) f\left(y-k ; \theta_{2}, p\right)}{f\left(y ; \theta_{1}+\theta_{2}, p\right)} \\
& \quad=\binom{y}{k} \frac{B\left(\theta_{1}+k, \theta_{2}+y-k\right)}{B\left(\theta_{1}, \theta_{2}\right)}, \quad k=0,1, \ldots, y \tag{8.11}
\end{align*}
$$

This is the beta-binomial pmf, which is a $\operatorname{Beta}\left(\theta_{1}, \theta_{2}\right)$ mixture of $\operatorname{Binomial}(y, p)$ distributions.
(e) (Inverse Gaussian.) Let $Z_{1}, Z_{2}$ be independent inverse Gaussian rvs with respective parameters $\theta_{1}, \theta_{2}$. Using (8.9), the conditional density of $Z_{1}$ given $Z_{1}+Z_{2}=y, f_{\theta_{1}}(w) f_{\theta_{2}}(y-$ $w) / f_{\theta_{1}+\theta_{2}}(y)$, simplifies to

$$
\begin{align*}
& (2 \pi)^{-1 / 2}\left[\frac{y}{w(y-w)}\right]^{3 / 2} \frac{\theta_{1} \theta_{2}}{\lambda\left(\theta_{1}+\theta_{2}\right)} \\
& \quad \cdot \exp \left\{-\frac{1}{2 \lambda^{2}}\left[\frac{\theta_{1}^{2}}{w}+\frac{\theta_{2}^{2}}{y-w}-\frac{\left(\theta_{1}+\theta_{2}\right)^{2}}{y}\right]\right\}, \tag{8.12}
\end{align*}
$$

for $0<w<y$. From this, the conditional density for $Z_{1} /\left(Z_{1}+\right.$ $Z_{2}$ ) given $Z_{1}+Z_{2}=y$ depends on $y$, so that there is not a simpler stochastic representation for (8.7), as for the case of gamma margins.
(f) (Generalized Poisson and quasi-binomial.) Let $Z_{1}, Z_{2}$ be independent generalized Poisson rvs with respective parameters $\theta_{1}, \theta_{2}$. The conditional density of $Z_{1}$ given $Z_{1}+Z_{2}=y$ is the quasi-binomial distribution with pmf given by

$$
\begin{equation*}
g_{k}=\binom{y}{k} \frac{p(1-p)}{1+\zeta y}\left[\frac{p+\zeta k}{1+\zeta y}\right]^{k-1}\left[\frac{1-p+\zeta(y-k)}{1+\zeta y}\right]^{y-k-1} \tag{8.13}
\end{equation*}
$$

$k=0,1, \ldots, y$, where $p=\theta_{1} /\left(\theta_{1}+\theta_{2}\right), \zeta=\eta /\left(\theta_{1}+\theta_{2}\right)$.
(g) (Binomial and hypergeometric.) If $Z_{1} \sim \operatorname{Binomial}\left(\theta_{1}, p\right)$ and $Z_{2} \sim \operatorname{Binomial}\left(\theta_{2}, p\right)$, and $Z_{1}, Z_{2}$ are independent, then $Z_{1}$ given $Z_{1}+Z_{2}=y$ is hypergeometric with pmf

$$
g_{k}=\binom{\theta_{1}}{k}\binom{\theta_{2}}{y-k} /\binom{\theta}{y}, \quad k=0,1, \ldots, y
$$

where $\theta=\theta_{1}+\theta_{2}$. To make this appear similar to the betabinomial distribution, the pmf can be rewritten as

$$
\begin{equation*}
g_{k}=\binom{y}{k} \frac{\theta_{1}!}{\left(\theta_{1}-k\right)!} \frac{\theta_{2}!}{\left(\theta_{2}-y+k\right)!} \frac{(\theta-y)!}{\theta!} . \tag{8.14}
\end{equation*}
$$

Theorem 8.1 Properties of the process (8.7) are the following.
(a) The process is Markov of order 1 and is time-reversible.
(b) If $F_{\theta}$ has moments of second order, then the autocorrelation of lag $j$ is $\alpha^{j}, j=1,2, \ldots$.
(c) An iid sequence is obtained if $\alpha \rightarrow 0$ and a perfectly dependent sequence is obtained if $\alpha \rightarrow 1$.
Proof. The proofs are left as exercises.
The final result of this subsection concerns the bivariate margins for the AR(1) time series. For the Poisson margin, the bivariate distribution of $\left(Y_{1}, Y_{j+1}\right)$ is the standard (and most natural) bivariate Poisson distribution (see Section 7.2.2).

Theorem 8.2 For the AR(1) Poisson time series of the form (8.7), the bivariate distribution of $\left(Y_{1}, Y_{j+1}\right)$ is bivariate Poisson with parameters $\theta, \theta, \alpha^{j} \theta$, i.e., the pmf is

$$
\sum_{k=0}^{y \wedge z} \frac{e^{-\lambda_{12}} \lambda_{12}^{k}}{k!} \frac{e^{-\lambda_{1}+\lambda_{12}}\left(\lambda_{1}-\lambda_{12}\right)^{y-k}}{(y-k)!} \frac{e^{-\lambda_{2}+\lambda_{12}}\left(\lambda_{2}-\lambda_{12}\right)^{z-k}}{(z-k)!},
$$

$y, z=0,1, \ldots$, with $\lambda_{1}=\lambda_{2}=\theta, \lambda_{12}=\alpha^{j} \theta$.
Proof. The proof is based on a stochastic representation. Let $\epsilon_{t}$, $t \geq 2$, be iid Poisson $((1-\alpha) \theta)$ rvs, and let $\delta_{j k i}$ be iid Bernoulli $(\alpha)$ rvs which are independent of the $\epsilon_{t}$ and $Y_{1}$. Then the Poisson AR(1) series of the form (8.7) can be represented as:

- $Y_{2}=\sum_{i=1}^{Y_{1}} \delta_{21 i}+\epsilon_{2}$,
- $Y_{3}=\sum_{i=1}^{Y_{1}} \delta_{21 i} \delta_{31 i}+\sum_{i=1}^{\epsilon_{2}} \delta_{32 i}+\epsilon_{3}$,
-...,
- $Y_{j+1}=\sum_{i=1}^{Y_{1}} \delta_{21 i} \cdots \delta_{j+1,1 i}+\sum_{k=2}^{j} \sum_{i=1}^{\epsilon_{k}} \delta_{k+1, k i} \cdots \delta_{j+1, k i}+$ $\epsilon_{j+1}$.

Since the rvs $Y_{1}, \epsilon_{2}, \ldots, \epsilon_{j+1}$ are independent, $Y_{j+1}$ is stochastically equal to $A_{j+1}^{*}\left(Y_{1}\right)+\epsilon$, where $\epsilon$ is independent of $Y_{1}$ and $A_{j+1}^{*}(y)$ has the $\operatorname{Binomial}\left(y, \alpha^{j}\right)$ distribution. Hence $\left(Y_{1}, Y_{j+1}\right)$ has distribution similar in form to the distribution of $\left(Y_{1}, Y_{2}\right)$ with $\alpha$ replaced by $\alpha^{j}$.

Remark. There is not a similar result for the negative binomial or gamma distributions. For example, using (8.8) as the stochastic representation for the gamma $\mathrm{AR}(1)$ time series, $Y_{3}=A_{3} A_{2} Y_{1}+$ $A_{3} \epsilon_{2}+\epsilon_{3}$, where $A_{2}, A_{3}$ are iid $\operatorname{Beta}(\alpha \theta,(1-\alpha) \theta)$ rvs, independent of $Y_{1}, \epsilon_{2}, \epsilon_{3} . A_{3} A_{2} Y_{1}$ is stochastically equal to $A^{*} Y_{1}$ with $A^{*}$ having a $\operatorname{Beta}\left(\alpha^{2} \theta,\left(1-\alpha^{2}\right) \theta\right)$ distribution, and $A_{3} \epsilon_{2}+\epsilon_{3}$ is stochastically equal to $\epsilon^{*}$, a Gamma $\left(1-\alpha^{2}, \xi\right)$ rv. The pair $\left(Y_{1}, A^{*} Y_{1}+\epsilon^{*}\right)$ has a form stochastically equal to that in (4.49) in Section 4.6 (assuming $Y_{1}, A^{*}$ and $\epsilon^{*}$ are independent), but ( $Y_{1}, Y_{3}$ ) does not since $A_{3} A_{2} Y_{1}$ and $A_{3} \epsilon_{2}+\epsilon_{3}$ are dependent.

### 8.4.2 Moving average models

There are versions of the models in preceding subsection for stationary moving average (MA) models. For the MA(1) models, if $Y \sim F_{\theta}$ and $0<\beta<1$, let $A(Y ; \beta)$ denote a rv that, given $Y=y$, has distribution $G_{\beta \theta,(1-\beta) \theta, y}$. Let $\epsilon_{t}, t=0,1,2, \ldots$, be iid rvs with distribution $F_{\eta}$. An MA(1) time series with marginal distribution $F_{\theta}$ has the form

$$
\begin{equation*}
Y_{t}=\epsilon_{t}+A_{t}\left(\epsilon_{t-1} ; \alpha\right), \quad t=1,2, \ldots \tag{8.15}
\end{equation*}
$$

where $0 \leq \alpha \leq 1$ and $\eta=\theta /(\alpha+1)$. As before, $A_{t}, t \geq 1$, are independent operators. Assuming that $F_{\theta}$ has finite second moment $\theta \sigma^{2}, \operatorname{Cov}\left(Y_{t}, Y_{t+1}\right)=\operatorname{Cov}\left(\mathrm{E}\left[\epsilon_{t} \mid \epsilon_{t}\right], \mathrm{E}\left[A_{t+1}\left(\epsilon_{t} ; \alpha\right) \mid \epsilon_{t}\right]\right)=$ $\operatorname{Cov}\left(\epsilon_{t}, \alpha \epsilon_{t}\right)=\alpha \eta \sigma^{2}=\alpha \theta \sigma^{2} /(\alpha+1)$, and the correlation is $\alpha /(\alpha+$ $1)$ which is bounded above by $\frac{1}{2}$ (when $\alpha=1, \eta=\theta / 2$ ). The lower bound is 0 when $\alpha=0$.

The MA $(q)$ model, with $Y_{t} \sim F_{\theta}$, has the form

$$
Y_{t}=\sum_{j=0}^{q} A_{t, j}\left(\epsilon_{t-j} ; \alpha_{j}\right)
$$

where $\alpha_{0}=1,0 \leq \alpha_{j} \leq 1, j=1, \ldots, q, \epsilon_{t}$ are iid with distribution $F_{\eta}$ and $\theta=\eta \sum_{0}^{q} \alpha_{j}$. The operators $A_{t, j}$ are independent over $t$ and $j$.

For $1 \leq k \leq q$, the autocovariances and autocorrelations are

$$
\begin{aligned}
& \operatorname{Cov}\left(Y_{t}, Y_{t+k}\right)=\operatorname{Cov}\left(\sum_{j=0}^{q} A_{t, j}\left(\epsilon_{t-j} ; \alpha_{j}\right)\right. \\
& \left.\quad \sum_{j^{\prime}=-k}^{q-k} A_{t+k, j^{\prime}+k}\left(\epsilon_{t-j^{\prime}} ; \alpha_{j^{\prime}+k}\right)\right)=\sum_{j=0}^{q-k} \alpha_{j} \alpha_{j+k} \eta \sigma^{2}
\end{aligned}
$$

and $\sum_{j=0}^{q-k} \alpha_{j} \alpha_{j+k} / \sum_{j=0}^{q} \alpha_{j}$, respectively.
Combining the ideas for the $\operatorname{AR}(1)$ and $\operatorname{MA}(q)$ models, one can get an ARMA $(1, q)$ model. This has the form

$$
\begin{align*}
Y_{t} & =W_{t-q}+\sum_{j=1}^{q} A_{t, j}\left(\epsilon_{t+1-j} ; \alpha_{j}\right), \quad t \geq 1  \tag{8.16}\\
W_{t} & =A_{t}\left(W_{t-1} ; \beta\right)+\epsilon_{t}, \quad t \geq 1-q
\end{align*}
$$

where $\left\{W_{t}\right\}$ is the autoregressive component, $W_{t} \sim F_{\gamma}, 0 \leq \beta \leq 1$, $0 \leq \alpha_{j} \leq 1, j=1, \ldots, q, \epsilon_{t}$ are iid with distribution $F_{\eta}, \epsilon_{t}$ is independent of $W_{t-1}, W_{t-2}, \ldots, A_{t, j}, A_{t}$ are independent operators over different $t, j, \gamma=\eta /(1-\beta)$ and $\eta=\theta /\left[(1-\beta)^{-1}+\sum_{1}^{q} \alpha_{j}\right]$. Note that this form of the ARMA model is not the same as the usual one for an ARMA time series with normal rvs. In general, convolution of dependent rvs, each with distribution in the family $F_{\theta}$, need not result in a rv in the same family. In (8.16), the autoregressive component $W_{t-q}$ is independent of $\epsilon_{t}, \ldots, \epsilon_{t-q+1}$ in order that $Y_{t}$ is the sum of independent rvs and $Y_{t} \sim F_{\theta}$.

The form of the autocorrelation function for (8.16) has a simple form, like that for the usual ARMA $(1, q)$ normal model, only in cases where the operators have an additive property, as given below. Let $\rho_{j}$ be the autocorrelation of lag $j$. If the decomposition

$$
\begin{aligned}
& \operatorname{Cov}\left(A\left(X_{1}+X_{2} ; \beta_{1}\right), A^{*}\left(Y ; \beta_{2}\right)\right) \\
& \quad=\operatorname{Cov}\left(A\left(X_{1} ; \beta_{1}\right), A^{*}\left(Y ; \beta_{2}\right)\right)+\operatorname{Cov}\left(A\left(X_{2} ; \beta_{1}\right), A^{*}\left(Y ; \beta_{2}\right)\right)
\end{aligned}
$$

makes sense for independent operators $A, A^{*}$ and arbitrary $\beta_{1}, \beta_{2} \in$ $(0,1)$, then a formula (with the proof left as an exercise) is:

$$
\begin{gathered}
\rho_{k}=\left[\beta^{k} \gamma+\eta \sum_{i=1}^{q-k} \alpha_{i} \alpha_{i+k}+\eta \sum_{i=q-k+1}^{q} \beta^{i-q+k-1} \alpha_{i}\right] / \theta, k=1, \ldots, q \\
\rho_{q+k}=\beta \rho_{q+k-1}, \quad k=1,2, \ldots
\end{gathered}
$$

### 8.4.3 Higher-order autoregressive models

The generalization of the $\operatorname{AR}(1)$ models to $\operatorname{AR}(p), p>1$, is not as straightforward. There is the possibility of more than one generalization. Our extension is based on the multivariate generalization of a family of univariate distributions in the convolution-closed infinitely divisible class. That is, the joint distribution of $p+1$ consecutive observations has one of the multivariate distributions
in Section 4.6. These higher-order AR models do not have conditional linearity except for the special case of the normal distribution. We next state the general $\operatorname{AR}(2)$ model that extends (8.7). From this, the extension to $\operatorname{AR}(p), p>2$, is straightforward conceptually, although the notation is a bit cumbersome. The extension to $\operatorname{ARMA}(p, q)$ models then combines the ideas in (8.16) and (8.17). Note again that the AR models are examples of the stationary Markov chain time series models in Section 8.1.1; stochastic representations can be given for the transition probabilities.

For the $\operatorname{AR}(2)$ model, we make use of the distribution of $Z_{13}+$ $Z_{23}+Z_{123}$ given $Z_{1}+Z_{12}+Z_{13}+Z_{123}=y_{1}, Z_{2}+Z_{12}+Z_{23}+Z_{123}=$ $y_{2}$, where $Z_{1}, Z_{2}, Z_{12}, Z_{13}, Z_{23}, Z_{123}$ have distributions in the family $F$ with respective parameters $\theta-\theta_{1}-\theta_{2}-\theta_{3}, \theta-2 \theta_{1}-\theta_{3}, \theta_{1}, \theta_{2}, \theta_{1}$, $\theta_{3}$ ( $\theta$ is defined so that the first two parameters are non-negative). Let this distribution be denoted by $G_{\theta_{1}, \theta_{2}, \theta_{3}, \theta, y_{1}, y_{2}}$ and let a rv with this distribution be denoted by $A\left(y_{1}, y_{2}\right)$. Let $\epsilon_{t}$ be iid rvs with distribution $F_{\theta-\theta_{1}-\theta_{2}-\theta_{3}}$. The $\operatorname{AR}(2)$ time series is defined as

$$
\begin{equation*}
Y_{t}=A_{t}\left(Y_{t-2}, Y_{t-1}\right)+\epsilon_{t}, \quad t=3,4, \ldots \tag{8.17}
\end{equation*}
$$

where $A_{t}, t \geq 3$, are independent replicates of the operator $A$. To get a stationary series, let $Y_{1} \sim F_{\theta}$ and $Y_{2}=A_{2}^{*}\left(Y_{1}\right)+\epsilon_{2}$, where $A_{2}^{*}(y)$ has distribution $G_{\theta_{1}+\theta_{3}, \theta-\theta_{1}-\theta_{3}, y}$ (from Section 8.4.1) and $\epsilon_{2} \sim F_{\theta-\theta_{1}-\theta_{3}}$. By construction $Y_{t} \sim F_{\theta}$.

Here is some of the intuition reasoning behind the operator $A(\cdot)$. A consecutive triple ( $Y_{t-2}, Y_{t-1}, Y_{t}$ ) has common latent or unobserved components $X_{123}, X_{12}, X_{13}, X_{23}$ through the representation:

$$
\begin{aligned}
Y_{t-2} & =X_{123}+X_{12}+X_{13}+X_{1} \\
Y_{t-1} & =X_{123}+X_{12}+X_{23}+X_{2} \\
Y_{t} & =X_{123}+X_{13}+X_{23}+X_{3}
\end{aligned}
$$

where $X_{123}, X_{12}, X_{13}, X_{23}, X_{1}, X_{2}, X_{3}$ are independent with distributions corresponding to the $Z_{S}$ defined above. The operator $A\left(Y_{t-2}, Y_{t-1}\right)$ 'recovers' the unobserved sum $X_{123}+X_{13}+X_{23}$; hence the distribution of $A\left(y_{1}, y_{2}\right)$ given $Y_{t-2}=y_{1}$ and $Y_{t-1}=y_{2}$ must be the same as the distribution of $X_{123}+X_{13}+X_{23}$ given $X_{123}+X_{12}+X_{13}+X_{1}=y_{1}$ and $X_{123}+X_{12}+X_{23}+X_{2}=y_{2}$.

By comparison with the stochastic representation of ( $Y_{t-2}, Y_{t-1}$, $\left.Y_{t}\right)$ in the $\operatorname{AR}(1)$ model of Section 8.4.1, the $\operatorname{AR}(1)$ model is a special case of (8.17) when $\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$ has the form $\left(\theta \alpha[1-\alpha], 0, \theta \alpha^{2}\right)$, where $0<\alpha<1$. The details are left as an exercise.

Let $\zeta_{1}=\theta-\theta_{1}-\theta_{2}-\theta_{3}, \zeta_{2}=\theta-2 \theta_{1}-\theta_{3}$. Let $f_{\theta}$ be the density of $F_{\theta}$ with respect to the measure $\nu$. The density $g$ associated with $G_{\theta_{1}, \theta_{2}, \theta_{3}, \theta, y_{1}, y_{2}}$ is:

$$
\begin{gathered}
g(x)=\int_{u} \int_{v} \int_{w} f_{\theta_{3}}(u) f_{\theta_{1}}(v) f_{\theta_{1}}(w) f_{\theta_{2}}(x-u-v) f_{\zeta_{1}}\left(y_{1}-x+v-w\right) \\
\cdot f_{\zeta_{2}}\left(y_{2}-u-v-w\right) d \nu d \nu d \nu / h\left(y_{1}, y_{2}\right)
\end{gathered}
$$

where $h$ is the joint density of $\left(Z_{1}+Z_{12}+Z_{13}+Z_{123}, Z_{2}+Z_{12}+\right.$ $Z_{23}+Z_{123}$ ). This density does not simplify unless $F_{\theta}$ is the normal family (with parameter $\theta$ for the variance).

In the special case of the normal margin, let $X=Z_{13}+Z_{23}+Z_{123}$, $Y_{1}=Z_{1}+Z_{12}+Z_{13}+Z_{123}, Y_{2}=Z_{2}+Z_{12}+Z_{23}+Z_{123}$. The joint distribution of $\left(Y_{1}, Y_{2}, X\right)$ is trivariate normal with zero mean vector and covariance matrix $\left[\begin{array}{ccc}\theta & \delta_{1} & \delta_{2} \\ \delta_{1} & \theta & \delta_{1} \\ \delta_{2} & \delta_{1} & \delta_{1}+\theta_{2}\end{array}\right]$, where $\delta_{1}=\theta_{1}+$ $\theta_{3}, \delta_{2}=\theta_{2}+\theta_{3}$. The conditional distribution of $X$ given $Y_{1}=y_{1}$, $Y_{2}=y_{2}$ is normal with mean $c_{1} y_{1}+c_{2} y_{2}$ and variance $V=\delta_{1}+\theta_{2}-$ $c_{1} \delta_{2}-c_{2} \delta_{1}$, where $c_{1}=\left(\theta \delta_{2}-\delta_{1}^{2}\right) /\left(\theta^{2}-\delta_{1}^{2}\right), c_{2}=\delta_{1}\left(\theta-\delta_{2}\right) /\left(\theta^{2}-\delta_{1}^{2}\right)$. Therefore, $A\left(Y_{1}, Y_{2}\right) \stackrel{d}{=} c_{1} Y_{1}+c_{2} Y_{2}+W$, where $W \sim N(0, V)$, and $\operatorname{Var}\left(A\left(Y_{1}, Y_{2}\right)\right)=\left(c_{1}^{2}+c_{2}^{2}\right) \theta+2 c_{1} c_{2} \delta_{1}+V=\delta_{1}+\theta_{2}$. Also one can verify that $\operatorname{Cov}\left(Y_{3}, Y_{2}\right)=\operatorname{Cov}\left(c_{1} Y_{1}+c_{2} Y_{2}, Y_{2}\right)=c_{1} \delta_{1}+c_{2} \theta=\delta_{1}$ and $\operatorname{Cov}\left(Y_{3}, Y_{1}\right)=c_{1} \theta+c_{2} \delta_{1}=\delta_{2}$.

Properties that are discussed briefly are: (i) multivariate cumulants; (ii) time reversibility; and (iii) no general form for the autocorrelation function.
(i) For the model (8.17), the parameters are related to multivariate cumulants (see Section 4.6). There are constants $\gamma_{2}, \gamma_{3}$ such that $\kappa_{12}=\gamma_{2}\left(\theta_{1}+\theta_{3}\right), \kappa_{13}=\gamma_{2}\left(\theta_{2}+\theta_{3}\right), \kappa_{123}=\gamma_{3} \theta_{3}$, where $\kappa_{12}, \kappa_{13}, \kappa_{123}$ are respectively the mixed cumulants of $\left(Y_{t}, Y_{t+1}\right),\left(Y_{t}, Y_{t+2}\right)$ and $\left(Y_{t}, Y_{t+1}, Y_{t+2}\right)$.
(ii) By construction, the joint distribution of $\left(Y_{t}, Y_{t+1}, Y_{t+2}\right)$ is the same as that of $\left(Z_{1}+Z_{12}+Z_{13}+Z_{123}, Z_{2}+Z_{12}+Z_{23}+\right.$ $Z_{123}, Z_{3}+Z_{13}+Z_{23}+Z_{123}$ ), where $Z_{1}, Z_{2}, Z_{3}, Z_{12}, Z_{13}, Z_{23}$, $Z_{123}$ have distributions with respective parameters $\zeta_{1}, \zeta_{2}, \zeta_{1}$, $\theta_{1}, \theta_{2}, \theta_{1}, \theta_{3}$. The joint density of $\left(Y_{t}, Y_{t+1}, Y_{t+2}\right)$ is

$$
\begin{gathered}
f_{123}\left(y_{1}, y_{2}, y_{3}\right)=\int_{u} \int_{v} \int_{w} \int_{x} f_{\theta_{3}}(u) f_{\theta_{1}}(v) f_{\theta_{1}}(w) f_{\theta_{2}}(x) \\
\cdot f_{\zeta_{1}}\left(y_{1}-u-v-x\right) f_{\zeta_{2}}\left(y_{2}-u-v-w\right) f_{\zeta_{1}}\left(y_{3}-u-w-x\right) \\
d \nu(x) d \nu(w) d \nu(v) d \nu(u) .
\end{gathered}
$$

This density is symmetric in $y_{1}, y_{3}$ so that the process $\left\{Y_{t}\right\}$ is time-reversible.
(iii) The approach for the $\mathrm{AR}(1)$ and $\mathrm{MA}(q)$ models of using conditional expectations to obtain the autocorrelation function does not work for (8.17) because there is no general result for the conditional expectation $\mathrm{E}\left(Y_{t+2} \mid Y_{t}, Y_{t+1}\right)$. This conditional expectation is non-linear in general and would have to be evaluated separately for different families $\left\{F_{\theta}\right\}$.

### 8.4.4 Models for longitudinal data

In this subsection, we first indicate one approach to obtaining a non-stationary extension of the AR(1) model in (8.7). In some applications, the parameter $\theta$ may depend on time. There could be a time trend, or the time series may consist of repeated measures or longitudinal data with the parameter $\theta$ depending on (timevarying) covariates. In the former case, we could have the model $\theta_{t}=g(t)$ for a positive-valued function $g$, and in the latter case, we could have the model $\theta_{t}=g\left(\mathbf{x}_{t}\right)$, where $g$ is positive-valued and $\mathbf{x}_{t}$ is the covariate (column) vector at time $t$. For covariates, a convenient choice of $g$ to ensure that $\theta_{t}$ is non-negative is $g\left(\mathbf{x}_{t}\right)=$ $\exp \left\{\beta_{0}+\beta \mathbf{x}_{t}\right\}$ for a constant $\beta_{0}$ and a row vector $\boldsymbol{\beta}$.

Because $Y_{t}, A_{t}\left(Y_{t-1} ; \alpha\right), \epsilon_{t}$ in (8.7) are in the same convolutionclosed family, (8.7) can be adapted to a changing $\theta$, as follows:

$$
\begin{equation*}
Y_{t}=A_{t}\left(Y_{t-1} ; \alpha\right)+\epsilon_{t} \tag{8.18}
\end{equation*}
$$

with $Y_{t} \sim F_{\theta_{t}}, \epsilon_{t} \sim F_{\eta_{t}}, \eta_{t}=\theta_{t}-\alpha \theta_{t-1} \geq 0$. In particular, if $F$ corresponds to the Poisson, generalized Poisson, negative binomial or binomial distribution, (8.18) is a potential model for longitudinal count data with covariates.

Similarly, one can extend (8.17) as follows. We use the distribution of $Z_{13}+Z_{23}+Z_{123}$ given $Z_{1}+Z_{12}+Z_{13}+Z_{123}=y_{1}, Z_{2}+$ $Z_{12}+Z_{23}+Z_{123}=y_{2}$, where $Z_{1}, Z_{2}, Z_{12}, Z_{13}, Z_{23}, Z_{123}$ have distributions in the family $F$ with respective parameters $\theta-\theta_{1}-\theta_{2}-\theta_{3}$, $\theta^{\prime}-\theta_{1}-\theta_{1}^{\prime}-\theta_{3}, \theta_{1}, \theta_{2}, \theta_{1}^{\prime}, \theta_{3}\left(\theta, \theta^{\prime}\right.$ are defined so that the first two parameters are non-negative). Let this distribution be denoted by $G_{\theta_{1}, \theta_{1}^{\prime}, \theta_{2}, \theta_{3}, \theta, \theta^{\prime}, y_{1}, y_{2}}$ and let a rv with this distribution be denoted by $A\left(y_{1}, y_{2} ; \Theta\right)$ with $\Theta=\left(\theta_{1}, \theta_{1}^{\prime}, \theta_{2}, \theta_{3}, \theta, \theta^{\prime}\right)$. Let $\alpha_{1}, \alpha_{2}, \alpha_{3}$ be nonnegative constants such that $0 \leq \alpha_{1}+\alpha_{2}+\alpha_{3}<1 ; \alpha_{3}$ is a measure of dependence in three consecutive observations $Y_{t-2}, Y_{t-1}, Y_{t}$, while $\alpha_{1}$ is a measure of extra dependence in two consecutive observations $Y_{t-1}, Y_{t}$, and $\alpha_{2}$ is a measure of extra dependence in two
observations lagged by $2, Y_{t-2}, Y_{t}$. For $t \geq 1$, let $Y_{t} \sim F_{\theta_{t}}$, and for $t \geq 3$, let $\epsilon_{t}$ have distribution $F_{\theta_{t}-\theta_{1 t}-\theta_{2 t}-\theta_{3 t}}$, with $\theta_{1 t}=\alpha_{1} \theta_{t-1}$, $\theta_{2 t}=\alpha_{2} \theta_{t-2}, \theta_{3 t}=\alpha_{3} \min \left\{\theta_{t-1}, \theta_{t-2}\right\}$, and $\theta_{t}-\theta_{1 t}-\theta_{2 t}-\theta_{3 t} \geq 0$. The $\operatorname{AR}(2)$ non-stationary time series is defined as

$$
\begin{equation*}
Y_{t}=A_{t}\left(Y_{t-2}, Y_{t-1} ; \Theta_{t}\right)+\epsilon_{t}, \quad t=3,4, \ldots \tag{8.19}
\end{equation*}
$$

where $A_{t}, t \geq 3$, are independent operators with parameter vectors

$$
\Theta_{t}=\left(\alpha_{1} \theta_{t-2}, \alpha_{1} \theta_{t-1}, \alpha_{2} \theta_{t-2}, \alpha_{3} \min \left\{\theta_{t-1}, \theta_{t-2}\right\}, \theta_{t-2}, \theta_{t-1}\right) .
$$

The start of the time series for $Y_{1}, Y_{2}$ is the same as (8.18).
The models presented here are used in the data analysis example in Section 11.5. Alternative ways of making the parameters depend on covariates are possible, particularly when univariate marginal family, such as the negative binomial or generalized Poisson, has another parameter besides $\theta$, which can depend on the covariate. For example, for count data, a statistical modelling consideration is the variance to mean relationship.

### 8.4.5 Other non-normal time series models

There are other classes of stationary non-normal time series models that exist in the probability and statistics literature, but they do not necessarily have nice extensions to non-stationary time series (because of unusual innovation rvs) or to higher-order autoregression (stationary univariate margin does not have simple form).

One general approach is for univariate distributions in the class of self-decomposable distributions, a subset of infinitely divisible continuous distributions. The main drawback of these models is that the distribution of the innovation term in the time series can have a mass at 0 , leading to a singularity that is usually not reasonable for modelling time series of continuous response variables.

A rv $Y$ is in the self-decomposable class if for every $0<\alpha<1$, there exists a rv $\epsilon=\epsilon(\alpha)$, independent of $Y$, such that $\alpha Y+\epsilon(\alpha)$ is equal in distribution to $Y$.

If $Y_{t}, t \geq 1$, have the same distribution as $Y$, the time series is

$$
Y_{t}=\alpha Y_{t-1}+\epsilon_{t}, \quad t=1,2, \ldots,
$$

where $\epsilon_{t}$ are iid with the appropriate distribution. $\left\{Y_{t}\right\}$ is iid if $\alpha \rightarrow 0$ and perfectly dependent if $\alpha \rightarrow 1$.

Some special cases are the following.
(a) If $Y$ is Exponential (1), then, with probability $\alpha, \epsilon_{t}$ is zero, and with probability $1-\alpha, \epsilon_{t}$ is an Exponential (1) rv.
(b) If $Y$ is $\operatorname{Gamma}(\theta, 1)$, and $\theta$ is a positive integer, then with probability $\alpha^{\theta}, \epsilon_{t}$ is zero, and with probability $p_{j}(1 \leq j \leq \theta)$, $\epsilon_{t}$ is a $\operatorname{Gamma}(j, 1) \mathrm{rv}$, where the $p_{j}$ are probabilities from a $\operatorname{Binomial}(\theta, 1-\alpha)$ distribution.
(c) If $Y$ is $\operatorname{Gamma}(\theta, 1)$, and $\theta$ is not a integer, then with probability $\alpha^{\theta}, \epsilon_{t}$ is zero, and with probability $p_{j}(j \geq 1), \epsilon_{t}$ is a $\operatorname{Gamma}(j, \alpha) \mathrm{rv}$, where the $p_{j}$ are probabilities from a $\mathrm{NB}(\theta, \alpha)$ distribution $\left(p_{j}=\{\Gamma(\theta+j) /[j!\Gamma(\theta)]\} \alpha^{\theta}(1-\alpha)^{j}\right)$.
(d) If $Y$ is $N\left(0, \sigma^{2}\right)$, the usual normal $\operatorname{AR}(1)$ time series results.

Note that, for examples (a) to (c), $Y_{t}=\alpha Y_{t-1}$ with positive probability. This is an undesirable property as one does not expect this behaviour for time series encountered in practice. This shows that linearity ( $Y_{t}$ linear in $Y_{t-1}$ ) is not an appropriate assumption to use in general for non-normal rvs.

There are time series models for discrete response variables, based on operators different from those in Section 8.4.1. For example, there is an operator for the negative binomial distribution in the following model. Let $\left\{Y_{t}\right\}$ be a sequence of $\mathrm{NB}(\theta, p)$ rvs. An autoregressive-like sequence satisfies

$$
Y_{t}=\alpha * Y_{t-1}+\epsilon_{t}, \quad t=1,2, \ldots
$$

where $\alpha * Y$ given $Y=y$ is a $\operatorname{Binomial}(y, \alpha)$ rv and $\epsilon_{t}$ has the probability generating function $g(1-s)=[\alpha+(1-\alpha) \lambda /(\lambda+$ $s)]^{\theta}$, where $\lambda=p /(1-p)$. If $\theta$ is a positive integer, then $\epsilon_{t}$ is a Binomial $(\theta, 1-\alpha)$ mixture of $\mathrm{NB}(j, p)$ distributions $(j=0, \ldots, \theta)$ and $\epsilon_{t}$ is zero with positive probability.

### 8.5 Markov chains: dependence properties*

It may be intuitive that the dependence decreases with lag for stationary Markov chains, i.e., for a stationary Markov chain, $\left\{Y_{t}\right\}$, $\left(Y_{i}, Y_{i+j}\right)$ has less dependence as $j$ increases. In this section, conditions for which this is true for first-order Markov chains are obtained. Different notions of dependence are considered, some of which depend on the form of the state space of the Markov chain.

In applications to Markov chain models it is useful to know the conditions needed for the behaviour of decrease in dependence with lag for different notions of dependence. This behaviour then roughly holds for Markov chains not starting in a stationary distribution, if the convergence to the stationary distribution is fast.

The following notation will be used. The distribution of $Y_{t}$ is $F$.

If the state space is the real line or the integers and the corresponding measure is Lebesgue or counting measure, then the density is denoted by $f$ if it exists. For $m \geq 2$, the bivariate distribution for $Y_{1}, Y_{m}$ is denoted by $F_{1 m}$ or $F_{Y_{1}, Y_{m}}$ and its density is denoted by $f_{1 m}$ if it exists. In addition, let $F^{(2)}\left(y_{1}, y_{2}\right)=F\left(y_{1}\right) F\left(y_{2}\right)$; this is the limit of $F_{1 m}$ as $m \rightarrow \infty$. The transition distribution, which is $F_{2 \mid 1}$, is also denoted by $H(\cdot \mid \cdot)$; its density, if it exists, is denoted by $h(\cdot \mid \cdot)$.

We now prove a sequence of dependence results. The first result involves the bivariate concordance ordering, i.e., $\left(Y_{1}, Y_{m}\right)$ decreasing in concordance as $m$ increases. This then implies that measures of association for $Y_{1}, Y_{m}$, such as Spearman's correlation and Kendall's tau, decrease as $m$ increases (see Exercise 2.10). Since the concordance ordering is a positive dependence ordering, a positive dependence requirement is required on the transition distribution. A sufficient condition is SI, and from counterexamples it can be shown that it cannot be weakened to PQD, LTD or RTI (the details are left as an exercise).

Theorem 8.3 Let $Y_{1}, Y_{2}, \ldots$ be a stationary Markov chain with state space in $\Re$. If $H$ is SI, then (a) $Y_{j} \uparrow_{\text {st }} Y_{1}, j=2,3, \ldots$, and (b) $F^{(2)} \prec_{c} \cdots \prec_{c} F_{1 m} \prec_{c} \cdots \prec_{c} F_{13} \prec_{c} F_{12}$.

Proof. (a) By Lemma 5.4.8 of Barlow and Proschan (1981), since $H$ is SI, there is an increasing function $g(\cdot, \cdot)$ such that

$$
\left(Y_{j-1}, Y_{j}\right) \stackrel{d}{=}\left(Y_{j-1}, g\left(Y_{j-1}, U_{j}\right)\right), \quad j>1,
$$

where $U_{2}, U_{3}, \ldots$ is a sequence of independent rvs with $U_{j}$ independent of $Y_{j-1}$. Let $g_{1}\left(y, u_{2}\right)=g\left(y, u_{2}\right)$ and recursively define

$$
g_{k}\left(y, u_{2}, \ldots, u_{k+1}\right)=g\left(g_{k-1}\left(y, u_{2}, \ldots, u_{k}\right), u_{k+1}\right), \quad k>1 .
$$

By induction, $g_{k}$ is increasing in each of its arguments. From the structure of the Markov chain,

$$
Y_{j} \stackrel{d}{=} g_{j-1}\left(Y_{1}, U_{2}, \ldots, U_{j}\right), \quad j \geq 2 .
$$

Hence $Y_{j} \dagger_{\mathrm{st}} Y_{1}$ for all $j \geq 2$.
(b) For a first-order Markov chain, $Y_{1}$ and $Y_{m}$ are conditionally independent given $Y_{m-1}$. Hence,

$$
\begin{aligned}
F_{1, m}(u, v) & =\operatorname{Pr}\left(Y_{1} \leq u, Y_{m} \leq v\right) \\
& =\int_{y_{1}=-\infty}^{u} \int_{-\infty}^{\infty} F_{Y_{m} \mid Y_{m-1}}(v \mid z) F_{Y_{1}, Y_{m-1}}\left(d y_{1}, d z\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{-\infty}^{u} \int_{-\infty}^{\infty} H(v \mid z) F_{1, m-1}\left(d y_{1}, d z\right) \\
& \leq \int_{-\infty}^{u} \int_{-\infty}^{\infty} H(v \mid z) F_{1, m-2}\left(d y_{1}, d z\right) \\
& =\operatorname{Pr}\left(Y_{1} \leq u, Y_{m-1} \leq v\right)=F_{1, m-1}(u, v)
\end{aligned}
$$

if $\left(Y_{1}, Y_{m-1}\right) \prec_{c}\left(Y_{1}, Y_{m-2}\right)$, since $H$ is SI and the function $\phi\left(y_{1}, z\right)=$ $H(v \mid z) I_{(-\infty, u]}\left(y_{1}\right)$ satisfies the condition of Theorem 2.8. To start the induction, we need $F_{13}(u, v) \leq F_{12}(u, v)$ for all $u, v$. But

$$
\begin{aligned}
& F_{13}(u, v)=\int_{y_{1}=-\infty}^{u} \int_{-\infty}^{\infty} H(v \mid z) F_{12}\left(d y_{1}, d z\right) \\
& \quad=\mathrm{E}\left[H\left(v \mid Y_{2}\right) I_{(-\infty, u]}\left(Y_{1}\right)\right] \leq \mathrm{E}\left[H\left(v \mid Y_{1}\right) I_{(-\infty, u]}\left(Y_{1}\right)\right]=F_{12}(u, v)
\end{aligned}
$$

since $\left(Y_{1}, Y_{2}\right) \prec_{c}\left(Y_{1}, Y_{1}\right)$.
If the transition distribution is negatively dependent, then intuitively one may have the property that ( $Y_{1}, Y_{m}$ ) is negatively dependent if $m$ is even and positively dependent if $m$ is odd with the overall dependence decreasing in $m$. A sufficient condition for this is given in next theorem.
Theorem 8.4 Let $Y_{1}, Y_{2}, \ldots$ be a stationary Markov chain with state space in $\Re$. If $H$ is stochastically decreasing then
(a) $Y_{2 n} \downarrow_{\mathrm{st}} Y_{1}$ and $Y_{2 n+1} \uparrow_{\mathrm{st}} Y_{1}, n=1,2, \ldots$, and
(b) $F_{12} \prec_{c} F_{14} \prec_{c} \cdots \prec_{c} F^{(2)} \prec_{c} \cdots \prec_{c} F_{15} \prec_{c} F_{13}$.

Proof. Note that $Y_{1}, Y_{3}, Y_{5}, \ldots$ is a Markov chain with transition kernel $H^{*}(y \mid x)=\operatorname{Pr}\left(Y_{3} \leq y \mid Y_{1}=x\right)$. The second parts of (a) and (b) now follow from parts (a) and (b) of Theorem 8.3 if $H^{*}$ is SI. A stochastic representation argument that shows that $H^{*}$ is SI is as follows. Similar to Lemma 5.4 .8 of Barlow and Proschan (1981), $H$ stochastically decreasing implies that there exists a function $g$ such that $Y_{2} \stackrel{d}{=} g\left(Y_{1}, U_{2}\right), Y_{3} \stackrel{d}{=} g\left(Y_{2}, U_{3}\right)$, where (i) $U_{2}, U_{3}$ are independent rvs and are respectively independent of $Y_{1}, Y_{2}$, and (ii) $g(u, v)$ is decreasing in $u$ and increasing in $v$. Hence $Y_{3} \stackrel{d}{=} g\left(g\left(Y_{1}, U_{2}\right), U_{3}\right)$ and $Y_{3} \uparrow_{\text {st }} Y_{1}$.

Similarly, $Y_{2}, Y_{4}, \ldots$ is a Markov chain with transition kernel $H^{*}(y \mid x)$. Hence $Y_{2 n} \uparrow_{\text {st }} Y_{2}$ from part (a) of Theorem 8.3. From Lemma 5.4.8 of Barlow and Proschan (1981), there is an increasing function $g_{2 n}$ in two real arguments such that $Y_{2 n} \stackrel{d}{=} g_{2 n}\left(Y_{2}, U_{2 n}\right)$. Hence $Y_{2 n} \stackrel{d}{=} g_{2 n}\left(g\left(Y_{1}, U_{2}\right), U_{2 n}\right)$ and $Y_{2 n} \downarrow_{\mathrm{st}} Y_{1}$ and the first half of (a) is established.

Finally, the proof of the first half of $(\mathrm{b})$ is similar to the proof of Theorem 8.3. Since two rvs in a first-order Markov chain are conditionally independent given intermediate rvs in the sequence, $Y_{1}$ and $Y_{2 n}$ are conditionally independent given $Y_{2 n-2}$. Now

$$
\begin{aligned}
F_{1,2 n}(u, v) & =\operatorname{Pr}\left(Y_{1} \leq u, Y_{2 n} \leq v\right) \\
& =\int_{y_{1}=-\infty}^{u} \int_{-\infty}^{\infty} F_{Y_{2 n} \mid Y_{2 n-2}}(v \mid z) F_{Y_{1}, Y_{2 n-2}}\left(d y_{1}, d z\right) \\
& =\int_{-\infty}^{u} \int_{\infty}^{\infty} H^{*}(v \mid z) F_{1,2 n-2}\left(d y_{1}, d z\right) \\
& \geq \int_{-\infty}^{u} \int_{\infty}^{-\infty} H^{*}(v \mid z) F_{1,2 n-4}\left(d y_{1}, d z\right) \\
& =\operatorname{Pr}\left(Y_{1} \leq u, Y_{2 n-2} \leq v\right)=F_{1,2 n-2}(u, v)
\end{aligned}
$$

if $\left(Y_{1}, Y_{2 n-4}\right) \prec_{c}\left(Y_{1}, Y_{2 n-2}\right)$ since $H^{*}$ is SI and the function $\phi\left(y_{1}, z\right)=H^{*}(v \mid z) I_{(-\infty, u]}\left(y_{1}\right)$ satisfies the condition of Theorem 2.8. To start the induction, we need $F_{14} \geq F_{12}$. Now

$$
\begin{aligned}
& F_{14}(u, v)=\int_{y_{1}=-\infty}^{u} \int_{-\infty}^{\infty} H(v \mid z) F_{13}\left(d y_{1}, d z\right) \\
& =\mathrm{E}\left[H\left(v \mid Y_{3}\right) I_{(-\infty, u]}\left(Y_{1}\right)\right] \geq \mathrm{E}\left[H\left(v \mid Y_{1}\right) I_{(-\infty, u]}\left(Y_{1}\right)\right]=F_{12}(u, v) \text {, } \\
& \text { since }\left(Y_{1}, Y_{3}\right) \prec_{c}\left(Y_{1}, Y_{1}\right) \text { and }-H(v \mid z) I_{(-\infty, u]}\left(y_{1}\right) \text { is lattice super- } \\
& \text { additive in } y_{1}, z \text { (see Then 1980, for this condition). }
\end{aligned}
$$

Finally, $F_{1,2 n} \prec_{c} F^{(2)} \prec_{c} F_{1,2 n+1}$ follows from (a) and Theorem 2.3.

The next result is valid for arbitrary state spaces whenever all densities exist (including marginal and transition densities). The notion of dependence used is a measure of dependence based on directed divergence. Let $p, q$ be probability densities on a space $\mathcal{H}$ with measure $\nu$, and let $\psi$ be a convex function on $[0, \infty)$, strictly convex at 1 and satisfying $\psi(1)=0$. Then the $\psi$-divergence of $p$ from $q$ is

$$
\begin{equation*}
I_{\psi}(p, q)=\int_{\mathcal{H}} q \psi(p / q) d \nu \tag{8.20}
\end{equation*}
$$

A measure of bivariate dependence is obtained when $q$ is the product of univariate marginal densities and $p$ has these univariate margins. The special case $\psi(u)=u \log u$ leads to the relative entropy measure of dependence. The next theorem concerns the decrease in lag with dependence for measures of dependence based on (8.20).

Theorem 8.5 Let $Y_{1}, Y_{2}, \ldots$ be a stationary Markov chain on a state space $\mathcal{H}$ with measure $\nu$. Let $f$ be the density of $Y_{1}$ and let $f_{1 m}$ be the density of $Y_{1}, Y_{m}$. For a fixed convex function $\psi$ on $[0, \infty)$, strictly convex at 1 and satisfying $\psi(1)=0$, let

$$
\delta_{1 m}=\int_{\mathcal{H}} f(x) f(y) \psi\left(f_{1 m}(x, y) /[f(x) f(y)]\right) d \nu(x) d \nu(y)
$$

for $m=2,3, \ldots$ Then $\delta_{1 m}$ decreases as $m$ increases.
Proof. With the conditional density $h^{(m-1)}(y \mid z)=f_{1 m}(z, y) / f(z)$,

$$
\delta_{1 m}=\int_{\mathcal{H}} f(z) \int_{\mathcal{H}} f(y) \psi\left(h^{(m-1)}(y \mid z) / f(y)\right) d \nu(y) d \nu(z) .
$$

Hence $\delta_{1 m} \geq \delta_{1, m+1}$ if for all $z \in \mathcal{H}, m \geq 2$,

$$
\begin{align*}
& \int_{\mathcal{H}} f(y) \psi\left(h^{(m-1)}(y \mid z) / f(y)\right) d \nu(y) \\
& \quad \geq \int_{\mathcal{H}} f(y) \psi\left(h^{(m)}(y \mid z) / f(y)\right) d \nu(y) . \tag{8.21}
\end{align*}
$$

This inequality obtains from results in Joe (1990b) as follows.
The function $k(x, y)=h(y \mid x)$ on $\mathcal{H} \times \mathcal{H}$ satisfies $k(x, y) \geq 0$, $\int k(x, y) d \nu(y)=1$ for all $x, \int f(x) k(x, y) d \nu(x)=f(y)$ for all $y$, and $h^{(m)}(y \mid z)=\int h^{(m-1)}(x \mid z) k(x, y) d \nu(x)$ for all $y, z$. Hence $h^{(m)}(\cdot \mid z)$ is r-majorized by $h^{(m-1)}(\cdot \mid z)$ with respect to $f$ (the interpretation is that $h^{(m)}(\cdot \mid z)$ is closer to $f$ than $\left.h^{(m-1)}(\cdot \mid z)\right)$ and (8.21) holds.

The next result is for a state space that is discrete and finite. The dependence measure is the Goodman-Kruskal $\lambda$ and no other conditions are needed for the decrease in dependence with lag.
Theorem 8.6 Let $Y_{1}, Y_{2}, \ldots$ be a stationary Markov chain with a finite discrete state space $\mathcal{H}$ (of unordered states). Let $f_{1 m}$ denote the joint pmf for $Y_{1}, Y_{m}$ and let $f$ denote the pmf for each $Y_{i}$. Let $\lambda_{1 m}$ be the Goodman-Kruskal $\lambda$ for $Y_{1}, Y_{m}$, i.e.,

$$
\lambda_{1 m}=\frac{\sum_{i \in \mathcal{H}} f_{1 m}(i, *)-f(*)}{1-f(*)}, \quad m=2,3, \ldots,
$$

where $f(*)=\max _{j \in \mathcal{H}} f(j)$ and $f_{1 m}(i, *)=\max _{j \in \mathcal{H}} f_{1 m}(i, j)$. Then $\lambda_{1 m}$ is decreasing in $m$.
Proof. This is straightforward and left as an exercise.
The next two results strengthen the conclusion of Theorems 8.3 and 8.4 to the $\prec_{\text {sI }}$ ordering. The stronger dependence conditions that are needed are the $\mathrm{TP}_{2}$ and $\mathrm{RR}_{2}$ conditions, respectively.

Theorem 8.7 Let $\left\{Y_{i}: i=1,2, \ldots\right\}$ be a stationary Markov chain with state space $\Re$ and let $f_{12}$ denote the density of $\left(Y_{1}, Y_{2}\right)$. If $f_{12}\left(x_{1}, x_{2}\right)$ is $T P_{2}$ in $x_{1}, x_{2}$, then for $n \geq 2$,

$$
F^{(2)} \prec_{\mathrm{SI}} F_{1, n+1} \prec_{\mathrm{SI}} F_{1 n} \prec_{\mathrm{SI}} \cdots \prec_{\mathrm{SI}} F_{12} .
$$

Proof. Let $F_{m \mid j}, f_{m \mid j}$ denote the conditional distribution and pdf of $Y_{m}$ given $Y_{j}$. For any real $y, y^{\prime}$,

$$
F_{3 \mid 1}(y \mid x)-F_{2 \mid 1}\left(y^{\prime} \mid x\right)=\int_{-\infty}^{\infty}\left[F_{2 \mid 1}(y \mid u)-I_{\left(-\infty, y^{\prime}\right]}(u)\right] f_{2 \mid 1}(u \mid x) d u
$$

Since $f_{12}\left(y_{1}, y_{2}\right)$ is $\mathrm{TP}_{2}$ in $y_{1}, y_{2}, f_{2 \mid 1}(u \mid x)$ is $\mathrm{TP}_{2}$ in $u$ and $x$. By the variation diminishing property (Karlin 1968), the one sign change of $F_{2 \mid 1}(y \mid u)-I_{\left(-\infty, y^{\prime}\right]}(u)$ in $u$ implies that the number of sign changes of $F_{3 \mid 1}(y \mid x)-F_{2 \mid 1}\left(y^{\prime} \mid x\right)$ in $x$ is at most one, and if there is a sign change it is from - to + as $x$ goes from $-\infty$ to $\infty$. By Theorem 2.10, $F_{13} \prec_{\text {SI }} F_{12}$.

Now we proceed by induction. Let $n \geq 3$ and suppose that $F_{1 n} \prec_{\mathrm{SI}} F_{1, n-1} \prec_{\mathrm{SI}} \cdots \prec_{\mathrm{SI}} F_{12}$. Then
$F_{n+1 \mid 1}(y \mid x)-F_{n \mid 1}\left(y^{\prime} \mid x\right)=\int_{-\infty}^{\infty}\left[F_{n \mid 1}(y \mid u)-F_{n-1 \mid 1}\left(y^{\prime} \mid u\right)\right] f_{2 \mid 1}(u \mid x) d u$.
By induction and using Theorem 2.10, $F_{n \mid 1}(y \mid u)-F_{n-1 \mid 1}\left(y^{\prime} \mid u\right)$ has at most one sign change in $u$. Using the same argument as before, $F_{n+1 \mid 1}(y \mid x)-F_{n \mid 1}\left(y^{\prime} \mid x\right)$ has at most one sign change in $x$ (from to + ) as $x$ goes from $-\infty$ to $\infty$, and $F_{1, n+1} \prec_{\text {SI }} F_{1 n}$.

Finally, the proof of $F^{(2)} \prec_{\mathrm{SI}} F_{1, n+1}$ follows from Theorems 8.3, 2.3(a) and 2.11.

Theorem 8.8 Let $\left\{Y_{i}: i=1,2, \ldots\right\}$ be a stationary Markov chain with state space $\Re$ and let $f_{12}$ denote the density of $\left(Y_{1}, Y_{2}\right)$. If $f_{12}\left(y_{1}, y_{2}\right)$ is $R R_{2}$ in $y_{1}, y_{2}$, then for $n \geq 1$,

$$
F_{1,2 n} \prec \mathrm{SI} F_{1,2 n+2} \prec_{\mathrm{SI}} F^{(2)} \prec_{\mathrm{SI}} F_{1,2 n+3} \prec_{\mathrm{SI}} F_{1,2 n+1}
$$

Proof. Let $F_{m \mid j}, f_{m \mid j}$ be as defined in the proof of Theorem 8.7. Let $f_{13}\left(y_{1}, y_{3}\right)=\int_{-\infty}^{\infty} f_{1 \mid 2}\left(y_{1} \mid y_{2}\right) f_{3 \mid 2}\left(y_{3} \mid y_{2}\right) d F\left(y_{2}\right)$. By the basic composition theorem of $\operatorname{Karlin}(1968), f_{13}\left(y_{1}, y_{3}\right)$ is $\mathrm{TP}_{2}$ in $y_{1}, y_{3}$. Since $\left\{Y_{2 n+1}: n=0,1,2, \ldots\right\}$ is a Markov chain (based on the bivariate density $f_{13}$ ), the second half of the conclusion follows from Theorem 8.7. The proof of the first half is similar to the proof of Theorem 8.7. We have

$$
\begin{aligned}
& F_{2 n \mid 1}(y \mid x)-F_{2(n+1) \mid 1}\left(y^{\prime} \mid x\right) \\
& \quad=\int_{-\infty}^{\infty}\left[F_{2 n-1 \mid 1}(y \mid u)-F_{2 n+1 \mid 1}\left(y^{\prime} \mid u\right)\right] f_{2 \mid 1}(u \mid x) d u \\
& \quad=\int_{-\infty}^{\infty}\left[F_{2 n-1 \mid 1}(y \mid-u)-F_{2 n+1 \mid 1}\left(y^{\prime} \mid-u\right)\right] f_{2 \mid 1}(-u \mid x) d u
\end{aligned}
$$

By assumption, $f_{2 \mid 1}(-u \mid x)$ is $\mathrm{TP}_{2}$ in $u$ and $x$. Applying the variation diminishing theorem of Karlin (1968) and Theorem 2.10 completes the proof.

Next we compare two Markov chains with different transition probabilities.
Theorem 8.9 Let $F, F^{\prime}$ be two bivariate distributions in $\mathcal{F}\left(F_{1}, F_{1}\right)$ and suppose that $F \prec_{\mathrm{c}} F^{\prime}$. Suppose that the conditional distributions $F_{2 \mid 1}, F_{2 \mid 1}^{\prime}, F_{1 \mid 2}, F_{1 \mid 2}^{\prime}$ are all SI. Let $Y_{1}, Y_{2}, \ldots$ be a Markov chain with transition distribution $F_{2 \mid 1}$ and let $Y_{1}^{\prime}, Y_{2}^{\prime}, \ldots$ be a Markov chain with transition distribution $F_{2 \mid 1}^{\prime}$ (both with state space in $\Re$ ). Then $\left(Y_{1}, Y_{j}\right) \prec_{c}\left(Y_{1}^{\prime}, Y_{j}^{\prime}\right)$ for $j=2,3, \ldots$
Proof. Let $\bar{F}_{2 \mid 1}=1-F_{2 \mid 1}, \bar{F}_{2 \mid 1}^{\prime}=1-F_{2 \mid 1}^{\prime}$, etc..
First consider $j=3$. Fix $u_{1}, u_{3}$. Then

$$
\begin{aligned}
\operatorname{Pr} & \left(Y_{1}^{\prime}>u_{1}, Y_{3}^{\prime}>u_{3}\right)-\operatorname{Pr}\left(Y_{1}>u_{1}, Y_{3}>u_{3}\right) \\
= & \int_{-\infty}^{\infty}\left[\bar{F}_{1 \mid 2}^{\prime}\left(u_{1} \mid v\right) \bar{F}_{2 \mid 1}^{\prime}\left(u_{3} \mid v\right)-\bar{F}_{1 \mid 2}\left(u_{1} \mid v\right) \bar{F}_{2 \mid 1}\left(u_{3} \mid v\right)\right] d F_{1}(v) \\
= & \int_{-\infty}^{\infty} \bar{F}_{1 \mid 2}^{\prime}\left(u_{1} \mid v\right)\left[\bar{F}_{2 \mid 1}^{\prime}\left(u_{3} \mid v\right)-\bar{F}_{2 \mid 1}\left(u_{3} \mid v\right)\right] d F_{1}(v) \\
& +\int_{-\infty}^{\infty}\left[\bar{F}_{1 \mid 2}^{\prime}\left(u_{1} \mid v\right)-\bar{F}_{1 \mid 2}\left(u_{1} \mid v\right)\right] \bar{F}_{2 \mid 1}\left(u_{3} \mid v\right) d F_{1}(v)
\end{aligned}
$$

The last two summands are similar so we only show that the first is non-negative. Using Exercise 2.23, suppose that there are $2 r-1$ sign changes $(r \geq 1)$ in $F_{2 \mid 1}(y \mid \cdot)-F_{2 \mid 1}^{\prime}(y \mid \cdot)$. Let the locations of the changes be denoted by $b_{i}, i=1, \ldots, 2 r-1$. Let $b_{0}=-\infty$, $b_{2 r}=\infty$. Then

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \bar{F}_{1 \mid 2}^{\prime}\left(u_{1} \mid v\right)\left[\bar{F}_{2 \mid 1}^{\prime}\left(u_{3} \mid v\right)-\bar{F}_{2 \mid 1}\left(u_{3} \mid v\right)\right] d F_{1}(v) \\
& \quad=\sum_{i=1}^{2 r} \int_{b_{i-1}}^{b_{i}} \bar{F}_{1 \mid 2}^{\prime}\left(u_{1} \mid v\right)\left[\bar{F}_{2 \mid 1}^{\prime}\left(u_{3} \mid v\right)-\bar{F}_{2 \mid 1}\left(u_{3} \mid v\right)\right] d F_{1}(v) \\
& \geq \sum_{i=1}^{r} \bar{F}_{1 \mid 2}^{\prime}\left(u_{1} \mid b_{2 i-1}\right) \int_{b_{2 i-2}}^{b_{2 i}}\left[\bar{F}_{2 \mid 1}^{\prime}\left(u_{3} \mid v\right)-\bar{F}_{2 \mid 1}\left(u_{3} \mid v\right)\right] d F_{1}(v)
\end{aligned}
$$

This is 0 if $r=1$, and for $r \geq 2$ it is

$$
\begin{aligned}
& \sum_{i=2}^{r}\left\{\left[\bar{F}_{1 \mid 2}^{\prime}\left(u_{1} \mid b_{2 i-1}\right)-\bar{F}_{1 \mid 2}^{\prime}\left(u_{1} \mid b_{2 i-3}\right)\right]\right. \\
& \left.\quad \cdot \int_{b_{2 i-2}}^{\infty}\left[\bar{F}_{2 \mid 1}^{\prime}\left(u_{3} \mid v\right)-\bar{F}_{2 \mid 1}\left(u_{3} \mid v\right)\right] d F_{1}(v)\right\} \geq 0
\end{aligned}
$$

since $\bar{F}_{1 \mid 2}^{\prime}\left(u_{1} \mid b_{2 i-1}\right)-\bar{F}_{1 \mid 2}^{\prime}\left(u_{1} \mid b_{2 i-3}\right) \geq 0$ from the SI assumption and the integral is non-negative from the concordance assumption.

Now we proceed by induction. Let $j \geq 4$. Suppose we have $\left(Y_{2}, Y_{m}\right) \prec_{c}\left(Y_{2}^{\prime}, Y_{m}^{\prime}\right)$ for $m \leq j$. Let $F_{j \mid 2}, F_{j \mid 2}^{\prime}$ denote the conditional distributions of $Y_{j}$ given $Y_{2}$ and $Y_{j}^{\prime}$ given $Y_{2}^{\prime}$, respectively. Then

$$
\begin{aligned}
& \operatorname{Pr}\left(Y_{1}^{\prime}>u_{1}, Y_{j}^{\prime}>u_{j}\right)-\operatorname{Pr}\left(Y_{1}>u_{1}, Y_{j}>u_{j}\right) \\
& \quad=\int_{-\infty}^{\infty}\left[\bar{F}_{1 \mid 2}^{\prime}\left(u_{1} \mid v\right) \bar{F}_{j \mid 2}^{\prime}\left(u_{j} \mid v\right)-\bar{F}_{1 \mid 2}\left(u_{1} \mid v\right) \bar{F}_{j \mid 2}\left(u_{j} \mid v\right)\right] d F_{1}(v) .
\end{aligned}
$$

The above argument can be applied to conclude that this difference of probabilities is non-negative, since $\bar{F}_{j \mid 2}^{\prime}$ and $\bar{F}_{j \mid 2}$ are also SI, $\left(Y_{2}, Y_{j}\right) \prec_{c}\left(Y_{2}^{\prime}, Y_{j}^{\prime}\right)$ by induction, and Exercise 2.23 can be applied to $\bar{F}_{j \mid 2}^{\prime}-\bar{F}_{j \mid 2}$.

Finally, we have a result involving the PFD concept (see Section 2.1.6) that is relevant to likelihood inference for dependent sequences. Mainly, we show that (asymptotic) standard errors computed based on an assumption of time independence for a stationary time series are too small when in fact there is time dependence (in the form of Markov chains which satisfy certain conditions). An example with data that illustrates this is given in Section 11.6.

Given (differentiable) parametric families of bivariate copulas $C(\cdot ; \delta)$ and univariate cdfs $F(\cdot ; \theta)$,

$$
G(x, y ; \boldsymbol{\delta}, \theta)=C(F(x ; \theta), F(y ; \boldsymbol{\theta}) ; \delta)
$$

is a bivariate family with univariate margins $F$. For the Markov chain based on $G$, the Markov transition density is

$$
\begin{aligned}
h(y \mid x ; \boldsymbol{\theta}, \delta) & =\frac{\partial^{2} G(x, y ; \boldsymbol{\delta}, \boldsymbol{\theta})}{\partial x \partial y} / \frac{\partial F(x ; \boldsymbol{\theta})}{\partial x} \\
& =c(F(x ; \boldsymbol{\theta}), F(y ; \boldsymbol{\theta}) ; \boldsymbol{\delta}) f(y ; \boldsymbol{\theta}),
\end{aligned}
$$

where $c(u, v ; \delta)=\partial^{2} C(u, v ; \delta) / \partial u \partial v$ and $f(y ; \boldsymbol{\theta})=\partial F(y ; \boldsymbol{\theta}) / \partial y$. The likelihood for observations $y_{1}, \ldots, y_{n}$ based on this transition
density is $f\left(y_{1} ; \theta\right) \prod_{t=2}^{n} h\left(y_{t} \mid y_{t-1} ; \theta, \delta\right)$. The log-likelihood is

$$
\begin{equation*}
L(\boldsymbol{\delta}, \boldsymbol{\theta})=\sum_{t=1}^{n} \log f\left(y_{t} ; \boldsymbol{\theta}\right)+\sum_{t=2}^{n} \log c\left(F\left(y_{t-1} ; \boldsymbol{\theta}\right), F\left(y_{t} ; \boldsymbol{\theta}\right) ; \boldsymbol{\delta}\right) . \tag{8.22}
\end{equation*}
$$

Assuming that the standard regularity conditions hold, then from Billingsley (1961) (see also Section 10.4), the maximum likelihood estimate (MLE) of ( $\delta, \theta$ ) from (8.22) is asymptotically normal and the inverse Hessian matrix (matrix of second-order derivatives) for $L$ evaluated at the $\operatorname{MLE}(\hat{\boldsymbol{\delta}}, \hat{\boldsymbol{\theta}})$ is the inverse Fisher information, and it can be used for SEs for functions of $\boldsymbol{\theta}$ such as quantiles.

For comparison, we also consider the MLE of $\theta$ and its asymptotic covariance matrix based on the log-likelihood

$$
\begin{equation*}
L(\boldsymbol{\theta})=\sum_{t=1}^{n} \log f\left(y_{t} ; \boldsymbol{\theta}\right), \tag{8.23}
\end{equation*}
$$

i.e., the log-likelihood assuming data are iid from the density $f(\cdot ; \boldsymbol{\theta})$. Theoretically, if the true dependence structure for the sequence is Markov with any of the families B1, B3, B4, B5, B6, B7 of copulas in Section 5.1, then the use of (8.23) for maximum likelihood estimation leads to SEs that are too small, although the MLE of $\tilde{\theta}$ from (8.23) is consistent. An outline of the proof of this result is given below. We conjecture this result to be true for the family B2 and for other models for the time dependence. It is similar to the well-known property for the variance of a sample mean - the variance is larger with positive dependence of the rvs than with independence because of the additional positive covariance terms.

Proof. Let $Y_{1}, \ldots, Y_{n}$ be a stationary dependent sequence. Suppose the marginal density is in the parametric family $f(y ; \boldsymbol{\theta})$, where $\boldsymbol{\theta}$ is a column vector, and let $F(y ; \boldsymbol{\theta})$ be the family of cdfs. Assume that the usual regularity conditions of asymptotic likelihood theory hold (see Serfling, 1980). Let $\ell(\boldsymbol{\theta} ; y)=\log f(y ; \boldsymbol{\theta}), S(\boldsymbol{\theta} ; y)=$ $\partial \ell(\boldsymbol{\theta} ; y) / \partial \boldsymbol{\theta}$ (the score vector) and $S_{i}=S\left(\boldsymbol{\theta} ; Y_{i}\right)$. Let $\mathcal{I}(\boldsymbol{\theta})=$ $-\mathrm{E}\left[\partial^{2} \ell\left(\boldsymbol{\theta} ; Y_{i}\right) / \partial \boldsymbol{\theta} \boldsymbol{\theta}^{T}\right]=\operatorname{Var}\left(S_{i}\right)$ be the Fisher information matrix.

The asymptotic normality for $\tilde{\theta}$ comes from the approximation

$$
n^{1 / 2}(\tilde{\theta}-\theta) \approx \mathcal{I}^{-1}(\theta)\left[n^{-1 / 2} \sum S_{i}\right]
$$

where $\mathcal{I}^{-1}(\theta)$ is the matrix inverse of $\mathcal{I}(\theta)$. Let $g(\theta)$ be a realvalued function. From the delta (Taylor expansion) method for a
function of the parameter,

$$
n^{1 / 2}(g(\tilde{\theta})-g(\theta)) \approx(\partial g / \partial \theta)^{T} \mathcal{I}^{-1}(\theta)\left[n^{-1 / 2} \sum S_{i}\right]
$$

The asymptotic variance of $n^{1 / 2}(g(\tilde{\theta})-g(\theta))$ for an independent sequence is $(\partial g / \partial \theta)^{T} \mathcal{I}^{-1}(\theta)(\partial g / \partial \theta)$. The asymptotic variance of $n^{1 / 2}(g(\tilde{\theta})-g(\theta))$ for a dependent sequence is

$$
(\partial g / \partial \theta)^{T} \mathcal{I}^{-1}(\theta)(\partial g / \partial \theta)+n^{-1} \sum_{i \neq i^{\prime}} \operatorname{Cov}\left(B_{i}, B_{i^{\prime}}\right)
$$

where $B_{i}=(\partial g / \partial \theta)^{T} \mathcal{I}^{-1}(\boldsymbol{\theta}) S_{i}=(\partial g / \partial \boldsymbol{\theta})^{T} \mathcal{I}^{-1}(\boldsymbol{\theta}) S\left(\boldsymbol{\theta} ; Y_{i}\right), i=$ $1, \ldots, n$. Therefore, for all real-valued $g$, from the PFD condition, the asymptotic variance of $g(\tilde{\theta})$ is greater than under independence if, for all $i \neq i^{\prime}$,

$$
\begin{equation*}
\operatorname{Cov}\left(h\left(Y_{i}\right), h\left(Y_{i^{\prime}}\right)\right) \geq 0, \quad \forall \text { real-valued } h \tag{8.24}
\end{equation*}
$$

such that the covariances exist (compare Gleser and Moore, 1983).
Now suppose $\left\{Y_{i}\right\}$ is a reversible Markov chain based on a copula $C$ that satisfies $C(u, v)=C(v, u)$ for all $u, v$. The joint distribution of $Y_{i}, Y_{i+1}$ is $C\left(F\left(y_{i} ; \theta\right), F\left(y_{i+1} ; \theta\right)\right)$. If (8.24) is satisfied for $Y_{i}, Y_{i+1}$, then it is satisfied for $Y_{i}, Y_{i+j}$ for all $j \geq 2$. The proof is by induction on the lag $j$ :

$$
\begin{array}{r}
\operatorname{Cov}\left(h\left(Y_{i}\right), h\left(Y_{i+j}\right)\right)=\mathrm{E}\left\{\operatorname{Cov}\left(h\left(Y_{i}\right), h\left(Y_{i+j}\right) \mid Y_{i+1}, \ldots, Y_{i+j-1}\right)\right\} \\
+\operatorname{Cov}\left(\mathrm{E}\left[h\left(Y_{i}\right) \mid Y_{i+1}, \ldots, Y_{i+j-1}\right], \mathrm{E}\left[h\left(Y_{i+j}\right) \mid Y_{i+1}, \ldots, Y_{i+j-1}\right]\right) \\
\quad=0+\operatorname{Cov}\left(a\left(Y_{i+1}\right), a\left(Y_{i+j-1}\right)\right) \geq 0, \tag{8.25}
\end{array}
$$

where $a(y)=\mathrm{E}\left[h\left(Y_{i}\right) \mid Y_{i-1}=y\right]=\mathrm{E}\left[h\left(Y_{i}\right) \mid Y_{i+1}=y\right]$. The first term in (8.25) is 0 since two rvs in a Markov chain are conditionally independent given intermediate rvs in the sequence. The second term follows from the Markov property and reversibility.

For the families B3-B6, (8.24) follows from Theorem 4.6. For the family B1, the positive dependence by mixture condition in Section 2.1.6 can be used to obtain (8.24) (Exercise 8.3). For the family B7, (8.24) can be shown via an extreme value limit (Exercise 8.13).

In conclusion, for some Markov time series based on bivariate copulas, the estimation of the univariate parameter $\theta$ from the likelihood, assuming independence, leads to a consistent estimate of $\boldsymbol{\theta}$ but the SEs of functions of $\boldsymbol{\theta}$ are too small. The main result used is the positive dependence condition in (8.24). Since (8.24) may hold even for non-Markov models or Markov models of order more
than 1 , we can expect more generally that SEs are too small when there is positive dependence in the time series and the likelihood assuming independence is used for estimation.

### 8.6 Bibliographic notes

References for Markov chains and binary time series include Cox and Snell (1989) and Muenz and Rubinstein (1985). Binary Markov chains with a time-independent covariate vector $\mathbf{x}$ are studied in Darlington and Farewell (1992), but in one model, there is an inconsistency in the definition of $\rho=\rho(\mathbf{x})$. Markov chain random effects models are considered in Gardner (1990). A more complicated model for random effects is given in Stiratelli, Laird and Ware (1984). The results in Section 8.2 for 1 -dependent and $k$ dependent sequences are new. Latent variable discrete time series models based on the MVN distribution have been mentioned in the econometrics literature; see, for example, Heckman (1981).

References for Markov chain transitional models for categorical data include Diggle, Liang and Zeger (1994), Albert (1994), Follmann (1994) and Gottschau (1994). For longitudinal data, another class of Markov-like models uses previous responses as covariates. Some references for this approach are Bonney (1987) and Fahrmeir and Kaufman (1987). These models do not consider the joint distribution of subsets of $\left\{Y_{t}\right\}$.

References for the extremal index relevant to the material in this chapter are Leadbetter, Lindgren and Rootzén (1983), O'Brien (1987), Smith (1992) and Smith and Weissman (1994).

Some references for non-normal AR and ARMA models are Joe (1996b), McKenzie (1988), Lewis, McKenzie and Hugus (1989), Al-Osh and Alzaid (1993; 1994) and Alzaid and Al-Osh (1993). In Section 8.4.4, with a negative binomial margin, the dependence of the parameters on the covariates is different from that in Lawless (1987), as can be seen in the variance to mean relationship. References for Section 8.4.5 are Bernier (1970), Gaver and Lewis (1980) and McKenzie (1986).

Further results on the decrease in dependence with lag for stationary Markov chains are given in Fang, Hu and Joe (1994) and Hu and Joe (1995). Theorems 8.7 and 8.8 are due to T. Hu; he also assisted in the proof of Theorem 8.9 , which is new.

### 8.7 Exercises

8.1 Obtain the transition density for a stationary Markov chain associated with the trivariate copula (4.29) in Section 4.3, when $K$ is in the family B 6 and $\psi$ is in the LT family LTA.
8.2 Let $Y_{1}, Y_{2}, \ldots$ be the Markov chain based on the copula family B10. Obtain the copula for $\left(Y_{1}, Y_{m}\right), m>1$. [Hint: use induction and show that it is within the same family B10.]
8.3 Show that the BVN distribution with positive correlation has a representation of the form $\int P(u ; \alpha) P(v ; \alpha) d M(\alpha)$ for appropriately chosen $P, M$.
8.4 In (8.4), consider a 1-dependent series based on the copula family B10 in Section 5.1. What is the copula for $\left(Y_{1}, Y_{2}\right)$ ?
8.5 Study the tail dependence properties of the 1-dependent series associated with copulas in Section 8.2.1.
8.6 Prove the properties in Theorem 8.1 for $\operatorname{AR}(1)$ time series with univariate margin in the convolution-closed infinitely divisible class.
(Joe 1996b)
8.7 Show that the $\mathrm{AR}(1)$ model in Section 8.4.1 is a special case of the AR(2) model in Section 8.4.3 when $\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$ has the form $\left(\theta \alpha[1-\alpha], 0, \theta \alpha^{2}\right)$, where $0<\alpha<1$.
8.8 Relating to Section 8.1.4, let $\left\{Y_{t}\right\}$ be a stationary $\operatorname{AR}(d)$ ( $d \geq 2$ ) normal sequence. Let $\rho_{k}$ be the autocorrelation coefficient of lag $k$, let $\Sigma_{11}$ be the $d \times d$ correlation matrix with $\rho_{|i-j|}$ in the $(i, j)$ position for $i \neq j$, and let $\Sigma_{12}=\left(\rho_{d}, \rho_{d-1}, \ldots, \rho_{1}\right)^{T}$ be a column vector of length $d$. The coefficients of $\Sigma_{11}^{-1} \Sigma_{12}=\left(\phi_{d}, \ldots, \phi_{2}, \phi_{1}\right)^{T}$ are the coefficients in the linear representation $Y_{t}=\sum_{i=1}^{d} \phi_{i} Y_{t-i}+$ $\epsilon_{t}$. Show that a necessary and sufficient condition for the density of $\left(Y_{1}, \ldots, Y_{n}\right)$ to be $\mathrm{MTP}_{2}$ for all $n>d$ is that $\phi_{i} \geq 0, i=1, \ldots, d$ (which is equivalent to the partial autocorrelations $\pi_{1}, \ldots, \pi_{d}$ of $\left\{Y_{t}\right\}$ being non-negative), and $\phi_{i}-\sum_{j=1}^{d-i} \phi_{j} \phi_{j+i} \geq 0, i=1, \ldots, d-1$. [Hint: let $A_{n}$ be the inverse correlation matrix for $Y_{1}, \ldots, Y_{n}$. Obtain conditions for all of the off-diagonal elements of $A_{n}$ to be non-positive.]
8.9 Prove Theorem 8.6.
(Fang, Hu and Joe 1994)
8.10 For stationary $\operatorname{AR}(p)$ normal sequences, obtain conditions for the autocorrelations to be decreasing with lag.
(Fang, Hu and Joe 1994)
8.11 If the SI condition of Theorem 8.3 is weakened to PQD, LTD or RTI, then the conclusion need not hold. Show this through counterexamples.
(Fang, Hu and Joe 1994)
8.12 Construct a Poisson time series with negative autocorrelation of lag 1 based on the bivariate Poisson distribution in Exercise 7.12.
8.13 Prove the PFD property for the Markov chain based on the copula family B7 (a result due to T. Hu). [Hint: from Section 8.5 , it suffices to prove the PFD property for the family B 7 . The idea is to use a stochastic representation from the extreme value limit of the copula family B4, since the PFD property is closed under weak convergence.]

### 8.8 Unsolved problems

8.1 Conjecture: Assuming that $\left\{Y_{t}\right\}$ is a stationary sequence with marginal distribution $F$, the sequence $\alpha_{i}(y)$ defined by (8.1) converges as $i \rightarrow \infty$, under minimal conditions.
8.2 Find the maximum and minimum lag 1 correlation for 1 dependent stationary binary sequences with marginal probability $p$ for the occurrence of a 1. (See Section 8.2.3.)
8.3 For $k \geq 1$, among $k$-dependent stationary binary sequences with marginal probability $p$ for the occurrence of a 1 , find the most and least dependent sequences.
8.4 Can the approach for AR models with univariate margins in the convolution-closed infinitely divisible class be extended to allow for negative autocorrelations?
8.5 Prove (or disprove) the PFD property for the Markov chain based on the copula family B2 (see Section 8.5).
8.6 Extend some of the results in Section 8.5 on decrease in dependence with lag to higher-order stationary Markov chains.
8.7 Prove some results on the $\prec_{\mathrm{pfd}}$ ordering for $\left(Y_{1}, Y_{j}\right)$ associated with a Markov chain from a bivariate copula, i.e., stronger results than PFD.
8.8 Develop some theory for spatial processes with given univariate margins.

## Models from given conditional distributions

This chapter complements and supplements Chapters 3 and 4, in that we study the construction of multivariate models from families of conditional distributions (with compatibility conditions on the conditional distributions). This approach has been considered in the statistical literature partly because of the difficulty of construction of families of multivariate distributions with given margins. The type of dependence that can arise is surprising in some cases.

Examples that are illustrated in some detail are: (i) conditional distributions in exponential families; and (ii) multivariate binary response with conditional logistic regressions. The examples are in Section 9.2, following some theory in Section 9.1. The model of type (ii) is applied in the data analysis example in Section 11.1.

### 9.1 Conditional specifications and compatibility conditions

Throughout this section, we assume that all densities exist with respect to appropriate measure spaces.

Consider first the bivariate case. Suppose the conditional densities $f_{1 \mid 2}(\cdot \mid y)$ are given for all $y$ and $f_{2 \mid 1}\left(\cdot \mid x_{0}\right)$ is given for a particular value $x_{0}$. Assume that $f_{1 \mid 2}\left(x_{0} \mid y\right)>0$ for all $y$. Then for the joint density $f_{12}$,

$$
\begin{equation*}
f_{12}(x, y) \propto \frac{f_{1 \mid 2}(x \mid y) f_{2 \mid 1}\left(y \mid x_{0}\right)}{f_{1 \mid 2}\left(x_{0} \mid y\right)} \tag{9.1}
\end{equation*}
$$

with the proportionality constant equal to

$$
f_{1}\left(x_{0}\right)=\left\{\iint\left[f_{1 \mid 2}(x \mid y) f_{2 \mid 1}\left(y \mid x_{0}\right) / f_{1 \mid 2}\left(x_{0} \mid y\right)\right] d \nu(x) d \nu(y)\right\}^{-1}
$$

where $\nu$ is the appropriate measure. That is, for two rvs, the set of conditional densities given one variable, plus one conditional density given the other variable, determines the joint bivariate distribution.

Now if the conditional densities $f_{1 \mid 2}(\cdot \mid y)$ are given for all $y$ and $f_{2 \mid 1}(\cdot \mid x)$ are given for all $x$, then from (9.1) a condition for compatibility is that

$$
\begin{equation*}
\frac{f_{1 \mid 2}(x \mid y) f_{2 \mid 1}\left(y \mid x_{1}\right)}{f_{1 \mid 2}\left(x_{1} \mid y\right)} / \frac{f_{1 \mid 2}(x \mid y) f_{2 \mid 1}\left(y \mid x_{2}\right)}{f_{1 \mid 2}\left(x_{2} \mid y\right)}=\frac{f_{1 \mid 2}\left(x_{2} \mid y\right) f_{2 \mid 1}\left(y \mid x_{1}\right)}{f_{1 \mid 2}\left(x_{1} \mid y\right) f_{2 \mid 1}\left(y \mid x_{2}\right)} \tag{9.2}
\end{equation*}
$$

does not depend on $x, y$ for all choices of $x_{1} \neq x_{2}$. (Another compatibility condition is that there exist non-negative functions $a(x)$, $b(y)$ such that $a(x) f_{2 \mid 1}(y \mid x)=b(y) f_{1 \mid 2}(x \mid y)$ for all $x, y$.)

As an example, consider exponential conditional distributions: $f_{1 \mid 2}(x \mid y)=\lambda_{1}(y) e^{-\lambda_{1}(y) x}, f_{2 \mid 1}(y \mid x)=\lambda_{2}(x) e^{-\lambda_{2}(x) y}, x, y>0$, $\lambda_{1}(y), \lambda_{2}(x) \geq 0$. Condition (9.2) becomes

$$
\left[\lambda_{2}\left(x_{1}\right) / \lambda_{2}\left(x_{2}\right)\right] e^{-\lambda_{1}(y)\left[x_{2}-x_{1}\right]} e^{-y\left[\lambda_{2}\left(x_{1}\right)-\lambda_{2}\left(x_{2}\right)\right]}
$$

and this is independent of $x, y$ if and only if $\lambda_{1}, \lambda_{2}$ are linearly nondecreasing with a common slope $\left(\lambda_{2}(x)=\alpha+\gamma x, \lambda_{1}(y)=\beta+\gamma y\right.$, $\alpha, \beta, \gamma \geq 0$ ).

The trivariate extension is as follows. Suppose the conditional densities $f_{1 \mid 23}(\cdot \mid y, z)$ are given for all $y, z, f_{2 \mid 13}\left(\cdot \mid x_{0}, z\right)$ are given for all $z$ and a fixed $x_{0}$, and $f_{3 \mid 12}\left(\cdot \mid x_{0}, y_{0}\right)$ is given for some fixed $y_{0}$ (and the same $x_{0}$ as for $f_{2 \mid 13}$ ). Assume that $f_{1 \mid 23}\left(x_{0} \mid y, z\right)>0$ for all $y, z$ and $f_{2 \mid 13}\left(y_{0} \mid x_{0}, z\right)>0$ for all $z$. Then for the joint density $f_{123}$,

$$
f_{123}(x, y, z) \propto \frac{f_{1 \mid 23}(x \mid y, z) f_{2 \mid 13}\left(y \mid x_{0}, z\right) f_{3 \mid 12}\left(z \mid x_{0}, y_{0}\right)}{f_{1 \mid 23}\left(x_{0} \mid y, z\right) f_{2 \mid 13}\left(y_{0} \mid x_{0}, z\right)},
$$

with the proportionality constant equal to $f_{12}\left(x_{0}, y_{0}\right)$. If the conditional densities $f_{1 \mid 23}(\cdot \mid y, z)$ are given for all $y, z, f_{2 \mid 13}(\cdot \mid x, z)$ are given for all $x, z$, and $f_{3 \mid 12}(\cdot \mid x, y)$ are given for all $x, y$, then a condition for compatibility is that

$$
\frac{f_{1 \mid 23}\left(x_{2} \mid y, z\right) f_{2 \mid 13}\left(y_{2} \mid x_{2}, z\right) f_{2 \mid 13}\left(y \mid x_{1}, z\right) f_{3 \mid 12}\left(z \mid x_{1}, y_{1}\right)}{f_{1 \mid 23}\left(x_{1} \mid y, z\right) f_{2 \mid 13}\left(y_{1} \mid x_{1}, z\right) f_{2 \mid 13}\left(y \mid x_{2}, z\right) f_{3 \mid 12}\left(z \mid x_{2}, y_{2}\right)}
$$

does not depend on $x, y, z$ for all choices of $\left(x_{1}, y_{1}\right) \neq\left(x_{2}, y_{2}\right)$.
The ideas in the preceding paragraph clearly extend to higher dimensions, when one has the set of conditional distributions of each variable given the remainder. The result is as follows and the
proof is left as an exercise. Let $f_{1 \cdots m}$ be the joint density of rvs $Y_{1}, \ldots, Y_{m}$ and let $f_{i \mid r}$ be the conditional density of $Y_{i}$ given the remaining variables $Y_{j}, j \neq i$. Then

$$
\begin{equation*}
f_{1 \ldots m}(\mathbf{y}) \propto \frac{\prod_{i=1}^{m} f_{i \mid r}\left(y_{i} \mid y_{1}^{0}, \ldots, y_{i-1}^{0}, y_{i+1}, \ldots, y_{m}\right)}{\prod_{i=1}^{m} f_{i \mid r}\left(y_{i}^{0} \mid y_{1}^{0}, \ldots, y_{i-1}^{0}, y_{i+1}, \ldots, y_{m}\right)} \tag{9.3}
\end{equation*}
$$

for a given $\mathbf{y}^{0}$ for which all of the conditional densities in the above expression are positive. The compatibility condition for given sets of conditional densities $f_{i \mid r}$ is that

$$
\begin{array}{r}
\frac{\prod_{i=1}^{m} f_{i \mid r}\left(y_{i} \mid y_{1}^{0}, \ldots, y_{i-1}^{0}, y_{i+1}, \ldots, y_{m}\right)}{\prod_{i=1}^{m} f_{i \mid r}\left(y_{i}^{0} \mid y_{1}^{0}, \ldots, y_{i-1}^{0}, y_{i+1}, \ldots, y_{m}\right)} \\
\cdot \frac{\prod_{i=1}^{m} f_{i \mid r}\left(z_{i}^{0} \mid z_{1}^{0}, \ldots, z_{i-1}^{0}, y_{i+1}, \ldots, y_{m}\right)}{\prod_{i=1}^{m} f_{i \mid r}\left(y_{i} \mid z_{1}^{0}, \ldots, z_{i-1}^{0}, y_{i+1}, \ldots, y_{m}\right)} \tag{9.4}
\end{array}
$$

does not depend on $\mathbf{y}$ for $\mathbf{y}^{0} \neq \mathbf{z}^{0}$.
Note that results symmetric to (9.3) and (9.4), with the indices of $\mathbf{y}$ permuted, also hold. This symmetry is useful for getting a general form in cases of specific conditional distributions.

More generally, one can consider other sets of conditional distributions. A result from Gelman and Speed (1993) is the following. Let $z_{1}, \ldots, z_{m}$ be dummy variables associated with random variables $Z_{1}, \ldots, Z_{m}$. If a set of conditional densities uniquely determines a joint density, then there is a permutation $\left(y_{1}, \ldots, y_{m}\right)$ of $\left(z_{1}, \ldots, z_{m}\right)$ such that the set is of the form $\left\{f_{i \mid A_{i} \cup\{k: k>i\}}\left(y_{i} \mid y_{\ell}\right.\right.$, $\left.\left.\ell \in A_{i}, y_{i+1}, \ldots, y_{m}\right): i=1, \ldots, m\right\}$, where $A_{i}$ is a subset, possibly non-empty, of $\{1, \ldots, i-1\}$. Unless all of the sets $A_{i}$ are empty, the conditional densities must be checked for consistency.

### 9.2 Examples

We illustrate the theory from the previous section with a few examples: exponential conditional densities, exponential family conditional densities, binary conditional densities that are logistic regressions, and more general binary conditional densities. The model with conditional logistic regressions is used in Section 11.1.

### 9.2.1 Conditional exponential density

Let $\mathbf{y}_{-i}$ denote $\mathbf{y}$ with the $i$ th element $y_{i}$ deleted. Suppose $\mathbf{Y}$ is an $m$-dimensional random vector of non-negative rvs, with conditional
densities of the form:

$$
f_{i \mid r}\left(y_{i} \mid \mathbf{y}_{-i}\right)=\lambda_{i}\left(\mathbf{y}_{-i}\right) e^{-\lambda_{i}\left(\mathbf{y}_{-i}\right) y_{i}}, 1 \leq i \leq m, y_{1}, \ldots, y_{m} \geq 0
$$

with the functions $\lambda_{i}$ being positive and differentiable. The compatibility condition (9.4) simplifies to

$$
\begin{align*}
& \sum_{i=1}^{m}\left(y_{i}-y_{i}^{0}\right) \lambda_{i}\left(y_{1}^{0}, \ldots, y_{i-1}^{0}, y_{i+1}, \ldots, y_{m}\right) \\
+ & \sum_{i=1}^{m}\left(z_{i}^{0}-y_{i}\right) \lambda_{i}\left(z_{1}^{0}, \ldots, z_{i-1}^{0}, y_{i+1}, \ldots, y_{m}\right) \tag{9.5}
\end{align*}
$$

not depending on $\mathbf{y}$ for $\mathbf{y}^{0} \neq \mathbf{z}^{0}$. Expression (9.5) actually does not depend on $y_{1}$ because terms with $y_{1}$ cancel out. The terms of (9.5) with $y_{2}$ are

$$
\begin{gathered}
\left(z_{1}^{0}-y_{1}^{0}\right) \lambda_{1}\left(y_{2}, \ldots, y_{m}\right)+\left(y_{2}-y_{2}^{0}\right) \lambda_{2}\left(y_{1}^{0}, y_{3}, \ldots, y_{m}\right) \\
+\left(z_{2}^{0}-y_{2}\right) \lambda_{2}\left(z_{1}^{0}, y_{3}, \ldots, y_{m}\right) .
\end{gathered}
$$

Hence differentiation of (9.5) with respect to $y_{2}$ followed by equating to 0 leads to:

$$
\frac{\partial \lambda_{1}}{\partial y_{2}}\left(y_{2}, \ldots, y_{m}\right)=\frac{\lambda_{2}\left(z_{1}^{0}, y_{3}, \ldots, y_{m}\right)-\lambda_{2}\left(y_{1}^{0}, y_{3}, \ldots, y_{m}\right)}{z_{1}^{0}-y_{1}^{0}}
$$

Since the left-hand side does not depend on $y_{1}^{0}, z_{1}^{0}, \lambda_{2}\left(\mathbf{y}_{-2}\right)$ must be linear in $y_{1}$, i.e., $\lambda_{2}\left(\mathbf{y}_{-2}\right)=\alpha_{2}\left(y_{3}, \ldots, y_{m}\right)+\gamma_{2}\left(y_{3}, \ldots, y_{m}\right) y_{1}$ for some functions $\alpha_{2}, \gamma_{2}$. Hence by integration,

$$
\begin{equation*}
\lambda_{1}\left(\mathbf{y}_{-1}\right)=\alpha_{1}\left(y_{3}, \ldots, y_{m}\right)+\gamma_{2}\left(y_{3}, \ldots, y_{m}\right) y_{2} \tag{9.6}
\end{equation*}
$$

for some function $\alpha_{1}$. By symmetry, $\lambda_{1}\left(\mathbf{y}_{-1}\right)$ must have the linear form of (9.6) when $y_{2}$ is exchanged with $y_{j}, j \geq 3$. Hence $\lambda_{1}$ is multilinear in $y_{2}, \ldots, y_{m}$ with the form:

$$
\lambda_{1}\left(\mathbf{y}_{-1}\right)=\alpha_{1}+\sum_{S \subset\{2, \ldots, m\}} \beta_{1 S} \prod_{j \in S} y_{j} .
$$

By symmetry, $\lambda_{i}$ has the form:

$$
\lambda_{i}\left(\mathbf{y}_{-i}\right)=\alpha_{i}+\sum_{S \subset\{1, \ldots, m\} \backslash\{i\}} \beta_{i S} \prod_{j \in S} y_{j} .
$$

Finally we can substitute back into (9.5) to check on the conditions for the $\alpha$ and $\beta$ coefficients in order to achieve compatibility. From comparing coefficients of terms of the form

$$
y_{1}^{0} \cdots y_{i}^{0} y_{i+1} \cdots y_{k} \quad \text { and } \quad z_{1}^{0} \cdots z_{i}^{0} y_{i+1} \cdots y_{k}
$$

one can determine that the constraints on the $\beta \mathrm{s}$ are that, for all $i, S$ with $i \notin S$, the value of $\beta_{i S}$ depends only on the indices in $S \cup\{i\}$. For example, if $m \geq 3$, the coefficient of $y_{1}^{0} y_{2} y_{3}$ is $\beta_{213}-\beta_{123}$ and this must be zero in order that (9.5) does not depend on $\mathbf{y}$ for any $\mathbf{y}^{0} \neq \mathbf{z}^{0}$.

From (9.3), the multivariate density $f_{1 \cdots m}(\mathbf{y})$ of $\mathbf{Y}$ has the form proportional to:

$$
\begin{align*}
\exp \{ & \left.-\sum_{i=1}^{m}\left(y_{i}-y_{i}^{0}\right)\left[\alpha_{i}+\sum_{S \subset\{1, \ldots, m\} \backslash\{i\}} \beta_{\{i\} \cup S} \prod_{j \in S, j<i} y_{j}^{0} \prod_{j \in S, j>i} y_{j}\right]\right\} \\
& \propto \exp \left\{-\sum_{S \in \mathcal{S}_{m}} \gamma_{S} \prod_{j \in S} y_{j}\right\} \tag{9.7}
\end{align*}
$$

for some constants $\gamma_{S}, S \in \mathcal{S}_{m}$. In order that (9.7) is a proper density (with finite integral), the parameters $\gamma_{S}$ must be non-negative, and, for each $i$, there is a set $S$ containing $i$ such that $\gamma_{S}>0$.
If $f_{1 \cdots m}(\mathbf{y})=A \exp \left\{-\sum_{S \in \mathcal{S}_{m}} \gamma_{S} \prod_{j \in S} y_{j}\right\}$, where $A$ is a normalizing constant, then it is straightforward to verify that the conditional densities are exponential. That is, with a null product being equal to 1 ,

$$
\begin{aligned}
& f_{i \mid r}\left(y_{i} \mid \mathbf{y}_{-i}\right)=\frac{f_{1 \cdots m}(\mathbf{y})}{A\left(\sum_{S: i \in S} \gamma_{S} \prod_{\substack{j \in S, j \neq i}} y_{j}\right)^{-1} \exp \left\{-\sum_{S: i \notin S} \gamma_{S} \prod_{j \in S} y_{j}\right\}} \\
& \quad=\left(\sum_{S \in \mathcal{S}_{m}: i \in S} \gamma_{S} \prod_{j \in S, j \neq i} y_{j}\right) \exp \left\{-y_{i} \sum_{S \in \mathcal{S}_{m}: i \in S} \gamma_{S} \prod_{j \in S, j \neq i} y_{j}\right\}, \\
& i=1, \ldots, m .
\end{aligned}
$$

We next show that (9.7) has negative dependence in the sense of $\mathrm{RR}_{2}$ (see Section 2.1.5). For the bivariate case, (9.7) becomes

$$
\begin{equation*}
f_{12}\left(y_{1}, y_{2}\right)=A \exp \left\{-\gamma_{1} y_{1}-\gamma_{2} y_{2}-\gamma_{12} y_{1} y_{2}\right\}, \quad y_{1}, y_{2}>0 \tag{9.8}
\end{equation*}
$$

for $\gamma_{1}, \gamma_{2}, \gamma_{12} \geq 0$. For $\gamma_{12}>0$, this density is $\mathrm{RR}_{2}$ so that it has negative dependence. The univariate margins of (9.8) have the form $f_{j}\left(y_{j}\right) \propto\left(\gamma_{3-j}+\gamma_{12} y_{j}\right)^{-1} \exp \left\{-\gamma_{j} y_{j}\right\}$. More generally, for $m \geq 3$, the density is $\mathrm{MRR}_{2}$ or $\mathrm{RR}_{2}$ in any two variables with the remainder fixed, but this condition does not imply that all bivariate margins are $R_{2}$. An analysis of the trivariate case shows that it is possible for one bivariate margin to be $\mathrm{TP}_{2}$ (but not all three). For $m=3$, (9.7) becomes

$$
\begin{gathered}
f_{123}(\mathbf{y})=A \exp \left\{-\gamma_{1} y_{1}-\gamma_{2} y_{2}-\gamma_{3} y_{3}-\gamma_{12} y_{1} y_{2}-\gamma_{13} y_{1} y_{3}\right. \\
\left.-\gamma_{23} y_{2} y_{3}-\gamma_{123} y_{1} y_{2} y_{3}\right\},
\end{gathered}
$$

for $y_{1}, y_{2}, y_{3}>0$. The (1,2) bivariate margin has density

$$
\begin{aligned}
f_{12}\left(y_{1}, y_{2}\right)= & A\left(\gamma_{3}+\gamma_{13} y_{1}+\gamma_{23} y_{2}+\gamma_{123} y_{1} y_{2}\right)^{-1} \\
& \cdot \exp \left\{-\gamma_{1} y_{1}-\gamma_{2} y_{2}-\gamma_{12} y_{1} y_{2}\right\} .
\end{aligned}
$$

It is straightforward to show that $\left(\gamma_{3}+\gamma_{13} y_{1}+\gamma_{23} y_{2}+\gamma_{123} y_{1} y_{2}\right)^{-1}$ is $\mathrm{RR}_{2}$ if $\gamma_{3} \gamma_{123} \geq \gamma_{13} \gamma_{23}$ and $\mathrm{TP}_{2}$ if $\gamma_{3} \gamma_{123} \leq \gamma_{13} \gamma_{23}$. Since the exponential term is $\mathrm{RR}_{2}, \gamma_{3} \gamma_{123} \geq \gamma_{13} \gamma_{23}$ is a sufficient condition for $f_{12}$ to be $\mathrm{RR}_{2}$. If $\gamma_{12}=0$ and $\gamma_{3} \gamma_{123}<\gamma_{13} \gamma_{23}$, then $f_{12}$ is $\mathrm{TP}_{2}$. Symmetric conditions (by interchanging subscripts) hold for the $(1,3)$ and $(2,3)$ bivariate marginal densities $f_{13}, f_{23}$. For example, if $\gamma_{12}=\gamma_{3}=\gamma_{123}=0$ and $\gamma_{1}=\gamma_{2}=\gamma_{13}=\gamma_{23}=1$, then $f_{12}$ is $\mathrm{TP}_{2}$, and $f_{13}, f_{23}$ are $\mathrm{RR}_{2}$.

This example of negative dependence arising from conditional densities within a given family is not unusual. Another example is given in the next subsection.

### 9.2.2 Conditional exponential families

Let family $j$ (for $j=1, \ldots, m$ ) be the exponential family

$$
g_{j}\left(y ; \boldsymbol{\theta}_{j}\right)=r_{j}(y) \beta_{j}\left(\boldsymbol{\theta}_{j}\right) \exp \left\{\boldsymbol{\theta}_{j}^{T} \mathbf{q}_{j}(y)\right\},
$$

where $\boldsymbol{\theta}_{j}$ and $\mathbf{q}_{j}$ are column vectors of length $\ell_{j}$. Let $\left(Y_{1}, \ldots, Y_{m}\right)$ be our random vector. Suppose we want to consider the model where the density of $Y_{j}$ given $Y_{i}=y_{i}, i \in\{1, \ldots, m\} \backslash\{j\}$, is in the family $j$ with parameter $\boldsymbol{\theta}_{j}\left(\mathbf{y}_{-j}\right)$, where $\mathbf{y}_{-j}$ is $\mathbf{y}$ with the $j$ th element deleted. The joint density $f$ then must necessarily be of the form

$$
\begin{align*}
f(\mathbf{y}) & =\prod_{i=1}^{m} r_{i}\left(y_{i}\right) \exp \left\{B+\sum_{i} \mathbf{a}_{i}^{T} \mathbf{q}_{i}\left(y_{i}\right)+\sum_{i_{1}<i_{2}} \mathbf{q}_{i_{1}}^{T}\left(y_{i_{1}}\right) M_{i_{1} i_{2}} \mathbf{q}_{i_{2}}\left(y_{i_{2}}\right)\right. \\
& +\sum_{i_{1}<i_{2}<i_{3}} \sum_{k_{1}=1}^{\ell_{i_{1}}} \sum_{k_{2}=1}^{\ell_{i_{2}}} \sum_{k_{3}=1}^{\ell_{i_{3}}} M_{i_{1} i_{2} i_{3}}\left(k_{1}, k_{2}, k_{3}\right) q_{i_{1} k_{1}} q_{i_{2} k_{2}} q_{i_{3} k_{3}}+\cdots \\
& \left.+\sum_{k_{1}=1}^{\ell_{1}} \cdots \sum_{k_{m}=1}^{\ell_{m}} M_{1 \cdots m}\left(k_{1}, \ldots, k_{m}\right) q_{1 k_{1}} \cdots q_{m k_{m}}\right\} \tag{9.9}
\end{align*}
$$

for suitable choices of vectors $\mathbf{a}_{i}$, matrices $M_{i_{1} i_{2}}$, and higher-order arrays $M_{i_{1} \cdots i_{j}}, i_{1}<\cdots<i_{j}, 3 \leq j \leq m$; the term $B$ is a normalizing constant.

The proof of the sufficiency of the form (9.9) is not difficult. If
(9.9) holds, then

$$
\begin{aligned}
& f_{1 \mid 2, \ldots, m}\left(y_{1} \mid y_{2}, \ldots, y_{m}\right)=f(\mathbf{y})\left[r_{2}\left(y_{2}\right) \cdots r_{m}\left(y_{m}\right)\right]^{-1} \\
& \quad \cdot \exp \left\{-B^{\prime}\left(y_{2}, \ldots, y_{m}\right)-\sum_{i=2}^{m} \mathbf{a}_{i}^{T} \mathbf{q}_{i}\left(y_{i}\right)\right. \\
& \left.\quad-\sum_{2 \leq i_{1}<i_{2}} \mathbf{q}_{i_{1}}^{T}\left(y_{i_{1}}\right) M_{i_{1} i_{2}} \mathbf{q}_{i_{2}}\left(y_{i_{2}}\right)-\cdots\right\} \\
& =r_{1}\left(y_{1}\right) \exp \left\{-B^{\prime}\left(y_{2}, \ldots, y_{m}\right)+\theta_{1}^{T}\left(y_{2}, \ldots, y_{m}\right) \mathbf{q}_{1}\left(y_{1}\right)\right\}
\end{aligned}
$$

where

$$
\begin{aligned}
& \boldsymbol{\theta}_{1}\left(y_{2}, \ldots, y_{m}\right)=\mathbf{a}_{1}+\sum_{j=2}^{m} M_{1 j} \mathbf{q}_{j}\left(y_{j}\right)+\cdots \\
& \quad+\sum_{k_{2}=1}^{\ell_{2}} \cdots \sum_{k_{m}=1}^{\ell_{m}} M_{1 \cdots m}\left(\cdot, k_{2}, \ldots, k_{m}\right) q_{2 k_{2}} \cdots q_{m k_{m}}
\end{aligned}
$$

By symmetry, one can obtain the other conditional distributions.
We outline the proof of necessity for $m=2$. From (9.2), we want $f_{1 \mid 2}\left(y_{1}^{*} \mid y_{2}\right) f_{2 \mid 1}\left(y_{2} \mid y_{1}\right) /\left[f_{1 \mid 2}\left(y_{1} \mid y_{2}\right) f_{2 \mid 1}\left(y_{2} \mid y_{1}^{*}\right)\right]$ to be independent of $y_{2}$ for all $y_{1} \neq y_{1}^{*}$. This reduces to the condition of

$$
\begin{equation*}
\boldsymbol{\theta}_{1}^{\boldsymbol{T}}\left(y_{2}\right)\left[\mathbf{q}_{1}\left(y_{1}^{*}\right)-\mathbf{q}_{1}\left(y_{1}\right)\right]+\left[\boldsymbol{\theta}_{2}\left(y_{1}\right)-\boldsymbol{\theta}_{2}\left(y_{1}^{*}\right)\right]^{T} \mathbf{q}_{2}\left(y_{2}\right) \tag{9.10}
\end{equation*}
$$

being independent of $y_{2}$. Hence if $\boldsymbol{\theta}_{1}$ and $\boldsymbol{\theta}_{2}$ are not constant functions, they must be of the form:

$$
\boldsymbol{\theta}_{1}\left(y_{2}\right)=\mathbf{a}_{1}+M_{12} \mathbf{q}_{2}\left(y_{2}\right), \quad \boldsymbol{\theta}_{2}\left(y_{1}\right)=\mathbf{a}_{2}+M_{21} \mathbf{q}_{1}\left(y_{1}\right)
$$

for some matrices $M_{12}, M_{21}$ with respective dimensions $\ell_{1} \times \ell_{2}$ and $\ell_{2} \times \ell_{1}$. Furthermore, after substitution of these functions into (9.10), one must have $M_{12}=M_{21}^{T}$ in order for (9.10) to be independent of $y_{2}$. Now apply (9.1) to get

$$
\begin{aligned}
& f\left(y_{1}, y_{2}\right) \propto f_{1 \mid 2}\left(y_{1} \mid y_{2}\right) f_{2 \mid 1}\left(y_{2} \mid y_{1}^{*}\right) / f_{1 \mid 2}\left(y_{1}^{*} \mid y_{2}\right) \\
& =\frac{r_{1}\left(y_{1}\right) \beta_{1}\left(\boldsymbol{\theta}_{1}\left(y_{2}\right)\right) \exp \left\{\left[\mathbf{a}_{1}^{T}+\mathbf{q}_{2}^{T}\left(y_{2}\right) M_{12}^{T}\right] \mathbf{q}_{1}\left(y_{1}\right)\right\}}{r_{1}\left(y_{1}^{*}\right) \beta_{1}\left(\boldsymbol{\theta}_{1}\left(y_{2}\right)\right) \exp \left\{\left[\mathbf{a}_{1}^{T}+\mathbf{q}_{2}^{T}\left(y_{2}\right) M_{12}^{T}\right] \mathbf{q}_{1}\left(y_{1}^{*}\right)\right\}} \\
& \quad \cdot r_{2}\left(y_{2}\right) \beta_{2}\left(\boldsymbol{\theta}_{2}\left(y_{1}^{*}\right)\right) \exp \left\{\left[\mathbf{a}_{2}^{T}+\mathbf{q}_{1}^{T}\left(y_{1}^{*}\right) M_{12}\right] \mathbf{q}_{2}\left(y_{2}\right)\right\} \\
& \propto r_{1}\left(y_{1}\right) r_{2}\left(y_{2}\right) \exp \left\{\mathbf{a}_{1}^{T} \mathbf{q}_{1}\left(y_{1}\right)+\mathbf{a}_{2}^{T} \mathbf{q}_{2}\left(y_{2}\right)+\mathbf{q}_{1}^{T}\left(y_{1}\right) M_{12} \mathbf{q}_{2}\left(y_{2}\right)\right\}
\end{aligned}
$$

Some special cases are the following.

1. (Normal.) $m=2, q_{j}(y)=\left(y, y^{2}\right)^{T}, r_{j} \equiv 1, j=1,2$. Then (9.9) has the form

$$
\begin{align*}
f\left(y_{1}, y_{2}\right)=\exp \{ & B+\alpha_{11} y_{1}+\alpha_{12} y_{1}^{2}+\alpha_{21} y_{2}+\alpha_{22} y_{2}^{2}+\gamma_{11} y_{1} y_{2} \\
& \left.+\gamma_{12} y_{1} y_{2}^{2}+\gamma_{21} y_{1}^{2} y_{2}+\gamma_{22} y_{1}^{2} y_{2}^{2}\right\} . \tag{9.11}
\end{align*}
$$

Some constraints are needed on the parameters in order to get a density, including $\gamma_{22} \leq 0$. The univariate margins of this density do not have a simple form.
2. (Poisson.) $m=2, q_{j}(y)=y, r_{j}(y)=(y!)^{-1}, j=1,2$. Then (9.9) has the form

$$
\begin{equation*}
f\left(y_{1}, y_{2}\right)=\left[y_{1}!y_{2}!\right]^{-1} \exp \left\{B+\alpha_{1} y_{1}+\alpha_{2} y_{2}+\gamma y_{1} y_{2}\right\} \tag{9.12}
\end{equation*}
$$

for $y_{1}, y_{2}=0,1, \ldots$, where $\gamma$ must be non-positive. Again the density has the $\mathrm{RR}_{2}$ property. The univariate margin has the form $f_{1}\left(y_{1}\right)=\left[y_{1}!\right]^{-1} \exp \left\{B+\alpha_{1} y_{1}+e^{\alpha_{2}+\gamma y_{1}}\right\}$.

### 9.2.3 Conditional binary: logistic regressions

In this section, we suppose that there is a multivariate binary response vector $\mathbf{Y}$ and a covariate (column) vector $\mathbf{x}$ (say of dimension $r$ ). These are measured for each subject. We look at conditions for which $\operatorname{Pr}\left(Y_{j}=1 \mid Y_{k}=y_{k}, k \neq j, \mathbf{x}\right)=G\left(\alpha_{j}+\boldsymbol{\beta}_{j} \mathbf{x}+\right.$ $\left.\sum_{k \neq j} \gamma_{j k} y_{k}\right), j=1, \ldots, m$, for some $\operatorname{cdf} G$, where the $\beta_{j}$ are row vectors of length $r$. The case of $G$ being the logistic distribution, leading to conditional logistic regressions, is studied before the general case.

Consider first the case of two binary response variables $Y_{1}, Y_{2}$ and a covariate vector $\mathbf{x}$. Suppose that $Y_{1}$ conditional on $\mathbf{x}$ and $Y_{2}=y_{2}$ is logit and that $Y_{2}$ conditional on $\mathbf{x}$ and $Y_{1}=y_{1}$ is logit, i.e.,

$$
\begin{align*}
& \operatorname{logit}\left[\operatorname{Pr}\left(Y_{1}=1 \mid Y_{2}=y_{2}, \mathbf{x}\right)\right]=\log \left[\frac{\operatorname{Pr}\left(Y_{1}=1 \mid Y_{2}=y_{2}, \mathbf{x}\right)}{\operatorname{Pr}\left(Y_{1}=0 \mid Y_{2}=y_{2}, \mathbf{x}\right)}\right] \\
&  \tag{9.13}\\
& =\alpha_{1}+\beta_{1} \mathbf{x}+\gamma_{12} y_{2} \\
& \operatorname{logit}\left[\operatorname { P r } \left(Y_{2}=1 \mid Y_{1}=\right.\right.  \tag{9.14}\\
& \left.\left.y_{1}, \mathbf{x}\right)\right]=\log \left[\frac{\operatorname{Pr}\left(Y_{2}=1 \mid Y_{1}=y_{1}, \mathbf{x}\right)}{\operatorname{Pr}\left(Y_{2}=0 \mid Y_{1}=y_{1}, \mathbf{x}\right)}\right] \\
& \\
& =\alpha_{2}+\boldsymbol{\beta}_{2} \mathbf{x}+\gamma_{21} y_{1}
\end{align*}
$$

What are necessary and sufficient conditions for (9.13) and (9.14) to be compatible conditional distributions? The answer, from (9.2),
is that the conditional distributions are compatible if and only if $\gamma_{12}=\gamma_{21}$, in which case the joint distribution, from (9.1), is:
$p_{12}\left(y_{1}, y_{2} \mid \mathbf{x}\right)=[c(\mathbf{x})]^{-1} \exp \left\{\left(\alpha_{1}+\boldsymbol{\beta}_{1} \mathbf{x}\right) y_{1}+\left(\alpha_{2}+\boldsymbol{\beta}_{2} \mathbf{x}\right) y_{2}+\gamma_{12} y_{1} y_{2}\right\}$,
where $c(\mathbf{x})=1+\exp \left\{\alpha_{1}+\boldsymbol{\beta}_{1} \mathbf{x}\right\}+\exp \left\{\alpha_{2}+\boldsymbol{\beta}_{2} \mathbf{x}\right\}+\exp \left\{\left(\alpha_{1}+\alpha_{2}\right)+\right.$ $\left.\left(\boldsymbol{\beta}_{1}+\boldsymbol{\beta}_{2}\right) \mathbf{x}+\gamma_{12}\right\}$.

The model as given in (9.13)-(9.15) generalizes for dimension $m$. For the general multivariate case with binary response variables $Y_{1}, \ldots, Y_{m}$, suppose that for $j=1, \ldots, m, Y_{j}$ conditional on $\mathbf{x}$ and $Y_{k}=y_{i}, k \neq j$, is logit with parameters $\alpha_{j}, \beta_{j}, \gamma_{j k}, k \neq j$. That is, for $j=1, \ldots, m$,

$$
\begin{equation*}
\operatorname{logit}\left[\operatorname{Pr}\left(Y_{j}=1 \mid Y_{k}=y_{k}, k \neq j, \mathbf{x}\right)\right]=\alpha_{j}+\boldsymbol{\beta}_{j} \mathbf{x}+\sum_{k \neq j} \gamma_{j k} y_{k} \tag{9.16}
\end{equation*}
$$

The necessary and sufficient conditions for compatibility of the conditional distributions are $\gamma_{i j}=\gamma_{j i}, i \neq j$. The resulting joint distribution is

$$
\begin{equation*}
p_{1 \cdots m}(\mathbf{y} \mid \mathbf{x})=[c(\mathbf{x})]^{-1} \exp \left\{\sum_{i=1}^{m}\left(\alpha_{i}+\boldsymbol{\beta}_{i} \mathbf{x}\right) y_{i}+\sum_{1 \leq i<j \leq m} \gamma_{i j} y_{i} y_{j}\right\} \tag{9.17}
\end{equation*}
$$

$y_{j}=0,1, j=1, \ldots, m$, with normalizing constant

$$
c(\mathbf{x})=\sum_{y_{1}=0}^{1} \cdots \sum_{y_{m}=0}^{1} \exp \left\{\sum_{i=1}^{m}\left(\alpha_{i}+\beta_{i} \mathbf{x}\right) y_{i}+\sum_{i<j} \gamma_{i j} y_{i} y_{j}\right\}
$$

Proof. For $k=1, \ldots, m$, let $p_{-k}(\cdot \mid \mathbf{x})$ be the marginal distribution of $\left(Y_{1}, \ldots, Y_{k-1}, Y_{k+1}, \ldots, Y_{m}\right)$. Given the model (9.17) with $\gamma_{i j}=$ $\gamma_{j i}, i \neq j$, we have

$$
\begin{aligned}
& p_{-k}\left(y_{1}, \ldots, y_{k-1}, y_{k+1}, \ldots, y_{m} \mid \mathbf{x}\right) \cdot c(\mathbf{x}) \\
&= \exp \left\{\left(\alpha_{k}+\boldsymbol{\beta}_{k} \mathbf{x}\right)+\sum_{i \neq k}\left(\alpha_{i}+\beta_{i} \mathbf{x}\right) y_{i}+\sum_{j \neq k} \gamma_{k j} y_{j}\right. \\
&\left.+\sum_{i<j, i, j \neq k} \gamma_{i j} y_{i} y_{j}\right\}+\exp \left\{\sum_{i \neq k}\left(\alpha_{i}+\boldsymbol{\beta}_{i} \mathbf{x}\right) y_{i}+\sum_{i<j, i, j \neq k} \gamma_{i j} y_{i} y_{j}\right\} \\
&= \exp \left\{\sum_{i \neq k}\left(\alpha_{i}+\beta_{i} \mathbf{x}\right) y_{i}+\sum_{i<j, i, j \neq k} \gamma_{i j} y_{i} y_{j}\right\} \\
& \cdot\left[1+\exp \left\{\alpha_{k}+\boldsymbol{\beta}_{k} \mathbf{x}+\sum_{j \neq k} \gamma_{k j} y_{j}\right\}\right]
\end{aligned}
$$

Hence, we obtain

$$
\begin{aligned}
\operatorname{Pr}\left(Y_{k}=\right. & \left.y_{k} \mid Y_{j}=y_{j}, j \neq k, \mathbf{x}\right)=\frac{p_{1 \ldots m}\left(y_{1}, y_{2}, \ldots, y_{m} \mid \mathbf{x}\right)}{p_{-k}\left(y_{1}, \ldots, y_{k-1}, y_{k+1}, \ldots, y_{m} \mid \mathbf{x}\right)} \\
= & \frac{\exp \left\{\sum_{i=1}^{m}\left(\alpha_{i}+\boldsymbol{\beta}_{i} \mathbf{x}\right) y_{i}+\sum_{1 \leq i<j \leq m} \gamma_{i j} y_{i} y_{j}\right\}}{\exp \left\{\sum_{i \neq k}\left(\alpha_{i}+\boldsymbol{\beta}_{i} \mathbf{x}\right) y_{i}+\sum_{1 \leq i<j \leq m, i, j \neq k} \gamma_{i j} y_{i} y_{j}\right\}} \\
& \cdot \frac{1}{1+\exp \left\{\alpha_{k}+\boldsymbol{\beta}_{k} \mathbf{x}+\sum_{j \neq k} \gamma_{k j} y_{j}\right\}} \\
= & \frac{\exp \left\{\left(\alpha_{k}+\boldsymbol{\beta}_{k} \mathbf{x}+\sum_{j \neq k} \gamma_{k j} y_{j}\right) y_{k}\right\}}{1+\exp \left\{\alpha_{k}+\boldsymbol{\beta}_{k} \mathbf{x}+\sum_{j \neq k} \gamma_{k j} y_{j}\right\}}
\end{aligned}
$$

This equation indicates that the conditional probability distributions $\operatorname{Pr}\left(Y_{k}=y_{k} \mid Y_{j}=y_{j}, j \neq k, \mathbf{x}\right)$ for $k=1, \ldots, m$ are logistic regressions.

Next we turn to the proof of the necessity. The notation $f_{j \mid r}$ is used for the pmf of $Y_{j}$ given $\mathbf{x}$ and the rest of the $Y \mathrm{~s}$. From (9.3)

$$
\begin{aligned}
& \operatorname{Pr}\left(Y_{1}=y_{1}, \ldots, Y_{m}=y_{m} \mid \mathbf{x}\right) \\
& \propto \frac{f_{1 \mid r}\left(y_{1} \mid y_{2}, \ldots, y_{m}, \mathbf{x}\right)}{f_{1 \mid r}\left(y_{1}^{0} \mid y_{2}, \ldots, y_{m}, \mathbf{x}\right)} \frac{f_{2 \mid r}\left(y_{2} \mid y_{1}^{0}, y_{3}, \ldots, y_{m}, \mathbf{x}\right)}{f_{2 \mid r}\left(y_{2}^{0} \mid y_{1}^{0}, y_{3}, \ldots, y_{m}, \mathbf{x}\right)} \\
& \quad \cdot \frac{f_{3 \mid r}\left(y_{3} \mid y_{1}^{0}, y_{2}^{0}, y_{4},, \ldots, y_{m}, \mathbf{x}\right)}{f_{3 \mid r}\left(y_{3}^{0} \mid y_{1}^{0}, y_{2}^{0}, y_{4}, \ldots, y_{m}, \mathbf{x}\right)} \cdots \frac{f_{m \mid r}\left(y_{m} \mid y_{1}^{0}, \ldots, y_{m-1}^{0}, \mathbf{x}\right)}{f_{m \mid r}\left(y_{m}^{0} \mid y_{1}^{0}, \ldots, y_{m-1}^{0}, \mathbf{x}\right)}
\end{aligned}
$$

for a fixed and arbitrary $\mathbf{y}^{0}$. This simplifies to

$$
\begin{align*}
& \operatorname{Pr}\left(Y_{1}=y_{1}, \ldots, Y_{m}=y_{m} \mid \mathbf{x}\right) \\
& \propto \frac{\prod_{i=1}^{m} \exp \left\{\left(\alpha_{i}+\boldsymbol{\beta}_{i} \mathbf{x}+\sum_{j<i} \gamma_{i j} y_{j}^{0}+\sum_{j>i} \gamma_{i j} y_{j}\right) y_{i}\right\}}{\prod_{i=1}^{m} \exp \left\{\left(\alpha_{i}+\boldsymbol{\beta}_{i} \mathbf{x}+\sum_{j<i} \gamma_{i j} y_{j}^{0}+\sum_{j>i} \gamma_{i j} y_{j}\right) y_{i}^{0}\right\}} \\
& \propto \exp \left\{\sum_{i=1}^{m}\left(\alpha_{i}+\boldsymbol{\beta}_{i} \mathbf{x}+\sum_{j>i} \gamma_{i j} y_{j}\right) y_{i}\right. \\
& \left.\quad+\sum_{i=1}^{m}\left[\left(\sum_{j<i} \gamma_{i j} y_{j}^{0}\right) y_{i}-\left(\sum_{j>i} \gamma_{i j} y_{j}\right) y_{i}^{0}\right]\right\} \tag{9.18}
\end{align*}
$$

Take $y_{1}^{0}=\cdots=y_{m}^{0}=0$ to obtain

$$
\operatorname{Pr}\left(Y_{1}=y_{1}, \ldots, Y_{m}=y_{m} \mid \mathbf{x}\right) \propto \exp \left\{\sum_{i=1}^{m}\left(\alpha_{i}+\boldsymbol{\beta}_{i} \mathbf{x}+\sum_{j>i} \gamma_{i j} y_{j}\right) y_{i}\right\}
$$

the form of the joint probability distribution.

For the condition for compatibility, take the ratio of (9.18) with $\mathbf{y}^{0}$ and $\mathbf{y}^{*}$; the ratio should not depend on $y_{1}, \ldots, y_{m}$. It is

$$
\begin{align*}
& R\left(\mathbf{y} ; \mathbf{y}^{0}, \mathbf{y}^{*}\right)=\frac{\exp \left\{\sum_{i=1}^{m}\left(\sum_{j<i} \gamma_{i j} y_{j}^{0}\right) y_{i}-\sum_{i=1}^{m}\left(\sum_{j>i} \gamma_{i j} y_{j}\right) y_{i}^{0}\right\}}{\exp \left\{\sum_{i=1}^{m}\left(\sum_{j<i} \gamma_{i j} y_{j}^{*}\right) y_{i}-\sum_{i=1}^{m}\left(\sum_{j>i} \gamma_{i j} y_{j}\right) y_{i}^{*}\right\}} \\
& \quad=\frac{\exp \left\{\sum_{i=1}^{m}\left(\sum_{j>i} \gamma_{j i} y_{j}\right) y_{i}^{0}-\sum_{i=1}^{m}\left(\sum_{j>i} \gamma_{i j} y_{j}\right) y_{i}^{0}\right\}}{\exp \left\{\sum_{i=1}^{m}\left(\sum_{j>i} \gamma_{j i} y_{j}\right) y_{i}^{*}-\sum_{i=1}^{m}\left(\sum_{j>i} \gamma_{i j} y_{j}\right) y_{i}^{*}\right\}} \\
& \quad=\exp \left\{\sum_{i=1}^{m}\left[\sum_{j>i}\left(\gamma_{j i}-\gamma_{i j}\right) y_{j}\right]\left(y_{i}^{0}-y_{i}^{*}\right)\right\} \tag{9.19}
\end{align*}
$$

In (9.19), one can take appropriate values for $y_{i}^{0}, y_{i}^{*}$, e.g., $\mathbf{y}^{*}=$ $(0, \ldots, 0)$ and $\mathbf{y}^{0}=(0, \ldots, 0,1,1),(0, \ldots, 0,1,1,1), \ldots,(1, \ldots, 1)$. The first choice of $\mathbf{y}^{0}$ yields $\exp \left\{\left(\gamma_{m, m-1}-\gamma_{m-1, m}\right) y_{m}\right\}$ and this is independent of $y_{1}, \ldots, y_{m}$ only if $\gamma_{m-1, m}=\gamma_{m, m-1}$. The other choices yield the other inequalities. Alternatively, the symmetry in the variables and parameters then implies that $\gamma_{i j}=\gamma_{j i}$ for all $i \neq j$.

The parameters $\gamma_{i j}$ have interpretations as conditional log-odds ratios since

$$
\begin{aligned}
\exp \left\{\gamma_{i j}\right\} & =\frac{\operatorname{Pr}\left(Y_{i}=1, Y_{j}=1, Y_{k}=y_{k}, k \neq i, j \mid \mathbf{x}\right)}{\operatorname{Pr}\left(Y_{i}=1, Y_{j}=0, Y_{k}=y_{k}, k \neq i, j \mid \mathbf{x}\right)} \\
& \cdot \frac{\operatorname{Pr}\left(Y_{i}=0, Y_{j}=0, Y_{k}=y_{k}, k \neq i, j \mid \mathbf{x}\right)}{\operatorname{Pr}\left(Y_{i}=0, Y_{j}=1, Y_{k}=y_{k}, k \neq i, j \mid \mathbf{x}\right)} \\
= & \frac{\operatorname{Pr}\left(Y_{i}=1, Y_{j}=1 \mid \mathbf{x}, Y_{k}=y_{k}, k \neq i, j\right)}{\operatorname{Pr}\left(Y_{i}=1, Y_{j}=0 \mid \mathbf{x}, Y_{k}=y_{k}, k \neq i, j\right)} \\
\cdot & \frac{\operatorname{Pr}\left(Y_{i}=0, Y_{j}=0 \mid \mathbf{x}, Y_{k}=y_{k}, k \neq i, j\right)}{\operatorname{Pr}\left(Y_{i}=0, Y_{j}=1 \mid \mathbf{x}, Y_{k}=y_{k}, k \neq i, j\right)}
\end{aligned}
$$

For $m=2$, there are no $Y_{k}$ so that $\gamma_{12}$ is also the unconditional log-odds ratio of $p_{12}(\cdot \mid \mathbf{x})$ and it is constant over $\mathbf{x}$. For $m \geq 3$, let $\pi_{i j}\left(y_{i}, y_{j} \mid \mathbf{x}\right)$ be the $(i, j)$ bivariate marginal distribution of (9.17). The unconditional log-odds ratio of $\pi_{i j}$ will depend on $\mathbf{x}$. For notational simplicity and without loss of generality, we write the log-odds ratio only for the case of $(i, j)=(1,2)$. Let

$$
\begin{aligned}
q_{m}\left(y_{1}, y_{2}, x\right)=\sum_{y_{3}=0}^{1} \cdots \sum_{y_{m}=0}^{1} \exp & \left\{\sum_{k=3}^{m}\left[\alpha_{k}+\beta_{k} \mathbf{x}+\gamma_{1 k} y_{1}+\gamma_{2 k} y_{2}\right] y_{k}\right. \\
& \left.+\sum_{3 \leq k<k^{\prime}} \gamma_{k k^{\prime}} y_{k} y_{k^{\prime}}\right\}
\end{aligned}
$$

Then

$$
\pi_{12}\left(y_{1}, y_{2} \mid \mathbf{x}\right)=\frac{q_{m}\left(y_{1}, y_{2}, \mathbf{x}\right)}{c(\mathbf{x})} \exp \left\{\sum_{j=1}^{2}\left(\alpha_{j}+\boldsymbol{\beta}_{j} \mathbf{x}\right) y_{j}+\gamma_{12} y_{1} y_{2}\right\}
$$

and the log-odds ratio is

$$
\gamma_{12} \log \left\{\left[q_{m}(1,1, \mathbf{x}) q_{m}(0,0, \mathbf{x})\right] /\left[q_{m}(1,0, \mathbf{x}) q_{m}(0,1, \mathbf{x})\right]\right\}
$$

If $\mathbf{x}$ has dimension $r$, then model (9.17) is an exponential family model $[c(\boldsymbol{\theta}, \mathbf{x})]^{-1} \exp \left\{\boldsymbol{\theta}^{\boldsymbol{T}} \mathbf{s}\right\}$ with 'sufficient' statistic vector

$$
\mathbf{s}^{T}=\left(y_{1}, \ldots, y_{m}, y_{1} y_{2}, \ldots, y_{m-1} y_{m}, x_{k} y_{j}, 1 \leq k \leq r, 1 \leq j \leq m\right)
$$

Given data of the form $\left(y_{i 1}, \ldots, y_{i m}, x_{i 1}, \ldots, x_{i r}\right), i=1, \ldots, n$, and corresponding vectors $\mathbf{s}_{i}$, the sufficient statistic vector is $\sum_{i=1}^{n} \mathbf{s}_{i}$. The estimate of $\theta$ can be obtained using the Newton-Raphson method for an exponential family log-likelihood.

Note that the exponential family model (9.17) is not closed under margins. This is typical of multivariate exponential family models that are not multivariate normal.

### 9.2.4 Binary: other conditional models

The use of conditional logistic regressions leads to simple compatibility conditions and a multivariate distribution in the exponential family. With other forms for the conditional binary distributions, the analysis is not simple. This is illustrated for the bivariate and trivariate cases.

For the bivariate case, without covariates, suppose

$$
\begin{aligned}
& f_{1 \mid 2}\left(y_{1} \mid y_{2}\right)=\left[p_{1}\left(y_{2}\right)\right]^{y_{1}}\left[q_{1}\left(y_{2}\right)\right]^{1-y_{1}} \\
& f_{2 \mid 1}\left(y_{2} \mid y_{1}\right)=\left[p_{2}\left(y_{1}\right)\right]^{y_{2}}\left[q_{2}\left(y_{1}\right)\right]^{1-y_{2}}
\end{aligned}
$$

for $y_{1}, y_{2}=0,1, q_{j}=1-p_{j}, j=1,2$. From (9.2), the compatibility condition simplifies to

$$
\left[p_{1}\left(y_{2}\right)\right]^{z_{1}^{0}-y_{1}^{0}}\left[q_{1}\left(y_{2}\right)\right]^{y_{1}^{0}-z_{1}^{0}}\left[\frac{p_{2}\left(y_{1}^{0}\right) q_{2}\left(z_{1}^{0}\right)}{p_{2}\left(z_{1}^{0}\right) q_{2}\left(y_{1}^{0}\right)}\right]^{y_{2}}
$$

independent of $y_{2}$ for all choice of $y_{1}^{0}, z_{1}^{0}$. Since $y_{2}$ takes only values of 0 and 1 , this means

$$
\left[\frac{p_{1}(0)}{q_{1}(0)}\right]^{z_{1}^{0}-y_{1}^{0}}=\left[\frac{p_{1}(1)}{q_{1}(1)}\right]^{z_{1}^{0}-y_{1}^{0}}\left[\frac{p_{2}\left(y_{1}^{0}\right) q_{2}\left(z_{1}^{0}\right)}{p_{2}\left(z_{1}^{0}\right) q_{2}\left(y_{1}^{0}\right)}\right]
$$

This is an identity if $z_{1}^{0}=y_{1}^{0}$ so the compatibility comes from the case in which $z_{1}^{0}, y_{1}^{0}$ are different, say $z_{1}^{0}=1, y_{1}^{0}=0$. This leads to the condition:

$$
\begin{equation*}
\frac{p_{2}(1)}{q_{2}(1)}=\frac{p_{2}(0)}{q_{2}(0)} \frac{p_{1}(1)}{q_{1}(1)} \frac{q_{1}(0)}{p_{1}(0)}, \tag{9.20}
\end{equation*}
$$

i.e., there are three degrees of freedom in the choice of the parameters $p_{1}(0), p_{1}(1), p_{2}(0), p_{2}(1)$ of the conditional binary distributions.
If the $p_{j}$ are written in the form $p_{1}\left(y_{2}\right)=G\left(\alpha_{1}+\gamma_{12} y_{2}\right), p_{2}\left(y_{1}\right)=$ $G\left(\alpha_{2}+\gamma_{21} y_{1}\right)$, where $G$ need not be the logistic cdf, then the compatibility condition (9.20) becomes

$$
\begin{equation*}
\frac{G\left(\alpha_{2}+\gamma_{21}\right)}{1-G\left(\alpha_{2}+\gamma_{21}\right)}=\frac{G\left(\alpha_{2}\right)}{1-G\left(\alpha_{2}\right)} \frac{1-G\left(\alpha_{1}\right)}{G\left(\alpha_{1}\right)} \frac{G\left(\alpha_{1}+\gamma_{12}\right)}{1-G\left(\alpha_{1}+\gamma_{12}\right)} . \tag{9.21}
\end{equation*}
$$

With $G, \alpha_{1}, \alpha_{2}, \gamma_{12}$ fixed, there is a single value of $\gamma_{21}$ that solves (9.21) since the left-hand side of (9.21) is strictly increasing in $\gamma_{21}$. Unlike the case of the logistic distribution, the solution need not be $\gamma_{21}=\gamma_{12}$. With the addition of covariates to a model based on $G$, the analysis and compatibility conditions are left as a problem.

The trivariate case without covariates does not lend itself to a simple analysis. Suppose

$$
\begin{aligned}
& f_{1 \mid r}\left(y_{1} \mid y_{2}, y_{3}\right)=\left[p_{1}\left(y_{2}, y_{3}\right)\right]^{y_{1}}\left[q_{1}\left(y_{2}, y_{3}\right)\right]^{1-y_{1}}, \\
& f_{2 \mid r}\left(y_{2} \mid y_{1}, y_{3}\right)=\left[p_{2}\left(y_{1}, y_{3}\right)\right]^{y_{2}}\left[q_{2}\left(y_{1}, y_{3}\right)\right]^{1-y_{2}}, \\
& f_{3 \mid r}\left(y_{3} \mid y_{1}, y_{2}\right)=\left[p_{3}\left(y_{1}, y_{2}\right)\right]^{y_{3}}\left[q_{3}\left(y_{1}, y_{2}\right)\right]^{1-y_{3}} .
\end{aligned}
$$

From (9.4), one gets

$$
\begin{aligned}
& {\left[\frac{p_{2}\left(y_{1}^{0}, y_{3}\right)}{q_{2}\left(y_{1}^{0}, y_{3}\right)}\right]^{y_{2}-y_{2}^{0}}\left[\frac{p_{3}\left(y_{1}^{0}, y_{2}^{0}\right) q_{3}\left(z_{1}^{0}, z_{2}^{0}\right)}{p_{3}\left(z_{1}^{0}, z_{2}^{0}\right) q_{3}\left(y_{1}^{0}, y_{2}^{0}\right)}\right]^{y_{3}}} \\
& \quad \cdot\left[\frac{p_{1}\left(y_{2}, y_{3}\right)}{q_{1}\left(y_{2}, y_{3}\right)}\right]^{z_{1}^{0}-y_{1}^{0}}\left[\frac{p_{2}\left(z_{1}^{0}, y_{3}\right)}{q_{2}\left(z_{1}^{0}, y_{3}\right)}\right]^{z_{2}^{0}-y_{2}}
\end{aligned}
$$

independent of $y_{2}, y_{3}$ for all $\mathbf{y}^{0}, \mathbf{z}^{0}$. Hence the compatibility conditions come from substituting $\left(y_{2}, y_{3}\right)$ equal to $(0,0),(0,1),(1,0)$ and $(1,1)$ and equating. The remaining analysis is left as an unsolved problem.

Enough evidence has been presented in this section to show that conditional logistic regressions are a very convenient choice for mathematical tractibility.

### 9.3 Bibliographic notes

Models which are based on compatible conditional distributions in given parametric families are the main topic of the book by Arnold, Castillo and Sarabia (1992). Papers on this topic include Arnold and Strauss (1988; 1991), Arnold and Press (1989) and Arnold (1990); the paper by Arnold and Strauss (1988) has more details on distributions with conditional exponential densities, and Arnold (1990) has more details on negatively dependent distributions. The approach in this chapter that is different is the use of the compatibility condition that generalizes that in Gelman and Speed (1993). Another reference following that of Gelman and Speed (1993) is Arnold, Castillo and Sarabia (1995). The model in Section 9.2 .3 for multivariate binary data based on compatible conditionally specified logistic regressions is given in Joe and Liu (1996).

### 9.4 Exercises

9.1 Prove the multivariate extension in Section 9.1, given by (9.3) and (9.4).
9.2 What are the constraints on the parameters for (9.11) to be a density?
9.3 For the bivariate density in (9.12) with conditional Poisson margins, show that $\gamma$ must be non-positive. [Hint: check on the convergence of $\sum_{y} f(y, y)$.]
9.4 Study other cases with conditionally specified densities in given parametric families.
(Arnold, Castillo and Sarabia 1992)
9.5 Generalize (9.17) when there are the additional interaction terms in the logistic regressions in (9.16): $\mathbf{x} \prod_{k \in S} y_{k},|S| \geq 1$, and $\prod_{k \in S} y_{k},|S| \geq 2$, where $S$ is a non-empty subset of $\{1, \ldots, m\} \backslash\{j\}$.
9.6 Complete the details in Section 9.2.2.

### 9.5 Unsolved problems

9.1 Do a further analysis of conditionally specified binary regressions, when the latent distribution is not logistic.

## CHAPTER 10

## Statistical inference and computation

This chapter is devoted to statistical inference theory and data analysis methods for multivariate models, and numerical methods for the estimation of parameters for these models.

For almost all of the multivariate models in this book, much of the classical statistical inference theory is not applicable. This includes exponential family results, sufficient statistics, ancillary statistics, minimum variance unbiased estimators, etc. One should not expect estimators with closed forms, rather one should assume that numerical methods are needed to get estimates. Practically the only theory that can be applied is the asymptotic maximum likelihood (ML) theory. But this can be applied in a way that leads to simpler computations and greater robustness, especially for multivariate models where different parameters are associated with different marginal distributions. For these models, which include copula-based models in which univariate parameters are separated from multivariate parameters, rather than maximizing the multivariate log-likelihood in all of the parameters together, one can estimate different parameters from log-likelihoods associated with different marginal distributions of the multivariate distribution. This theory is developed in Section 10.1. It can be considered as part of estimating equation or inference function theory, with each inference function being a score function from a likelihood of a marginal distribution. This is the new statistical inference theory that comes from multivariate non-normal models. It has not been studied in the statistical literature, and it is not needed for the MVN distribution, because estimation for the MVN distribution has a closure property under the taking of margins that generally does not hold (see Exercise 10.1).

For multivariate data, initial data analysis often starts with univariate analyses, then bivariate analyses, and finally higher-
dimensional multivariate analyses. Can multivariate modelling follow the same steps? The inference method in Section 10.1 is an attempt to follow a similar sequence for the multivariate models which have the property that all parameters are associated with marginal distributions - see Section 4.1.

Next we comment on statistical inference for models for longitudinal data which fit within the multivariate framework. Longitudinal or repeated measures data can appear in many different forms, with three cases being:
(a) short time series (of the same length) on many different subjects;
(b) a single long time series;
(c) moderate-length or long time series (with possibly different lengths) on many different subjects.
These cases will be used to illustrate the different methods, models and analyses that might be appropriate. For case (a), if the lengths of the time series are all the same and the observation times are all the same (either in an absolute or relative sense), then this can be treated as multivariate data where reasonable models to try would have dependence decreasing with lag. Such models are given in Chapter 8. For case (b), there is no replication over units so asymptotic theory depends on ergodicity-related results. Markov chain models might be appropriate, including the autoregressive models in Section 8.4. For case (c), a random effects type of model might be appropriate. If parameter estimates can be obtained for each subject, the estimation of the parameters for the random effects distribution might be done in a second stage. Of course, as mentioned in Section 1.7, appropriate models and methods depend on inferences of interest. Examples for all three types of longitudinal data are given in Chapter 11.

Subsections of Section 10.1 are devoted to the asymptotic covariance matrix, estimation of standard errors, asymptotic efficiency, and assessment of estimation consistency for the method of using inference functions that are derived from the log-likelihoods of marginal distributions. Also there are several examples illustrating this method. In Section 10.2, some results in Section 10.1 are extended to the inclusion of covariates in the model. Also there are extensions to situations in which there are parameters common to more than one margin. Section 10.3 is on choice and comparison of models through (penalized) log-likelihoods and predictive ability. Section 10.4 has some results on inference for Markov chains. Sec-
tion 10.5 comments on research needed for Bayesian methods to be applied to multivariate models. Section 10.6 discusses numerical methods, especially numerical optimization.

### 10.1 Estimation from likelihoods of margins ${ }^{\circ}$

In this section, we study the estimation of parameters of a copulabased multivariate model, based on the likelihoods of marginal distributions of the model. Following terminology of McLeish and Small (1988) and Xu (1996), we call this the method of inference functions for margins or IFM method. The inference or estimating functions are score functions of likelihoods of marginal distributions. The method actually applies to a larger class of models that have certain closure properties for the parameters (see Section 4.1). Here we assume that we have iid observations. The extension to include covariates is given in Section 10.2.

Consider a copula-based parametric model for the random vector $\mathbf{Y}$, with cdf

$$
\begin{equation*}
F\left(\mathbf{y} ; \boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}, \boldsymbol{\theta}\right)=C\left(F_{1}\left(y_{1} ; \boldsymbol{\alpha}_{1}\right), \ldots, F_{m}\left(y_{m} ; \boldsymbol{\alpha}_{m}\right) ; \boldsymbol{\theta}\right), \tag{10.1}
\end{equation*}
$$

where $F_{1}, \ldots, F_{m}$ are univariate cdfs with respective parameters $\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}$, and $C$ is a family of copulas parametrized by a parameter $\theta$. We assume that $C$ has a density $c$ (mixed derivative of order $m$ ). The vector $\mathbf{Y}$ could be discrete or continuous. In the former case, the joint $\operatorname{pmf} f\left(\cdot ; \boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}, \boldsymbol{\theta}\right)$ for $\mathbf{Y}$ can be derived from the cdf in (10.1), and we let the univariate marginal pmfs be denoted by $f_{1}, \ldots, f_{m}$; in the latter case, we assume that $F_{j}$ has density $f_{j}$ for $j=1, \ldots, m$, and that $\mathbf{Y}$ has density

$$
f\left(\mathbf{y} ; \boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}, \boldsymbol{\theta}\right)=c\left(F_{1}\left(y_{1} ; \boldsymbol{\alpha}_{1}\right), \ldots, F_{m}\left(y_{m} ; \boldsymbol{\alpha}_{m}\right) ; \boldsymbol{\theta}\right) \prod_{j=1}^{m} f_{j}\left(y_{j} ; \boldsymbol{\alpha}_{j}\right) .
$$

For a sample of size $n$, with observed random vectors $\mathbf{y}_{1}, \ldots, \mathbf{y}_{n}$, we can consider the $m$ log-likelihood functions for the univariate margins,

$$
L_{j}\left(\boldsymbol{\alpha}_{j}\right)=\sum_{i=1}^{n} \log f_{j}\left(y_{i j} ; \alpha_{j}\right), \quad j=1, \ldots, m,
$$

and the log-likelihood function for the joint distribution,

$$
\begin{equation*}
L\left(\boldsymbol{\theta}, \boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}\right)=\sum_{i=1}^{n} \log f\left(\mathbf{y}_{i} ; \boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}, \boldsymbol{\theta}\right) \tag{10.2}
\end{equation*}
$$

A simple case of the IFM method consists of doing $m$ separate optimizations of the univariate likelihoods, followed by an optimization of the multivariate likelihood as a function of the dependence parameter vector. More specifically,
(a) the $\log$-likelihoods $L_{j}$ of the $m$ univariate margins are separately maximized to get estimates $\tilde{\boldsymbol{\alpha}}_{1}, \ldots, \tilde{\boldsymbol{\alpha}}_{m}$;
(b) the function $L\left(\boldsymbol{\theta}, \tilde{\boldsymbol{\alpha}}_{1}, \ldots, \tilde{\alpha}_{m}\right)$ is maximized over $\boldsymbol{\theta}$ to get $\tilde{\boldsymbol{\theta}}$.

That is, under regularity conditions, $\left(\tilde{\boldsymbol{\alpha}}_{1}, \ldots, \tilde{\boldsymbol{\alpha}}_{m}, \tilde{\theta}\right)$ is the solution of

$$
\begin{equation*}
\left(\partial L_{1} / \partial \boldsymbol{\alpha}_{1}, \ldots, \partial L_{m} / \partial \boldsymbol{\alpha}_{m}, \partial L / \partial \boldsymbol{\theta}\right)=\mathbf{0} \tag{10.3}
\end{equation*}
$$

This procedure is computationally simpler than estimating all parameters $\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}, \boldsymbol{\theta}$ simultaneously from $L$ in (10.2). A numerical optimization with many parameters is much more timeconsuming compared with several numerical optimizations, each with fewer parameters.

If the copula model (10.1) has further structure such as a parameter associated with each bivariate margin, simplifications of the second step (b) can be made, so that no numerical optimization with a large number of parameters is needed. For example, with a MVN latent distribution, there is a simplification shown in Section 10.1.4; the correlation parameters can be estimated from separate likelihoods of the bivariate margins.

If it is possible to maximize $L$ to get estimates $\hat{\boldsymbol{\alpha}}_{1}, \ldots, \hat{\boldsymbol{\alpha}}_{m}, \hat{\boldsymbol{\theta}}$, then one could compare these with the estimates $\tilde{\boldsymbol{\alpha}}_{1}, \ldots, \tilde{\boldsymbol{\alpha}}_{m}, \tilde{\boldsymbol{\theta}}$ as an estimation consistency check to evaluate the adequacy of fit of the copula. For comparison with the IFM method, the MLE refers to ( $\left.\hat{\boldsymbol{\alpha}}_{1}, \ldots, \hat{\boldsymbol{\alpha}}_{m}, \hat{\boldsymbol{\theta}}\right)$. Under regularity conditions, this comes from solving

$$
\begin{equation*}
\left(\partial L / \partial \boldsymbol{\alpha}_{1}, \ldots, \partial L / \partial \boldsymbol{\alpha}_{m}, \partial L / \partial \boldsymbol{\theta}\right)=\mathbf{0} \tag{10.4}
\end{equation*}
$$

contrast with (10.3). Note for MVN distributions, consisting of the MVN copula with correlation matrix $\theta=R$ and $N\left(\mu_{j}, \sigma_{j}^{2}\right)$ univariate margins $\left(\boldsymbol{\alpha}_{j}=\left(\mu_{j}, \sigma_{j}^{2}\right)\right)$, that $\hat{\boldsymbol{\alpha}}_{j}=\tilde{\boldsymbol{\alpha}}_{j}, j=1, \ldots, m$, and $\hat{\boldsymbol{\theta}}=\tilde{\boldsymbol{\theta}}$. The equivalence of the estimators generally does not hold. Possibly because the MVN distribution is dominant in multivariate statistics, attention has not been given to variations of maximum likelihood estimation for multivariate models.

Since it is computationally easier to obtain ( $\left.\tilde{\boldsymbol{\alpha}}_{1}, \ldots, \tilde{\alpha}_{m}, \tilde{\theta}\right)$, a natural question is its asymptotic relative efficiency compared with $\left(\hat{\boldsymbol{\alpha}}_{1}, \ldots, \hat{\boldsymbol{\alpha}}_{m}, \hat{\boldsymbol{\theta}}\right)$. Apart from efficiency considerations, the former set of estimates provides a good starting point for the latter if one
needs and can compute ( $\hat{\boldsymbol{\alpha}}_{1}, \ldots, \hat{\alpha}_{m}, \hat{\boldsymbol{\theta}}$ ). Approximations leading to the asymptotic distribution of $\left(\tilde{\boldsymbol{\alpha}}_{1}, \ldots, \tilde{\boldsymbol{\alpha}}_{m}, \tilde{\boldsymbol{\theta}}\right)$ are given in Section 10.1.1. Then, one can (numerically) compare the asymptotic covariance matrices of ( $\left.\tilde{\boldsymbol{\alpha}}_{1}, \ldots, \tilde{\boldsymbol{\alpha}}_{m}, \tilde{\boldsymbol{\theta}}\right)$ and ( $\left.\hat{\boldsymbol{\alpha}}_{1}, \ldots, \hat{\boldsymbol{\alpha}}_{m}, \hat{\boldsymbol{\theta}}\right)$. Also an estimate of the covariance matrix of $\left(\tilde{\boldsymbol{\alpha}}_{1}, \ldots, \tilde{\alpha}_{m}, \tilde{\theta}\right)$ can be obtained. The theory is a special case of using a set of estimating equations to estimate a vector of parameters.

### 10.1.1 Asymptotic covariance matrix

Throughout this subsection, we assume that the usual regularity conditions (see Serfling, 1980) for asymptotic maximum likelihood theory hold for the multivariate model as well as for all of its margins. For the IFM method, there is a set of inference or estimating functions in which each function is a score function or the (partial) derivative of a log-likelihood of some marginal density.

Let $\boldsymbol{\eta}=\left(\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}, \boldsymbol{\theta}\right)$ be the row vector of parameters and let $\mathbf{g}$ be a row vector of functions with the same dimension as $\eta$. For example, $g$ could be the vector in the summands on the left-hand side of (10.3). The vector of inference functions is $\sum_{i=1}^{n} g\left(\mathbf{y}_{i}, \boldsymbol{\eta}\right)$.

Let $\mathbf{Y}, \mathbf{Y}_{1}, \ldots, \mathbf{Y}_{n}$ be iid with the density $f(\cdot ; \boldsymbol{\eta})$. Suppose the vector of estimating equations for the estimator $\tilde{\eta}$ is

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbf{g}\left(\mathbf{Y}_{i}, \tilde{\eta}\right)=0 \tag{10.5}
\end{equation*}
$$

Let $\partial \mathbf{g}^{T} / \partial \boldsymbol{\eta}$ be the matrix with $(j, k)$ component $\partial g_{j}(\mathbf{y}, \boldsymbol{\eta}) / \partial \eta_{k}$, where $g_{j}$ is the $j$ th component of $g$ and $\eta_{k}$ is the $k$ th component of $\eta$. From an expansion of (10.5) similar to the derivation of the asymptotic distribution of an MLE, under the regularity conditions, the asymptotic distribution of $n^{1 / 2}(\tilde{\eta}-\eta)^{T}$ is equivalent to that of

$$
\begin{equation*}
\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]\right\}^{-1} n^{-1 / 2} \sum_{i=1}^{n} \mathrm{~g}^{T}\left(\mathbf{Y}_{i}, \boldsymbol{\eta}\right) \tag{10.6}
\end{equation*}
$$

Hence it has the same asymptotic distribution as

$$
\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]\right\}^{-1} \mathbf{Z}
$$

where $\mathbf{Z} \sim N(\mathbf{0}, \operatorname{Cov}(\mathbf{g}(\mathbf{Y}, \boldsymbol{\eta})))$. That is, the asymptotic covariance matrix of $n^{1 / 2}(\tilde{\eta}-\eta)^{T}$, called the inverse Godambe information matrix, is

$$
V=D_{\mathbf{g}}^{-1} M_{\mathbf{g}}\left(D_{\mathbf{g}}^{-1}\right)^{T},
$$

where

$$
D_{\mathbf{g}}=\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right], \quad M_{\mathbf{g}}=\mathrm{E}\left[\mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) \mathbf{g}(\mathbf{Y}, \boldsymbol{\eta})\right]
$$

(If $\tilde{\boldsymbol{\eta}}$ is the MLE and $\ell=\log f$, then $\mathbf{g}=\partial \ell / \partial \boldsymbol{\eta}, \partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}$ $=\partial^{2} \ell / \partial \eta^{T} \partial \eta$, and this is the standard result for the MLE.)

Estimation of the asymptotic covariance matrix $n^{-1} V$ of $\tilde{\boldsymbol{\eta}}$ involves $-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \eta\right]$ and hence the need to compute many derivatives (which can be tedious both analytically and in the coding for a computer program if symbolic manipulation cannot be used). This can be avoided by making using of the jackknife to estimate $n^{-1} V$. Let $\tilde{\boldsymbol{\eta}}^{(i)}$ be the estimator of $\boldsymbol{\eta}$ with the $i$ th observation $\mathbf{Y}_{i}$ deleted, $i=1, \ldots, n$. Assuming $\tilde{\eta}$ and the $\tilde{\boldsymbol{\eta}}^{(i)}$ are row vectors, the jackknife estimator of $n^{-1} V$ is

$$
\sum_{i=1}^{n}\left(\tilde{\boldsymbol{\eta}}^{(i)}-\tilde{\boldsymbol{\eta}}\right)^{T}\left(\tilde{\boldsymbol{\eta}}^{(i)}-\tilde{\boldsymbol{\eta}}\right)
$$

Proof. The (non-rigourous) justification of this comes from substituting an analogy of (10.6) for $\tilde{\eta}^{(i)}$ to get

$$
\begin{aligned}
\left(\tilde{\boldsymbol{\eta}}^{(i)}-\boldsymbol{\eta}\right)^{T} \approx & \left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]\right\}^{-1}(n-1)^{-1} \sum_{k \neq i} \mathrm{~g}^{T}\left(\mathbf{Y}_{k}, \boldsymbol{\eta}\right) \\
\approx & \left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]\right\}^{-1}(n-1)^{-1} \\
& \cdot\left[n\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]\right\}(\tilde{\boldsymbol{\eta}}-\boldsymbol{\eta})^{T}-\mathbf{g}^{T}\left(\mathbf{Y}_{i}, \boldsymbol{\eta}\right)\right] \\
= & n(n-1)^{-1}(\tilde{\boldsymbol{\eta}}-\boldsymbol{\eta})^{T} \\
& -(n-1)^{-1}\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]\right\}^{-1} \mathbf{g}^{T}\left(\mathbf{Y}_{i}, \boldsymbol{\eta}\right),
\end{aligned}
$$

so that
$\left(\tilde{\boldsymbol{\eta}}^{(i)}-\tilde{\boldsymbol{\eta}}\right)^{T} \approx-n^{-1}\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]\right\}^{-1} \mathbf{g}^{T}\left(\mathbf{Y}_{i}, \boldsymbol{\eta}\right)+O_{p}\left(n^{-3 / 2}\right)$.
Finally,

$$
\begin{aligned}
& \sum_{i=1}^{n}\left(\tilde{\boldsymbol{\eta}}^{(i)}-\tilde{\boldsymbol{\eta}}\right)^{T}\left(\tilde{\boldsymbol{\eta}}^{(i)}-\tilde{\boldsymbol{\eta}}\right) \approx n^{-2}\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]\right\}^{-1} \\
& \cdot\left[\sum_{i=1}^{n} \mathbf{g}^{T}\left(\mathbf{Y}_{i}, \boldsymbol{\eta}\right) \mathbf{g}\left(\mathbf{Y}_{i}, \boldsymbol{\eta}\right)\right] \cdot\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]^{T}\right\}^{-1} \\
& \approx n^{-1}\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]\right\}^{-1} \operatorname{Cov}(\mathbf{g}(\mathbf{Y}, \boldsymbol{\eta})) \\
& \cdot\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]^{T}\right\}^{-1}+O_{p}\left(n^{-3 / 2}\right) \\
&= n^{-1} V+O_{p}\left(n^{-3 / 2}\right)
\end{aligned}
$$

Actually, if each inference function is the partial derivative of a log-likelihood function of some marginal density, then the vector $g$ need not be explicitly obtained for numerical computation of $\tilde{\eta}$. From the log-likelihoods and a quasi-Newton routine (see Section 10.5) for maximizing the log-likelihoods, the components of $\tilde{\boldsymbol{\eta}}$ can be obtained sequentially, beginning with the components corresponding to univariate parameters. The jackknife method can then be used for the estimation of the asymptotic covariance matrix of the estimators. Hence, with the combination of the quasi-Newton routine and the jackknife method, one can avoid taking analytic derivatives of log-likelihoods.

For large samples, the jackknife can be modified into estimates from deletions of more than one observation at a time in order to reduce the total amount of computation time. Suppose $n=n_{1} n_{2}$, with $n_{2}$ groups or blocks of $n_{1} ; n_{2}$ estimators can be obtained with the $k$ th estimate based on $n-n_{1}$ observations after deleting the $n_{1}$ observations in the $k$ th block. (It is probably best to randomize the $n$ observations into the $n_{2}$ blocks. The disadvantage is that the jackknife estimates depend on the randomization. However, reasonable estimates for SEs should obtain and there are approximations in estimating SEs for any method.) Note that the simple (delete-one) jackknife has $n_{1}=1$.

Let $\tilde{\boldsymbol{\eta}}^{(k)}$ be the estimator of $\eta$ with the $k$ th block deleted, $k=$ $1, \ldots, n_{2}$. For the asymptotic approximation, think of $n_{1}$ as fixed with $n_{2} \rightarrow \infty$. Assuming $\tilde{\eta}$ and the $\tilde{\boldsymbol{\eta}}^{(k)}$ are row vectors, the jackknife estimator of $n^{-1} V$ is

$$
\sum_{k=1}^{n_{2}}\left(\tilde{\boldsymbol{\eta}}^{(k)}-\tilde{\boldsymbol{\eta}}\right)^{T}\left(\tilde{\boldsymbol{\eta}}^{(k)}-\tilde{\boldsymbol{\eta}}\right)
$$

Proof. Let $B_{k}$ consist of the indices in the $k$ th block of observations to be deleted. Substitute an analogy of (10.6) for $\tilde{\boldsymbol{\eta}}^{(k)}$ to get

$$
\begin{aligned}
&\left(\tilde{\boldsymbol{\eta}}^{(k)}-\boldsymbol{\eta}\right)^{T} \approx\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \eta) / \partial \boldsymbol{\eta}\right]\right\}^{-1}\left(n-n_{1}\right)^{-1} \sum_{i \notin B_{k}} \mathrm{~g}^{T}\left(\mathbf{Y}_{i}, \boldsymbol{\eta}\right) \\
& \approx\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]\right\}^{-1}\left(n-n_{1}\right)^{-1} \\
& \cdot\left[n\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \eta\right]\right\}(\tilde{\boldsymbol{\eta}}-\boldsymbol{\eta})^{T}-\sum_{i \in B_{k}} \mathbf{g}^{T}\left(\mathbf{Y}_{i}, \boldsymbol{\eta}\right)\right] \\
&=\frac{n}{n-n_{1}}(\tilde{\boldsymbol{\eta}}-\boldsymbol{\eta})^{T}-\frac{1}{n-n_{1}}\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]\right\}^{-1} \sum_{i \in B_{k}} \mathbf{g}^{T}\left(\mathbf{Y}_{i}, \boldsymbol{\eta}\right)
\end{aligned}
$$

so that

$$
\begin{aligned}
&\left(\tilde{\boldsymbol{\eta}}^{(k)}-\tilde{\boldsymbol{\eta}}\right)^{T} \approx-\left(n-n_{1}\right)^{-1}\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \eta) / \partial \eta\right]\right\}^{-1} \sum_{i \in B_{k}} \mathbf{g}^{T}\left(\mathbf{Y}_{i}, \eta\right) \\
&+O_{p}\left(n^{-3 / 2}\right)
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \sum_{k}\left(\tilde{\boldsymbol{\eta}}^{(k)}-\tilde{\boldsymbol{\eta}}\right)^{T}\left(\tilde{\boldsymbol{\eta}}^{(k)}-\tilde{\boldsymbol{\eta}}\right) \approx\left(n-n_{1}\right)^{-2}\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \eta\right]\right\}^{-1} \\
& \cdot {\left[\sum_{i=1}^{n} \mathbf{g}^{T}\left(\mathbf{Y}_{i}, \eta\right) \mathbf{g}\left(\mathbf{Y}_{i}, \eta\right)+\sum_{k} \sum_{i \neq i^{\prime}, i, i^{\prime} \in B_{k}} \mathbf{g}^{T}\left(\mathbf{Y}_{i}, \boldsymbol{\eta}\right) \mathbf{g}\left(\mathbf{Y}_{i^{\prime}}, \boldsymbol{\eta}\right)\right] } \\
& \cdot\left\{-\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \boldsymbol{\eta}) / \partial \boldsymbol{\eta}\right]^{T}\right\}^{-1}
\end{aligned}
$$

The term $\left(n-n_{1}\right)^{-2} \sum_{i=1}^{n} \mathbf{g}^{T}\left(\mathbf{Y}_{i}, \boldsymbol{\eta}\right) \mathbf{g}\left(\mathbf{Y}_{i}, \boldsymbol{\eta}\right)$ is $O_{p}\left(n^{-1}\right)$. If $n_{1}>1$, it also dominates the other term

$$
\left(n-n_{1}\right)^{-2} \sum_{k} \sum_{i \neq i^{\prime}, i, i^{\prime} \in B_{k}} \mathbf{g}^{T}\left(\mathbf{Y}_{i}, \eta\right) \mathbf{g}\left(\mathbf{Y}_{i^{\prime}}, \eta\right)
$$

which asymptotically is

$$
\left(n-n_{1}\right)^{-2}\left\{n_{2} \mathrm{E}\left[\sum_{i \neq i^{\prime}, 1 \leq i, i^{\prime} \leq n_{1}} \mathbf{g}^{T}\left(\mathbf{Y}_{i}, \eta\right) \mathbf{g}\left(\mathbf{Y}_{i^{\prime}}, \eta\right)\right]+O_{p}\left(n_{2}^{1 / 2}\right)\right\}
$$

or $O_{p}\left(n^{-3 / 2}\right)$ since the expectation is zero and $n_{2}, n \rightarrow \infty$.
The jackknife method can also be used for estimates of functions of parameters (such as probabilities of being in some category or probabilities of exceedances). The delta or Taylor method requires partial derivatives (of the function with respect to the parameters) and the jackknife method eliminates the need for this. As before, let $\tilde{\eta}^{(k)}$ be the estimator of $\eta$ with the $k$ th block deleted, $k=1, \ldots, n_{2}$, and let $\tilde{\boldsymbol{\eta}}$ be the estimator based on the entire sample. Let $b(\boldsymbol{\eta})$ be a (real-valued) quantity of interest. In addition to $b(\tilde{\boldsymbol{\eta}})$, the estimates $b\left(\tilde{\boldsymbol{\eta}}^{(k)}\right), k=1, \ldots, n_{2}$, from the subsamples are obtained. The jackknife estimate of the SE of $b(\tilde{\boldsymbol{\eta}})$ is

$$
\left\{\sum_{k=1}^{n_{2}}\left[b\left(\tilde{\boldsymbol{\eta}}^{(k)}\right)-b(\tilde{\boldsymbol{\eta}})\right]^{2}\right\}^{1 / 2}
$$

What the jackknife approach means for the computation sequence is that one should maintain a table of the parameter estimates for the full sample and each jackknife subsample. Then one can use this table for computing estimates of one or more functions of the parameters, together with the corresponding SEs.

### 10.1.2 Efficiency

The efficiency of the IFM method relative to the ML method (e.g., comparison of (10.3) and (10.4)) for multivariate models can be assessed using various methods. One comparison of efficiency is through the asymptotic covariance matrices of the MLE and the estimator from the IFM method. Another comparison consists of Monte Carlo simulations to compare the two estimators (through mean squared errors, etc.). Both methods are difficult, because of the general intractability of the asymptotic covariance matrices, and the computation time needed to obtain the MLE based on the likelihood in all of the univariate and multivariate parameters. Nevertheless, comparisons of various types are made in Xu (1996) for a number of multivariate models. All of these comparisons suggest that the IFM method is highly efficient compared with maximum likelihood. Intuitively, we expect the IFM method to be quite efficient because it depends heavily on maximum likelihood, albeit from likelihoods of marginal distributions.

Examples of models for which asymptotic covariance matrices were compared are:
(a) the trivariate probit model for binary data with cutoff points of zero and unknown correlation parameters;
(b) the trivariate probit model for binary data with general known cutoff points and unknown correlation parameters;
(c) the latent variable model for binary data with a trivariate copula having bivariate margins in the family B10 in Section 5.1.

Examples of models for which Monte Carlo simulations were used for comparisons are:
(a) the multivariate probit model for binary data, up to $m=4$ with covariates;
(b) the multivariate probit model for ordinal data, up to $m=4$ without covariates;
(c) the multivariate Poisson model based on the MVN copula.

In almost all of the simulations, the relative efficiency, as measured by the ratio of the mean squared errors of the IFM estimator to the MLE, is close to 1 .

### 10.1.3 Estimation consistency

There are several ways to assess the adequacy of fit of a multivariate copula-based model. One approach is comparison of estimates from higher-order margins and lower-order margins. This comparison will be called the estimation consistency check. A rough assessment could be based on differences of the estimators relative to the SEs or on a likelihood interval.

In general terms, the estimation consistency check is the following. Let

$$
F\left(\mathbf{y} ; \boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}, \boldsymbol{\theta}\right)=C\left(F_{1}\left(y_{1} ; \boldsymbol{\alpha}_{1}\right), \ldots, F_{m}\left(y_{m} ; \boldsymbol{\alpha}_{m}\right) ; \boldsymbol{\theta}\right)
$$

be a family of $m$-variate distributions with margins $F_{S}\left(\mathbf{y}_{S} ; \boldsymbol{\alpha}_{j}, j \in\right.$ $\left.S, \boldsymbol{\theta}_{S}\right), S \in \mathcal{S}_{m},|S| \geq 2$, where $\boldsymbol{\theta}$ is the multivariate parameter and $\boldsymbol{\alpha}_{j}$ is the parameter for the $j$ th univariate margin. Note that $\boldsymbol{\theta}_{S}$ is uniquely determined from $\theta$ and $S$. Let $S_{1}$ and $S_{2}$ be two subsets with $S_{1}$ being a proper subset of $S_{2}$ and $\left|S_{1}\right| \geq 2$. Then $\boldsymbol{\theta}_{S_{1}}=$ $\mathbf{a}\left(\boldsymbol{\theta}_{S_{2}}\right)$ for a function $\mathbf{a}$. Let the data be $\mathbf{Y}_{i}, i=1, \ldots, n$. Assume that the univariate parameters are known, or are estimated based on individual univariate likelihoods and then assumed known. For $k=1,2$, let $\tilde{\boldsymbol{\theta}}_{S_{k}}$ be the estimator using the IFM method based on the $\mathbf{Y}_{i, S_{k}}=\left(Y_{i j}: j \in S_{k}\right), i=1, \ldots, n$. Then in general, $\tilde{\boldsymbol{\theta}}_{S_{1}}$ and $\mathbf{a}\left(\tilde{\boldsymbol{\theta}}_{S_{2}}\right)$ are different. The closeness of $\tilde{\boldsymbol{\theta}}_{S_{1}}$ and $\mathbf{a}\left(\tilde{\boldsymbol{\theta}}_{S_{2}}\right)$ for all $S_{1}, S_{2}$ with $S_{1} \subset S_{2}$ is a necessary (but not sufficient) indication that the model $F\left(\mathbf{y} ; \boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}, \boldsymbol{\theta}\right)$ is an adequate fit to the data. A rough SE for $\tilde{\boldsymbol{\theta}}_{S_{1}}-\mathbf{a}\left(\tilde{\boldsymbol{\theta}}_{S_{2}}\right)$ could be obtained from the jackknife method if needed, or one could use SEs from the separate optimizations. Another method of assessing the closeness is to check if $\mathbf{a}\left(\tilde{\boldsymbol{\theta}}_{S_{2}}\right)$ is in the likelihood-based confidence interval for $\theta_{S_{1}}$; this interval is

$$
\left\{\boldsymbol{\theta}: 2\left[L\left(\tilde{\boldsymbol{\theta}}_{S_{1}} ; S_{1}\right)-L\left(\boldsymbol{\theta} ; S_{1}\right)\right] \geq \chi_{p_{S_{1}}, 1-\alpha}^{2}\right\}
$$

where $\chi_{p_{S}, 1-\alpha}^{2}$ is the upper $\alpha$ quantile of a chi-square distribution with $p_{S}$ degrees of freedom, $p_{S}$ is the dimension of $\boldsymbol{\theta}_{S}$, and $L\left(\cdot ; S_{1}\right)$ is the log-likelihood based on the density of $F\left(\mathbf{y}_{S_{1}} ; \boldsymbol{\alpha}_{j}, j \in S_{1}, \boldsymbol{\theta}_{S_{1}}\right)$.

There are variations on the use of estimation consistency for comparisons of parameter estimates from likelihoods of different margins. Some of these are mentioned in the specific examples in the next subsection and in Chapter 11. See also the end of the next subsection for another consistency check that could be done.

### 10.1.4 Examples

This subsection consists of examples to illustrate the theory described earlier in this section.

Example 10.1 (Multivariate probit model with no covariates.) The model for the multivariate binary response vector $\mathbf{Y}$ is $Y_{j}=$ $I\left(Z_{j} \leq \alpha_{j}\right), j=1, \ldots, m$, where $\mathbf{Z} \sim N_{m}(0, R)$, and $\boldsymbol{\theta}=R=\left(\rho_{j k}\right)$ is a correlation matrix. Let the data be $\mathbf{y}_{i}=\left(y_{i 1}, \ldots, y_{i m}\right), i=$ $1, \ldots, n$. For $j=1, \ldots, m$, let $N_{j}(0)$ and $N_{j}(1)$ be the number of 0 s and 1 s among $y_{1 j}, \ldots, y_{n j}$. For $1 \leq j<k \leq m$, let $N_{j k}\left(i_{1}, i_{2}\right)$ be the frequency of $\left(i_{1}, i_{2}\right)$ among the pairs $\left(y_{1 j}, y_{1 k}\right), \ldots,\left(y_{n j}, y_{n k}\right)$, for $\left(i_{1}, i_{2}\right)$ equal to $(0,0),(0,1),(1,0)$ and $(1,1)$. From maximizing the $j$ th univariate likelihood,

$$
L_{j}^{*}\left(\alpha_{j}\right)=\left[\Phi\left(\alpha_{j}\right)\right]^{N_{j}(1)}\left[1-\Phi\left(\alpha_{j}\right)\right]^{N_{j}(0)},
$$

$\tilde{\alpha}_{j}=\Phi^{-1}\left(N_{j}(1) / n\right), j=1, \ldots, m$. For this example, one can estimate the dependence parameters from maximizing separate bivariate likelihoods $L_{j k}^{*}\left(\rho_{j k}\right)=L_{j k}^{*}\left(\rho_{j k}, \alpha_{j}, \alpha_{k}\right)$ rather than using the $m$-variate $\log$-likelihood $L$ in (10.2). Let $\Phi_{\rho}$ be the BVSN cdf with correlation $\rho$. Then

$$
\begin{gathered}
L_{j k}^{*}\left(\rho_{j}, \alpha_{j}, \alpha_{k}\right) \\
=\left[\Phi_{\rho_{j k}}\left(\alpha_{j}, \alpha_{k}\right)\right]^{N_{j k}(11)}\left[\Phi\left(\alpha_{j}\right)-\Phi_{\rho_{j k}}\left(\alpha_{j}, \alpha_{k}\right)\right]^{N_{j k}(10)} \\
\cdot\left[\Phi\left(\alpha_{k}\right)-\Phi_{\rho_{j k}}\left(\alpha_{j}, \alpha_{k}\right)\right]^{N_{j k}(01)} \\
\cdot\left[1-\Phi\left(\alpha_{j}\right)-\Phi\left(\alpha_{k}\right)+\Phi_{\rho_{j k}}\left(\alpha_{j}, \alpha_{k}\right)\right]^{N_{j k}(00)}
\end{gathered}
$$

and $\tilde{\rho}_{j k}$ is the root $\rho$ of $N_{j k}(11) / n=\Phi_{\rho}\left(\tilde{\alpha}_{j}, \tilde{\alpha}_{k}\right)$.
The maximization of the bivariate likelihood $L_{j k}^{*}$ jointly in the parameters $\alpha_{j}, \alpha_{j}, \rho_{j k}$ leads to the same estimates as above. An assessment of the estimation consistency of the multivariate probit model can be made from comparisons of estimators from trivariate likelihoods $L_{j k s}^{*}$ in the parameters $\alpha_{j}, \alpha_{k}, \alpha_{s}, \rho_{j k}, \rho_{j s}, \rho_{k s}$.

Another check that could be done is the positive definiteness of the matrix $\tilde{R}=\left(\tilde{\rho}_{j k}\right)$. It is possible that $\tilde{R}$ is not positive definite, especially if the true correlation matrix $R$ is close to being singular.

Possibly one may be considering a simple correlation structure from the nature of the variables or perhaps the correlation estimates suggest a simple structure. Examples are an exchangeable correlation matrix with all correlations equal to $\rho$, and an $\operatorname{AR}(1)$ correlation matrix with the $(j, k)$ component equal to $\rho^{|j-k|}$ for some $\rho$. For these cases, see Section 10.2.2.

Example 10.2 (Multivariate probit model with covariates.) Let the data be $\left(\mathbf{Y}_{i}, \mathbf{x}_{i}\right), i=1, \ldots, n$, where $\mathbf{Y}_{i}$ is an $m$-variate response vector and $\mathbf{x}_{i}$ is a covariate (column) vector. The multivariate probit model has stochastic representation $Y_{i j}=I\left(Z_{i j} \leq\right.$ $\beta_{j 0}+\boldsymbol{\beta}_{j} \mathbf{x}_{i}$ ), where $\mathbf{Z}_{i}$ are iid $N_{m}(\mathbf{0}, R), R=\left(\rho_{j k}\right)$ and the $\boldsymbol{\beta}_{j}$ are row vectors. With $\boldsymbol{\gamma}_{j}=\left(\beta_{j 0}, \boldsymbol{\beta}_{j}\right)$, the $j$ th univariate likelihood is

$$
L_{j}^{*}\left(\boldsymbol{\gamma}_{j}\right)=\prod_{i=1}^{n}\left[\Phi\left(\beta_{j 0}+\boldsymbol{\beta}_{j} \mathbf{x}_{i}\right)\right]^{y_{i j}}\left[1-\Phi\left(\beta_{j 0}+\boldsymbol{\beta}_{j} \mathbf{x}_{i}\right)\right]^{1-y_{i j}} .
$$

The maximization of $L_{j}^{*}$ leads to $\tilde{\boldsymbol{\gamma}}_{j}$. For $1 \leq j<k \leq m$, the $(j, k)$ bivariate likelihood is:

$$
\begin{gathered}
L_{j k}^{*}\left(\rho_{j k}, \gamma_{j}, \boldsymbol{\gamma}_{k}\right)=\prod_{i=1}^{n}\left\{\left[\Phi_{\rho_{j k}}\left(\beta_{j 0}+\boldsymbol{\beta}_{j} \mathbf{x}_{i}, \beta_{k 0}+\boldsymbol{\beta}_{k} \mathbf{x}_{i}\right)\right]^{I\left(y_{i j}=y_{i k}=1\right)}\right. \\
\cdot \\
\cdot\left[\Phi\left(\beta_{j 0}+\boldsymbol{\beta}_{j} \mathbf{x}_{i}\right)-\Phi_{\rho_{j k}}\left(\beta_{j 0}+\boldsymbol{\beta}_{j} \mathbf{x}_{i}, \beta_{k 0}+\boldsymbol{\beta}_{k} \mathbf{x}_{i}\right)\right]^{I\left(y_{i j}=1, y_{i k}=0\right)} \\
\cdot \\
\cdot\left[\Phi\left(\beta_{k 0}+\boldsymbol{\beta}_{k} \mathbf{x}_{i}\right)-\Phi_{\rho_{j k}}\left(\beta_{j 0}+\boldsymbol{\beta}_{j} \mathbf{x}_{i}, \beta_{k 0}+\boldsymbol{\beta}_{k} \mathbf{x}_{i}\right)\right]^{I\left(y_{i j}=0, y_{i k}=1\right)} \\
\quad\left[1-\Phi\left(\beta_{j 0}+\boldsymbol{\beta}_{j} \mathbf{x}_{i}\right)-\Phi\left(\beta_{k 0}+\boldsymbol{\beta}_{k} \mathbf{x}_{i}\right)\right. \\
\left.\left.\quad+\Phi_{\rho_{j k}}\left(\beta_{j 0}+\boldsymbol{\beta}_{j} \mathbf{x}_{i}, \beta_{k 0}+\boldsymbol{\beta}_{k} \mathbf{x}_{i}\right)\right]^{I\left(y_{i j}=y_{i k}=0\right)}\right\}
\end{gathered}
$$

The maximization of $L_{j k}^{*}\left(\rho_{j k}, \tilde{\gamma}_{j}, \tilde{\gamma}_{k}\right)$ in $\rho_{j k}$ leads to $\tilde{\rho}_{j k}$. An assessment of the estimation consistency can be made from a bivariate likelihood in the parameters $\beta_{j 0}, \beta_{k 0}, \boldsymbol{\beta}_{j}, \boldsymbol{\beta}_{k}, \rho_{j k}$ or a trivariate likelihood in the parameters $\beta_{j 0}, \beta_{k 0}, \beta_{s 0}, \beta_{j}, \beta_{k}, \beta_{s}, \rho_{j k}, \rho_{j s}, \rho_{k s}$. Again, see Section 10.2.2 if some of the parameters (regression or correlation) can be assumed to be the same.

Example 10.3 (Multivariate Poisson-lognormal distribution.) Suppose we have a random sample of iid random vectors $\mathbf{y}_{i}, i=$ $1, \ldots, n$, from the density (7.28) in Section 7.2.3. Let $\boldsymbol{\alpha}_{j}=\left(\mu_{j}, \sigma_{j j}\right)$, $j=1, \ldots, m$. The $j$ th univariate marginal density is

$$
f_{j}\left(y_{j} ; \boldsymbol{\alpha}_{j}\right)=\int_{0}^{\infty} \frac{e^{-\lambda_{j}} \lambda_{j}^{y_{j}}}{y_{j}!\sqrt{2 \pi \sigma_{j j}} \lambda_{j}} \exp \left\{-\frac{1}{2}\left(\log \lambda_{j}-\mu_{j}\right)^{2} / \sigma_{j j}\right\} d \lambda_{j}
$$

The $(j, k)$ bivariate marginal density is

$$
\begin{gathered}
f_{j k}\left(y_{j}, y_{k} ; \boldsymbol{\alpha}_{j}, \boldsymbol{\alpha}_{k}, \rho_{j k}\right)=\int_{0}^{\infty} \int_{0}^{\infty} \frac{e^{-\lambda_{j}} \lambda_{j}^{y_{j}} e^{-\lambda_{k}} \lambda_{k}^{y_{k}}}{y_{j}!y_{k}!2 \pi \lambda_{j} \lambda_{k} \sqrt{\sigma_{j j} \sigma_{k k}-\sigma_{j k}^{2}}} \\
\cdot \exp \left\{-\frac{1}{2}\left(1-\rho_{j k}^{2}\right)^{-1}\left[\left(\log \lambda_{j}-\mu_{j}\right)^{2} / \sigma_{j j}+\left(\log \lambda_{k}-\mu_{k}\right)^{2} / \sigma_{k k}\right.\right. \\
\left.\left.-2 \rho_{j k}\left(\log \lambda_{j}-\mu_{j}\right)\left(\log \lambda_{k}-\mu_{k}\right) / \sqrt{\sigma_{j j} \sigma_{k k}}\right]\right\} d \lambda_{j} d \lambda_{k}
\end{gathered}
$$

where $\rho_{j k}=\sigma_{j k} / \sqrt{\sigma_{j j} \sigma_{k k}}$. Suppose $\tilde{\boldsymbol{\alpha}}_{j}=\left(\tilde{\mu}_{j}, \tilde{\sigma}_{j j}\right)$ obtains from maximizing $L_{j}\left(\boldsymbol{\alpha}_{j}\right)=\sum_{i=1}^{n} \log f_{j}\left(y_{i j} ; \boldsymbol{\alpha}_{j}\right)$, and given the estimates of the univariate parameters, $\tilde{\rho}_{j k}$ obtains from maximizing

$$
L_{j k}\left(\rho_{j k}, \tilde{\boldsymbol{\alpha}}_{j}, \tilde{\boldsymbol{\alpha}}_{k}\right)=\sum_{i=1}^{n} \log f_{j k}\left(y_{i j}, y_{i k} ; \tilde{\boldsymbol{\alpha}}_{j}, \tilde{\boldsymbol{\alpha}}_{k}, \rho_{j k}\right)
$$

as a function of $\rho_{j k}$. The log-likelihood maximizations are straightforward using a quasi-Newton routine, with good starting points, which in this case can come from method of moments estimates. Let $\bar{y}_{j}, s_{j}^{2}$ be the sample mean and sample variance for the $j$ th univariate margin, and let $r_{j k}$ be the $(j, k)$ sample correlation. Based on the expected values given in Section 7.2.3, for $L_{j}$, the method of moments estimates are

$$
\tilde{\sigma}_{j j}^{0}=\log \left(\left[s_{j}^{2}-\bar{y}_{j}\right] / \bar{y}_{j}^{2}+1\right), \quad \tilde{\mu}_{j}^{0}=\log \bar{y}_{j}-\frac{1}{2} \tilde{\sigma}_{j j}^{0},
$$

and, for $L_{j k}$, the method of moments estimate is

$$
\tilde{\sigma}_{j k}^{0}=\log \left(r_{j k} s_{j} s_{k} /\left[\bar{y}_{j} \bar{y}_{k}\right]+1\right) .
$$

Assessment of estimation consistency can come from comparisons of bivariate and trivariate likelihoods with the univariate parameters already estimated. The trivariate log-likelihoods, with three-dimensional integrations, would be time-consuming to maximize but should be possible.

The comments for a special correlation structure from Example 10.1, and the extensions to include covariates in Example 10.2, apply here as well.

Example 10.4 (MEV model with partially exchangeable dependence structure.) We illustrate some ideas for models from Section 4.2 using the family M6 in the trivariate case. In the MSMVE form, the exponent is

$$
A\left(\mathbf{z} ; \beta_{1,2}, \beta_{1,3}\right)=\left(\left(z_{1}^{\beta_{1,2}}+z_{2}^{\beta_{1,2}}\right)^{\beta_{1,3} / \beta_{1,2}}+z_{3}^{\beta_{1,3}}\right)^{1 / \beta_{1,3}}
$$

with $\beta_{1,2} \geq \beta_{1,3} \geq 1$. The bivariate margins have exponents in the family B6, $A\left(w_{1}, w_{2}\right)=\left(w_{1}^{\delta}+w_{2}^{\delta}\right)^{1 / \delta}$, with parameters $\beta_{1,2}, \beta_{1,3}$, $\beta_{1,3}$ for the (1,2), (1,3), (2,3) bivariate margins, respectively. For trivariate extreme value data (maxima), $\left(y_{i 1}, y_{i 2}, y_{i 3}\right), i=1, \ldots, n$, one can maximize separate GEV univariate $\log$-likelihoods $L_{j}$ to get parameter estimates $\tilde{\mu}_{j}, \tilde{\sigma}_{j}, \tilde{\gamma}_{j}, j=1,2,3$. Then one can transform the univariate margins to exponential survival functions with $z_{i j}=\left(1+\gamma_{j}\left[y_{i j}-\mu_{j}\right] / \sigma_{j}\right)_{+}^{-1 / \gamma_{j}}$, substituting in the estimated parameters. Next, $\beta_{1,2}, \beta_{1,3}$ can be estimated from the bivariate
log-likelihoods and the model M6 may be plausible if the estimates from the $(1,3)$ and $(2,3)$ bivariate likelihoods are about the same and smaller than the estimate from the $(1,2)$ bivariate likelihood. If the estimates from the bivariate likelihoods have the right pattern, one could go on to the trivariate likelihood (with given $\tilde{\mu}_{j}, \tilde{\sigma}_{j}, \tilde{\gamma}_{j}$ ).

The survival function of the family M6 has closed form so that the density can be obtained by symbolic manipulation software in the form of Fortran or C code for use with a quasi-Newton routine for numerical maximization of the log-likelihood. This comment applies to any MEV or MSMVE model with closed-form cdf or survival function.

Example 10.5 (MEV model MM6 or MM7.) Consider the trivariate case, with GEV univariate margins. After the transform to $z_{i j}$, given in Example 10.4, one can estimate the multivariate parameters. Because of the asymmetry in the variables, one has to decide which variables go with which indices. Once this is decided, the parameters $\theta_{12}, \theta_{23}$ can be estimated from the (1,2) and $(2,3)$ bivariate $\log$-likelihoods and then the parameter $\theta_{13}$ can be estimated from the $(1,2,3)$ trivariate log-likelihood. If there is no natural order to the indices, one could compare the trivariate loglikelihood values, evaluated at estimated parameters, for the three distinct ways of assigning indices to variables.

Example 10.6 (MEV model M8.) The univariate parameters can be estimated from the GEV log-likelihoods. After the transform to $z_{i j}$, given in Example 10.4, the parameter $\delta_{j k}, 1 \leq j<k \leq$ $m$, can be estimated from the ( $j, k$ ) bivariate log-likelihood to get $\tilde{\delta}_{j k}$. For estimation consistency, comparisons can be made with the estimates from the trivariate log-likelihoods (with the univariate parameters fixed).

Example 10.7 (Molenberghs-Lesaffre construction of Section 4.8.) Assume that the bivariate margins all belong to a common parametric family of copulas, such as the family B2 or B3. Also assume that the parameters $\psi_{S}, S \in \mathcal{S}_{m},|S| \geq 3$, are in a range such that the construction in Section 4.8 leads to proper multivariate distributions. Suppose that the multivariate copula is used as a latent variable model for multivariate binary or ordinal responses with a logistic distribution (compare the model in Section 7.1.7).

A sequence for estimation of parameters is: first, the univariate parameters for the separate univariate logistic or ordinal regressions; second, the bivariate parameters from separate bivariate log-likelihoods; and then the parameters $\psi_{S}$, for dimensions
$|S| \geq 3$. For each multivariate log-likelihood, estimates from lowerorder margins are used, so that it involves only the maximization over one variable. For trivariate and higher-order margins, a reasonable starting point for the numerical optimization is 1 , because of the maximum entropy interpretation in Section 4.8 and because this leads to reflection symmetry as discussed in Section 7.1.7. $\square$

Example 10.8 (Families MM1-MM3 with $\nu$ s equal to 0 .) For the use of these multivariate families of copulas, the sequence of estimation of parameters is: first, the univariate parameters from univariate log-likelihoods; second, bivariate analysis to determine degrees of bivariate dependence; and then the multivariate parameters from the multivariate log-likelihood with the univariate parameters given.

As noted in Example 10.1, with the same possibility for other multivariate models, when dependence parameters are estimated based on bivariate or lower-dimensional margins, then one should check if the set of estimators is compatible for the model. For example, for any model with the MVN as a latent distribution, one needs to check if the estimated correlations from the bivariate margins lead to a positive definite matrix. If the sample size is sufficiently large, then non-compatibility would not be expected to be a problem, unless the vector of dependence parameters is near the boundary of the parameter space.

### 10.2 Extensions

In this section, we outline extensions of the results in the preceding section to include covariates (e.g., the multivariate probit model with covariates) and to situations for which parameters are common to more than one margin (e.g., the multivariate probit model with $\mathrm{AR}(1)$ dependence structure).

### 10.2.1 Covariates

Under certain regularity conditions, the results of Section 10.1 extend to the inclusion of covariates. There are two ways of looking at the asymptotics: one is a more standard approach to extend from the iid case to the independent, non-identically distributed case and the other is to view the response vector and covariate vector pair ( $\mathbf{Y}_{i}, \mathbf{x}_{i}$ ) as iid. An outline of the asymptotic results is given below.

There are common ways of extending many univariate distributions to include covariates (often, transformations of parameters are linear functions of some functions of covariates). A difficult modelling question may be whether dependence parameters should be functions of covariates. If so, what are natural functions to choose? This is not even clear for the multivariate probit model. For data analysis, one could split the covariate space into several clusters or subgroups, and then do a separate estimation of dependence parameters by clusters. If there are only binary (or categorical) predictor variables, then one could do estimation for each combination if the resulting (sub)sample sizes are large enough.

## Inclusion of covariates: approach 1

Assume that we have independent, non-identically distributed random vectors $\mathbf{Y}_{i}, i=1, \ldots, n$, with $\mathbf{Y}_{i}$ having density $f\left(\cdot ; \boldsymbol{\eta}_{i}\right)$, $\boldsymbol{\eta}_{\boldsymbol{i}}=\boldsymbol{\eta}\left(\mathbf{x}_{i}, \boldsymbol{\gamma}\right)$ for a function $\boldsymbol{\eta}$ and a parameter function $\boldsymbol{\gamma}$. The necessary conditions for the asymptotic results depend somewhat on the specific models. However, we indicate the general types of conditions that must hold.

For something like (10.1), we assume that each component of $\boldsymbol{\eta}=\left(\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}, \boldsymbol{\theta}\right)$ is a function of $\mathbf{x}$, more specifically, $\boldsymbol{\alpha}_{j}=$ $\mathbf{a}_{j}\left(\mathbf{x}, \boldsymbol{\gamma}_{j}\right), j=1, \ldots, m$, and $\boldsymbol{\theta}=\mathbf{t}\left(\mathbf{x}, \boldsymbol{\gamma}_{m+1}\right)$, with $\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}, \mathbf{t}$ having components that are each functions of linear combinations of the functions of the components of $\mathbf{x}$. We assume that the inference function vector has a component for each parameter in $\boldsymbol{\gamma}=\left(\boldsymbol{\gamma}_{1}, \ldots, \boldsymbol{\gamma}_{m}, \boldsymbol{\gamma}_{m+1}\right)$.

We explain the notation here for Examples 10.1 and 10.2. With no covariates, $\eta=\left(\alpha_{1}, \ldots, \alpha_{m}, \theta\right)$, where $\alpha_{j}$ is the cutoff point for the $j$ th univariate margin, and $\boldsymbol{\theta}=R=\left(\rho_{j k}\right)$ is a correlation matrix. With covariates, $\alpha_{j}=a_{j}\left(\mathbf{x}, \beta_{j 0}, \boldsymbol{\beta}_{j}\right)=\beta_{j 0}+\boldsymbol{\beta}_{j} \mathbf{x}, j=$ $1, \ldots, m$, and $t(\mathbf{x}, \boldsymbol{\theta})=\boldsymbol{\theta}$, so that $\gamma=\left(\beta_{10}, \beta_{1}, \ldots, \beta_{m 0}, \beta_{m}, \boldsymbol{\theta}\right)$ with $\boldsymbol{\gamma}_{j}=\left(\beta_{j 0}, \boldsymbol{\beta}_{j}\right)$ and $\boldsymbol{\gamma}_{m+1}=\boldsymbol{\theta}$.

For (10.1), in place of $f\left(\mathbf{y} ; \boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}, \boldsymbol{\theta}\right)$ and $f_{j}\left(y_{j}, \boldsymbol{\alpha}_{j}\right)$ in the case of no covariates, we now have the densities

$$
f_{\mathbf{Y} \mid \mathbf{x}}(\mathbf{y} \mid \mathbf{x} ; \boldsymbol{\gamma}) \stackrel{\text { def }}{=} f\left(\mathbf{y} ; \mathbf{a}_{1}\left(\mathbf{x}, \boldsymbol{\gamma}_{1}\right), \ldots, \mathbf{a}_{m}\left(\mathbf{x}, \boldsymbol{\gamma}_{m}\right), \mathbf{t}\left(\mathbf{x}, \boldsymbol{\gamma}_{m+1}\right)\right)
$$

and

$$
f_{Y_{j} \mid \mathbf{x}}\left(y_{j} \mid \mathbf{x} ; \boldsymbol{\gamma}_{j}\right) \stackrel{\text { def }}{=} f_{j}\left(y_{j} ; \mathbf{a}_{j}\left(\mathbf{x}, \boldsymbol{\gamma}_{j}\right)\right), \quad j=1, \ldots, m
$$

In a simple case, the estimate $\tilde{\boldsymbol{\gamma}}$ from the IFM method has compon-
ent $\tilde{\boldsymbol{\gamma}}_{j}$ coming from the maximization of

$$
\begin{equation*}
L_{j}\left(\boldsymbol{\gamma}_{j}\right)=\sum_{i=1}^{n} \log f_{Y_{j} \mid \mathbf{x}}\left(y_{i j} \mid \mathbf{x}_{i} ; \boldsymbol{\gamma}_{j}\right), \quad j=1, \ldots, m \tag{10.7}
\end{equation*}
$$

and $\tilde{\boldsymbol{\gamma}}_{m+1}$ comes from the maximization of $L\left(\tilde{\boldsymbol{\gamma}}_{1}, \ldots, \tilde{\boldsymbol{\gamma}}_{m}, \boldsymbol{\gamma}_{m+1}\right)$ in $\boldsymbol{\gamma}_{m+1}$, where

$$
\begin{equation*}
L(\boldsymbol{\gamma})=\sum_{i=1}^{n} \log f_{\mathbf{Y} \mid \mathbf{x}}\left(\mathbf{y}_{i} \mid \mathbf{x}_{i} ; \boldsymbol{\gamma}\right) . \tag{10.8}
\end{equation*}
$$

Alternatively, the components of $\boldsymbol{\gamma}_{m+1}$ may be estimated from loglikelihoods of lower-dimensional margins such as in Example 10.2. In any case, let $\sum \mathrm{g}\left(\mathbf{y}_{i}, \mathbf{x}_{i}, \boldsymbol{\gamma}\right)$ be the vector of inference functions from partial derivatives of log-likelihood functions of margins.

Conditions for the asymptotic results to hold have the following sense:
(a) mixed derivatives of $\mathbf{g}$ of first and second order are dominated by integrable functions;
(b) products of these derivatives are uniformly integrable;
(c) the functions $\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}, \mathbf{t}$ are twice continuously differentiable with first- and second-order derivatives bounded away from zero;
(d) covariates are uniformly bounded, and the sample covariance matrix of the covariates $\mathbf{x}_{i}$ is strictly positive definite;
(e) a Lindeberg-Feller type condition holds.

References for these types of conditions and proofs of asymptotic normality are Bradley and Gart (1962) and Hoadley (1971).

Assuming that the conditions hold, then the asymptotic normality result has the form:

$$
n^{-1 / 2} V_{n}^{-1 / 2}(\tilde{\boldsymbol{\gamma}}-\boldsymbol{\gamma})^{T} \rightarrow_{d} N(0, I)
$$

where $V_{n}=D_{n}^{-1} M_{n}\left(D_{n}^{-1}\right)^{T}$ with

$$
D_{n}=n^{-1} \sum_{i=1}^{n} \mathrm{E}\left[\partial \mathbf{g}^{T}\left(\mathbf{Y}_{i}, \mathbf{x}_{i}, \boldsymbol{\gamma}\right) / \partial \boldsymbol{\gamma}\right]
$$

and

$$
M_{n}=n^{-1} \sum_{i=1}^{n} \mathrm{E}\left[\mathbf{g}^{T}\left(\mathbf{Y}_{i}, \mathbf{x}_{i}, \boldsymbol{\gamma}\right) \mathrm{g}\left(\mathbf{Y}_{i}, \mathbf{x}_{i}, \boldsymbol{\gamma}\right)\right]
$$

Details for the case of multivariate discrete models are given in Xu (1996); the results generalize to the continuous case when the assumptions hold.

Inclusion of covariates: approach 2.
A second approach to asymptotics allows for parameters to be more general functions of the covariates, and treats the covariates as realizations of random vectors. This approach assumes a joint distribution for response vector and covariates, with the parameters for the marginal distribution of the covariate vector treated as nuisance parameters. This assumption might be reasonable for a random sample of subjects in which $\mathbf{x}_{i}$ and $\mathbf{Y}_{i}$ are observed together.

Similar to the preceding approach to the inclusion of covariates, we write the conditional density as

$$
f_{\mathbf{Y} \mid \mathbf{x}}(\mathbf{y} \mid \mathbf{x} ; \boldsymbol{\gamma})=f(\mathbf{y} ; \boldsymbol{\eta}(\mathbf{x}, \boldsymbol{\gamma})) .
$$

Let $\mathbf{Z}_{i}=\left(\mathbf{Y}_{i}, \mathbf{x}_{i}\right), i=1, \ldots, n$. These are treated as iid random vectors from the density

$$
\begin{equation*}
f_{\mathbf{Z}}(\mathbf{z} ; \boldsymbol{\gamma})=f_{\mathbf{Y} \mid \mathbf{x}}(\mathbf{y} \mid \mathbf{x} ; \boldsymbol{\gamma}) f_{\mathbf{X}}(\mathbf{x} ; \boldsymbol{\omega}) \tag{10.9}
\end{equation*}
$$

For inference, we are interested in $\boldsymbol{\gamma}$ and $\boldsymbol{\eta}(\mathbf{x}, \boldsymbol{\gamma})$, and not in $\boldsymbol{\omega}$. Marginal distributions of (10.9) are:

$$
f_{Y_{j} \mid \mathbf{x}}\left(y_{j} \mid \mathbf{x} ; \boldsymbol{\gamma}_{j}\right) f_{\mathbf{X}}(\mathbf{x} ; \boldsymbol{\omega}), \quad j=1, \ldots, m
$$

If $\omega$ is treated as a nuisance parameter, then the log-likelihood in $\boldsymbol{\gamma}$ from (10.10) below is essentially the same as that in the first approach.

Let $\boldsymbol{\gamma}, \boldsymbol{\alpha}_{j}, \mathbf{a}_{j}, \boldsymbol{\theta}, \mathbf{t}$ be the same as before, except that $\mathbf{a}_{j}, j=$ $1, \ldots, m$, and $\mathbf{t}$ could be more general functions of the covariate vector $\mathbf{x}$. The vector estimate from the IFM method has component $\tilde{\gamma}_{j}$ coming from the maximization of

$$
\begin{equation*}
L_{j}\left(\boldsymbol{\gamma}_{j}\right)=\sum_{i=1}^{n} \log \left[f_{Y_{j} \mid \mathbf{x}}\left(y_{i j} \mid \mathbf{x}_{i} ; \boldsymbol{\gamma}_{j}\right) f_{\mathbf{X}}\left(\mathbf{x}_{i} ; \boldsymbol{\omega}\right)\right], \quad j=1, \ldots, m \tag{10.10}
\end{equation*}
$$

and $\tilde{\boldsymbol{\gamma}}_{m+1}$ coming from the maximization of $L\left(\tilde{\boldsymbol{\gamma}}_{1}, \ldots, \tilde{\boldsymbol{\gamma}}_{m}, \boldsymbol{\gamma}_{m+1}\right)$ in $\boldsymbol{\gamma}_{m+1}$, where

$$
\begin{equation*}
L(\boldsymbol{\gamma})=\sum_{i=1}^{n} \log \left[f_{\mathbf{Y} \mid \mathbf{x}}\left(\mathbf{y}_{i} \mid \mathbf{x}_{i} ; \boldsymbol{\gamma}\right) f_{\mathbf{X}}\left(\mathbf{x}_{i} ; \omega\right)\right] \tag{10.11}
\end{equation*}
$$

Note that optimization of (10.7) and (10.10), and of (10.8) and (10.11), is the same. Alternatively, the components of $\boldsymbol{\gamma}_{m+1}$ may be estimated from log-likelihoods of lower-dimensional margins. In any case, let $\sum \mathrm{g}\left(\mathbf{y}_{i}, \mathbf{x}_{i}, \boldsymbol{\gamma}\right)$ be the vector of inference functions based on partial derivatives of log-likelihood functions of margins.

Assuming that the standard regularity conditions hold for $f_{\mathbf{Z}}$ and its margins, then the asymptotic theory for the iid case holds for the estimates using the IFM method in Section 10.1. The asymptotic normality result is

$$
n^{-1 / 2}(\tilde{\boldsymbol{\gamma}}-\boldsymbol{\gamma})^{T} \rightarrow_{d} N(0, V)
$$

where $V=D_{\mathbf{g}}^{-1} M_{\mathbf{g}}\left(D_{\mathbf{g}}^{-1}\right)^{T}$, with $D_{\mathbf{g}}=\mathrm{E}\left[\partial \mathbf{g}^{T}(\mathbf{Y}, \mathbf{x}, \boldsymbol{\gamma}) / \partial \boldsymbol{\gamma}\right], M_{\mathbf{g}}=$ $\mathrm{E}\left[\mathbf{g}^{\boldsymbol{T}}(\mathbf{Y}, \mathbf{x}, \boldsymbol{\gamma}) \mathbf{g}(\mathbf{Y}, \mathbf{x}, \boldsymbol{\gamma})\right]$.

The asymptotic covariance matrices for $n^{-1 / 2}(\tilde{\gamma}-\gamma)^{T}$ may be different in the two asymptotic approaches. However, the inference functions are the same. The use of the empirical distribution function to estimate the inverse Godambe information matrix or the use of the jackknife would lead to the same standard error estimates in the two approaches.

### 10.2.2 Parameters common to more than one margin

There are situations in which a parameter can appear in more than one margin. Examples are special dependence structures; for the exchangeable dependence structure a parameter is common to all bivariate margins, and for the $\mathrm{AR}(1)$ dependence structure for a latent MVN distribution each bivariate margin has a parameter which is the power of the lag 1 correlation parameter. Other examples arise when different univariate margins have a common parameter; e.g., in a repeated measures study with short time series over a short period of time, it may be reasonable to assume common regression coefficients for the different time points.

There are several ways in which the theory of Section 10.1 can be extended:
(a) use higher-dimensional margins;
(b) average or weight the estimators from the log-likelihoods of the margins with the common parameter;
(c) create inference functions based on the sum of log-likelihoods of the margins that have the common parameter.
If a dependence parameter appears in more than one bivariate margin, one possibility is to go directly to the $m$-dimensional multivariate log-likelihood with the univariate parameters given. For the exchangeable dependence structure, this is usually easy to do computationally, but for the $A R(1)$ dependence structure for the MVN copula it is harder, and one of the other two approaches may
be computationally easier. For all of these methods, under regularity conditions, the use of the jackknife approach to obtain standard errors of estimates of parameters is still valid.

Details, including some comparisons of efficiency, are given in Xu (1996).

### 10.3 Choice and comparison of models

Choices of models might depend on what are the most useful summaries at the initial data analysis stage and what are the inferences or predictions of interest. It may be a good idea to try more than one statistical model in order to check on the sensitivity of inferences to model assumptions. Also one should do diagnostic checks on the adequacy of fit of models. The (internal) estimation consistency check is one method mentioned in Section 10.1.3. There are several other ways to compare the adequacy of models.

One method of comparing fits of different models consists of using $\log$-likelihoods $L$ or Akaike information criterion (AIC) values $L-n_{p}$, where $n_{p}$ is the number of parameters in a model. Note that in this form (rather than $-2 L+2 n_{p}$ ), we are using the AIC as a penalized log-likelihood, with the penalty being the number of parameters. The method is useful even if models are not nested within each other. AIC values can be evaluated from the multivariate log-likelihood with the estimates obtained using the IFM method. This means that one has the log-likelihoods or AIC values at points that should be near the MLE and one does not have to do time-consuming multi-parameter numerical optimizations.

A second, possibly more relevant, comparison is the predictive ability of the models. This would be based on some comparisons of 'observed' summaries from the data and 'predicted' summaries from the models. The best choice of 'observed' and 'predicted' summaries depends on the data, the study and the inferences of interest. In the case of a multivariate discrete response, the summaries could be frequencies, possibly collapsed over categories. See Chapter 11 for comparisons used in different examples.

If several different models lead to similar inferences and have similar predictive ability then this is reassuring. If there is much sensitivity to the different models, then there is further work to do as one must think more about the assumptions in the models, or check for influential observations, etc., that might be affecting the models.

### 10.4 Inference for Markov chains

This section concerns inference for long time series that may be modelled using a Markov chain.

For Markov chains of first order, results are given in Billingsley (1961). Essentially, under certain regularity conditions, the asymptotic likelihood theory and numerical ML from the iid case can be extended. An outline of the regularity conditions and asymptotic results is given below. The extension to the case where transition probabilities depend on covariates should also be possible, by making use of the first approach in Section 10.2.1.

Notation used in this section is as follows.

1. $\left\{Y_{t}: t=1,2, \ldots\right\}$ is a Markov chain of order 1 with state space $\mathcal{Y}$.
2. $h\left(y_{t} \mid y_{t-1} ; \theta\right)$ is a family of transition densities (with respect to a measure $\nu$ ) with column vector parameter $\boldsymbol{\theta}$ of dimension $r$ in the parameter space $\boldsymbol{\theta}$.
3. There exists a stationary distribution with density $f(\cdot ; \boldsymbol{\theta})$ (with respect to the measure $\nu$ ).
4. $\ell\left(\boldsymbol{\theta} ; y_{t-1}, y_{t}\right)=\log h\left(y_{t} \mid y_{t-1} ; \boldsymbol{\theta}\right)$.
5. With the observed Markov chain $y_{1}, \ldots, y_{n}$, the log-likelihood function is taken to be $L_{n}(\boldsymbol{\theta})=\sum_{t=2}^{n} \ell\left(\boldsymbol{\theta} ; y_{t-1}, y_{t}\right)$ for asymptotic analysis, since asymptotically the likelihood contribution of the first observation $y_{1}$ does not matter (for a specific example, this could be included if relevant).
6. $\partial \ell / \partial \theta$ is the (column) vector of partial derivatives $\partial \ell / \partial \theta_{u}$, $u=1, \ldots, r$, and the components are denoted more simply by $\ell_{u}$.
7. $\partial^{2} \ell /\left[\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{T}\right]$ is the matrix of second-order partial derivatives, with components denoted by $\ell_{u v}$.
8. Third-order (mixed) derivatives are denoted by $\ell_{u v w}$.
9. Similar notation for derivatives is used for other functions of $\theta$.
10. $\mathrm{E}_{\boldsymbol{\theta}}$ means expectation assuming that the true parameter value is $\boldsymbol{\theta}$ and $Y_{1}$ starts with a stationary distribution.
Note that for applications, the measure $\nu$ is usually taken to be Lebesgue measure on a Euclidean space or counting measure.

Regularity conditions are the following.
(a) The maximum $\hat{\boldsymbol{\theta}}$ of $L_{n}(\boldsymbol{\theta})$ is assumed to satisfy $\partial L_{n} / \partial \boldsymbol{\theta}=\mathbf{0}$.
(b) All states of the Markov chain communicate with each other (meaning that there are no transient states).
(c) The set of $y$ for which $h(y \mid x ; \theta)$ is positive does not depend on $\theta$.
(d) $h_{u}, h_{u v}, h_{u v w}, u, v, w=1, \ldots, r$, exist and are continuous in $\theta$ (and hence the same is true for $\ell_{u}, \ell_{u v}, \ell_{u v w}$ ).
(e) For $\boldsymbol{\theta} \in \boldsymbol{\theta}$, there exists a neighbourhood $N_{\boldsymbol{\theta}}$ of $\boldsymbol{\theta}$ such that for all $u, v, w$ and $x$,

$$
\begin{aligned}
& \int_{\mathcal{Y}}\left\{\sup _{\boldsymbol{\theta}^{\prime} \in N_{\boldsymbol{\theta}}}\left|h_{u}\left(y \mid x ; \boldsymbol{\theta}^{\prime}\right)\right|\right\} \nu(d y)<\infty \\
& \int_{\mathcal{Y}}\left\{\sup _{\boldsymbol{\theta}^{\prime} \in N_{\boldsymbol{\theta}}}\left|h_{u v}\left(y \mid x ; \boldsymbol{\theta}^{\prime}\right)\right|\right\} \nu(d y)<\infty \\
& \mathrm{E}_{\boldsymbol{\theta}}\left[\sup _{\boldsymbol{\theta}^{\prime} \in N_{\boldsymbol{\theta}}}\left|\ell_{u v w}\left(\boldsymbol{\theta}^{\prime}, Y_{1}, Y_{2}\right)\right|\right]<\infty
\end{aligned}
$$

(f) For $u=1, \ldots, r, \mathrm{E}_{\boldsymbol{\theta}}\left[\left|\ell_{u}\left(\boldsymbol{\theta} ; Y_{1}, Y_{2}\right)\right|^{2}\right]<\infty$, and $\Sigma(\boldsymbol{\theta})=\left(\sigma_{u v}(\boldsymbol{\theta})\right)$ is a non-singular $r \times r$ matrix with

$$
\sigma_{u v}(\boldsymbol{\theta})=\mathrm{E}_{\boldsymbol{\theta}}\left[\ell_{u}\left(\boldsymbol{\theta} ; Y_{1}, Y_{2}\right) \ell_{v}\left(\boldsymbol{\theta} ; Y_{1}, Y_{2}\right)\right] .
$$

(g) $h(\cdot \mid x ; \theta)$ is absolutely continuous with respect to $f(\cdot ; \boldsymbol{\theta})$.

With the given regularity conditions, asymptotic results are the following. There exists a root $\hat{\boldsymbol{\theta}}_{n}$ of $\partial L_{n} / \partial \boldsymbol{\theta}=\mathbf{0}$ such that $\hat{\boldsymbol{\theta}}_{n}$ converges in probability to the true $\theta$ and the asymptotic distribution of $n^{-1 / 2}\left(\hat{\theta}_{n}-\boldsymbol{\theta}\right)$ is $N\left(0, \Sigma^{-1}(\boldsymbol{\theta})\right)$. Also log-likelihood ratios for hypotheses involving nested models for the parameter $\boldsymbol{\theta}$ have asymptotic null chi-square distributions. The proof involves the use of ergodicity and a martingale central limit theorem.

A practical implication of the asymptotic result for numerical ML is that, as in the iid case, the negative inverse Hessian of $L_{n}(\boldsymbol{\theta})$ evaluated at the MLE $\hat{\boldsymbol{\theta}}$ can be used as an estimated covariance matrix of $\hat{\boldsymbol{\theta}}$. That is, for large $n$,

$$
-\left[\left.\frac{\partial^{2} L_{n}(\boldsymbol{\theta})}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{T}}\right|_{\hat{\boldsymbol{\theta}}}\right]^{-1}=-\left[\left.\frac{\partial^{2} \sum_{t} \ell\left(\boldsymbol{\theta} ; y_{t-1}, y_{t}\right)}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{T}}\right|_{\hat{\boldsymbol{\theta}}}\right]^{-1}
$$

is an approximation to $n^{-1} \Sigma^{-1}(\hat{\theta})$.
The theory in Billingsley (1961) should apply for higher-order Markov chains, assuming that the order of Markov chain is known. One can perhaps either extend the proof and conditions for a firstorder Markov chain to a transition density $h\left(x_{t} \mid x_{t-k}, \ldots, x_{t-1}\right)$, or
change a $k$ th-order Markov chain with state space $\mathcal{Y}$ to a first-order Markov chain with state space $\mathcal{Y}^{k}$.

For comparison of Markov chains with different orders the AIC can be used, but note that log-likelihood ratios do not have asymptotic null chi-square distributions in this case, because a lowerorder Markov chain will have parameters at the boundary of the parameter space of a higher-order Markov chain.

### 10.5 Comments on Bayesian methods

This section briefly discusses how multivariate models could be used and compared using Bayesian methods.

For a given parametric multivariate model and a prior distribution on the vector of parameters, one could compute the posterior distribution of the parameter vector and then make inferences and predictions. The computations would be more difficult than the likelihood-based estimating equation approach of Sections $10.1,10.2$ and 10.4. Also there has been little research on how one might choose a prior to reflect prior opinions about the dependence structure and the strength of dependence.

Furthermore, in order to compare different multivariate models, more research is needed in Bayesian model comparisons. A consistent way would be needed to convert opinions about the dependence structure as well as the univariate margins into priors of parameter vectors of (non-nested) models. For example, for two substantially different multivariate models, each covering a wide dependence structure, to be consistent, one would want the prior distributions for the parameter vectors of the two models to be similar in the probabilistic assessment of $\left(\zeta_{12}(\mathbf{x}), \ldots, \zeta_{m-1, m}(\mathbf{x})\right)$, where $\zeta_{j k}(\mathbf{x}), j \neq k$, is a bivariate dependence measure for $\left(Y_{j}, Y_{k}\right)$ as a function of the covariate $\mathbf{x}$.

### 10.6 Numerical methods

A traditional approach for numerical optimization is the NewtonRaphson method, which requires first- and second-order derivatives of the objective function (which for applications in this book is the log-likelihood function). This is the preferred method if the derivatives can easily be analytically obtained and coded in a program, as in the case of the log-likelihood of an exponential family model. Modern symbolic manipulation software, such as Maple and Mathematica, may be useful since they can output equations in the form
of Fortran or C code.
Many multivariate models, such as those based on copulas, are specified via the cdf. The likelihood involves either a mixed derivative of the cdf to get a pdf or a discretization of the cdf to get a pmf if the cdf is used for a latent variable model. To get the derivatives of the parameters after this may be possible but tedious.

A numerical method that is useful for many multivariate models in this book is the quasi-Newton optimization (usually minimization) routine. This requires that only the objective function (say, negative log-likelihood) is coded; the gradients are computed numerically and the inverse Hessian matrix of second-order derivatives is updated after each iteration. An example of a quasi-Newton routine is that in Nash (1990); this is useful for statistical applications because it outputs the estimated inverse Hessian at the (local) optimum - this corresponds to the estimated asymptotic covariance matrix of the parameters for an objective function that is a log-likelihood.

For all numerical optimization methods, a good starting point is important. In general, an objective function may have more than one local optimum. Having a good starting point based on a simple method is better than trying many random starting points. Having a model with interpretable parameters makes it easier to have a good starting point. (This is a reason for the emphasis of multivariate models with interpretable parameters - numerical estimation is easier.) Note also that computational complexity is increasing linearly to quadratically in the number of parameters.

A quasi-Newton routine works fine if the objective function can be computed to arbitrary precision, say $\epsilon_{0}$. The numerical gradients are then based on a step size $\epsilon>\epsilon_{0}$ (more specifically, one should have $\epsilon>10 \epsilon_{0}$ ). A precision of even three or four significant digits may be difficult to attain if the objective function involves a multidimensional integral; one-dimensional numerical integrals are usually no problem and even two-dimensional numerical integrals can be computed quite quickly to around six digits of precision, but there is a problem of computation time in trying to achieve many digits of precision for numerical integrals of dimension 3 or more. There is a need for research into numerical optimization methods for imprecisely computed objective functions.

For numerical integration, methods include Romberg and adaptive integration, and Monte Carlo simulation, with the latter being especially useful for high-dimensional integrals.

### 10.7 Bibliographic notes

Sections 10.1 and 10.2 consist of material from Xu's (1996) doctoral thesis; this has the rigourous details for the asymptotics of the estimation method of inference functions for margins (IFM) and the associated jackknife method for estimation of standard errors, as well as assessment of efficiency and simulation results for various discrete multivariate models. Also Joe and Xu (1996) has an introduction to the IFM method, with some simulation results to demonstrate efficiency and some examples with data sets. The concept of estimation consistency is from Joe (1994).

A reference for the jackknife is Miller (1974), and references for the theory of estimating and inference functions are Godambe (1991) and McLeish and Small (1988). A one-step jackknife with estimating equations is used in a context of clustered survival data in Lipsitz, Dear and Zhao (1994). Concerning existence and uniqueness of the MLE for the multivariate probit model, see Lesaffre and Kaufmann (1992).

In Section 10.3, a reference for the AIC is Sakamoto, Ishiguro and Kitagawa (1986), and initial data analysis is used in the sense of Chatfield (1995). The main reference for Section 10.4 is Billingsley (1961).

Quasi-Newton optimization methods are also known as variable metric methods. An example is the compact routine in Nash (1990). It is available in several programming languages. My experience with it is good. References for symbolic manipulation software are Char et al. (1991) and Abell and Braselton (1992).

For numerical integration, I have used the Romberg integration method in Davis and Rabinowitz (1984) (good for two to about four dimensions) and the adaptive integration method of Berntsen, Espelid and Genz (1991) (useable for up to nine to ten dimensions, but requires more and more memory as the dimension increases). A reference for approximating integrals in statistics is Evans and Swartz (1995). For computing the MVN cdf, a Fortran program is given in Schervish (1984); see Genz (1992) for other computational methods and Joe (1995) for good approximation methods for the MVN cdf and rectangle probabilities.

### 10.8 Exercises

10.1 Let $H(\mathbf{y} ; \boldsymbol{\theta})$ be a family of $m$-variate distribution functions, with $\boldsymbol{\theta}$ being a column vector parameter. Let $\mathbf{Y}_{i}, i=1, \ldots, n$,
be a random sample from $H(\mathbf{y} ; \boldsymbol{\theta})$. Let $\left\{H_{S}\left(\mathbf{y}_{S} ; \boldsymbol{\theta}_{S}\right): S \in\right.$ $\left.\mathcal{S}_{m}\right\}$ be the set of marginal distributions. Let $S_{1}$ and $S_{2}$ be two subsets, with $S_{1}$ being a proper subset of $S_{2}$. Then $\boldsymbol{\theta}_{S_{1}}=\mathbf{a}\left(\boldsymbol{\theta}_{S_{2}}\right)$ for a function a. For $k=1,2$, let $\hat{\boldsymbol{\theta}}_{S_{k}}$ be the MLE based on the $\mathbf{Y}_{i, S_{k}}=\left(Y_{i j}: j \in S_{k}\right), i=1, \ldots, n$. Then, in general, $\hat{\boldsymbol{\theta}}_{S_{1}}$ and $\mathbf{a}\left(\hat{\boldsymbol{\theta}}_{S_{2}}\right)$ are different. Verify this by studying the likelihood equations for some multivariate models. Show that they are the same for the MVN family.
10.2 Show that the regularity conditions in Section 10.4 apply to the Markov chain copula models in Section 8.1 (provided univariate margins satisfy the usual regularity conditions) and to the $\operatorname{AR}(1)$ models in Section 8.4.1.
10.3 Extend the asymptotic results of Section 10.4 (and obtain some regularity conditions) to the case where Markov chain transition probabilities depend on covariates (which are possibly time-varying).

### 10.9 Unsolved problems

10.1 Study further examples in which analytic calculations to assess the efficiency of the IFM method can be performed.
10.2 Study further examples which permit analytic calculations to compare the estimation methods in Section 10.2.2.

## CHAPTER 11

## Data analysis and comparison of models

In this chapter, models are applied to and compared on some real data sets. We illustrate the estimation procedures of Chapter 10, as well as much of the theory and models in Chapters 4 to 9. The examples show the stages of initial data analysis, modelling, inference and diagnostic checking. Models are compared on the adequacy of predictions. See Section 1.7 on a view of statistical modelling.

A summary of the first six sections in this chapter is the following.

- Section 11.1 involves a cardiac surgery data set consisting of a multivariate binary response with covariates. Models that are compared are the multivariate probit model, various multivariate logit models, and the model with conditional logistic regressions. See Sections 7.1.7 and 9.2.3 for the models.
- Section 11.2 involves a data set from a stress study consisting of a multivariate/longitudinal ordinal reponse with a binary covariate. Models that are compared are the multivariate probit model and various multivariate logit models. See Sections 7.1.7 and 7.3 for the models.
- Section 11.3 involves an air quality data set consisting of multivariate extremes of ozone concentrations over time. MEV models and theory from Sections 6.1 to 6.3 are used.
- Section 11.4 involves a data set, arising from a medical study, with longitudinal binary time series. Markov models (Section 8.1) with and without random effects are compared.
- Section 11.5 involves a data set of longitudinal counts with covariates, arising from a study of the health effects of pollution. Models that are compared are the AR(1) and AR(2) Poisson and negative binomial time series models and Markov chain models
based on bivariate and trivariate copulas. See Sections 8.4 and 8.1 for the models and theory.
- Section 11.6 involves a time series data set of daily air quality measurements to show the effects of assuming iid data for inference when in fact there is serial dependence.


### 11.1 Example with multivariate binary response data

In this section, several models for multivariate binary response data with covariates are applied to a data set from cardiac surgery. MCR (Merged, Multi-Center, Multi-Specialty Clinical Registries) is a data base developed by Health Data Research Institute (Portland, Oregon) in which information of patients who had heart-related surgery was recorded. The data set is large so we use a random subset of the data ( 5000 subjects) for a detailed analysis; this is large enough to check predictions from the models, and computations can still be done in a reasonable time. The main response variable is an indicator of survival 30 days after surgery, but there are also other binary response variables that are known immediately after surgery. These dependent variables include for indicators of (mild or severe) renal complications (REC), pulmonary complications (PUC), neurological complications (NEC) and low-output syndrome (LOS). The complication variables are related to the quality of life after surgery. Zhang (1993) gives further documentation of the data set and some initial data analysis. We concentrate on multivariate models for the four response variables REC, PUC, NEC and LOS. The analyses in Zhang (1993) suggest that, among the many possible predictor variables, the more important predictors or risk factors for the complication variables are: AGE (in years), SEX ( 0 for male, 1 for female), and indicators of prior myocardial infarction (PMI), diabetes (DIA), renal disease (REN) and chronic obstructive pulmonary disease (COP).

In the models below, we use these six pre-operation variables as covariates for all four response variables, even though one could have simpler final models in which not all covariates are used for all responses.

Summaries from the initial data analysis are given in tabular form. By way of a univariate summary, Table 11.1 has the percentages of 1 s for the binary response and predictor variables. The age variable ranges from below 20 to 90 with a mean of 63 and a standard deviation of 11 . Table 11.2 has the frequencies of $4-$ vectors for (REC, PUC, NEC, LOS) when ignoring the effects of

Table 11.1. Cardiac surgery data. Percentages for binary variables.

| Variable | 1s | Percentage |
| :--- | ---: | ---: |
| REC | 224 | 4.5 |
| PUC | 1394 | 27.9 |
| NEC | 350 | 7.0 |
| LOS | 472 | 9.4 |
| SEX | 1403 | 28.1 |
| PMI | 2086 | 41.7 |
| DIA | 637 | 12.7 |
| REN | 168 | 3.4 |
| COP | 364 | 7.3 |

the covariates. Table 11.3 has the pairwise log-odds ratio for the response variables, ignoring the covariates; it gives some indication of the dependence in the response variables, in addition to Table 11.2 .

Multivariate binary response models that were used to model the data are the following.

1. The multivariate probit model from Section 7.1.7.
2. The multivariate logit model from Section 7.1.7:
(a) with the construction in Section 4.8 using bivariate copulas from the family B 2 ;
(b) with the construction in Section 4.8 using bivariate copulas from the family B3;
(c) with copulas from Section 4.3 that are mixtures of max-id distributions.
3. The conditionally specified logistic regression model from Section 9.2.3.
4. The multivariate logit model with the permutation-symmetric copula M3.
For the models in (2c), parametric families of copulas of the form (4.25) were tried with $\psi(\cdot ; \theta)$ in one of the LT families LTA, LTB, LTC, LTD, and with $K_{i j}(\cdot)=K\left(\cdot ; \delta_{i j}\right)$ in one of the bivariate copula families B3 to B7. The summaries below are given only for a choice with a high AIC value. Model (4) is used to compare a

Table 11.2. Cardiac surgery data. Frequencies of the response vector (REC, PUC, NEC, LOS).

| Vector | Frequency | Rel. freq. |  |  |  |
| :--- | :--- | :--- | :--- | ---: | ---: |
| 0 | 0 | 0 | 0 | 3172 | 0.6344 |
| 0 | 0 | 0 | 1 | 163 | 0.0326 |
| 0 | 0 | 1 | 0 | 141 | 0.0282 |
| 0 | 0 | 1 | 1 | 19 | 0.0038 |
| 0 | 1 | 0 | 0 | 984 | 0.1968 |
| 0 | 1 | 0 | 1 | 164 | 0.0328 |
| 0 | 1 | 1 | 0 | 95 | 0.0190 |
| 0 | 1 | 1 | 1 | 38 | 0.0076 |
| 1 | 0 | 0 | 0 | 70 | 0.0140 |
| 1 | 0 | 0 | 1 | 19 | 0.0038 |
| 1 | 0 | 1 | 0 | 14 | 0.0028 |
| 1 | 0 | 1 | 1 | 8 | 0.0016 |
| 1 | 1 | 0 | 0 | 38 | 0.0076 |
| 1 | 1 | 0 | 1 | 40 | 0.0080 |
| 1 | 1 | 1 | 0 | 14 | 0.0028 |
| 1 | 1 | 1 | 1 | 21 | 0.0042 |

Table 11.3. Cardiac surgery data. Pairwise log-odds ratios for REC, PUC, NEC, LOS.

| Pair | Odds | Log-odds (SE) |
| :---: | :---: | :---: |
| REC, PUC | 2.78 | $1.02(0.14)$ |
| REC, NEC | 5.22 | $1.65(0.17)$ |
| REC, LOS | 7.40 | $2.00(0.15)$ |
| PUC, NEC | 2.58 | $0.95(0.11)$ |
| PUC, LOS | 3.78 | $1.33(0.10)$ |
| NEC, LOS | 3.60 | $1.28(0.14)$ |

simple permutation-symmetric copula model with the other models which all allow a general dependence structure.

For model (3), which is an exponential family model, all parameter estimates were obtained using the Newton-Raphson iterative method. For every other model referred to in the preceding paragraph, the IFM method from Section 10.1 was used; univariate (regression) parameters were estimated from separate univariate likelihoods (using the Newton-Raphson method), and bivariate and multivariate parameters were estimated from bivariate, trivariate, or 4-variate likelihoods, using a quasi-Newton routine, with univariate parameters fixed as estimated from the separate univariate likelihoods. That is, for models (1), (2a), (2b), (4), there are separate quasi-Newton optimizations of log-likelihoods for each parameter (see the examples in Section 10.1.4). Estimation for model (2c) involves a quasi-Newton optimization in up to seven dependence parameters simultaneously (if the $\nu_{j}$ are assumed zero or fixed, and there is a parameter associated with $\psi$ and one for each $K_{i j}$ ), since its parameters cannot be assigned to lowerdimensional margins. (Note that the parameter of $\psi$ for model (2c) represents a general minimum level of dependence and the remaining parameters, indexed by bivariate margins, represent bivariate dependence exceeding the minimum dependence). Model (2c) has the advantage of being a copula with a closed-form cdf; this leads to faster computation of probabilities of the form $\operatorname{Pr}(\mathbf{Y}=\mathbf{y} \mid \mathbf{x})$.

For standard errors (SEs) of parameter estimates and prediction probabilities, the delta method was used for model (3) (see Exercise 11.1) and otherwise the jackknife method from Section 10.1 .1 was used with 50 groups of 100 .

Summaries of the modelling process are given in several tables. Table 11.4 contains the estimates and SEs of the regression parameters for the univariate probit and logit models for the four binary responses. It is well known that the univariate probit and logit models are comparable; in Table 11.4, the ratios of estimates of a single regression parameter are roughly equal to the ratios of standard deviations of the standard normal and logistic distributions. Table 11.5 contains estimates and SEs of the bivariate dependence parameters for models in (1), (2a) and (2b); it also has the trivariate and 4 -variate parameters for models (2a) and (2b). For models (2a) and (2b), the SEs as well as the comparisons of the trivariate and 4 -variate log-likelihoods at a parameter value of 1 and at the estimate from the IFM method suggest that one could simplify to models with higher-order dependence parameters

Table 11.4. Cardiac surgery data. Estimates of regression parameters for univariate marginal probit and logistic regressions.

| Response: covariate | Probit <br> Estimate (SE) | Logit <br> Estimate (SE) |
| :---: | :---: | :---: |
| 1. REC: |  |  |
| constant | -3.33 (0.24) | -6.61 (0.56) |
| AGE | 0.021 (0.004) | 0.048 (0.008) |
| SEX | 0.135 (0.084) | 0.294 (0.179) |
| PMI | 0.085 (0.073) | 0.170 (0.156) |
| DIA | 0.133 (0.085) | 0.277 (0.177) |
| REN | 1.11 (0.12) | 2.09 (0.22) |
| COP | 0.228 (0.127) | 0.448 (0.262) |
| 2. PUC: |  |  |
| constant | -1.29 (0.13) | -2.15 (0.23) |
| AGE | 0.010 (0.002) | 0.017 (0.004) |
| SEX | 0.053 (0.058) | 0.088 (0.098) |
| PMI | 0.017 (0.049) | 0.028 (0.081) |
| DIA | 0.296 (0.062) | 0.488 (0.099) |
| REN | -0.017 (0.139) | -0.028 (0.232) |
| COP | 0.222 (0.088) | 0.365 (0.145) |
| 3. NEC: |  |  |
| constant | -3.47 (0.28) | -6.90 (0.61) |
| AGE | 0.030 (0.004) | 0.064 (0.008) |
| SEX | -0.049 (0.059) | -0.115 (0.116) |
| PMI | 0.049 (0.056) | 0.120 (0.114) |
| DIA | 0.132 (0.085) | 0.248 (0.167) |
| REN | 0.328 (0.107) | 0.582 (0.187) |
| COP | 0.138 (0.087) | 0.271 (0.169) |
| 4. LOS: |  |  |
| constant | -2.78 (0.20) | -5.18 (0.44) |
| AGE | 0.019 (0.003) | 0.039 (0.006) |
| SEX | 0.252 (0.057) | 0.487 (0.107) |
| PMI | 0.179 (0.060) | 0.343 (0.115) |
| DIA | 0.081 (0.073) | 0.164 (0.138) |
| REN | 0.417 (0.157) | 0.748 (0.281) |
| COP | 0.297 (0.078) | 0.559 (0.143) |

Table 11.5. Cardiac surgery data. Estimates of dependence parameters in models (1), (2a), (2b); $\mathbf{Y}=(R E C, P U C, N E C, L O S)$.

| Margin | $(1)$ <br> Estimate (SE) | $(2 \mathrm{a})$ <br> Estimate (SE) | $(2 \mathrm{~b})$ <br> Estimate (SE) |
| :---: | :---: | :---: | :---: |
| 12 | $0.269(0.052)$ | $2.56(0.48)$ | $1.99(0.43)$ |
| 13 | $0.366(0.050)$ | $3.91(0.76)$ | $3.20(0.56)$ |
| 14 | $0.470(0.050)$ | $5.78(1.14)$ | $4.31(0.66)$ |
| 23 | $0.265(0.043)$ | $2.34(0.34)$ | $1.78(0.32)$ |
| 24 | $0.387(0.076)$ | $3.52(0.80)$ | $2.74(0.58)$ |
| 34 | $0.296(0.040)$ | $2.90(0.44)$ | $2.41(0.41)$ |
| 123 |  | $0.84(0.30)$ | $0.85(0.31)$ |
| 124 |  | $1.19(0.46)$ | $1.19(0.46)$ |
| 134 |  | $0.80(0.20)$ | $0.82(0.20)$ |
| 234 |  | $1.03(0.42)$ | $1.03(0.42)$ |
| 1234 |  | $0.62(0.48)$ | $0.62(0.48)$ |

Table 11.6. Cardiac surgery data. Log-likelihoods associated with dependence parameters in models (1), (2a), (2b); $\mathbf{Y}=(R E C, P U C, N E C, L O S)$.

| Margin | $(1)$ | $(2 \mathrm{a})$ | $(2 \mathrm{~b})$ |
| :---: | :---: | :---: | :---: |
| 12 | -3730.6 | -3732.2 | -3732.3 |
| 13 | -2005.9 | -2008.8 | -2009.6 |
| 14 | -2268.0 | -2272.3 | -2274.5 |
| 23 | -4093.7 | -4094.2 | -4094.4 |
| 24 | -4337.0 | -4337.0 | -4337.1 |
| 34 | -2671.9 | -2670.3 | -2670.4 |
| 123 |  | -4885.9 | -4886.8 |
| 124 |  | -5105.6 | -5107.8 |
| 134 |  | -3431.3 | -3434.0 |
| 234 |  | -5494.4 | -5494.6 |
| 1234 |  | -6248.4 | -6251.1 |

Table 11.7. Cardiac surgery data. Estimates of dependence parameters in model (2c), $\psi$ from family LTB, $K_{i j}$ from family B6; $\mathbf{Y}=(R E C, P U C, N E C, L O S)$.

| Parameter | Estimate (SE) |
| :---: | :---: |
| $\theta$ | $0.21(0.03)$ |
| $\delta_{12}$ | $1(-)$ |
| $\delta_{13}$ | $1.07(0.10)$ |
| $\delta_{14}$ | $1.69(0.38)$ |
| $\delta_{23}$ | $1(-)$ |
| $\delta_{24}$ | $1.37(0.18)$ |
| $\delta_{34}$ | $1(-)$ |

Table 11.8. Cardiac surgery data. Conditionally specified logistic regression model (3), regression parameter estimates and standard errors.

| $\mathbf{x} \backslash \mathbf{y}$ | REC | PUC | NEC | LOS |
| :--- | :---: | :---: | :---: | :---: |
| const. | $-6.01(0.52)$ | $-1.86(0.16)$ | $-6.70(0.44)$ | $-5.01(0.36)$ |
| AGE | $0.031(0.008)$ | $0.010(0.003)$ | $0.056(0.007)$ | $0.027(0.005)$ |
| SEX | $0.18(0.16)$ | $0.03(0.07)$ | $-0.21(0.13)$ | $0.48(0.11)$ |
| PMI | $0.07(0.15)$ | $-0.02(0.07)$ | $0.07(0.12)$ | $0.33(0.10)$ |
| DIA | $0.15(0.20)$ | $0.48(0.09)$ | $0.14(0.16)$ | $-0.01(0.14)$ |
| REN | $2.05(0.21)$ | $-0.35(0.19)$ | $0.16(0.26)$ | $0.28(0.23)$ |
| COP | $0.23(0.23)$ | $0.28(0.12)$ | $0.11(0.20)$ | $0.43(0.16)$ |

Table 11.9. Cardiac surgery data. Conditionally specified logistic regression model (3), dependence parameter estimates and standard errors.

| Pair $\left(y_{j}, y_{j^{\prime}}\right)$ | $\gamma(\mathrm{SE})$ |
| :--- | :---: |
| REC, PUC | $0.56(0.15)$ |
| REC, NEC | $1.03(0.19)$ |
| REC, LOS | $1.48(0.17)$ |
| PUC, NEC | $0.67(0.12)$ |
| PUC, LOS | $1.14(0.10)$ |
| NEC, LOS | $0.68(0.15)$ |

being 1 (see Section 4.8 on the maximum entropy interpretation in this case). Table 11.6 contains the log-likelihoods of the bivariate parameters of the models in (1), (2a) and (2b). This and Table 11.5 suggest that the models are comparable; their conclusions about which bivariate margins are more dependent or less dependent are the same. Table 11.7 contains the parameter estimates and SEs for a model of the form (2c) with a high log-likelihood value. For comparison, the estimate of the dependence parameter for model (4), with a permutation-symmetric copula, is 2.28 . Tables 11.8 and 11.9 contain parameter estimates and their SEs for model (3).

For the 20 parametric families of the form (4.25) that were tried, generally some dependence parameter $\delta_{i j}$ (corresponding to $K_{i j}$ ) reached either the lower bound (independence copula) or the upper bound (Fréchet upper bound copula) in the estimation. This causes a problem with SEs of estimates but not for AIC values or prediction probabilities. (The asymptotic theory of Chapter 10 does not strictly apply to the SE calculations when parameter values are on the boundary, but using the jackknife with some dependence values fixed at boundary values, the resulting SEs for prediction probabilities are similar to those obtained from other models.) For model (2c) for this data set, the log-likelihood values were affected greatly by the choice of the LT family $\psi(\cdot ; \theta)$, but not by the family of bivariate copulas $K\left(\cdot ; \delta_{i j}\right)$. The 'best' fit was with LT family LTB; for the summaries in the tables, we use the bivariate copula family B 6 for $K\left(\cdot ; \delta_{i j}\right)$. Because some $\delta_{i j}$ were approaching the boundaries for the numerical optimization with seven parameters, we simplify the model and numerical computations with $\delta_{12}=\delta_{23}=\delta_{34}=1$, $\nu_{1}=\nu_{4}=-1$ and $\nu_{2}=\nu_{3}=-2$. (That is, we assume a common level of dependence for the $(1,2),(2,3)$ and (3,4) bivariate margins and a higher level of dependence for the remaining three bivariate margins - compare Tables 11.3 and 11.5.) The jackknife estimates of SEs for model (2c) used much more computer time than the other models because of a multi-parameter optimization (versus many one-dimensional optimizations in the other models).

Turning to inferences and predicted probabilities, Table 11.10 contains estimates of probabilities of the form

$$
\operatorname{Pr}\left(Y_{j}=y_{j}, j=1,2,3,4 \mid \mathbf{x}\right)
$$

for various $\mathbf{y}$ and $\mathbf{x}$, from most of the models listed earlier. (Comparisons with 'observed' frequencies are given in Table 11.12.) To save space, for each line the entries for model (2b), which are very close to those of (2a), are not given, and only the maximum estim-

Table 11.10. Cardiac surgery data. Estimates of $\operatorname{Pr}(\mathbf{Y}=\mathbf{y} \mid \mathbf{x})$ from various models; $\mathbf{Y}=(R E C, P U C, N E C, L O S), \mathbf{x}=(A G E, S E X, P M I$, DIA, REN, COP).

| $\mathbf{x}$ | $\mathbf{y}$ | Prob. |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(1)$ | $(2 \mathrm{a})$ | $(2 \mathrm{c})$ | $(3)$ | $(4)$ | ind. | SE |  |  |  |
| $(80,0,0,0,0,0)$ | 1111 | 0.006 | 0.007 | 0.006 | 0.009 | 0.002 | 0.000 | 0.002 |  |
| $(80,0,0,0,0,0)$ | 0000 | 0.567 | 0.562 | 0.558 | 0.560 | 0.570 | 0.496 | 0.038 |  |
| $(80,1,1,1,1,1)$ | 1111 | 0.118 | 0.162 | 0.116 | 0.249 | 0.145 | 0.061 | 0.053 |  |
| $(80,1,1,1,1,1)$ | 0000 | 0.168 | 0.162 | 0.106 | 0.120 | 0.165 | 0.053 | 0.041 |  |
| $(50,0,0,0,0,0)$ | 1111 | 0.000 | 0.000 | 0.001 | 0.000 | 0.000 | 0.000 | 0.000 |  |
| $(50,0,0,0,0,0)$ | 0000 | 0.753 | 0.746 | 0.754 | 0.738 | 0.746 | 0.729 | 0.027 |  |
| $(50,1,1,1,1,1)$ | 1111 | 0.020 | 0.020 | 0.015 | 0.022 | 0.012 | 0.002 | 0.009 |  |
| $(50,1,1,1,1,1)$ | 0000 | 0.380 | 0.402 | 0.370 | 0.425 | 0.407 | 0.286 | 0.059 |  |
| $(63,0,0,0,0,0)$ | 0000 | 0.685 | 0.680 | 0.687 | 0.679 | 0.681 | 0.648 | 0.032 |  |
| $(63,0,1,0,0,0)$ | 0000 | 0.664 | 0.661 | 0.666 | 0.663 | 0.662 | 0.621 | 0.037 |  |
| $(63,0,0,1,0,0)$ | 0000 | 0.584 | 0.581 | 0.584 | 0.581 | 0.585 | 0.541 | 0.049 |  |
| $(63,0,0,0,0,1)$ | 0000 | 0.590 | 0.591 | 0.592 | 0.598 | 0.594 | 0.541 | 0.047 |  |
| $(63,0,1,1,0,0)$ | 0000 | 0.564 | 0.562 | 0.563 | 0.566 | 0.566 | 0.513 | 0.053 |  |
| $(63,1,0,0,0,0)$ | 0000 | 0.653 | 0.651 | 0.655 | 0.654 | 0.651 | 0.608 | 0.028 |  |
| $(63,1,1,0,0,0)$ | 0000 | 0.627 | 0.626 | 0.628 | 0.630 | 0.627 | 0.574 | 0.038 |  |
| $(63,1,0,1,0,0)$ | 0000 | 0.552 | 0.551 | 0.551 | 0.556 | 0.554 | 0.499 | 0.043 |  |
| $(75,0,0,0,0,0)$ | 0000 | 0.605 | 0.601 | 0.602 | 0.602 | 0.606 | 0.547 | 0.037 |  |
| $(75,1,0,0,0,0)$ | 0000 | 0.571 | 0.569 | 0.566 | 0.572 | 0.574 | 0.501 | 0.030 |  |
| $(63,0,0,0,0,0)$ | 0100 | 0.195 | 0.197 | 0.195 | 0.197 | 0.192 | 0.218 | 0.027 |  |
| $(63,0,0,0,0,0)$ | 0101 | 0.023 | 0.022 | 0.023 | 0.022 | 0.023 | 0.014 | 0.007 |  |
| $(63,0,0,0,0,0)$ | 0001 | 0.022 | 0.025 | 0.021 | 0.025 | 0.026 | 0.041 | 0.004 |  |
| $(63,0,0,0,0,0)$ | 1000 | 0.008 | 0.011 | 0.009 | 0.011 | 0.010 | 0.017 | 0.002 |  |
| $(63,0,0,0,0,0)$ | 0010 | 0.026 | 0.027 | 0.025 | 0.028 | 0.023 | 0.037 | 0.004 |  |

ated SE over models (1), (2a), (2b), (2c), (3) is given. Actually the SEs are quite close to each other. The selected $\mathbf{x}$ and $\mathbf{y}$ values in Table 11.10 are extremes in the covariate space, or common values in the data set. Tables 11.10 and 11.12 suggest that the simple exchangeable dependence model is adequate for predictive purposes, since the prediction probabilities are comparable with those from the models with general dependence structure, when the SEs are considered, and they are comparable with the 'observed' frequencies. The large divergences in estimated probabilities occur only

Table 11.11. Cardiac surgery data. Log-likelihoods and AIC values.

| Model | Log-lik | AIC |
| :--- | :---: | :---: |
| (1) | -6245.6 | -6279.6 |
| (2a) | -6248.3 | -6287.3 |
| (2b) | -6251.1 | -6290.1 |
| (2c) | -6242.7 | -6277.7 |
| (3) | -6250.3 | -6284.3 |
| (4) | -6286.0 | -6315.0 |
| indep. | -6448.9 | -6476.9 |

in the cases in which the vector $\mathbf{x}$ is at the extreme of the covariate space. For another comparison, the prediction probabilities for the multivariate logit model with the independence copula are also given in Table 11.10. This shows that the assumption of independence leads to poor estimated probabilities in several cases.

Hence for this data set, a simple exchangeable dependence model appears adequate for prediction probabilities. There is no reason to expect this in general. An explanation may be that the dependences in the bivariate margins are different but not different enough to make a difference in prediction probabilities. Another possibility may be the dominance of the response vector ( $0,0,0,0$ ). The comparison of exchangeable versus general dependence models can be investigated further through other examples.

Table 11.11 contains log-likelihoods and AIC values for all of the models; the AIC value for a model is the log-likelihood, evaluated at the IFM estimate (MLE for model (3)), minus the number of parameters in the model. For model (1), the second-order version of the approximation of Section 4.7.1 was used for faster computations. Note also that we do not do the fuller analysis of AIC values based on different sets of covariates. (Some analyses showed that the six covariates yield a wider range of univariate predictive probabilities, $\operatorname{Pr}\left(Y_{j}=y_{j} \mid \mathbf{x}\right), j=1,2,3,4$, than the best set of five covariates, and also that for model (3) the six-covariate case had the largest AIC value.) The AIC values for models (1), (2a), (2b), (2c) and (3) are comparable and that for model (4) is much smaller. A conclusion from Tables 11.10 and 11.11 is that the AIC values separate out the models more than the predictive probabilities.

Finally, we mention some diagnostic checks. For models (1), (2a),

Table 11.12. Cardiac surgery data. Observed frequencies for comparison with Table 11.10 (match in $\mathbf{x}$ space for ages within 10 years); $\mathbf{Y}=(R E C, P U C, N E C, L O S), \mathbf{x}=(A G E, S E X, P M I, D I A, R E N, C O P)$.

| $\mathbf{x}$ | $n^{*}$ | $\mathbf{y}$ | Prop. | Freq. (probit) |
| :---: | ---: | :---: | :---: | :---: |
| $(80,0,0,0,0,0)$ | 410 | $(1,1,1,1)$ | 0.012 | 0.006 |
| $(80,0,0,0,0,0)$ | 410 | $(0,0,0,0)$ | 0.583 | 0.567 |
| $(80,1,1,1,1,1)$ | 0 | $(1,1,1,1)$ | - | 0.118 |
| $(80,1,1,1,1,1)$ | 0 | $(0,0,0,0)$ | - | 0.168 |
| $(50,0,0,0,0,0)$ | 636 | $(1,1,1,1)$ | 0.000 | 0.000 |
| $(50,0,0,0,0,0)$ | 636 | $(0,0,0,0)$ | 0.761 | 0.753 |
| $(50,1,1,1,1,1)$ | 0 | $(1,1,1,1)$ | - | 0.020 |
| $(50,1,1,1,1,1)$ | 0 | $(0,0,0,0)$ | - | 0.380 |
| $(63,0,0,0,0,0)$ | 738 | $(0,0,0,0)$ | 0.690 | 0.685 |
| $(63,0,1,0,0,0)$ | 555 | $(0,0,0,0)$ | 0.669 | 0.664 |
| $(63,0,0,1,0,0)$ | 114 | $(0,0,0,0)$ | 0.570 | 0.584 |
| $(63,0,0,0,0,1)$ | 89 | $(0,0,0,0)$ | 0.584 | 0.590 |
| $(63,0,1,1,0,0)$ | 129 | $(0,0,0,0)$ | 0.519 | 0.564 |
| $(63,1,0,0,0,0)$ | 456 | $(0,0,0,0)$ | 0.664 | 0.653 |
| $(63,1,1,0,0,0)$ | 208 | $(0,0,0,0)$ | 0.620 | 0.627 |
| $(63,1,0,1,0,0)$ | 75 | $(0,0,0,0)$ | 0.520 | 0.552 |
| $(75,0,0,0,0,0)$ | 732 | $(0,0,0,0)$ | 0.619 | 0.605 |
| $(75,1,0,0,0,0)$ | 407 | $(0,0,0,0)$ | 0.602 | 0.571 |
| $(63,0,0,0,0,0)$ | 1069 | $(0,1,0,0)$ | 0.195 | 0.195 |
| $(63,0,0,0,0,0)$ | 1069 | $(0,1,0,1)$ | 0.021 | 0.023 |
| $(63,0,0,0,0,0)$ | 1069 | $(0,0,0,1)$ | 0.022 | 0.022 |
| $(63,0,0,0,0,0)$ | 1069 | $(1,0,0,0)$ | 0.011 | 0.008 |
| $(63,0,0,0,0,0)$ | 1069 | $(0,0,1,0)$ | 0.024 | 0.026 |

(2b), comparisons were made between the estimates of the dependence parameters based on one-parameter likelihoods and on the multivariate likelihoods with the univariate parameters fixed (this is an example of the estimation consistency check in Section 10.1.3). These were about the same, with the former likelihoods being much faster to compute. For model (3), the check of $\gamma_{j k}=\gamma_{k j}$ was done based on separate logistic regressions with dependent variables being covariates for other dependent variables; the estimates from the separate logistic regressions were quite close to the MLEs (and were good starting points for the ML estimation).

Table 11.13. Cardiac surgery data. Dependence parameters for subsets, multivariate probit model; $\mathbf{Y}=(R E C, P U C, N E C, L O S)$.

| Subset | $n^{*}$ | Margin |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1,2 | 1,3 | 1,4 | 2,3 | 2,4 | 3,4 |  |
| all | 5000 | 0.269 | 0.367 | 0.479 | 0.265 | 0.387 | 0.296 |  |
| AGE $>63$ | 2621 | 0.301 | 0.344 | 0.459 | 0.204 | 0.407 | 0.312 |  |
| AGE $\leq 63$ | 2379 | 0.192 | 0.433 | 0.496 | 0.393 | 0.351 | 0.248 |  |
| FEMALE | 1403 | 0.266 | 0.273 | 0.429 | 0.268 | 0.364 | 0.300 |  |
| PMI=1 | 2086 | 0.250 | 0.406 | 0.460 | 0.259 | 0.383 | 0.326 |  |
| 5 binary | 1628 | 0.311 | 0.377 | 0.502 | 0.259 | 0.396 | 0.253 |  |
| vars =0 |  |  |  |  |  |  |  |  |

A rough assessment of observed versus predicted frequencies was done as follows. We can compute the sample relative frequency for a given $\mathbf{y}$ over the subset of subjects with a covariate vector near a given $\mathbf{x}$. Since all the covariates except for age are discrete, we consider 'near a given $\mathbf{x}$ ' as meaning 'age within 10 years' (the use of 7 in place of 10 led to similar results). Table 11.12 has the observed frequency and the subset size $n^{*}$ for each $\mathbf{x}$; it also repeats the predicted frequencies from model (1) for easier comparisons with Table 11.10.

Table 11.13 contains dependence parameters for the multivariate probit model for several subsets, chosen by limiting the range of the covariate space; the estimates of univariate parameters from all 5000 subjects were used. The dependence parameters from the subsets are generally close to those from all 5000 subjects, with the largest divergences from the subset of AGE $\leq 63$. This type of analysis could also be done for the other models. It is done here to illustrate what might be done in general for the multivariate binary models used in this section, even though Table 11.10 suggests that this is not needed for this data set.

Conclusions: The models have similar predictive abilities and inferences for this data set. The IFM method, which allows reduction to one-dimensional numerical optimizations in models (1), (2a) and (2b), and the use of jackknife estimates of SEs were quite important in allowing estimation and inference to be done computationally quickly.

### 11.2 Example with multivariate ordinal response data

In this section, several models for multivariate ordinal response data are applied to a longitudinal data set in Fienberg et al. (1985) and Conaway (1989), which comes from a study on the psychological effects of the accident at the Three Mile Island nuclear power plant in 1979. We use multivariate probit and logit models (or, equivalently, copula models with univariate normal or logistic margins). These are different from the models used in the cited papers; they are used to highlight features in the data that are not as clear from the other models.

The study focuses on the changes in levels of stress of mothers of young children living within 10 miles of the plant. Four waves of interviews were conducted in 1979, 1980, 1981 and 1982, and one variable measured at each time point is the level of stress (categorized as low, medium, or high from a composite score of a 90 -item checklist). Hence stress is treated as an ordinal response variable with three categories, now labelled as L, M, H. There were 268 mothers in the study, and they were stratified into two groups, those living within 5 miles of the plant, and those living between 5 and 10 miles from the plant. There were 115 mothers in the first group and 153 in the second group.

Over the four time points and three levels of the ordinal response variable, there are 81 possible 4-tuples of the form LLLL to HHHH. Table 11.14 lists the frequencies of the 4 -tuples by group (based on distance); only the 35 four-tuples with non-zero frequency in at least one of the two groups are listed. The table shows that there is only one subject with a big change in the stress level ( L to H or H to L ) from one year to another; $42 \%$ of the subjects are categorized into the same stress level in all four years. The frequencies by univariate margin (or by year) are given in Table 11.15. The medium stress category predominates and there is a higher relative frequency of subjects in the high stress category for the group within 5 miles of the plant compared with the group exceeding 5 miles. Table 11.15 shows that there are no big changes over time, but there is a small trend towards lower stress levels for the group exceeding 5 miles.

Next we consider some multivariate models for the data. Because the single covariate, distance, is dichotomous, we fit latent multivariate distributions, separately by the value of the categorized distance. With this approach, one does not have (initially) to think about the how the univariate and dependence parameters

Table 11.14. Stress data. Stress levels for 4 years following accident at Three Mile Island, four-tuples with non-zero frequencies.

| 4-tuple | Distance (miles) |  |
| :---: | :---: | :---: |
|  | < 5 | $>5$ |
| L L L L | 2 | 1 |
| L L L M | 0 | 2 |
| L L M L | 2 | 2 |
| LLMM | 3 | 0 |
| LMLL | 0 | 1 |
| L M L M | 1 | 0 |
| L MM L | 2 | 0 |
| L MMM | 4 | 3 |
| M L L L | 5 | 4 |
| MLLM | 1 | 4 |
| MLML | 1 | 5 |
| M L MM | 4 | 15 |
| MLMH | 0 | 1 |
| MML L | 3 | 2 |
| MM L M | 2 | 2 |
| M MML | 2 | 6 |
| MMMM | 38 | 53 |
| MMM H | 4 | 6 |
| MM HM | 2 | 5 |
| MMHH | 3 | 1 |
| M HMM | 2 | 1 |
| M HM H | 0 | 1 |
| M H HM | 1 | 3 |
| M H H | 1 | 1 |
| H L L H | 0 | 1 |
| H M M L | 0 | 1 |
| H MMM | 4 | 13 |
| H MM H | 3 | 0 |
| H M HM | 1 | 0 |
| HMHH | 4 | 0 |
| H H M L | 1 | 1 |
| H H MM | 2 | 7 |
| H H M H | 0 | 2 |
| H H H M | 5 | 2 |
| HHHH | 12 | 7 |

Table 11.15. Stress data. Univariate marginal (and relative) frequencies.

| Year |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Outcomes | 1979 | 1980 | 1981 | 1982 |
| $<5 \mathrm{mi}$ |  |  |  |  |
| L | $14(0.122)$ | $18(0.157)$ | $14(0.122)$ | $18(0.157)$ |
| M | $69(0.600)$ | $73(0.635)$ | $72(0.626)$ | $70(0.609)$ |
| H | $32(0.278)$ | $24(0.209)$ | $29(0.252)$ | $27(0.235)$ |
| $>5 \mathrm{mi}$ |  |  |  |  |
| L | $9(0.059)$ | $35(0.229)$ | $17(0.111)$ | $23(0.150)$ |
| M | $110(0.719)$ | $93(0.608)$ | $117(0.765)$ | $110(0.719)$ |
| H | $34(0.222)$ | $25(0.163)$ | $19(0.124)$ | $20(0.131)$ |
|  | all |  |  |  |
| L | $23(0.086)$ | $53(0.198)$ | $31(0.116)$ | $41(0.153)$ |
| M | $179(0.668)$ | $166(0.619)$ | $189(0.705)$ | $180(0.672)$ |
| H | $66(0.246)$ | $49(0.183)$ | $48(0.179)$ | $47(0.175)$ |

are functions of the covariate. For continuous covariates, this would have to be done; for example, should the regression coefficients for different cutpoints of a single ordinal response variable be the same or different? The comparison of models is not as detailed as in the multivariate binary response example in Section 11.1. We leave as exercises other comparisons and checks of whether simpler models are adequate fits to the data, for example, one could consider Markov or exchangeable dependence structure, or common univariate parameters for different time points and/or groups.

Multivariate ordinal response models that were used to model the data are the following.

1. The multivariate probit model from Sections 7.1.7 and 7.3.
2. The multivariate logit model from Sections 7.1.7 and 7.3:
(a) with the construction in Section 4.8 using bivariate copulas from the family B 2 ;
(b) with the construction in Section 4.8 using bivariate copulas from the family B3;

Table 11.16. Stress data. Estimates of cutpoints for probit and logistic models, by distance category and year.

|  | Probit <br> Distance, year | Logit <br> Estimate (SE) |
| ---: | ---: | ---: |
| $<5 \mathrm{mi} ., 1979:$ |  |  |
| $\alpha_{11}$ | $-1.16(0.16)$ | $-1.98(0.29)$ |
| $\alpha_{12}$ | $0.59(0.13)$ | $0.95(0.21)$ |
| $1980:$ |  |  |
| $\alpha_{21}$ | $-1.01(0.14)$ | $-1.68(0.26)$ |
| $\alpha_{22}$ | $0.81(0.13)$ | $1.33(0.23)$ |
| $1981:$ |  |  |
| $\alpha_{31}$ | $-1.17(0.16)$ | $-1.98(0.29)$ |
| $\alpha_{32}$ | $0.67(0.13)$ | $1.09(0.22)$ |
| $1982:$ |  |  |
| $\alpha_{41}$ | $-1.01(0.14)$ | $-1.68(0.26)$ |
| $\alpha_{42}$ | $0.73(0.13)$ | $1.18(0.22)$ |
| $>5 \mathrm{mi} ., 1979:$ |  |  |
| $\alpha_{11}$ | $-1.57(0.17)$ | $-2.77(0.36)$ |
| $\alpha_{12}$ | $0.76(0.11)$ | $1.25(0.20)$ |
| $1980:$ |  |  |
| $\alpha_{21}$ | $-0.74(0.11)$ | $-1.22(0.19)$ |
| $\alpha_{22}$ | $0.98(0.12)$ | $1.63(0.22)$ |
| $1981:$ |  |  |
| $\alpha_{31}$ | $-1.22(0.14)$ | $-2.10(0.26)$ |
| $\alpha_{32}$ | $1.15(0.13)$ | $1.95(0.25)$ |
| $1982:$ |  |  |
| $\alpha_{41}$ | $-1.04(0.13)$ | $-1.73(0.23)$ |
| $\alpha_{42}$ | $1.12(0.13)$ | $1.89(0.25)$ |

(c) with copulas from Section 4.3 that are mixtures of max-id distributions.

That is, models of the form $F(\cdot ; \delta)=C\left(F_{0}, F_{0}, F_{0}, F_{0} ; \delta\right)$ for the latent vector $\mathbf{Z}$ with univariate margins $F_{0}$ wére used. For the $j$ th ordinal variable, the category $k$ obtains if $\alpha_{j, k-1}<Z_{j} \leq \alpha_{j, k}$. For model (1), $F_{0}$ is the standard normal distribution, and for model (2), $F_{0}$ is the standard logistic distribution. For the models in (2c), parametric families of copulas of the form (4.25) were tried with

Table 11.17. Stress data. Estimates of dependence parameters in models (1), (2a), (2b), by distance category.

| Margin | $(1)$ <br> Estimate (SE) | $(2 \mathrm{a})$ <br> Estimate (SE) | $(2 \mathrm{~b})$ <br> Estimate (SE) |
| :---: | :---: | :---: | :---: |
| $<5 \mathrm{mi} .:$ |  |  |  |
| 12 | $0.785(0.060)$ | $17.9(7.5)$ | $8.4(1.8)$ |
| 13 | $0.696(0.067)$ | $10.4(3.7)$ | $6.4(1.2)$ |
| 14 | $0.653(0.086)$ | $9.6(3.7)$ | $5.5(1.3)$ |
| 23 | $0.806(0.059)$ | $20.8(9.1)$ | $9.1(2.0)$ |
| 24 | $0.636(0.096)$ | $9.1(3.7)$ | $5.3(1.4)$ |
| 34 | $0.844(0.052)$ | $27.0(12.3)$ | $10.2(2.3)$ |
| 123 |  | $0.67(1.59)$ | $0.61(1.15)$ |
| 124 |  | $1.27(1.73)$ | $1.25(1.57)$ |
| 134 |  | $1.03(2.06)$ | $0.80(1.23)$ |
| 234 |  | $0.60(0.81)$ | $0.51(0.65)$ |
| $>5 \mathrm{mi} .:$ |  |  |  |
| 12 | $0.678(0.079)$ | $13.8(6.3)$ | $6.4(1.7)$ |
| 13 | $0.463(0.111)$ | $5.0(2.1)$ | $3.6(1.2)$ |
| 14 | $0.436(0.108)$ | $4.6(1.9)$ | $3.3(1.1)$ |
| 23 | $0.750(0.066)$ | $16.7(7.2)$ | $8.2(1.8)$ |
| 24 | $0.510(0.104)$ | $6.6(2.6)$ | $3.9(1.1)$ |
| 34 | $0.562(0.116)$ | $8.5(3.5)$ | $5.1(1.7)$ |
| 123 |  | $0.10(0.16)$ | $0.14(0.30)$ |
| 124 |  | $1.36(1.74)$ | $1.66(2.05)$ |
| 134 |  | $0.30(0.36)$ | $0.36(0.40)$ |
| 234 |  | $0.16(0.18)$ | $0.17(0.19)$ |

$\psi(\cdot ; \theta)$ in one of the LT families LTA, LTB, LTC, LTD, and with $K_{i j}(\cdot)=K\left(\cdot ; \delta_{i j}\right)$ in one of the bivariate copulas families B3 to B7. The summaries below are given only for the choice that led to the best AIC value for both groups (categorized by distance).

For the models referred to in the preceding paragraph, the IFM method in Section 10.1 was used; univariate parameters were estimated from separate univariate likelihoods (leading to $\hat{\alpha}_{j, k}=$ $F_{0}^{-1}\left(n_{j k} / n\right)$, where $n$ is the sample size and $n_{j k}$ is the number in the $j$ th univariate margin that are in the $k$ th category or below),

Table 11.18. Stress data. Estimates of dependence parameters in model (2c); $\psi$ from family LTA, $K_{i j}$ from family B7.

|  | $<5 \mathrm{mi}$. <br> Estimate (SE) | $>5 \mathrm{mi}$. <br> Estimate (SE) |
| :---: | :---: | :---: |
| Parameter | $1.93(0.20)$ | $1.47(0.12)$ |
| $\theta$ | $0.75(0.45)$ | $0.85(0.29)$ |
| $\delta_{12}$ | $0(-)$ | $0(-)$ |
| $\delta_{13}$ | $0(-)$ | $0(-)$ |
| $\delta_{14}$ | $1.21(1.02)$ | $1.62(1.91)$ |
| $\delta_{23}$ | $0(-)$ | $0(-)$ |
| $\delta_{24}$ | $1.21(0.79)$ | $0.22(0.21)$ |
| $\delta_{34}$ |  |  |

Table 11.19. Stress data. Comparisons of log-likelihood and AIC values, with given univariate parameters.

|  |  |  | mi. |  |  |
| :--- | :---: | :---: | :--- | :---: | :---: |
| Model | Log-lik | AIC | Model | Log-lik | AIC |
| $(1)$ | -323.7 | -337.7 | $(1)$ | -417.1 | -431.1 |
| $(2 \mathrm{a})$ | -325.6 | -343.6 | $(2 \mathrm{a})$ | -413.5 | -431.5 |
| $(2 \mathrm{~b})$ | -323.1 | -341.1 | $(2 \mathrm{~b})$ | -415.7 | -433.7 |
| $(2 \mathrm{c})$ | -323.8 | -338.8 | $(2 \mathrm{c})$ | -416.4 | -431.4 |

and bivariate and multivariate parameters were estimated from bivariate, trivariate, or 4-variate likelihoods, using a quasi-Newton routine, with univariate parameters fixed as estimated from the separate univariate likelihoods. This is similar to the use of these models in Section 11.1. For SEs of parameter estimates, the (deleteone) jackknife method from Section 10.1.1 was used.

Summaries of the modelling process are given in several tables. Table 11.16 has estimates and SEs of univariate parameters. Tables 11.17 and 11.18 have estimates and SEs of dependence parameters. For models (2a) and (2b), the 4 -variate parameter was taken to be 1 (for numerical stability in the estimation consistency check). The models (2a) and (2b) allow one to assess whether there is multivariate structure beyond that given in the set of bivariate margins. For both groups, two of the trivariate parameters are

Table 11.20. Stress data. Observed versus expected frequencies for several models, < 5 mi. group.

| 4-tuple | Observed | Expected |  |  |  |
| :---: | :---: | ---: | ---: | ---: | ---: |
|  |  | $(1)$ | $(2 \mathrm{a})$ | $(2 \mathrm{~b})$ | $(2 \mathrm{c})$ |
| L L L L | 2 | 4.9 | 4.9 | 4.4 | 3.3 |
| L L M L | 2 | 1.0 | 1.1 | 1.2 | 1.1 |
| L L MM | 3 | 2.3 | 2.0 | 2.1 | 2.4 |
| L M L M | 1 | 0.2 | 0.1 | 0.2 | 0.4 |
| L MM L | 2 | 1.0 | 0.7 | 0.7 | 1.5 |
| L MMM | 4 | 2.6 | 2.8 | 3.4 | 2.8 |
| M L L L | 5 | 2.2 | 2.1 | 2.0 | 2.4 |
| M L L M | 1 | 1.3 | 1.4 | 1.6 | 1.4 |
| M L M L | 1 | 0.8 | 0.6 | 0.7 | 1.2 |
| M L MM | 4 | 4.1 | 3.9 | 4.6 | 4.4 |
| MM L L | 3 | 2.2 | 2.0 | 2.3 | 2.3 |
| MM L M | 2 | 1.2 | 1.3 | 1.7 | 1.8 |
| MMM L | 2 | 4.7 | 4.5 | 5.4 | 4.5 |
| MMMM | 38 | 35.9 | 37.1 | 34.7 | 37.4 |
| MMM H | 4 | 3.8 | 3.2 | 3.8 | 3.0 |
| MM HM | 2 | 3.0 | 3.1 | 3.3 | 2.5 |
| MM H H | 3 | 3.7 | 3.4 | 3.4 | 3.2 |
| M HMM | 2 | 2.1 | 2.1 | 2.4 | 1.3 |
| M H H M | 1 | 1.5 | 1.2 | 1.0 | 1.7 |
| M H H H | 1 | 1.8 | 1.5 | 1.3 | 1.0 |
| H MMM | 4 | 6.9 | 6.7 | 7.1 | 6.7 |
| H MM H | 3 | 2.0 | 2.0 | 1.7 | 1.3 |
| H M H M | 1 | 1.2 | 0.8 | 0.4 | 1.1 |
| H M H H | 4 | 3.2 | 3.0 | 3.4 | 2.7 |
| H H M L | 1 | 0.1 | 0.1 | 0.1 | 0.1 |
| H H MM | 2 | 3.0 | 2.5 | 2.6 | 2.4 |
| H H H M | 5 | 3.3 | 3.0 | 3.6 | 1.9 |
| H H H H | 12 | 10.9 | 12.0 | 12.3 | 14.2 |
| others | 0 | 4.1 | 5.9 | 3.5 | 4.9 |

Table 11.21. Stress data. Observed versus expected frequencies for several models, $>5$ mi. group.

| 4-tuple | Observed | Expected |  |  |  |
| :---: | :---: | ---: | ---: | ---: | ---: |
|  |  | $(1)$ | $(2 \mathrm{a})$ | $(2 \mathrm{~b})$ | $(2 \mathrm{c})$ |
| L L L L | 1 | 2.0 | 1.6 | 1.4 | 1.0 |
| L L L M | 2 | 1.1 | 1.0 | 1.0 | 1.3 |
| L L M L | 2 | 1.4 | 1.8 | 1.8 | 1.2 |
| L M L L | 1 | 0.0 | 0.2 | 0.1 | 0.1 |
| L MMM | 3 | 1.2 | 1.2 | 1.6 | 1.7 |
| M L L L | 4 | 4.5 | 4.7 | 4.6 | 2.9 |
| M L L M | 4 | 5.2 | 4.8 | 5.8 | 5.1 |
| M L M L | 5 | 3.9 | 4.7 | 4.5 | 4.8 |
| M L MM | 15 | 13.1 | 11.9 | 12.4 | 14.6 |
| M L M H | 1 | 0.6 | 0.6 | 0.6 | 0.7 |
| MM L L | 2 | 1.2 | 1.5 | 1.6 | 1.5 |
| MM L M | 2 | 2.1 | 1.4 | 1.3 | 3.4 |
| MMM L | 6 | 7.8 | 6.1 | 7.2 | 8.2 |
| MMMM | 53 | 51.3 | 53.9 | 50.2 | 52.7 |
| MMM H | 6 | 5.7 | 6.0 | 6.5 | 4.8 |
| MM HM | 5 | 3.7 | 5.1 | 5.6 | 2.6 |
| MM H H | 1 | 1.5 | 0.7 | 0.7 | 0.6 |
| M HMM | 1 | 3.9 | 4.0 | 4.8 | 3.0 |
| M H M H | 1 | 0.8 | 0.9 | 1.0 | 0.5 |
| M H H M | 3 | 2.7 | 1.3 | 1.4 | 2.5 |
| M H H H | 1 | 1.6 | 1.2 | 1.2 | 0.6 |
| H L L H | 1 | 0.0 | 0.0 | 0.0 | 0.0 |
| H MM L | 1 | 0.9 | 0.7 | 0.7 | 0.8 |
| H MMM | 13 | 12.0 | 12.1 | 12.5 | 10.5 |
| H H M L | 1 | 0.2 | 0.3 | 0.2 | 0.3 |
| H H MM | 7 | 5.7 | 6.2 | 6.2 | 5.2 |
| H H M H | 2 | 2.1 | 0.8 | 0.6 | 2.0 |
| H H H M | 2 | 3.6 | 3.2 | 3.6 | 2.7 |
| H H H H | 7 | 4.0 | 6.4 | 5.6 | 7.3 |
| others | 0 | 9.2 | 8.7 | 8.3 | 10.3 |

significantly below 1 . For model (2c), the 'best' fit of the form (4.25) was with the LT family LTA and the bivariate copula family B7, with $\delta_{13}=\delta_{14}=\delta_{24}=0, \nu_{1}=\nu_{4}=-2$ and $\nu_{2}=\nu_{3}=-1$. For the 20 parametric families of the form (4.25) that were tried, generally some dependence parameter $\delta_{i j}$ (corresponding to $K_{i j}$ ) reached either the lower bound (independence copula) or the upper bound (Fréchet upper bound copula) in the estimation. This causes a problem with SEs of estimates but not for AIC values or prediction probabilities (see the comment about this in Section 11.1). For the SE estimates in Table 11.18, the jackknife subsample with the observation HLLH deleted led to substantially different estimates of the $\delta_{i j}$ so that this case is not included in the reported SE calculation.

As would be expected, the dependence parameters for consecutive years are larger. In comparisons of the two groups ( $<5 \mathrm{mi}$. and $>5 \mathrm{mi}$.), the dependence parameters are larger for the first group. This means that the mothers in the first group are probably more consistent over time in the original 90-item checklist; there could be a number of reasons for this. The estimation consistency check from Section 10.1.3 was done; for example, in model (1), the estimates of the correlation parameters based on a 4-variate likelihood were very close to those in Table 11.17 (the maximum absolute difference was 0.018 ). Table 11.19 has the log-likelihoods and AIC values for four models, evaluated at the IFM estimates. Tables 11.20 and 11.21 contain expected frequencies from the models for comparisons with the observed frequencies. Tables $11.19,11.20$ and 11.21 show that the four models are comparable in fit.

### 11.3 Example with multivariate extremes

In this section, we describe modelling and inference with multivariate extremes for an air quality data set with ozone concentrations from a regional network of monitoring stations.

The data consist of daily maxima of hourly averages of ozone concentrations - in parts per billion (ppb) - collected over six years (1983-1988) from 24 air quality monitoring stations in the southern Ontario region. Some stations were eliminated because of excessive missing data. For ease of illustration of some multivariate ideas, we use nine stations that altogether have very few missing values over the six years. (See Figure 11.1(a) for a map showing the latitudes and longitudes of the nine monitoring stations, with the indexing used for the analysis.) We illustrate inferences concern-
ing the probability that $k$ or more stations of a group in a region will have annual maxima in exceedance of a certain threshold over a year. For these inferences, we convert the data to weekly maxima (consecutive weekly maxima are much less serially dependent than daily maxima). The sample size then is large enough for some asymptotic inference.

Ozone concentrations have two patterns, one diurnal and one annual. Over the course of a day, the largest values of hourly averages almost always occur in the afternoon to early evening. Hence a daily maximum ozone concentration is roughly the maximum of about six or seven hourly averages and a weekly maximum is the maximum of $40+$ (weakly dependent) hourly averages. (Note that the asymptotic extreme value theory extends from maxima of independent observations to maxima of weakly dependent observations.) Daily maximum ozone concentrations have an annual cyclic pattern with higher values for the summer months and lower values for the winter months. An exploratory data analysis of the weekly maxima derived from the present data set shows that the 'high' period consists of weeks 23 to 33 inclusive of the year, and this extends to weeks 17 to 40 allowing for a slow drop-off at both ends of the period. This pattern can be seen in Table 11.22, in which averages are obtained over all years and stations for a given week (14 to 43) of the year, and standard deviations are over years for the averages of stations per year. See also Figure 11.1(b) for the time series of the weekly maxima, averaged over stations, for the six years; this suggests that there are no time trends over the six years.

For further analyses, we use data from weeks 17 to 40 inclusive of the year, and assume that annual maxima always occur in this period. For the univariate analysis, we assume a GEV model (see Section 6.1) for each station with the location parameter depending on the week of the year as a piecewise linear function. That is, for the $j$ th station, the parameters of the GEV model are ( $\gamma_{j}, \mu_{j}, \sigma_{j}$ ) with

$$
\mu_{j}=\mu_{j}(t)= \begin{cases}\mu_{j}^{*}-\beta_{1 j}(23-t), & 17 \leq t \leq 22 \\ \mu_{j}^{*}, & 23 \leq t \leq 33 \\ \mu_{j}^{*}-\beta_{2 j}(t-33), & 34 \leq t \leq 40,\end{cases}
$$

where $t$ is an index for the week of the year. (We had also tried having the scale parameter depend on the location parameter through a function $\sigma_{j}(t)=\nu_{j}\left[\mu_{j}(t)\right]^{\alpha_{j}}$ but the estimated $\alpha_{j}$ was usually 0 or very close to 0 .) The parameters ( $\gamma_{j}, \mu_{j}^{*}, \sigma_{j}, \beta_{1 j}, \beta_{2 j}$ ) were es-
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Figure 11.1. Plots for ozone data

Table 11.22. Ozone data. Average of weekly maximum ozone concentrations by weeks over years and stations.

| Week | Average | SD | Week | Average | SD |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 14 | 51.0 | 8.4 | 29 | 81.7 | 10.6 |
| 15 | 48.0 | 5.7 | 30 | 86.9 | 5.6 |
| 16 | 50.4 | 7.6 | 31 | 80.6 | 13.2 |
| 17 | 66.4 | 7.9 | 32 | 78.7 | 12.2 |
| 18 | 56.8 | 10.6 | 33 | 81.5 | 8.3 |
| 19 | 65.0 | 10.3 | 34 | 72.2 | 9.7 |
| 20 | 67.2 | 9.9 | 35 | 60.2 | 14.4 |
| 21 | 69.5 | 5.6 | 36 | 68.7 | 15.5 |
| 22 | 72.2 | 8.5 | 37 | 64.7 | 8.7 |
| 23 | 81.6 | 12.3 | 38 | 55.8 | 16.4 |
| 24 | 80.5 | 19.2 | 39 | 54.0 | 11.2 |
| 25 | 84.8 | 21.0 | 40 | 55.1 | 8.9 |
| 26 | 84.9 | 11.6 | 41 | 40.8 | 9.0 |
| 27 | 75.6 | 9.8 | 42 | 36.8 | 4.7 |
| 28 | 85.7 | 23.7 | 43 | 41.4 | 8.4 |

timated separately for each $j$ using numerical ML with a quasiNewton routine, and then were fixed for estimating bivariate and multivariate parameters using the IFM method in Section 10.1. For multivariate extreme value data, GEV margins were transformed to exponential survival margins, so that MSMVE models could be used (see the examples in Section 10.1.4). If the $i$ th observation vector is $\left(t_{i}, y_{i 1}, \ldots, y_{i 9}\right)$, where $t_{i}$ is an index for the week, the transformed vector is $z_{i}$, with $z_{i j}=\left[1+\hat{\gamma}_{j}\left(y_{i j}-\hat{\mu}_{j}\left(t_{i}\right)\right) / \hat{\sigma}_{j}\right]^{-1 / \hat{\gamma}_{j}}$.

In order to assess the dependence pattern among the stations, we initially fitted the bivariate family B8 separately to each of the 36 bivariate margins (since the family B 8 extends to the multivariate family M8 which has all bivariate margins in the family B8 with possibly different parameter values). Applying the IFM method with bivariate margins, the bivariate parameters were estimated with a quasi-Newton routine, and are given in Table 11.23 (the $(j, k)$ entry, with $j<k$, corresponds to the station pair $(j, k))$. The estimated SEs, with the univariate parameters assumed fixed, are in the range 0.10 to 0.14 .

Table 11.23. Ozone data. Bivariate dependence parameters for station pairs using model B8.

| Stn | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | - | 1.33 | 1.48 | 1.71 | 0.81 | 0.94 | 1.13 | 1.07 | 1.02 |
| 2 |  | - | 1.38 | 1.18 | 0.78 | 0.81 | 0.90 | 0.86 | 0.78 |
| 3 |  |  | - | 1.85 | 0.74 | 0.76 | 0.80 | 1.04 | 1.00 |
| 4 |  |  |  | - | 0.77 | 0.78 | 0.88 | 1.16 | 1.04 |
| 5 |  |  |  |  | - | 1.49 | 0.68 | 0.82 | 0.85 |
| 6 |  |  |  |  |  | - | 0.67 | 0.94 | 0.90 |
| 7 |  |  |  |  |  |  | - | 0.86 | 0.82 |
| 8 |  |  |  |  |  |  |  | - | 1.05 |

In matching the values in Table 11.23 to the map in Figure 11.1(a), the larger dependence parameter values occur for pairs of stations that are closer to each other (a cluster of four in the middle and another cluster of two off to the side); otherwise there seems to be roughly a common (lower) dependence level for the remaining pairs. The overall dependence pattern suggests the use of the family MM1 in the form given next.

We use model MM1 with a parameter $\theta$ for the minimal dependence level (over pairs) and additional parameters $\delta_{j k}$ for the pairs of stations in the set $B=\{(1,2),(1,3),(1,4),(2,3),(3,4),(5,6)\}$; this set consists of the pairs with a higher level of dependence. With $\psi(s)=\exp \left\{-s^{\theta}\right\}$ in the family LTA, and $K_{j k}$ being bivariate copulas in the family B6, then following (4.24) and (4.25) in Section 4.3, we write the copula in the form

$$
\begin{align*}
\psi & \left(-\sum_{(j, k) \in B} \log K_{j k}\left(H_{j}, H_{k}\right)-\sum_{j=7}^{9} \log H_{j}\right) \\
& =\psi\left(-\sum_{(j, k) \in B} \log K_{j k}\left(e^{-p_{j} \psi^{-1}\left(u_{j}\right)}, e^{-p_{k} \psi^{-1}\left(u_{k}\right)}\right)+\sum_{j=7}^{9} \psi^{-1}\left(u_{j}\right)\right) \\
& =\psi\left(\sum_{(j, k) \in B}\left[\left(p_{j} z_{j}^{\theta}\right)^{\delta_{j k}}+\left(p_{k} z_{k}^{\theta}\right)^{\delta_{j k}}\right]^{1 / \delta_{j k}}+z_{7}^{\theta}+z_{8}^{\theta}+z_{9}^{\theta}\right), \tag{11.1}
\end{align*}
$$

where $z_{j}=-\log u_{j}, j=1, \ldots, 9$, and $p_{1}=p_{3}=1 / 3, p_{2}=p_{4}=$ $1 / 2, p_{5}=p_{6}=1$. Model (11.1) is a copula as a function of $\mathbf{u}$ and a MSMVE survival function as a function of $\mathbf{z}$. It has seven
dependence parameters. (The model with an additional parameter $\delta_{24}$ was not an improvement on this one.)

A simpler model than (11.1) that was also tried was the permuta-tion-symmetric form of the family M6. In MSMVE form, this is

$$
\begin{equation*}
\exp \left\{-\left[\sum_{j=1}^{9} z_{j}^{\theta}\right]^{1 / \theta}\right\} \tag{11.2}
\end{equation*}
$$

For likelihood inference with (11.1) and (11.2), the densities were obtained using symbolic manipulation software, and then applying the IFM method in Section 10.1, the dependence parameters were estimated with a quasi-Newton routine (much more computer time was spent in the symbolic differentiation). SEs were obtained using the jackknife approach of Section 10.1.1, with 36 subsamples (of 140) from dividing the 144 observation vectors into random blocks of four. Table 11.24 consists of the log-likelihoods at the estimated parameter vectors, and estimates and SEs for the dependence parameters and some of the univariate parameters.

The log-likelihoods or AIC values suggest that model MM1 is a much better fit to the data than model M6. Next we show how they compare for the inference of the probability that at least one (or two) of the nine stations exceeds a threshold in a year (assuming no change in the ozone levels due to stricter air quality requirements). The concentration of 120 ppb for ozone is used in some air quality standards for the annual maximum and a tolerable range for an hourly average is 80 to 150 ppb . In Table 11.25 , the probability inferences with SEs are given for thresholds of $120,130,150$ and 160 ppb. A reason for considering probabilities of 'at least $k$ stations exceeding a threshold', with $k>1$, is because this can assess if an exceedance is more local or global over a region. Let $F_{a}$ be the cdf for a vector of annual maxima and let $F(\cdot ; t)$ be the cdf for a vector of weekly maxima in week $t$. Based on the aforementioned assumptions, the probability that at least one station exceeds a threshold $T$ in a year is

$$
P_{1}=1-F_{a}\left(T \mathbf{1}_{9}\right)=1-\prod_{t=17}^{40} F\left(T \mathbf{1}_{9} ; t\right)
$$

and the probability that at least two stations exceed $T$ is

$$
P_{2}=1-\sum_{j=1}^{m} F_{a}\left(T \mathbf{i}_{j}\right)+(m-1) F_{a}\left(T \mathbf{1}_{m}\right),
$$

Table 11.24. Ozone data. Parameter estimates and log-likelihoods.

| Model | Estimate (SE) | Log-lik |
| :--- | :--- | ---: |
| M6 | $\theta: 1.31(0.04)$ | -1085.5 |
| MM1 | $\theta: 1.29(0.04)$ | -1016.1 |
|  | $\delta_{12}: 1.41(0.40)$ |  |
|  | $\delta_{13}: 1.43(0.65)$ |  |
|  | $\delta_{14}: 2.59(0.68)$ |  |
|  | $\delta_{23}: 1.66(0.56)$ |  |
|  | $\delta_{34}: 2.48(0.44)$ |  |
|  | $\delta_{56}: 1.39(0.12)$ |  |
| univariate | $\gamma_{1}:-0.06(0.07)$ |  |
|  | $\mu_{1}^{*}: 72.6(2.5)$ |  |
|  | $\sigma_{1}: 17.4(1.6)$ |  |
|  | $\beta_{11}: 4.49(0.73)$ |  |
|  | $\beta_{21}: 5.77(0.87)$ |  |
| univariate | $\gamma_{9}:-.15(0.06)$ |  |
|  | $\mu_{9}^{*}: 79.3(3.2)$ |  |
|  | $\sigma_{9}: 19.8(1.4)$ |  |
|  | $\beta_{19}: 2.57(0.90)$ |  |
|  | $\beta_{29}: 3.34(1.01)$ |  |

with $m=9$ and $\mathbf{i}_{j}$ being a vector of 1 s except for an $\infty$ in the $j$ th position. If either (11.1) or (11.2) is denoted as $\exp \{-A(\mathrm{z})\}$, then $F(\mathbf{y} ; t)$ is $\exp \left\{-A\left(z_{1}\left(y_{1}, t\right), \ldots, z_{9}\left(y_{9}, t\right)\right)\right\}$, with $z_{j}\left(y_{j}, t\right)=$ $\left[1+\hat{\gamma}_{j}\left(y_{j}-\hat{\mu}_{j}(t)\right) / \hat{\sigma}_{j}\right]^{-1 / \hat{\gamma}_{j}}$.

With the same value of $\theta$, the cdf in (11.1) is more PLOD and higher in the $\prec_{\mathrm{c}}^{\mathrm{pw}}$ ordering than the cdf in (11.2). This explains why the point estimate for $P_{1}$ is smaller for model MM1 than for model M6. However, the point estimates in Table 11.25 are quite close for the two models, when the SEs are considered. The SEs show that there is not a lot of precision in the probability estimates which are in the middle range; there is less uncertainty for thresholds that have probability near zero or near one of being exceeded. With weak positive serial dependence by week, the probabilities of exceedance in a year are a little smaller.

Table 11.25. Ozone data. Probability of at least one (two) stations having an annual maximum exceeding $T$.

| $T$ | M6 | MM1 | M6 | MM1 |
| :---: | :---: | :---: | :---: | :---: |
|  | $P_{1}(\mathrm{SE})$ | $P_{1}(\mathrm{SE})$ | $P_{2}(\mathrm{SE})$ | $P_{2}(\mathrm{SE})$ |
| 120 | $0.979(0.022)$ | $0.974(0.025)$ | $0.894(0.083)$ | $0.879(0.082)$ |
| 130 | $0.84(0.11)$ | $0.81(0.11)$ | $0.58(0.18)$ | $0.57(0.17)$ |
| 150 | $0.34(0.15)$ | $0.31(0.13)$ | $0.11(0.07)$ | $0.14(0.09)$ |
| 160 | $0.19(0.11)$ | $0.17(0.10)$ | $0.050(0.039)$ | $0.068(0.053)$ |

Table 11.26. Ozone data. Observed and expected cdfs (models M6 and MM1) for the weekly maxima over all nine stations.

| $x$ | M6 | MM1 | Observed |
| ---: | :---: | :---: | :---: |
| 70 | 0.059 | 0.064 | 0.104 |
| 80 | 0.159 | 0.169 | 0.236 |
| 85 | 0.236 | 0.248 | 0.313 |
| 90 | 0.329 | 0.344 | 0.382 |
| 95 | 0.433 | 0.448 | 0.486 |
| 100 | 0.539 | 0.554 | 0.569 |
| 105 | 0.638 | 0.652 | 0.667 |
| 110 | 0.725 | 0.737 | 0.736 |
| 120 | 0.854 | 0.862 | 0.833 |
| 130 | 0.928 | 0.933 | 0.903 |
| 170 | 0.995 | 0.996 | 0.993 |

Finally, we illustrate one diagnostic check of the MEV models, although many other diagnostic checks could be made. We compare in Table 11.26 the observed and expected relative frequencies of weeks for which the maximum weekly maxima over all nine stations is less than or equal to $x$ for various $x$ values; using the preceding notation, this is $(24)^{-1} \sum_{t=17}^{40} F\left(x 1_{9} ; t\right)$. As a function of $x$, the curves of expected frequencies for models M6 and MM1 cross with the curve of observed frequencies, with the curve from MM1 being closer to that of the observed frequencies for a wider range (for the probability). For the inferences and diagnostics considered here, the simpler exchangeable dependence model does about as well,
even though it is a worse fit using the AIC. However, for other inferences and other data, the more complex models may perform much better.

### 11.4 Example with longitudinal binary data

In this section, models are fitted to a data set with binary time series of length 4 to 16 for different subjects. Markov models with and without random effects are used, and model parameters are compared for two treatment groups. The models are used to summarize how the two groups are different in the response variable.

The data, consisting of a binary time series for each subject, are given in Table 11.27; there are two treatment groups labelled A and B , the time unit is a week and the binary response is an indicator of bacteriuria (bacteria in the urine) for the week. The subjects are acutely spinal cord injured patients with chronic urinary tract infections. Retaining only those patients with at least four weeks of observation, there were 36 subjects on each of two treatments for bacteriuria. Patients were in the study for at most 16 weeks. For treatment A, patients were treated for all episodes of bacteriuria. For treatment B, patients were treated for episodes of bacteriuria, only if they were accompanied by two specific symptoms. Patients were assigned randomly to the two treatment groups; patients entered the study with bacteriuria, so that the first response for each patient is 1 . Note that having bacteriuria for a longer period of time does not necessarily mean that the patient is sicker. See Gribble, McCallum and Schechter (1988) for some background.
In Table 11.27, a few (11) missing values were imputed. For treatment A, the imputed value was 0 in five cases; for treatment B , in six cases, the imputed value was 1 , if among a long string of 1 s , and 0 otherwise. The inferences are not really affected by these few imputed values. The imputation is done for simplicity (so that missing data did not have to be considered in the computer programming).

From other information collected for the study, treatment B subjects would often get one 'bug' in their urinary tract and not get rid of it for some time, whereas for treatment A subjects bacteria were removed so did not stay around for a lengthy period.

Summary statistics, by subject, are given in Table 11.28 for the proportions of weeks without bacteriuria, not including the first week in the study. Over all subjects, the proportions of weeks without bacteriuria are 0.616 and 0.322 for treatments A and B ,

Table 11.27. Bacteriuria data. Binary weekly time series data; response is indicator of bacteriuria.

|  | Treatment A |  | Treatment B |
| ---: | :--- | ---: | :--- |
| Weeks | Series | Weeks | Series |
| 13 | 1001010100101 | 9 | 111100011 |
| 5 | 10001 | 16 | 1111111111111111 |
| 16 | 1010010010101010 | 15 | 111111111111001 |
| 9 | 101000101 | 15 | 100011111110111 |
| 15 | 100011010111111 | 16 | 1111111111010000 |
| 16 | 1100100010101001 | 16 | 1111100111111111 |
| 9 | 100010101 | 16 | 1000011110111001 |
| 4 | 1000 | 12 | 111000111011 |
| 16 | 1001000000100010 | 16 | 1110111111111111 |
| 7 | 1010011 | 4 | 1110 |
| 10 | 1010110101 | 10 | 1011111111 |
| 10 | 1001010101 | 16 | 1011111111111111 |
| 6 | 100110 | 16 | 1111111100000110 |
| 14 | 10100011010100 | 6 | 100010 |
| 5 | 10010 | 16 | 1001111011011111 |
| 16 | 1000101100100100 | 5 | 10011 |
| 16 | 1010100110110100 | 12 | 111111100000 |
| 16 | 1000100010000000 | 16 | 1000111111111000 |
| 16 | 1010001010011001 | 16 | 1111001100011111 |
| 12 | 101000011011 | 16 | 1001111111111111 |
| 15 | 101000111011101 | 16 | 1000000000000000 |
| 10 | 1001000100 | 16 | 1100111111100111 |
| 16 | 1000101001110001 | 6 | 100100 |
| 16 | 1010001010010011 | 11 | 11111100000 |
| 13 | 1010101001001 | 12 | 100111110100 |
| 16 | 1000101010100010 | 10 | 1111111111 |
| 10 | 1010001001 | 16 | 1111111110111111 |
| 12 | 100010110101 | 16 | 1111101110111111 |
| 6 | 111000 | 6 | 110011 |
| 16 | 1001000010100010 | 16 | 1100000110010000 |
| 11 | 10000101001 | 15 | 100001111111111 |
| 9 | 110011011 | 15 | 100011110101001 |
| 15 | 100101100010001 | 16 | 1111110011111111 |
| 14 | 11010011001010 | 16 | 1111000101111111 |
| 8 | 10010010 | 10 | 1100000111 |
| 6 | 100100 | 7 | 1111000 |
|  |  |  |  |

Table 11.28. Bacteriuria data. Summary statistics for proportions of weeks without bacteriuria.

| Treatment | Mean | SD | Min | Q1 | Med | Q3 | Max |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.628 | 0.132 | 0.357 | 0.551 | 0.600 | 0.707 | 1 |
| B | 0.349 | 0.236 | 0 | 0.133 | 0.333 | 0.483 | 1 |

respectively. Hence it appears that treatment A is effective in treating bacterial infection of the urinary tract.

From the initial analysis of the data, a Markov chain model of order 1 seems reasonable. Table 11.29 summarizes the transition frequencies to state 1 by subject; it seems to indicate that there is enough variability in the transition probabilities to consider a random effects model, e.g., transition probabilities $p_{01}$, $p_{11}$ are random over subjects with $\operatorname{Beta}\left(\alpha_{k}, \beta_{k}\right)$ distributions, and $\pi_{k}=\beta_{k} /\left(\alpha_{k}+\beta_{k}\right)$ and $\eta_{k}=\left(\alpha_{k}+\beta_{k}\right)^{-1}, k=0,1$. The shapes of the histograms of the four columns of proportions in Table 11.29 suggest that the beta distributions are a reasonable model to try, but of course other distributions could be used for a random effects model.

Other models that were tried have no random effects or different order for the Markov chain. The models are:

1. Markov chains of order 1 with random effects;
2. Markov chains of order 1 with no random effects;
3. Markov chains of order 2 with no random effects (parameters $\left.p_{i_{1} i_{2} 1}, i_{1}, i_{2}=0,1\right)$;
4. iid observations after first week, no random effects (parameter $p_{1}$ for probability of 1 ).
Note that for the Markov chain models with no random effects, the MLE of the transition probability $p_{i 1}$ or $p_{i_{1} i_{2} 1}$ comes from $n_{i, 1} /\left(n_{i, 1}+n_{i, 0}\right)$ or $n_{i_{1} i_{2}, 1} /\left(n_{i_{1} i_{2}, 1}+n_{i_{1} i_{2}, 0}\right)$, where $n_{s_{1}, s_{2}}$ is the number of transitions (over all subjects in a treatment group) to state $s_{2}$ given the recent past $s_{1}$. For model (1), MLEs were estimated separately for two treatment groups, using a quasi-Newton routine. For model (3), the SEs also came from using a quasiNewton routine. Parameter estimates, SEs and log-likelihoods are given in Table 11.30. The main interpretations of the results in Table 11.30 are the following.

Table 11.29. Bacteriuria data. Transition proportions to the state of 1, by subject.

| Trt A | Trt A | Trt B | Trt B |
| :---: | :--- | :--- | :--- |
| $0 \rightarrow 1$ | $1 \rightarrow 1$ | $0 \rightarrow 1$ | $1 \rightarrow 1$ |
| 0.714 | 0.000 | 0.333 | 0.800 |
| 0.333 | 0.000 | 0.500 | 1.000 |
| 0.750 | 0.000 | 0.500 | 0.917 |
| 0.600 | 0.000 | 0.500 | 0.800 |
| 0.600 | 0.667 | 0.250 | 0.818 |
| 0.556 | 0.167 | 0.500 | 0.923 |
| 0.600 | 0.000 | 0.429 | 0.625 |
| 0.000 | 0.000 | 0.500 | 0.714 |
| 0.273 | 0.000 | 1.000 | 0.929 |
| 0.667 | 0.333 | 0.500 | 0.667 |
| 1.000 | 0.200 | 1.000 | 0.875 |
| 0.800 | 0.000 | 1.000 | 0.929 |
| 0.500 | 0.333 | 0.200 | 0.800 |
| 0.571 | 0.167 | 0.333 | 0.000 |
| 0.500 | 0.000 | 0.750 | 0.727 |
| 0.444 | 0.167 | 0.500 | 0.500 |
| 0.714 | 0.250 | 0.000 | 0.857 |
| 0.167 | 0.000 | 0.200 | 0.800 |
| 0.556 | 0.167 | 0.400 | 0.800 |
| 0.500 | 0.400 | 0.500 | 0.923 |
| 0.667 | 0.500 | 0.000 | 0.000 |
| 0.333 | 0.000 | 0.500 | 0.818 |
| 0.444 | 0.333 | 0.333 | 0.000 |
| 0.556 | 0.167 | 0.000 | 0.833 |
| 0.714 | 0.000 | 0.500 | 0.571 |
| 0.556 | 0.000 | 0.500 | 1.000 |
| 0.500 | 0.000 | 1.000 | 0.929 |
| 0.667 | 0.200 | 1.000 | 0.846 |
| 0.000 | 0.667 | 0.500 | 0.667 |
| 0.400 | 0.000 | 0.200 | 0.400 |
| 0.429 | 0.000 | 0.250 | 0.900 |
| 0.667 | 0.600 | 0.571 | 0.429 |
| 0.444 | 0.200 | 0.500 | 0.923 |
| 0.667 | 0.286 | 0.500 | 0.818 |
| 0.500 | 0.000 | 0.200 | 0.750 |
| 0.333 | 0.000 | 0.000 | 0.750 |

Table 11.30. Bacteriuria data. Estimates and log-likelihoods for the models.

| Model | Treatment A |  | Treatment B |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Estimates (SEs) | Log-lik | Estimates (SEs) | Log-lik |
| $(1)$ | $\pi_{0}: 0.528(0.035)$ | -235.5 | $\pi_{0}: 0.366(0.055)$ | -226.4 |
|  | $\eta_{0}: 0.000(0.039)$ |  | $\eta_{0}: 0.083(0.079)$ |  |
|  | $\pi_{1}: 0.208(0.040)$ |  | $\pi_{1}: 0.809(0.028)$ |  |
|  | $\eta_{1}: 0.063(0.085)$ |  | $\eta_{1}: 0.019(0.039)$ |  |
| $(2)$ | $p_{01}: 0.520(0.034)$ | -237.0 | $p_{01}: 0.347(0.042)$ | -227.4 |
|  | $p_{11}: 0.200(0.031)$ |  | $p_{11}: 0.816(0.022)$ |  |
| $(3)$ | $p_{001}: 0.596(0.049)$ | -233.3 | $p_{001}: 0.378(0.056)$ | -221.9 |
|  | $p_{011}: 0.208(0.040)$ |  | $p_{011}: 0.805(0.062)$ |  |
|  | $p_{101}: 0.460(0.045)$ |  | $p_{101}: 0.302(0.063)$ |  |
|  | $p_{111}: 0.286(0.086)$ |  | $p_{111}: 0.851(0.024)$ |  |
| $(4)$ | $p_{1}: 0.384(0.025)$ | -347.4 | $p_{1}: 0.678(0.022)$ | -271.4 |

(a) Although there is some variability in the transition proportions from state to state, the variability is not more than that expected from a model with no random effects. (However, with longer time series, we would expect that a random effects model would be needed to explain variability in such summaries as in Table 11.29.) The parameters, $\eta_{0}, \eta_{1}$, are not significantly different from 0 so that the degenerate model with $p_{01}, p_{11}$ set at single values suffices to explain the variability in the data. (This conclusion of no random effects could be checked with a sensitivity analysis by using an alternative random effects model; e.g., two-component mixture models for the transition probabilities to state 1 . This is left as an exercise.)
(b) Markov chains of order 1 are good fits to the data; the Markov chains of order 2 are slightly better fits and the iid model in (4) is a much worse fit to the data.

From model (2), treatment B patients are much more likely to remain in state 1 if they are already in this state: $p_{11}^{(B)}-p_{11}^{(A)}=$ 0.616 , with SE of 0.038 . They are also less likely to go from state 0 to state 1: $p_{01}^{(B)}-p_{01}^{(A)}=-0.173$, with SE of 0.054 . This latter
summary may be an indication that treatment $A$ is not necessarily better.

The analyses in this section are fairly straightforward. The ideas of Markov chains and random effects generalize to data which consist of equally spaced time series for many subjects, provided lengths of time series are sufficiently long.

### 11.5 Example with longitudinal count data

In this section, several models are applied to a data set of longitudinal counts, which comes from daily totals over individual binary time series for many subjects. A description of the study and data set is given next before the explanation for treating the data set as a single count time series rather than many binary time series.

There have been many recent studies with the aim of assessing pollution effects on human health. Such studies are not easy to do. For this particular study, details are given in Vedal et al. (1997). The population consists of elementary school children in Port Alberni, BC, Canada, a small town of about 30000 with pulp and paper as the main industry causing ambient particulate pollution. The children were classified into asthmatic, non-asthmatic and slight abnormality. These groups constituted a census for the study, and a control group was randomly chosen to match them. After receiving instruction and feedback, the children filled in diaries at home. The analysis here combines all four groups in order to have a larger sample size for making initial inferences.

Binary variables to be measured daily were indicators of cough (S1), phlegm (S2), burning, aching or redness of the eyes (S3), runny or stuffed nose (S4), sore throat (S5), wheezing (S6), chest tightness (S7) and shortness of breath (S8). There were other continuous response variables which will not be considered here. Covariates for the study included daily temperature (TEMP), humidity, indicator of precipitation and concentration of PM10 from two different stations (labelled as PM10A and PM10B). PM10 is particulate matter of diameter $10 \mu \mathrm{~m}$ and below.

Altogether there were 208 subjects and the period of study was from September 1990 to March 1992. However, there was a break in July and August 1991 so that the number of days for the study was 493.

There were missing data for most subjects, i.e., only a few had the daily data for all 493 days. The proportions of days with symptoms varied greatly from subject to subject; see Figure 11.2 for a


Figure 11.2. Health effects data. Histogram of proportions of days by subjects with at least one symptom.
histogram of the proportions of days by subject with at least one of the eight symptoms. These two features make (random effects) modelling of many binary series difficult.

The initial data analysis indicated that the assumption that data are missing at random is acceptable, i.e., there is no suggestion that subjects with a tendency to more symptoms had more days with missing data. This assessment is based on plots and correlations (a) by subject, of the proportions $p_{s}$ of days with at least one symptom and the number of observed days, and (b) by day $t$, of the numbers $n_{t}$ of subjects observed and the average $\sum_{s} p_{s} I(s$ obs. on day $t) / n_{t}$ of proportions among the observed subjects. The correlation in (a) is -0.058 and that in $(\mathrm{b})$ is -0.013 .

There appears not be enough power in the study to show effects of pollutants on specific individuals; hence we use totals by day, as explained next.

## Daily counts for S1



Figure 11.3. Health effects data. Daily count time series plot for symptom 1 (cough).

Because the proportions are widely varying by subject and because missing data appear to be missing at random, we can consider the Poisson distribution as a model for $Y_{t}$, the daily total number of subjects with a given symptom. (Essentially this model comes from the Poisson approximation to the sum of dependent Bernoulli rvs with different probability parameters.) The series $Y_{t}$ is serially dependent with an expectation that is a function of $n_{t}$ and covariates.

Summary statistics (means, standard deviations and quartiles) are given in the Table 11.31 for response variables and covariates that are used, including some grouped symptom variables G1, G2, G3 and G4. For a subject on a given day, G1 is the indicator of whether symptom 1 or 2 occurs, G2 that of whether symptom 3,4 or 5 occurs, G3 that of whether symptom 6,7 or 8 oc-
curs, and G4 that of whether at least one of the eight symptoms occurs. Figure 11.3 shows the time series of total daily counts for symptom 1. In Table 11.31, temperature is measured in degrees Celsius. The variable humidity is not used for further analysis because it is moderately negatively correlated with temperature and it had missing values during weekends in 1992. Also a few values of PM10 were missing and were estimated from the expectation-maximization (EM) algorithm. For the models given below, a scaled temperature (SCTEMP) variable was used, with definition SCTEMP=(TEMP-10.3)/6.35 (based on mean and standard deviation over a longer period of time than that for this study). Finally, the variable names beginning with CUM are explained below.

Count time series models, with incorporation of covariates, that were used to model the data are:

1. the $\operatorname{AR}(1)$ Poisson time series model in Sections 8.4.1 and 8.4.4;
2. the $\operatorname{AR}(2)$ Poisson time series model in Sections 8.4.3 and 8.4.4;
3. the $\operatorname{AR}(1)$ negative binomial time series model in Sections 8.4.1 and 8.4.4;
4. Markov chain models based on bivariate and trivariate copula models (Sections 8.1 and 4.3).
For all these models, $\theta_{t}$ in Section 8.4.4 is taken as $\exp \left\{\beta_{0}+\right.$ $\left.\beta \mathbf{x}_{t}\right\}$ for various choices of the covariate vector $\mathbf{x}_{t}$ (which is timedependent). The first covariate is $\log n_{t}$ because of the tendency to have higher daily counts of occurrences of symptoms for days with more subjects reporting. The model in (1) was the first one tried, since the initial data analysis showed strong lag 1 correlation but not significant overdispersion relative to Poisson (as indicated, for example, by the ratios of sample variances to sample means for the response variables in Table 11.31). The model in (2) allows for stronger dependence than $\mathrm{AR}(1)$ for lags of order 2 or more. The model in (3) provides a model-based method to check on whether one needs to account for overdispersion relative to Poisson. The main focus will be in the models in items (1) to (3) because the AR models are more interpretable for Poisson and negative binomial margins, and conclusions are similar with the various models. However, we also want to illustrate the use of copula-based Markov chain time series models which may be more suitable for other ap-

Table 11.31. Health effects data. Summary statistics (over days).

| Variable | Mean | SD | Min | Q1 | Med | Q3 | Max |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{t}$ | 105 | 25 | 59 | 83 | 107 | 122 | 157 |
| S1 | 8.6 | 3.8 | 0 | 6 | 8 | 11 | 21 |
| S2 | 4.9 | 2.5 | 0 | 3 | 5 | 6 | 13 |
| S3 | 1.5 | 1.3 | 0 | 1 | 1 | 2 | 7 |
| S4 | 10.6 | 3.5 | 1 | 8 | 10 | 13 | 23 |
| S5 | 4.4 | 2.2 | 0 | 3 | 4 | 6 | 13 |
| S6 | 2.4 | 1.5 | 0 | 1 | 2 | 3 | 7 |
| S7 | 1.9 | 1.3 | 0 | 1 | 2 | 3 | 8 |
| S8 | 3.2 | 1.7 | 0 | 2 | 3 | 4 | 10 |
| G1 | 10.7 | 4.3 | 1 | 8 | 10 | 13 | 24 |
| G2 | 13.3 | 4.2 | 2 | 10 | 13 | 16 | 27 |
| G3 | 5.2 | 2.3 | 0 | 4 | 5 | 7 | 15 |
| G4 | 19.8 | 6.3 | 6 | 15 | 19 | 24 | 40 |
| TEMP | 7.8 | 5.3 | -8.4 | 4.4 | 7.2 | 11.6 | 20.2 |
| SCTEMP | -0.40 | 0.84 | -2.95 | -0.93 | -0.49 | 0.20 | 1.56 |
| PM10A | 17.4 | 9.5 | 0.5 | 11 | 16 | 22 | 67 |
| PM10B | 25.7 | 19.3 | 0.2 | 14 | 22 | 30 | 159 |
| CUM4A | 17.3 | 6.6 | 3.5 | 13.5 | 16.8 | 20.7 | 45.0 |
| CUM5A | 17.3 | 6.3 | 3.6 | 13.7 | 16.6 | 20.3 | 41.4 |
| CUM6A | 17.3 | 6.0 | 3.7 | 13.8 | 16.8 | 20.1 | 37.3 |
| CUM7A | 17.3 | 5.8 | 3.8 | 14.0 | 16.9 | 20.0 | 36.9 |
| CUM4B | 25.6 | 16.1 | 5.7 | 15.9 | 22.2 | 29.0 | 116 |
| CUM5B | 25.6 | 15.7 | 7.4 | 15.8 | 22.1 | 28.9 | 111 |
| CUM6B | 25.6 | 15.3 | 8.3 | 15.9 | 22.2 | 28.8 | 106 |
| CUM7B | 25.5 | 15.0 | 8.3 | 15.8 | 22.1 | 28.3 | 99.2 |

plications. The use of (4) and comparisons with the other models (1) to (3) are made at the end of this section.

MLEs were obtained using a quasi-Newton routine. (See Section 10.4 on the asymptotic properties of MLEs of parameters of Markov chains.) Good starting points for the regression coefficients come from the Poisson regression model, $Y_{t} \sim$ Poisson $\left(\exp \left\{\beta_{0}+\right.\right.$ $\left.\beta \mathbf{x}_{t}\right\}$ ), $t=1,2, \ldots$, assuming independent rvs over days (because this is an exponential family model, numerical estimates are easily

Table 11.32. Health effects data. Correlations of measurements at the two monitoring stations.

| Variable | Correlation |
| :--- | :---: |
| log PM10 | 0.576 |
| log CUM2 | 0.716 |
| log CUM3 | 0.720 |
| log CUM4 | 0.725 |
| log CUM5 | 0.729 |
| log CUM6 | 0.731 |
| log CUM7 | 0.732 |

obtained using a Newton-Raphson routine). For the autoregressive parameters, initial estimates can come from autocorrelations - the lag 1 correlation for the $\operatorname{AR}(1)$ model, and $\tilde{\alpha}_{1} \approx \tilde{\rho}_{1}-\tilde{\alpha}_{3}$, $\tilde{\alpha}_{2} \approx \tilde{\rho}_{2}-\tilde{\alpha}_{3}$ for the $\operatorname{AR}(2)$ model, with $\tilde{\rho}_{1}, \tilde{\rho}_{2}$ being the autocorrelations of lags 1 and 2 , and $\tilde{\alpha}_{3}>0$ chosen so that all initial estimates are positive. SEs and the asymptotic covariance matrix of the parameters were obtained from the quasi-Newton routine.

The models were tried for several of the response variables, in particular the responses S1, S4, G3, G4, with the larger averaged counts. Different choices and transforms of the covariates were used, including averaged cumulative PM10 concentrations over the past $k$ days. These variables are denoted as CUM $k \mathrm{~A}$ and CUM $k \mathrm{~B}$, and some descriptive statistics for them are given in Table 11.31. For the PM10 concentrations and their cumulative lags, the log transform was used because of the skewness of their distributions. Table 11.32 shows the correlations between transformed PM10 concentrations from stations A and B.

The main conclusions about covariates and models are the following.
(a) The PM10 concentration seems to have a contribution towards increased counts for some of the symptom variables ( $\mathrm{S} 1, \mathrm{~S} 4, \mathrm{G} 4$ ) through the averaged cumulative concentration over about 4 to 7 days. For S1, the averaged cumulative concentration from station B is a better predictor, and for S4, that from station A is better. For G3, no additional covariate is very good as a predictor. For G4, the averaged cumulative concentrations from both stations have about the same pre-
dictive value, with that from station A being a little better; the lags from the two stations are highly correlated and there is no model improvement with two lags as covariates.
(b) Temperature as a single covariate (without pollutant variables) is significant only for some of the response variables. Another covariate that was considered was an indicator of regular school day (versus weekend or holiday). This indicated a tendency of marginally higher counts on school days but the variable was not significant except with the response variable G3 and it had no effect on the conclusion concerning PM10 referred to in (a).
(c) The $\mathrm{AR}(2)$ model is not a big improvement on $\mathrm{AR}(1)$; there is an increase in log-likelihood, but not much improvement in predictive ability (see below).
(d) Negative binomial response variable models which allow for overdispersion relative to Poisson are not an improvement in model fit (the overdispersion parameter $\nu=\sigma^{2} / \mu-1$ is estimated at zero or near zero in all cases).

The conclusions in (a) and (b) correspond roughly to the correlations between daily proportions of a symptom response variable and the covariates listed in Table 11.31. The better predictors have a correlation of 0.20 to 0.35 with the daily proportions. The conclusions are similar to those of Vedal et al. (1997), based on other statistical methods.

Table 11.33 contains log-likelihoods and estimates for the four response variables $\mathrm{S} 1, \mathrm{~S} 4, \mathrm{G} 3, \mathrm{G} 4$, with corresponding sets of covariates that are roughly the best fits found. For comparison, the summaries for the $\operatorname{AR}(1)$ models with only $\log n_{t}$ as the covariate are given for S 1 and G4, and the summaries with $\mathrm{AR}(2)$ models are given for all four reponses.

The fitted parameters for the $A R(2)$ models suggest some dependence at lag 2 beyond that expected from an AR(1) model; in other words, they show slightly more positive serial dependence than that for an AR(1) model. This is mainly through latent variables that are associated with every triple of consecutive observations since the parameter $\alpha_{3}$ for this three-way dependence is quite positive, whereas the dependence parameter $\alpha_{2}$ for pairs of observations separated by a lag of 2 is zero or near zero.

We give an intepretation of the rate of increased counts of symptoms as PM10 concentration increases. This is based on the AR(1)

Table 11.33. Health effects data. Estimates and log-likelihoods for some $A R(1)$ and $A R(2)$ Poisson models.

| $y$ | Mod. | $x_{k}$ | $\beta_{k}$ (SE) | Dep. par. | Log-lik |
| :---: | :---: | :---: | :---: | :---: | :---: |
| S1 | AR1 | const. | -2.79 (0.60) | $\alpha=0.63$ (0.02) | -1118.6 |
|  |  | $\log n_{t}$ | 1.06 (0.13) |  |  |
| S1 | AR1 | const. | -3.45 (0.61) | $\alpha=0.62(0.02)$ | -1110.2 |
|  |  | $\log n_{t}$ | 1.07 (0.12) |  |  |
|  |  | SCTEMP | -0.024 (0.029) |  |  |
|  |  | $\log$ CUM4B | 0.191 (0.055) |  |  |
| S1 | AR2 | const. | -3.56 (0.80) | $\alpha_{1}=0.16$ (0.04) | 1104.9 |
|  |  | $\log n_{t}$ | 1.07 (0.12) | $\alpha_{2}=0.00$ (0.04) |  |
|  |  | SCTEMP | -0.023 (0.025) | $\alpha_{3}=0.49$ (0.06) |  |
|  |  | $\log$ CUM4B | 0.190 (0.053) |  |  |
| S4 | AR1 | const. | -2.27 (0.58) | $\alpha=0.66$ (0.02) | -1114.7 |
|  |  | $\log n_{t}$ | 0.93 (0.11) |  |  |
|  |  | SCTEMP | 0.024 (0.025) |  |  |
|  |  | $\log$ CUM7A | 0.120 (0.069) |  |  |
| S4 | AR2 | const. | -2.62 (0.67) | $\alpha_{1}=0.18$ (0.05) | 1109.2 |
|  |  | $\log n_{t}$ | 1.01 (0.13) | $\alpha_{2}=0.05$ (0.05) |  |
|  |  | SCTEMP | 0.022 (0.025) | $\alpha_{3}=0.49$ (0.06) |  |
|  |  | $\log$ CUM7A | 0.107 (0.077) |  |  |
| G3 | AR1 | const | -1.05 (0.74) | $\alpha=0.45$ (0.04) | -1028.7 |
|  |  | $\log n_{t}$ | 0.57 (0.14) |  |  |
|  |  | SCTEMP | 0.034 (0.038) |  |  |
|  |  | $\log$ CUM5A | 0.031 (0.083) |  |  |
| G3 | AR2 | const. | -1.81 (0.88) | $\alpha_{1}=0.15$ (0.07) | 1016.0 |
|  |  | $\log n_{t}$ | 0.75 (0.17) | $\alpha_{2}=0.10$ (0.07) |  |
|  |  | SCTEMP | 0.032 (0.033) | $\alpha_{3}=0.32$ (0.08) |  |
|  |  | $\log$ CUM5A | -0.011 (0.083) |  |  |
| G4 | AR1 | const. | -1.90 (0.38) | $\alpha=0.62$ (0.03) | -1297.5 |
|  |  | $\log n_{t}$ | 1.05 (0.08) |  |  |
| G4 | AR1 | const. | -2.39 (0.42) | $\alpha=0.62$ (0.03) | -1293.7 |
|  |  | $\log n_{t}$ | 1.08 (0.08) |  |  |
|  |  | SCTEMP | -0.004 (0.020) |  |  |
|  |  | $\log$ CUM7A | 0.126 (0.050) |  |  |
| G4 | AR2 | const. | -2.60 (0.44) | $\alpha_{1}=0.24$ (0.06) | $-1290.9$ |
|  |  | $\log n_{t}$ | 1.13 (0.09) | $\alpha_{2}=0.08$ (0.06) |  |
|  |  | SCTEMP | -0.004 (0.019) | $\alpha_{3}=0.39$ (0.07) |  |
|  |  | $\log$ CUM7A | 0.112 (0.050) |  |  |

Table 11.34. Health effects data. Comparisons of observed versus predicted values by models.

| Response | Model | Cor(obs,pred) | RMS(obs-pred) |
| :--- | :--- | :---: | :---: |
| S1 | AR0 | 0.584 | 3.06 |
| S1 | AR1 | 0.781 | 2.35 |
| S1 | AR2 | 0.786 | 2.33 |
| S4 | AR0 | 0.584 | 2.87 |
| S4 | AR1 | 0.748 | 2.35 |
| S4 | AR2 | 0.754 | 2.33 |
| G3 | AR0 | 0.283 | 2.19 |
| G3 | AR1 | 0.495 | 1.98 |
| G3 | AR2 | 0.531 | 1.94 |
| G4 | AR0 | 0.756 | 4.13 |
| G4 | AR1 | 0.846 | 3.37 |
| G4 | AR2 | 0.848 | 3.35 |

models; the result is similar for the $\mathrm{AR}(2)$ models because the regression coefficients for the averaged cumulative concentrations do not differ much. The approximate $95 \%$ confidence intervals for the ratio of the symptom count at the third quartile of averaged cumulative concentration to that at the median are the following:
(a) for $\mathrm{S} 1,(1.02,1.08)$;
(b) for $\mathrm{S} 4,(1.00,1.04)$;
(c) for G4, (1.00, 1.04).

That is, there is suggestion of a slight increase (point estimates of $2 \%$ for S4 and G4, $5 \%$ for S 1 ) in expected counts of some symptoms as the (averaged cumulative) concentrations of PM10 increase from the median to the upper quartile.

The final assessment of the models is the predictive ability; this is mainly a comparison of the improvements of the $\operatorname{AR}(1)$ and AR(2) models over a Poisson regression model with the same covariates and no serial dependence. Let $\hat{y}_{t}$ be the predictive value. For the Poisson regression model, $\hat{y}_{t}=\exp \left\{\hat{\beta}_{0}+\hat{\boldsymbol{\beta}} \mathbf{x}_{t}\right\}$. For the $\operatorname{AR}(1)$ model, $\hat{y}_{t}=\hat{\alpha} y_{t-1}+\left(\hat{\theta}_{t}-\hat{\alpha} \hat{\theta}_{t-1}\right)$, with $\hat{\theta}_{t}=\exp \left\{\hat{\beta}_{0}+\hat{\beta} \mathbf{x}_{t}\right\}$. For the $\operatorname{AR}(2)$ model, $\hat{y}_{t}=\mathrm{E}\left[A_{t}\left(y_{t-2}, y_{t-1}\right)\right]+\left(\hat{\theta}_{t}-\hat{\alpha}_{1} \hat{\theta}_{t-1}-\right.$ $\left.\hat{\alpha}_{2} \hat{\theta}_{t-2}-\hat{\alpha}_{3} \min \left\{\hat{\theta}_{t-1}, \hat{\theta}_{t-2}\right\}\right)$; the expected value of the operator


Figure 11.4. Health effects data. Predicted versus observed values for different models for the $S 1$ count data.
$A_{t}$ in (8.19) does not simplify analytically (as for the AR(1) model), but it can be computed numerically from the probability distribution associated with $A_{t}$.

Table 11.34 contains the correlations of $y_{t}$ versus $\hat{y}_{t}$ for the four response variables in Table 11.33, and the root mean squared (RMS) error for prediction, $\left\{\sum_{t=1}^{T}\left(y_{t}-\hat{y}_{t}\right)^{2} / T\right\}^{1 / 2}$, with $T=493$. Plots of predicted versus observed values for the three models for the S 1 response are given in Figure 11.4. These show that the $A R(1)$ is a big improvement on the Poisson regression model (which does not make use of the previous observations) based on the criterion of predictive ability, and that the AR(2) model does not improve much on the AR(1) model. An alternative to AR models are Poisson regression models with lagged counts as covariates; an advantage of the former over the latter is that predictions both with and without previous observed counts can be made more easily with the AR models.

To end this section, for illustration, we also apply some Markov chain copula models to the data set. However, for this data set, we think the AR models have more interpretability.

For a Markov chain of order 1 , let $C(\cdot ; \eta)$ be a bivariate copula. With $F(\cdot ; \theta)$ being the Poisson cdf, a bivariate Poisson cdf obtains from $F_{t}^{*}\left(y_{t-1}, y_{t}\right)=C\left(F\left(y_{t-1} ; \theta_{t-1}\right), F\left(y_{t} ; \theta_{t}\right) ; \eta\right)$. The transition density associated with this bivariate distribution is

$$
\begin{aligned}
& h_{t}(y \mid x)=\operatorname{Pr}\left(Y_{t}=y \mid Y_{t-1}=x\right) \\
& \quad=\frac{F_{t}^{*}(x, y)-F_{t}^{*}(x, y-1)-F_{t}^{*}(x-1, y)+F_{t}^{*}(x-1, y-1)}{f\left(x ; \theta_{t-1}\right)}
\end{aligned}
$$

where $f(\cdot ; \theta)$ is the Poisson pmf. Note that $\theta_{t}$ is varying with time (because of time-varying covariates), and the transition density also depends on time.

For a Markov chain of order 2, we consider trivariate copulas $C(\cdot ; \eta, \delta)$ of the form

$$
\begin{aligned}
C(\mathbf{u} ; \eta, \delta)=\psi_{\eta}\left(\sum_{j=1,3}\{ \right. & -\log K\left(e^{-0.5 \psi_{\eta}^{-1}\left(u_{j}\right)}, e^{-0.5 \psi_{\eta}^{-1}\left(u_{2}\right)} ; \delta\right) \\
& \left.\left.+\frac{1}{2} \psi_{\eta}^{-1}\left(u_{j}\right)\right\}\right)
\end{aligned}
$$

which is (4.29) in Section 4.3. A trivariate Poisson cdf obtains from $F_{t}^{*}\left(y_{t-2}, y_{t-1}, y_{t}\right)=C\left(F\left(y_{t-2} ; \theta_{t-2}\right), F\left(y_{t-1} ; \theta_{t-1}\right), F\left(y_{t} ; \theta_{t}\right) ; \eta, \delta\right)$.

Table 11.35. Health effects data. Estimates and log-likelihoods for Markov chain models with Poisson margins.

| $y$ | Mod. | $x_{k}$ | $\beta_{k}(\mathrm{SE})$ | Dep. par. | Log-lik |
| :---: | :---: | :---: | :---: | :---: | :---: |
| S1 | $\begin{aligned} & \mathrm{MC} 1 / \\ & \mathrm{B} 6 \end{aligned}$ | const. | -2.90 (0.52) | $\eta=1.65$ (0.07) | -1132.1 |
|  |  | $\log n_{t}$ | 0.98 (0.10) |  |  |
|  |  | SCTEMP | $-0.038(0.028)$ |  |  |
|  |  | $\log$ CUM4B | 0.159 (0.053) |  |  |
| S1 | MC2/ <br> MM1 | const. | -3.33 (0.43) | $\begin{aligned} \eta & =1.46(0.07) \\ \delta & =1.30(0.09) \end{aligned}$ | $-1127.6$ |
|  |  | $\log n_{t}$ | 1.05 (0.09) |  |  |
|  |  | SCTEMP | -0.006 (0.030) |  |  |
|  |  | $\log$ CUM4B | 0.198 (.049) |  |  |
| S4 | $\begin{aligned} & \mathrm{MC1/} \\ & \mathrm{~B} 6 \end{aligned}$ | const. | -2.33 (0.49) | $\eta=1.86$ (0.09) | $-1115.8$ |
|  |  | $\log n_{t}$ | 0.96 (0.09) |  |  |
|  |  | SCTEMP | 0.026 (0.023) |  |  |
|  |  | $\log$ CUM7A | 0.095 (0.059) |  |  |
| S4 | MC2/MM1 | const. | -2.61 (0.35) | $\begin{aligned} & \eta=1.57(0.08) \\ & \delta=1.56(0.12) \end{aligned}$ | $-1109.0$ |
|  |  | $\log n_{t}$ | 1.02 (0.07) |  |  |
|  |  | SCTEMP | 0.035 (0.023) |  |  |
|  |  | $\log$ CUM7A | 0.097 (0.055) |  |  |
| G3 | $\begin{aligned} & \mathrm{MC1/} \\ & \mathrm{~B} 6 \end{aligned}$ | const | -0.92 (0.63) | $\eta=1.39(0.06)$ | $-1035.1$ |
|  |  | $\log n_{t}$ | 0.53 (0.12) |  |  |
|  |  | SCTEMP | 0.040 (0.031) |  |  |
|  |  | $\log$ CUM5A | 0.046 (0.066) |  |  |
| G3 | MC2/MM1 | const. | -1.32 (0.51) | $\begin{aligned} \eta & =1.35(0.06) \\ \delta & =1.11(0.08) \end{aligned}$ | $-1020.2$ |
|  |  | $\log n_{t}$ | 0.65 (0.10) |  |  |
|  |  | SCTEMP | 0.036 (0.032) |  |  |
|  |  | $\log$ CUM5A | 0.001 (0.066) |  |  |
| G4 | $\begin{aligned} & \mathrm{MC1/} \\ & \mathrm{~B} 6 \end{aligned}$ | const. | -2.23 (0.38) | $\eta=1.70(0.08)$ | $-1298.1$ |
|  |  | $\log n_{t}$ | 1.07 (0.07) |  |  |
|  |  | SCTEMP | -0.014 (0.017) |  |  |
|  |  | $\log$ CUM7A | 0.096 (0.043) |  |  |
| G4 | MC2/MM1 | const. | -2.45 (0.31) | $\begin{gathered} \eta=1.42(0.06) \\ \delta=1.54(0.07) \end{gathered}$ | $-1296.1$ |
|  |  | $\log n_{t}$ | 1.11 (0.06) |  |  |
|  |  | SCTEMP | -0.005 (0.018) |  |  |
|  |  | $\log$ CUM7A | 0.111 (0.043) |  |  |

The transition density is

$$
\begin{aligned}
& h_{t}(y \mid w, x)=\operatorname{Pr}\left(Y_{t}=y \mid Y_{t-2}=w, Y_{t-1}=x\right) \\
& \quad=\left\{F_{t}^{*}(w, x, y)-F_{t}^{*}(w, x, y-1)-F_{t}^{*}(w, x-1, y)\right. \\
& \quad+F_{t}^{*}(w, x-1, y-1)-F_{t}^{*}(w-1, x, y)+F_{t}^{*}(w-1, x, y-1) \\
& \left.\quad+F_{t}^{*}(w-1, x-1, y)-F_{t}^{*}(w-1, x-1, y-1)\right\} /\left\{F_{t}^{*}(w, x, \infty)\right. \\
& \left.\quad-F_{t}^{*}(w, x-1, \infty)-F_{t}^{*}(w-1, x, \infty)+F_{t}^{*}(w-1, x-1, \infty)\right\}
\end{aligned}
$$

Families of copulas that were tried were B 6 for a first-order Markov chain and MM1 ( $K$ in the family B6 and $\psi$ in the family LTA) for a second-order Markov chain. The family B6 was chosen because in a situation like for these data, one might have extreme value dependence (see Section 8.1.4). With $\theta_{t}$ depending on covariates as before, Table 11.35 has parameter estimates and loglikelihoods that can be compared with Table 11.33. Comparisons of log-likelihoods and AIC values suggest that the AR models are slightly better fits. From the regression coefficients, the conclusion about the effects of the pollutants is similar to before.

### 11.6 Example of inference for serially correlated data

In this section, we show through a simple example how the assumption of independent observations for serially correlated data may lead to SEs that are too small. The example illustrates the results at the end of Section 8.5.

We use a time series which consists of daily air quality measurements. Marginal distributions, such as lognormal, gamma, Weibull, or generalized gamma, etc., are commonly used (see Holland and Fitz-Simons 1982; Jakeman, Taylor and Simpson 1986; Marani, Lavagnini and Buttazzoni 1986; and references therein), and usually inferences are made assuming that the measurements are iid when in fact they are serially correlated. The SEs, computed assuming positive serial dependence, for parameters and quantiles of the marginal distribution, and for exceedances of thresholds, are usually larger than would be obtained with an assumption of iid observations. A Markov chain time series model based on a copula can be used as a means to get SEs that take into account the positive serial dependence. Different copulas can be used to check for sensitivity of the particular assumption for dependence.

We use the daily maxima of hourly averaged $\mathrm{NO}_{2}$ concentrations (in ppm) from October 1984 to September 1986 at an air

Table 11.36. $\mathrm{NO}_{2}$ data. Estimates of parameters under various dependence models.

| Model | $\hat{\mu}$ <br> $(\mathrm{SE})$ | $\hat{\sigma}$ <br> $(\mathrm{SE})$ | Log-lik. | Median <br> $(\mathrm{SE})$ | UQ <br> $(\mathrm{SE})$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| indep. | -3.224 | 0.371 | 511.9 | 0.0398 | 0.0511 |
|  | $(0.028)$ | $(0.020)$ |  | $(0.0011)$ | $(0.0016)$ |
| B1 | -3.223 | 0.372 | 530.0 | 0.0398 | 0.0512 |
|  | $(0.044)$ | $(0.024)$ |  | $(0.0018)$ | $(0.0024)$ |
| B2 | -3.219 | 0.372 | 530.8 | 0.0400 | 0.0514 |
|  | $(0.040)$ | $(0.021)$ |  | $(0.0016)$ | $(0.0021)$ |
| B3 | -3.222 | 0.373 | 531.3 | 0.0403 | 0.0518 |
|  | $(0.041)$ | $(0.021)$ |  | $(0.0016)$ | $(0.0022)$ |
| B4 | -3.233 | 0.375 | 525.5 | 0.0395 | 0.0508 |
|  | $(0.039)$ | $(0.024)$ |  | $(0.0016)$ | $(0.0024)$ |
| B5 | -3.222 | 0.384 | 522.9 | 0.0399 | 0.0516 |
|  | $(0.044)$ | $(0.026)$ |  | $(0.0017)$ | $(0.0027)$ |
| B6 | -3.208 | 0.383 | 527.0 | 0.0404 | 0.0524 |
|  | $(0.046)$ | $(0.026)$ |  | $(0.0018)$ | $(0.0027)$ |
| B7 | -3.211 | 0.382 | 527.2 | 0.0403 | 0.0522 |
|  | $(0.043)$ | $(0.026)$ |  | $(0.0017)$ | $(0.0026)$ |

quality monitoring station in the Greater Vancouver Regional District. The range of the data is 0.014 to 0.145 ppm . The data were separated into four separate time periods so that checks could be made for trends and seasonal effects. Exploratory plots did not show any seasonal patterns or trends and the lognormal distribution appeared to be acceptable for the marginal distribution. The density of the two-parameter lognormal distribution is:

$$
f(x ; \mu, \sigma)=\frac{1}{(2 \pi)^{1 / 2} \sigma x} \exp \left\{-\frac{1}{2}[(\log x-\mu) / \sigma]^{2}\right\}, \quad x>0,
$$

$-\infty<\mu<\infty, \sigma>0$. For the (second) period from April to September 1985, the estimates of the parameters $\mu, \sigma$ (mean and standard deviation of logarithm of concentration) and their SEs are given in Table 11.36 for various models. The models are Markov chain stationary time series based on the families of copulas B1B7 in Section 5.1, as well as the model of iid observations. The MLEs and corresponding SEs were computed using a quasi-Newton routine.

From Table 11.36, estimates of $\mu, \sigma$ are not sensitive to the copula used for the transition density, but the SEs for the MLEs are too small (especially for $\hat{\mu}$ ) from the likelihood assuming independence observations. The substantially larger log-likelihoods as well as the estimates of the dependence parameter $\delta$ for the copulas suggest that serial dependence is significant (for example, the correlation parameter in the BVN copula in the family B1 is 0.430 ). The estimates (and corresponding SEs) for the median and the upper quartile (UQ) of the concentration are also given in Table 11.36. Again the SEs based on the likelihood assuming independent observations are too small; compared with one of the likelihoods assuming dependence, the SEs are at least $25 \%$ too small and hence suggest more accuracy than really exists.

### 11.7 Discussion

In this chapter, different models are compared on several multivariate and longitudinal data sets. Different models seem to provide similar conclusions and predictions if they have the same qualitative features, such as the range of dependence covered. The fitting of different models also provides a sensitivity analysis. This is important because there is the common question of whether inferences (e.g., SEs) are valid after fitting many models and choosing one that is best under some criteria. If the inferences and predictions are not sensitive to the choice of models with similar qualitative features, then one could end up choosing the model that is in some ways more convenient, or one could report the inferences from more than one model to show the lack of sensitivity.

More experience and research are needed to assess whether dependence parameters should be functions of covariates, and if so, how to develop functional forms naturally. This is less of a problem for the conditional specified logistic regression model of Section 9.2 .3 , since diagnostic methods for logistic regression can be used. However, this latter model has the disadvantage of not being closed under the taking of margins.

In practice, missing data can occur. The examples here mainly illustrate ideas without the complication of missing data, although there were a few missing data in some of the examples. Provided missing data can be assumed to be missing at random, the IFM method can still be used. For example, a multivariate response vector with some components missing can be included in the likelihoods of margins corresponding to the non-missing components.

This, in fact, was the procedure used in the multivariate extremes example in Section 11.3.

### 11.8 Exercises

11.1 Write the conditionally specified logistic regression model in the form

$$
\operatorname{Pr}(\mathbf{Y}=\mathbf{y} \mid \mathbf{x} ; \boldsymbol{\theta})=[c(\boldsymbol{\theta}, \mathbf{x})]^{-1} \exp \left\{\sum_{\alpha} \theta_{\alpha} s_{\alpha}(\mathbf{y}, \mathbf{x})\right\}
$$

where $c(\boldsymbol{\theta}, \mathbf{x})=\sum_{y_{j}^{\prime}=0,1 ; j=1, \ldots, m} \exp \left\{\sum_{\alpha} \theta_{\alpha} s_{\alpha}\left(\mathbf{y}^{\prime}, \mathbf{x}\right)\right\}$, and $\theta$ has dimension $m(r+1)+m(m-1) / 2, r$ being the dimension of the covariate vector $\mathbf{x}$. Given $\mathbf{x}$ and $\mathbf{y}$, let $g(\theta)=\operatorname{Pr}(\mathbf{Y}=$ $\mathbf{y} \mid \mathbf{x} ; \boldsymbol{\theta})$. For the delta method, the partial derivatives of $g$ are needed to evaluate the SE of the probability. Show that

$$
\frac{\partial g}{\partial \theta_{\alpha}}=g(\boldsymbol{\theta})\left\{s_{\alpha}(\mathbf{y}, \mathbf{x})-\sum_{\mathbf{y}^{\prime}} s_{\alpha}\left(\mathbf{y}^{\prime}, \mathbf{x}\right) \operatorname{Pr}\left(\mathbf{Y}=\mathbf{y}^{\prime} \mid \mathbf{x} ; \boldsymbol{\theta}\right)\right\} .
$$

11.2 Write a computer program for estimation with the IFM method for a multivariate logit model with some closed-form copula family.
11.3 For the multivariate ordinal data set in Section 11.2, do further analysis, e.g., fit models with fewer univariate parameters and possibly Markov dependence structure.
11.4 For the copulas in (11.1) and (11.2) with the same value of $\theta$, show that (11.1) is more PLOD.

## Appendix

Section A. 1 presents properties of and results on Laplace transforms that are used in the construction of multivariate models, as well as a listing of parametric families of Laplace transforms useful for this purpose. Section A. 2 consists of other definitions and background results that help to make the book more self-contained; topics include types of distribution functions and densities, convex functions and inequalities, and maximum entropy.

## A. 1 Laplace transforms

In this section, results on and properties of Laplace transforms (LTs) are summarized. A good reference is Feller (1971).

For a non-negative rv with cdf $M$, the Laplace transform $\phi=$ $\phi_{M}$ is defined as

$$
\phi(s)=\int_{0}^{\infty} e^{-s w} d M(w), \quad s \geq 0
$$

so that $\phi(-t)$ is the moment generating function of $M$. If $\pi_{0}$ is the mass of $M$ at 0 , then $\lim _{s \rightarrow \infty} \phi(s)=\phi(\infty)=\pi_{0}$. We assume throughout that LTs correspond to positive rvs, or that $\phi(\infty)=0$. (This is because applications require that $\exp \left\{-\phi^{-1}(F(x))\right\}$ is a proper cdf when $F$ is a univariate cdf.) Clearly $\phi$ is continuous and strictly decreasing, and $\phi(0)=1$. Therefore the functional inverse $\phi^{-1}$ is strictly decreasing and satisfies $\phi^{-1}(0)=\infty, \phi^{-1}(1)=0$. Furthermore, $\phi$ has continuous derviatives of all orders and the derivatives alternate in sign, i.e., $(-1)^{i} \phi^{(i)}(s) \geq 0$ for all $s \geq 0$, where $\phi^{(i)}$ is the $i$ th derivative. The property of alternating signs in the derivatives is called the completely monotone property. LTs can be characterized as completely monotone functions on $[0, \infty)$ with a value of 1 at 0 .

Other completely monotone functions are important in the construction of multivariate copulas based on one or more LTs. Let
$\mathcal{L}_{\infty}^{*}$ be the class of infinitely differentiable increasing functions of $[0, \infty)$ onto $[0, \infty)$, with alternating signs for the derivatives (see (1.2) in Section 1.3).

The property of $-\log \chi \in \mathcal{L}_{\infty}^{*}$ for a LT $\chi$ means that $\chi$ is the LT of an infinitely divisible rv. This is summarized in the theorem below.

Theorem A. 1 Let $\chi$ be a LT. Then $\chi^{\alpha}$ is completely monotone for all $\alpha>0$ if and only if $-\log \chi=\nu \in \mathcal{L}_{\infty}^{*}$.
Proof. First suppose that $\nu \in \mathcal{L}_{\infty}^{*}$. Then it is easily checked that $d \chi^{\alpha}(s) / d s \leq 0$ and that, by induction, the derivative of each summand of $(-1)^{k}\left(d^{k} \chi^{\alpha}(s) / d s^{k}\right)$ is opposite in sign. Hence sufficiency has been proved.

Next we show necessity. Let $\sigma=-\nu$. The first two derivatives of $\chi^{\alpha}$ are $\left(\chi^{\alpha}\right)^{\prime}=\alpha \sigma^{\prime} \chi^{\alpha}$ and $\left(\chi^{\alpha}\right)^{(2)}=\alpha \sigma^{\prime \prime} \chi^{\alpha}+\alpha^{2}\left(\sigma^{\prime}\right)^{2} \chi^{\alpha}$, which has the form

$$
\alpha \sigma^{(k)} \chi^{\alpha}+\alpha^{2} \chi^{\alpha} \sum_{\ell} c_{k \ell}(s) \alpha^{m_{k \ell}}
$$

for $k=2$, with $m_{k \ell}$ being non-negative integers for all $\ell$. Suppose the $k$ th derivative of $\chi^{\alpha}$ has this form; then the $(k+1)$ th derivative of $\chi^{\alpha}$ is $\alpha \sigma^{(k+1)} \chi^{\alpha}+\alpha^{2} \sigma^{(k)} \sigma^{\prime} \chi^{\alpha}+\alpha^{3} \sigma^{\prime} \chi^{\alpha} \sum_{\ell} c_{k \ell}(s) \alpha^{m_{k \ell}}+$ $\alpha^{2} \chi^{\alpha} \sum_{\ell} c_{k \ell}^{\prime}(s) \alpha^{m_{k \ell}}$, which has the form

$$
\alpha \sigma^{(k+1)} \chi^{\alpha}+\alpha^{2} \chi^{\alpha} \sum_{\ell} c_{k+1, \ell}(s) \alpha^{m_{k+1, \ell}}
$$

where $m_{k+1, \ell} \geq 0$ for all $\ell$. Therefore $\lim _{\alpha \rightarrow 0}\left(\chi^{\alpha}\right)^{(k)} / \alpha=\sigma^{(k)}$ for $k \geq 1$. Hence the complete monotonicity of $\sigma=-\nu$ is necessary for $\chi^{\alpha}$ to be completely monotone for all $\alpha$ near 0 .

The importance of the above theorem is that it provides an indirect way to verify the complete monotonicity of $\chi^{\alpha}, \alpha>0$. For some results (in Chapter 4) on multivariate distributions to hold, conditions of the form $\psi \circ \phi^{-1} \in \mathcal{L}_{\infty}^{*}$ or $\exp \left\{-\psi^{-1} \circ \phi\right\}$ being the LT of an infinitely divisible rv are needed.
Theorem A. 2 If $\psi$ is a $L T$ such that $-\log \psi \in \mathcal{L}_{\infty}^{*}$ and $\phi$ is another $L T$, then $\eta(s)=\phi(-\log \psi(s))$ is a $L T$.
Proof. The proof can be obtained by straightforward differentiation. With the assumptions on $\phi$ and $-\log \psi$, the derivatives of each term of $\eta^{(k)}$ become opposite in sign.

Some one-parameter families of LTs $\phi_{\theta}(s)$ that are used in Chapters 4, 5, 6 are:

LTA. (positive stable) $\exp \left\{-s^{1 / \theta}\right\}, \theta \geq 1$;
LTB. (gamma) $(1+s)^{-1 / \theta}, \theta \geq 0$;
LTC. (power series) $1-\left(1-e^{-s}\right)^{1 / \theta}, \theta \geq 1$;
LTD. (logarithmic series) $-\theta^{-1} \log \left[1-\left(1-e^{-\theta}\right) e^{-s}\right], \theta>0$.
The corresponding functional inverses $\phi_{\theta}^{-1}(t)$ are:
LTA. $(-\log t)^{\theta}$;
LTB. $t^{-\theta}-1$;
LTC. $-\log \left[1-(1-t)^{\theta}\right]$;
LTD. $-\log \left[\left(1-e^{-\theta t}\right) /\left(1-e^{-\theta}\right)\right]$.
For the family LTD, the rv with the given LT has mass ( $1-$ $\left.e^{-\theta}\right)^{i} /(i \theta)$ on the integer $i, i=1,2, \ldots$ Similarly for the family LTC, the mass is $\theta^{-1}$ for $i=1$ and $\theta^{-1} \prod_{j=1}^{i-1}\left(j-\theta^{-1}\right)$ for $i=$ $2,3, \ldots$.

For the LT families LTA to LTD $\phi_{\theta}$, the condition of $-\log \phi_{\theta} \in$ $\mathcal{L}_{\infty}^{*}$ is satisfied. The proof is direct for LTA and LTB. The proof for LTC and LTD comes from showing that $\phi_{\theta}^{\alpha}$ is a LT for all $\alpha>0$, or that $e^{s} \phi_{\theta}(s)$ is the LT of an infinitely divisible distribution with support on the non-negative integers, and then applying Theorem A.1. For LTC, a Taylor expansion for $e^{s} \phi_{\theta}(s)$ yields $\sum_{i=0}^{\infty} p_{i} e^{-i s}$, with $p_{i}=\prod_{k=1}^{i}(k \theta-1) /\left[(i+1)!\theta^{i+1}\right]$ (the null product is 1 for $i=0)$. The ratio $p_{i} / p_{i-1}$ for $i \geq 1$ is $\theta^{-1}(i \theta-1) /(i+1)=1-(1+$ $\left.\theta^{-1}\right) /(i+1)$ and this is increasing in $i$ so, by the sufficient condition in Warde and Katti (1971), the infinite divisibility property follows. For LTD, a Taylor expansion for $e^{s} \phi_{\theta}(s)$ yields $\sum_{i=0}^{\infty} p_{i} e^{-i s}$, with $p_{i}=c^{i+1} /[\theta(i+1)]$ with $c=1-e^{-\theta}$. The ratio $p_{i} / p_{i-1}$ for $i \geq 1$ is $c i /(i+1)$ which is increasing in $i$.

We next show that $\nu=\phi_{\theta_{1}}^{-1} \circ \phi_{\theta_{2}} \in \mathcal{L}_{\infty}^{*}, \theta_{1}<\theta_{2}$, for the four families LTA to LTD. For LTA, $\nu(s)=s^{\rho}$, where $\rho=\theta_{1} / \theta_{2}$, so that it is easy to show that $\nu \in \mathcal{L}_{\infty}^{*}$. For LTB, $\nu(s)=(1+s)^{\rho}-1$, where $\rho=\theta_{1} / \theta_{2}$, and again $\nu \in \mathcal{L}_{\infty}^{*}$ follows easily. For LTC, $\chi(s)=$ $\exp \{-\nu(s)\}=1-\left(1-e^{-s}\right)^{\rho}$, where $\rho=\theta_{1} / \theta_{2} \leq 1$, is within the family LTC. Hence, $\nu \in \mathcal{L}_{\infty}^{*}$ follows from the preceding paragraph. For LTD, $\chi(s)=\exp \{-\nu(s)\}=\left(1-\left[1-c e^{-s}\right]^{\rho}\right) /\left(1-e^{-\theta_{1}}\right)$, where $\rho=\theta_{1} / \theta_{2}$ and $c=1-e^{-\theta_{2}}$. This is similar to the family LTC and, using the approach of the preceding paragraph, $\chi^{\alpha}$ is a LT for all $\alpha>0$. Hence, by Theorem A.1, $\nu \in \mathcal{L}_{\infty}^{*}$.

The next theorem has results on cdfs deriving from LTs, when $\psi, \phi$ are LTs such that $\psi^{-1} \circ \phi \in \mathcal{L}_{\infty}^{*}$.

Theorem A. 3 Suppose $\psi, \phi$ are LTs such that

$$
\chi_{\alpha}=\exp \left\{-\alpha\left(\psi^{-1} \circ \phi\right)\right\}
$$

is a LT for all $\alpha>0$. Let $G_{1}(u)=\exp \left\{-\psi^{-1}(u)\right\}, G_{2}(u)=$ $\exp \left\{-\phi^{-1}(u)\right\}, 0 \leq u \leq 1$, let $M_{\psi}$ be the distribution with $L T$


$$
\begin{equation*}
G_{1}^{\alpha}(u)=\int_{0}^{\infty} G_{2}^{\beta}(u) d M_{\psi^{-1 \circ \phi}}(\beta ; \alpha) . \tag{A.1}
\end{equation*}
$$

Also, for $\alpha_{2}>\alpha_{1}>0$,

$$
M_{\psi^{-1} \circ \phi}\left(\cdot ; \alpha_{1}\right) \prec^{s t} M_{\psi^{-1} \circ \phi}\left(\cdot ; \alpha_{2}\right)
$$

Proof. By the definitions of $M_{\psi^{-1} \circ \phi}$, the right-hand side of (A.1) is $\chi_{\alpha}\left(-\log G_{2}(u)\right)=\chi_{\alpha} \circ \phi^{-1}(u)=\exp \left\{-\alpha \psi^{-1}(u)\right\}=G_{1}^{\alpha}(u)$. The second result follows immediately from the assumption that $\exp \left\{-\psi^{-1} \circ \phi\right\}$ is the LT of an infinitely divisible distribution with support on the positive real line.

By making use of Theorem A.2, combinations of LTs of the form $\phi(-\log \psi(s))$, with $\phi$ from a one-parameter family of LTs and $\psi$ from another, lead to two-parameter families of LTs. Some of these two-parameter families that appear in Section 5.2 are:
LTE. $\left(1+s^{1 / \delta}\right)^{-1 / \theta}, \delta \geq 1, \theta>0$;
LTF. $\left[1+\delta^{-1} \log (1+s)\right]^{-1 / \theta}, \delta, \theta>0$;
LTG. $\exp \left\{-\left[\delta^{-1} \log (1+s)\right]^{1 / \theta}\right\}, \delta>0, \theta \geq 1$;
LTH. $1-\left[1-\exp \left\{-s^{1 / \delta}\right\}\right]^{1 / \theta}, \delta, \theta \geq 1$;
LTI. $1-\left[1-(1+s)^{-1 / \delta}\right]^{1 / \theta}, \delta>0, \theta \geq 1$.
Other multi-parameter families of LTs that are used are:
LTJ. $\delta^{-1}\left[1-\left\{1-\left[1-(1-\delta)^{\theta}\right] e^{-s}\right\}^{1 / \theta}\right], \theta \geq 1,0<\delta \leq 1$ (LT of a discrete power series distribution on positive integers with mass $p_{i}=\left[1-(1-\delta)^{\theta}\right] /(\theta \delta)$ for $i=1$ and $[1-(1-$ $\left.\delta)^{\theta}\right]^{i}\left[\prod_{j=1}^{i-1}\left(j-\theta^{-1}\right)\right] /[\delta \theta i!]$ for $\left.i>1\right)$;
LTK. $\beta^{-1}\left\{1-\left[1-(1+\beta)^{-\zeta}\right] e^{-s}\right\}^{-1 / \zeta}-\beta^{-1}, \zeta \geq 0, \beta>0$ (LT of a discrete power series distribution on positive integers with mass $\left[1-(1+\beta)^{-\zeta}\right]^{i}\left[\prod_{j=0}^{i-1}(1+j \zeta)\right] /\left[\beta \zeta^{i} i!\right]$ on the integer $i \geq 1$ );
LTL. $\exp \left\{-\left(\alpha^{\theta}+s\right)^{1 / \theta}+\alpha\right\}, \alpha \geq 0, \theta \geq 1$ (two-parameter family that includes LTA);
LTM. $\left[(1-\theta) e^{-s} /\left(1-\theta e^{-s}\right)\right]^{\alpha}=\left[(1-\theta) /\left(e^{s}-\theta\right)\right]^{\alpha}, 0 \leq \theta<1$, $\alpha>0$ (LT of a negative binomial distribution).

The corresponding functional inverses are:
LTE. $\left(t^{-\theta}-1\right)^{\delta}$;
LTF. $\exp \left\{\delta\left(t^{-\theta}-1\right)\right\}-1$;
LTG. $\exp \left\{\delta(-\log t)^{\theta}\right\}-1 ;$
LTH. $\left\{-\log \left[1-(1-t)^{\theta}\right]\right\}^{\delta}$;
LTI. $\left[1-(1-t)^{\theta}\right]^{-\delta}-1$;
LTJ. $-\log \left\{\left[1-(1-\delta t)^{\theta}\right] /\left[1-(1-\delta)^{\theta}\right]\right\} ;$
LTK. $-\log \left\{\left[1-(1+\beta t)^{-\zeta}\right] /\left[1-(1+\beta)^{-\zeta}\right]\right\} ;$
LTL. $(\alpha-\log t)^{\theta}-\alpha^{\theta}$;
LTM. $\log \left[(1-\theta) t^{-1 / \alpha}+\theta\right]$.
Note that the family LTJ is a two-parameter generalization of LTC; LTC obtains when $\delta=1$. Also note that LTK has the same form as LTJ with $\beta=-\delta, \zeta=-\theta$.

## A. 2 Other background results

This section consists of background definitions and results that are used in a few places in the book. The subsection topics are types of distribution functions and densities, convex functions and inequalities, and maximum entropy.

## A.2.1 Types of distribution functions and densities

This subsection contains the key result concerning the three components of a distribution function (see, for example, Chung 1974), and explains the relevance to the multivariate models in this book. Also explained is the usage of the word 'density'. Some examples are used to illustrate the concepts.

Let $F$ be a cdf on $\Re^{m}$. Then $F$ can be written as a mixture with three components:

$$
\begin{equation*}
F=p_{d} F_{d}+p_{s} F_{s}+p_{a} F_{a}, \tag{A.2}
\end{equation*}
$$

where $F_{d}, F_{s}, F_{a}$ are cdfs from respectively the discrete, singular and absolutely continuous components, with corresponding probabilities $p_{d}, p_{s}, p_{a}$ such that $p_{d}+p_{s}+p_{a}=1$. The first component $p_{d} F_{d}$ comes from the point masses of $F$ and the third component comes from integrating the mixed $m$ th-order right derivative
$f^{*}$ of $F$ (this exists because a cdf $F$ is right continuous and increasing). Hence,

$$
p_{a} F_{a}(\mathbf{x})=\int_{-\infty}^{x_{1}} \cdots \int_{-\infty}^{x_{m}} f^{*}(\mathbf{z}) d \mathbf{z}
$$

For statistical modelling, the singular part has no practical importance for univariate distributions; however, it has importance for multivariate distributions since it exists when there are functional relationships among rvs. For example, if $\mathbf{X}$ has a singular MVN distribution, then there is a vector a and a constant $b$ such that $\mathbf{a X}^{T}=b$ (with probability 1 ); in this case, the covariance matrix of $\mathbf{X}$ is not positive definite, i.e., it has at least one zero eigenvalue. Another simple example of a random vector that has a distribution with a singular component is when there is a positive probability of ties among subsets of its variables.

A simple bivariate example to illustrate the decomposition (A.2) is as follows. Let $X_{1}, X_{2}$ be respectively the cumulative amount of summer rainfall in a certain location after the end of the first and second weeks of the summer. Suppose that the amount of rainfall in a summer week is 0 with probability 0.05 and an exponential rv with a mean of 1 cm if there is rainfall. Also suppose that the amount of rainfall is independent for different weeks. Then

- $\operatorname{Pr}\left(X_{1}=X_{2}=0\right)=0.0025$;
- $\operatorname{Pr}\left(X_{1}=X_{2}>0\right)=0.0475$;
- $\operatorname{Pr}\left(X_{2}>X_{1}=0\right)=0.0475$;
- $\operatorname{Pr}\left(X_{2}>X_{1}>0\right)=0.9025$.

For (A.2), $p_{d}=0.0025, F_{d}\left(x_{1}, x_{2}\right)$ equals 1 if $x_{1}, x_{2} \geq 0$ and is 0 otherwise. Also $p_{s}=0.095$ with $F_{s}\left(x_{1}, x_{2}\right)=\frac{1}{2}\left(1-e^{-\left(x_{1} \wedge x_{2}\right)}\right)+$ $\frac{1}{2}\left(1-e^{-x_{2}}\right), x_{1}, x_{2} \geq 0$. Finally, $p_{a}=0.9025, F_{a}\left(x_{1}, x_{2}\right)=1-$ $e^{-x_{1}}-x_{1} e^{-x_{2}}$ for $x_{2}>x_{1}>0$, and $F_{a}\left(x_{1}, x_{2}\right)=1-e^{-x_{2}}-x_{2} e^{-x_{2}}$ for $x_{1} \geq x_{2}>0$, with density $f_{a}\left(x_{1}, x_{2}\right)=e^{-x_{2}}$ for $x_{2}>x_{1}>0$ and $f_{a}\left(x_{1}, x_{2}\right)=0$ for $x_{1} \geq x_{2}>0$.

Next we go on to the types of densities. Let $\nu$ be a measure on $\Re^{m}$. In this book, a measure is usually either counting measure for a discrete random vector or Lebesgue measure for a continuous random vector. The density function $f$ with respect to $\nu$ is either the probability mass function (pmf) for a discrete random vector or the probability density function (pdf) for a continuous random vector (if $F$ is absolutely continuous with respect to Lebesgue measure). The reader who is unfamiliar with measures and measure spaces
can take this to be the definition of a density. If $F$ is continuous but not absolutely continuous, then $F$ does not have a density with respect to Lebesgue measure, but its absolutely continuous component $F_{a}$ does have a density. Let $F$ be the cdf of a random vector $\mathbf{X}$, and let $h$ be a real-valued function. The notation for the expected value that covers random vectors of all types is:

$$
\mathrm{E}[h(\mathbf{X})]=\int h d F=\int h f d \nu
$$

The middle integral can also be considered as a Riemann-Stieltjes integral. In the discrete case, $\int h d F=\sum_{\mathbf{x}} h(\mathbf{x}) f(\mathbf{x})$, where the summation is over the points of mass of $\mathbf{X}$. In the absolutely continuous case, $\int h d F=\int h(\mathbf{x}) f(\mathbf{x}) d \mathbf{x}$.

## A.2.2 Convex functions and inequalities

This subsection has results on convexity and convex functions. Related topics like star-shaped sets and functions, majorization and inequalities are also covered. References are Roberts and Varberg (1973), Rockafellar (1970) and Marshall and Olkin (1979).

We start with some basic definitions and results.
A set $A$ in $\Re^{d}$ is convex if line segments joining points in $A$ are also in $A$, or equivalently, $\mathbf{x}, \mathbf{y} \in A$ implies $\lambda \mathbf{x}+(1-\lambda) \mathbf{y} \in A$ for all $0<\lambda<1$. A set $A$ in $\Re^{d}$ is star-shaped with respect to a point $\mathbf{x}_{0} \in A$ if, for other points $\mathbf{y} \in A$, the line segment joining $\mathbf{x}_{0}$ and $\mathbf{y}$ is in $A$, or equivalently, $\mathbf{y} \in A$ implies $\lambda \mathbf{x}_{0}+(1-\lambda) \mathbf{y} \in A$ for all $0<\lambda<1$.

Let $g: A \rightarrow \Re$ be a real-valued function with domain $A$ being an open convex subset of $\Re^{d}, d \geq 1$. Then $g$ is a convex function if

$$
\begin{equation*}
g(\lambda \mathbf{x}+(1-\lambda) \mathbf{y}) \leq \lambda g(\mathbf{x})+(1-\lambda) g(\mathbf{y}), \quad \forall 0<\lambda<1, \mathbf{x}, \mathbf{y} \in A \tag{A.3}
\end{equation*}
$$

or if the set $\{(\mathbf{x}, z): z \geq g(\mathbf{x}), \mathbf{x} \in A\}$ is a convex set, or equivalently, the region above the surface of $g$ is a convex set. $g$ is strictly convex if the inequality in (A.3) is strict (or one can replace $\leq$ with $<$ ). $g$ is a concave function if $-g$ is convex. $g$ is star-shaped if the region above the surface of $g$ is star-shaped with respect to an appropriate point. For example, a real-valued function $g$ defined on $[0, \infty)$ and satisfying $g(0)=0$ is usually said to be star-shaped if the region above the curve of $g$ is star-shaped with respect to the origin. This is equivalent to $g(x) / x$ increasing
in $x>0$.
If $d=1$, in which case $A$ is an (open) interval of the real line, then a convex function $g$ has the following properties:
(a) $g$ is continuous and has right and left derivatives (say, $g_{+}^{\prime}, g_{-}^{\prime}$ ) at each point;
(b) $g_{+}^{\prime}, g_{-}^{\prime}$ are increasing and $g_{+}^{\prime}(x) \geq g_{-}^{\prime}(x)$ for all $x \in A$;
(c) if $g_{+}^{\prime}=g_{-}^{\prime}$ and the second derivative $g^{\prime \prime}$ exists at $x$, then $g^{\prime \prime}(x) \geq 0$.
If $d \geq 2$, a convex function $g(\mathbf{x})$ on $A$ is a convex function of one parameter on each line segment within $A$. From this, it follows that if $g$ has derivatives of second order, then the Hessian matrix $H(\mathbf{x})=\left(\partial^{2} g / \partial x_{i} \partial x_{j}\right)$ of second-order derivatives is non-negative definite for all $\mathbf{x} \in A$ (i.e., $\mathbf{z}^{T} H(\mathbf{x}) \mathbf{z} \geq 0$ for all $\mathbf{z} \in \Re^{d}$ ).

We end this subsection with some inequalities for convex functions and give a definition of the majorization of vectors. Let $g$ be a convex function on $(a, b)$. Let $a<y_{1} \leq x_{1} \leq x_{2} \leq y_{2}<b$ be such that $x_{1}+x_{2}=y_{1}+y_{2}$. Then

$$
g\left(x_{1}\right)+g\left(x_{2}\right) \leq g\left(y_{1}\right)+g\left(y_{2}\right)
$$

More generally,

$$
\begin{equation*}
\sum_{i=1}^{n} g\left(x_{i}\right) \leq \sum_{i=1}^{n} g\left(y_{i}\right) \tag{A.4}
\end{equation*}
$$

if $\mathbf{x}$ is majorized by $\mathbf{y}$ or $\left(x_{1}, \ldots, x_{n}\right) \prec_{m}\left(y_{1}, \ldots, y_{n}\right)$ (i.e.,

$$
\sum_{i=1}^{n} x_{i}=\sum_{i=1}^{n} y_{i} \quad \text { and } \quad \sum_{i=1}^{k} x_{[i]} \leq \sum_{i=1}^{k} y_{[i]}(k=1, \ldots, n-1)
$$

where $x_{[1]} \geq \cdots \geq x_{[n]}$ and $y_{[1]} \geq \cdots \geq y_{[n]}$ are the ordered $x_{i}$ and $y_{i}$, respectively). An alternative definition of the majorization of vectors $\mathbf{x}, \mathbf{y}$ is that the inequality (A.4) holds for all convex continuous functions $g$.

## A.2.3 Maximum entropy

This subsection contains some results on and examples of the concept of maximum entropy. References are Section 13.2 of Kagan, Linnik and Rao (1973) and Soofi (1994).

Maximum entropy is an approach to obtaining a density given partial information on a random variable or random vector, such as region of support, moments, expected values of certain functions, or marginal densities. The approach uses the information in
a minimal sense. Densities that are obtained are 'smoothest' or closest to uniform given the constraints. If the measure is $\nu$ and $\mathbf{X}$ is a random vector with support on $R \subset \Re^{m}$, then the maximum entropy density $f$ maximizes

$$
-\int_{R} f(\mathbf{x}) \log f(\mathbf{x}) d \nu
$$

subject to the constraints.
The most common usage of maximum entropy densities is when the constraints are in the form of expected values or moments. For example, if $\mathbf{X}=\left(X_{1}, \ldots, X_{m}\right)$ is a random vector with support on $R=\times_{j=1}^{m}\left(a_{j}, b_{j}\right)$, and $\mathrm{E}\left[h_{k}(\mathbf{X})\right]=\mu_{k}, k=1, \ldots, K$, are compatible constraints, then the maximum entropy density has the form:

$$
\begin{equation*}
f(\mathbf{x})=A \exp \left\{\sum_{k=1}^{K} \lambda_{k} h_{k}(\mathbf{x})\right\} \tag{A.5}
\end{equation*}
$$

where $A$ is a normalizing constant and $\lambda_{1}, \ldots, \lambda_{K}$ are chosen so that the constraints are satisfied. The derivation of (A.5) can be obtained by the method of calculus of variations (or the method of Lagrange multipliers in the discrete case), or by using the inequality $\int_{R} g \log [g / f] d \nu \geq 0$ for densities $f, g$ on $R$.

Special cases are the following.
(a) $b_{j}-a_{j}$ is finite, $j=1, \ldots, m, K=0$ : (A.5) is the uniform density on $R$.
(b) $m=1, R=[0, \infty), K=1, h_{1}(x)=x$ : (A.5) is a oneparameter exponential density.
(c) $m=1, R=(-\infty, \infty), K=2, h_{1}(x)=x, h_{2}(x)=x^{2}$ : (A.5) is a two-parameter normal density.
(d) $R=\Re^{m}, K=m+m(m+1) / 2, h_{j}(\mathbf{x})=x_{j}, h_{m+j}(\mathbf{x})=x_{j}^{2}$, $j=1, \ldots, m, h_{2 m+1}(\mathbf{x})=x_{1} x_{2}, \ldots, h_{K}=x_{m-1} x_{m}:(\mathrm{A} .5)$ is a multivariate normal density.
(e) $m=1, R=[0, \infty), K=2, h_{1}(x)=x, h_{2}(x)=\log x$ : (A.5) is a two-parameter gamma density.
(f) $m=1, R=[0,1], K=2, h_{1}(x)=\log x, h_{2}(x)=\log (1-x)$ : (A.5) is a two-parameter beta density.

Another use of maximum entropy is when the constraints are of the form of marginal densities. The maximum entropy distribution in the Fréchet class $\mathcal{F}\left(F_{1}, \ldots, F_{m}\right)$ of $m$-variate distributions with univariate cdfs $F_{1}, \ldots, F_{m}$ and corresponding pdfs $f_{1}, \ldots, f_{m}$ is $\prod_{j=1}^{m} F_{j}$, and this has density $\prod_{j=1}^{m} f_{j}$. An interpretation is
that the distribution constructed from independence of the univariate margins is the most 'random' and uses the information of the univariate margins in a minimal sense. For another similar example, consider the Fréchet class $\mathcal{F}\left(F_{12}, F_{13}\right)$ of trivariate distributions with given bivariate margins $F_{12}, F_{13}$ and densities $f_{12}, f_{13}, f_{1}, f_{2}, f_{3}$. The maximum entropy density is $f_{12} f_{13} / f_{1}=$ $f_{2 \mid 1} f_{3 \mid 1} f_{1}$, which represents conditional independence of the second and third variables given the first variable. Again, the derivation of these maximum entropy densities can be obtained by the method of calculus of variations or Lagrange multipliers, or by using inequalities.

## A.3 Bibliographic notes

The results and most of the LT families are given in Joe (1993) and Joe and Hu (1996). The extension of the LT family LTJ to LTK is due to T. Hu. On links between entropy, convexity and majorization, see Joe $(1987 ; 1990$ b). The results in the last paragraph of Section A.2.3 can be found in Joe (1987).
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Akaike information criterion (AIC) 316, 333, 341
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Archimedean copula 86-87, 101, 109, 150, 222
Associated random variables 22, 26-27, 92, 177, 205
Autoregressive (AR) models 244, 259-264, 265-269, 281, 360

Beta-binomial 212-213, 262
Binary response 210-232, 246-248, 256-258, 290-294, 324-335, 352-356
Bivariate Bernoulli 210
Bivariate binomial 210, 241
Bivariate normal (BVN) 140, 33, 50, 54, 76
Bivariate Poisson 233, 241, 263
Bivariate positive dependence ordering (BPDO) 38, 44, 46, 47
Blomqvist's $q 82$

Categorical response 248-249
Characterizations
choice models 200-202
MEV distributions 175, 200-202, 205-206
Choice probabilities 197-199, 206, 208
Comparison of models 316, 371

Compatibility conditions 69, 75-77, 79, 283-285
Completely monotone 373 , 131-132
Concavity 379, 109, 111, 157
Concordance ordering $\prec_{c} 36-37$, 43, 47, 89-90, 94-96, 103, 105, 116, 150, 156, 228, 271-272, 276
$\prec_{\mathrm{cL}}, \prec_{\mathrm{cu}} 37,39,116$
pairwise $\prec_{\mathrm{c}}^{\mathrm{pw}} 39,103,156,165$, 350
Conditional distribution 10
Conditional increasing in sequence (CIS) 21-22, 27
Conditionally specified distributions 283-285
exponential 285-287
exponential family 288-290
logistic regressions 290-294, 325
Convexity 379-380, 90, 109, 136, 157, 175-176
Convolution-closed 118-120, 137, 259-268
Copula 12-15, 32, 33, 172-174, 221, 244-245, 247, 253, 255, 299, 306
Archimedean 86-87, 101, 109, 150, 222
associated 15-16, 54
extreme value $140,155,163$, 174,177
general dependence 99-100, 110, 163-165
partially symmetric $87-89$, 90-91, 94-97, 101, 110, 155-156, 159-160
permutation-symmetric 87 , 93-94, 108-109
Copula families
B1 140, 145, 279
B2 141, 144, 146, 166, 168, 221-222
B3 141, 49, 143, 147, 166, 221-222, 279
B4 141, 78, 145, 147, 279
B5 141, 34, 48, 78, 145, 147, 161, 279
B6 142, 144, 147, 161, 182, 191, 279
B7 142, 147, 182, 191, 279, 282
B8 $142,145,147,182$
B9 147, 148, 167
B10 148, 35, 136, 149
B11 148, 149, 166, 247
B12 148, 149
BB1 150
BB2 150
BB3 151
BB4 151, 164
BB5 152, 165
BB6 152
BB7 153
BB8 153, 156
BB9 154, 161
BB10 154
M3 156, 222
M4 156
M5 156
M6 157, 185, 199, 349
M7 185
M8 183, 310
M3E 158-160
M4E 157-158
MB9E 161-162
MM1 163, 188, 311, 348, 369
MM2 164, 189, 311

MM3 164, 190, 311
MM4 165, 187
MM5 165, 186
MM6 186, 310
MM7 187, 310
MM8 189
Count response 232-233, 261, 268, 357-369
Covariates (additions of) 3, 215-217, 221, 223, 224, 236, 237, 247-248, 268-269, 290, 311-315, 371

Dependence orderings 35-39
Desirable properties $84-85,89$, 101, 110, 115, 120, 128
Directed divergence 273-274
Dispersion index 232-234
Domain of attraction 170, 196

Elliptically contoured 137,50
Estimating equations 301-302
Estimation consistency 306-310, 334, 344
Exchangeable 87, 108, 211, 216-217, 222, 227-228, 234, 238
Exponential family 217, 294
Extremal index 249, 280
Extreme value distributions 170, 202-203
Extreme value limit 140, 145, 156, 179-181

## Frailty 97

Fréchet bounds 58-59, 65-66, 69, 72-74, 78-79, 125, 127, 210, 230, 232
lower bound 59-64, 37, 43, 47, 81, 82, 111, 115, 140, 252
upper bound $58-59,37,43,47$, 51-52, 81, 107-108, 115, 140, 241, 252
Fréchet classes $\mathcal{F} 57,58,65,66$, 68, 78-79, 80, 111-112, 227,

381-382
Fréchet distribution 170, 196, 203, 205

Gamma distribution 10, 260, 270
Generalized extreme value (GEV) 170, 196, 345
Generalized Pareto 171, 196
Generalized Poisson 242, 261-262
Goodman-Kruskal lambda 274
Gumbel distribution 170, 203, 205

Hessian matrix 320,380
Hierarchical structure 90,155
Hoeffding's identity 55, 23
Hypergeometric 213, 238, 262

Index of dispersion 232-234
Inference functions for margins (IFM) 299-301, 305-306, 311-316, 327, 340, 347
Infinitely divisible 118-120, 137, 259-268, 269, 374-375
Innovation 260, 269
Inverse cdf 10
Inverse Gaussian 261

Jackknife 302-304, 315, 327, 341, 349
$k$-dependent sequences 253-258
Kendall's tau ( $\tau$ ) 32, 37, 54, 55, $76,79,91,107,115,146,271$

Laplace transforms (LT) 373-377, 85
compositions $\mathcal{L}_{n}^{*} 9,87-89$, 101-102, 110, 160, 374-376
extensions $\mathcal{L}_{m} 9,109-110$, 157-162
families 375-377, 106-107, 141-142, 149-154, 156-157, 223

Latent variable models 221, 236-237, 258
Lattice superadditive 56
Left-tail decreasing (LTD) 22, 26, 55, 104-105, 282
Likelihood: see maximum likelihood
Logistic distribution 133-134, 205, 208
Logistic regression 221, 247, 290-291, 325
Longitudinal data 268, 298, 336, 352-357, 357-369

Majorization 380, 34, 48
Margin of spherical symmetric $\mathcal{M}_{m}$ 129-134
Marginal distributions 11-12
Markov chains 244-253, 100, 114, 259
asymptotics 317-318
dependence properties 270-279 inference 278, 354-356, 360, 367-369, 369-370
time reversibility $263,267,279$
Marshall-Olkin multivariate exponential 192, 149
Maximum entropy 380-382, 123-124, 127
Maximum likelihood (ML) 177, 195-196, 278-279, 300-301 Markov 317-318, 354, 360, 370
with margins 299-301
Max-geometric stable 204
Max-infinite divisibility (max-id) 30-31, 98, 101-102
Max-stable 176
Measure (space) 378-379
Min-infinite divisibility 30, 54
Min-stable 176
Min-stable bivariate exponential 140
Min-stable multivariate exponential (MSMVE) 174-175, 182-195, 197-198,

203, 309-310
Mixture decomposition of cdf 377-378
Mixtures 86, 135
of Bernoulli 211-212, 215-216, 219-220
of conditional distributions 112-113, 165
of max-id 98-100, 223, 325, 339
of MEV 203-204
of multinomial 237-238
of normal 131-132
of Poisson 233, 234-235
of powers $86-89$
Molenberghs-Lesaffre
construction 125-126, 223,
310-311, 325, 338
Moving average (MA) models 244, 264-265
Multivariate
Bernoulli 211, 225-226, 227-228
binary 210-232, 324-335
choice models 197-199
count 233-236
cumulant 119-120, 267
exchangeable $87,108,211$, 216-217, 222, 227-228, 234, 238
exponential 174-175, 182-194
extreme value (MEV) 172-174, 179-181, 197-198, 309-310, 344-351
families M6-M7 185
family M8 183
families MM1-MM5 163-165
families MM6-MM7 186-188
families MM1, MM3, MM8 188-191
Fréchet 175, 195, 203
logit or logistic 221, 237, 325, 338
logit-normal 219
negative binomial 234, 236, 239
nominal 237-239
normal (MVN) 34, 50, 55, 108, 113-114, 124, 252-253, 300, 322
ordinal 236-237, 336-344
Poisson 233
Poisson-lognormal 235-236, 308-309
positive dependence ordering (MPDO) 39, 55
probit 221, 229-232, 237, 242, 307-308, 325, 338
reverse rule ( $\mathrm{MRR}_{2}$ ) 24, 287
totally positive $\left(\mathrm{MTP}_{2}\right) 24,29$, 55, 138, 252-253, 281

Negative binomial 232, 260, 270
Negative dependence 21, 109, 157-162, 227-228, 252, 272, 287-288
Negative orthant dependence (NOD, NLOD, NUOD) 21, 109
Negative quadrant dependence (NQD) 20, 109-111, 255
Nominal response 237-239, 248
Notation 7-10
Numerical integration 320-321
Numerical optimization 320

1-dependent 244, 253-254, 256-258
Ordinal response 236-237, 249, 336-344

Partial correlation 55, 76, 113-114, 281
Pickands representation 175, 177-178, 193
Point process for MEV 194-196
Poisson 233, 260, 263
Pólya-Eggenberger 214, 238
Positive dependence by mixture 25, 279
Positive dependence ordering (PDO) 38-39, 44, 46, 47, 55

Positive dependence through stochastic ordering (PDS) 21, 27
Positive function dependence (PFD) 25, 55, 279, 282 ordering $\prec_{\text {pfd }} 46-47,52,55,93$
Positive orthant dependence (POD, PUOD, PLOD) 20-21, 27, 109, 252
ordering 37, 109-110, 350
Positive quadrant dependence (PQD) 20, 26, 71, 92, 255, 282 ordering 36
Product ratio 125-127

Quantile function 10
Quasi-binomial 262
Quasi-Newton 320-321, 303, 327, 341, 347, 349, 354, 361, 370

Random effects 224, 90, 354-356
Random operator 260, 266, 270
Rectangle condition or inequality 11-12, 123, 127
Reflection symmetry 140, 143-144, 221-222
Reverse rule $\mathrm{RR}_{2} 23,81,275$, 287-288, 290
Right-tail increasing (RTI) 22, 26, 55, 282

Self-decomposable 269
Set of subsets $\mathcal{S}_{\boldsymbol{m}} 9$
Simulation 18, 146
Singularity 377-378, 14-15, 148-149, 176, 269
Spearman's rho ( $\rho_{S}$ ) 32, 37, 54, 55, 146-147, 271
Spherically symmetric $128-130$, 50-51
Star-shaped 379, 90, 111, 136
Stochastic ordering $\prec^{s t} 8$
Stochastically decreasing (SD) 21, 70, 255, 272

Stochastically increasing (SI) 21, 26, 42, 70, 255, 271-272
ordering $\prec_{\text {SI }} 40-44,50,67-68$, 73-74, 115, 275
Subadditive 109, 111, 157
Superadditive 89-90, 109-110, 136, 150
Survival function 10

Tail dependence 33, 37, 54, 77, 103-107, 116-118, 140, 143-144, 178, 249, 251
Time series 244-246, 253-255, 259-270, 277, 298 binary 246-248, 256-258, 352-356
count 357-369
Total positivity $\mathrm{TP}_{2}$ 23-24, 26, 30, 45-46, 81, 92, 253, 275 ordering $\prec_{\text {TPR }}, \prec_{T P U}, \prec_{T P L}$ 45-46, 50, 56

Uniform on hypersphere 128-129

Weibull distribution 170, 203, 205

