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Preface

The field of microfluidics, or “lab on a chip”, is now regarded as one of the key

sciences and technologies of miniaturization. It is advancing at a rapid pace and has

been developed to demonstrate unprecedented abilities for practical applications in

biology, chemistry and engineering in the past decade.

This volume entitled “Microfluidics: Technologies and Applications” presents

the current status of selected areas of this broad discipline. It features 11 chapters

in total written by authors from 10 leading groups all over the world. Its content

covers a spectrum of topics pertaining to fundamentals, basic technologies and

applications.

The first part is made up of seven chapters and deals with fundamentals and

basic technologies: Shuichi Shoji and his colleague fromWaseda University, Japan,

give a general overview of the methods and devices of the flow control in micro-

fluidics; Weijia Wen and his colleagues from Hong Kong University of Science

and Technology describe the electrorheological fluid technology; scientists in

University of Southampton, UK, Xunli Zhang and his colleagues focus on mixtures

in micro channels, which is one of the most important phenomena in microfluidics.

For the detection approach, Hongwei Gai and Edward S Yeung from Hunan

University, China and Ames National Lab, US respectively, discuss the optical

detection systems in more detail; Taek Dong Chung and his colleagues in Seoul

University, Korea, give a comprehensive outline of biosensors; and Hsueh-

Chia Chang and his colleagues from University of Notre Dame, US, describe a

nanomembrane-based nucleic acid sensing platform. Then Xin Liu from University

of Cambridge, UK, together with the editor’s group present the recent works of

droplet, which is an another important mode in microfluidics besides the channel

based one.

This volume is finalized with four reviews on applications: Steven A Soper and

his colleagues from Louisiana State University, US, kindly contribute two chapters

on applications of microfluidic technology on DNA and proteins respectively; in

the chapter written by Danny van Noor and his colleagues in National University of

Singapore write a chapter on the cell in microfluidics; and the last chapter is

contributed by the editor’s group, Dalian Institute of Chemical Physics, CAS,

ix
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China, where the authors summarize the multicellular organism (C.elegans) study

on the chips.

As the editor, I hope that the collection of above articles reflects the current

status of this important field of microfluidics in a timely fashion, and this book

becomes a helpful resource for readers, especially students, engineers, and even

advanced non-specialist scientists who work outside of our field by providing a

deep and thorough understanding of the mechanisms, technology and future prom-

ise of microfluidics for research and applications. I believe that the scope and the

variety of topics covered in this volume will attract readers from different commu-

nities such as chemistry, physics, biology, medicine and engineering.

As the editor of this special review book, I would like to thank all of authors for

their contributions with high quality articles and all of reviewers for their construc-

tive comments, and to thank my colleague, Dr. Hua Xie, for her valuable help. I also

appreciate the team at Springer for all the practical help and continuous support of

this special issue.

Dalian, China Bingcheng Lin
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Flow Control Methods and Devices

in Micrometer Scale Channels

Shuichi Shoji and Kentaro Kawai

Abstract Recent advances in the fabrication of microflow devices using micro-

electromechanical systems (MEMS) technology are described. Passive and active

liquid flow control and particle-handling methods in micrometer-scale channels are

reviewed. These methods are useful in micro total analysis systems (mTAS) and
laboratory-on-a-chip systems. Multiple flow control systems (i.e., arrayed micro-

valves) for advanced high-throughput microflow systems are introduced. Examples

of microflow devices and systems for chemical and biochemical applications are

also described.

Keywords Laminar flow �Micro-electromechanical systems �Micro total analysis

systems � Microchannel � Microfluidics � Microvalve
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Abbreviations

mTAS Micro total analysis systems

CFD Computational fluid dynamics

CMOS Complementary metal-oxide semiconductor

DEMUX Demultiplexer

DEP Dielectrophoresis

EOF Electro-osmotic flow

MEMS Micro-electromechanical systems

ODEP Optically induced dielectrophoretic

PDMS Poly(dimethylsiloxane)

Re Reynolds number

TGP Thermoreversible gelation polymer

1 Introduction

Microvalves and micropumps fabricated using silicon and glass three-dimensional

(3D) technologies based on photolithography are at the frontier of work on micro-

electromechanical systems (MEMS) [1]. In the early stages, many types of

“classic” microflow control devices, (i.e., microvalves and micropumps) using

various types of small actuators were developed and evaluated [2]. Piezoelectric,

electrostatic, and thermopneumatic actuators are used in these devices. Recently,

new MEMS applications, namely micro total analysis systems (mTAS) or labora-
tory-on-a-chip (LOC) systems have been widely accepted in chemistry and bio-

chemistry. The advantages of mTAS are their small size, the need for only a small

volume of samples and reagents, and rapid response as a result of the chemical

reaction and detection being completed in micrometer-scale channels. The size

effect is the most remarkable feature of mTAS. In practical applications, classic

microflow control devices are not as widely accepted as mTAS. Since miniaturiza-

tion of these devices is limited by the actuator size, it is difficult to integrate them in

systems. On the other hand, polymer MEMS technologies open up new device

fabrication capabilities for compact microflow devices. Pneumatic microvalves and

micropumps have been developed using poly(dimethylsiloxane) (PDMS), because

of its easy fabrication by molding and its elasticity. Microflow devices for chemical

and biochemical applications have been developed using PDMS structures. Large-

scale integrated microvalve arrays have also been fabricated for complicated

parallel chemical reaction systems and high-throughput chemical and biochemical

analysis systems.

Many flow control methods based on liquid flow behaviors in micrometer-scale

channels have been reported and demonstrated [3]. Hydrodynamic flow control

methods using two-dimensional (2D) or 3D microstructures have been developed
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and used for continuous-flow devices and systems. Passive flow control of spiral

flow, sheath flow, flow focusing, and particle separation are achieved in micro-

channels without movable mechanical structures. In this case, flows in the micro-

channel are driven by an off-chip pump, for example, a syringe pump. Active flow

controls using on-chip pneumatic microvalves are realized using PDMS micro-

structures. Dielectrically, optically, and electromagnetically controlled active flow

devices have also been developed. Particle-handling is also achieved using the

above flow control methods. These methods are applicable in biological applica-

tions, such as cell sorting or handling biomolecules.

Recent progress in microflow devices and systems is described in this chapter.

Examples of passive and active flow control methods applicable in practical mTAS
are described in Sect. 2. Multiple flow control systems, i.e., arrayed microvalves,

for advanced high-throughput microflow systems are then introduced in Sect. 3.

Examples of microflow devices and systems for chemical and biochemical applica-

tions are described in Sect. 4.

2 Flow Control in Microchannels: Continuous Flow

Liquid flow is incompressible, so, in micrometer-scale channels, the flow has a

small Reynolds number (Re), usually less than 1, and the flow in simple micro-

channels is laminar, thus chaotic or turbulent flows are not observed [1]. Many

types of microfluidic device have been developed on the basis of this flow behavior.

Functional flow control methods based on laminar flow profiles have been proposed

and applied in microflow devices and systems. Passive and active flow control

methods and their applications are introduced in this section.

2.1 Passive Flow Control

2.1.1 Spiral Flow: Twisting Flow

3D spiral flow along a microchannel is generated using slanted grooves, i.e.,

obliquely oriented grooves, on the channel wall (Fig. 1a) [4]. Much efficient spiral

flow is achieved with short channel lengths by fabricating slanted grooves on the

three walls (Fig. 1b) [5]. This flow behavior is useful for enhancing transverse

components of flow in stretching and holding over a cross-section of the channel,

which is necessary for effective mixing of materials in simple channels. The

advantages of these devices are their simple structures and low pressure drops.

Functional chaotic mixers have been fabricated using microchannels with staggered

herring-bone (chevron) grooves and additional embedded barriers [4, 6]. These

devices are fabricated by a soft lithographic method using PDMS.

Flow Control Methods and Devices in Micrometer Scale Channels 3

www.ebook3000.com

http://www.ebook3000.org


2.1.2 Sheath Flow and Flow Focusing

Hydrodynamic focusing is a useful function in the handling and sorting of reagents,

particles, and biomolecules in microchannels. 2D flow focusing, i.e., 2D sheath

flow, is obtained by sandwiching the target flow with two side carrier flows. 2D flow

focusing is used in microflow cytometry for cell sorting [7]. 2D flow focusing using

a flow lens structure is also used in multichamber cell-cultivation systems [8]. 3D

flow focusing, i.e., 3D sheath flow, has been achieved in microchannels that can

localize the position of reagents or particles at the cross-sectional central region of

the microchannel, and can minimize interaction with the channel walls. Ideal 3D

flow focusing of a cylindrical sheath flow has been obtained with a pulled glass

capillary and PDMS (Fig. 2a) [9]. Core–shell hydrogel microwires were fabricated

using cascade connections of this device [10]. However, these devices are not

suitable for mass fabrication. Using planar fabrication processes, 3D sheath flow

devices have been fabricated with silicon, glass, and polymer substrates. 3D sheath

flow achieved by the two-step introduction of carrier flows to constrain the sample

flow in a bonded silicon glass structure has been reported (Fig. 2b) [11]. A 3D

sheath flow device with four vertical and horizontal carrier inlets was obtained by a

membrane sandwich method using PDMS (Fig. 2c) [12]. These devices have good

performance within a narrow Rerange. However 3D flow focusing over a wide

Rerange, based on microfluidic drafting, was obtained with a single-layer planar

Fig. 1 3D spiral flow

microdevices. (a) Slanted

grooves on the bottom wall [4].

(b) Slanted grooves on the

bottom and side walls [5]
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flow device [13]. 3D flow focusing over a wide Re range has also been developed

using laminated PDMS structures [14]. High flow rate 3D focusing structures using

multistep carrier flow injection from symmetric side channels have been proposed

[15, 16]. Multistep injection methods for carriers sometimes need complicated

device structures and precise flow rate control of the carriers. In order to simplify

the structure and reduce the carrier flow inlets, core sheath sample transfer was

developed [17]. The design and principle of this device are illustrated in Fig. 3. The

slanted grooves on both side-walls, and the herring bone (chevron) grooves on the

top wall, form a PDMS microchannel. These structures form a centrifugal flow,

symmetrical around the flow direction, and the sample flow is shifted to the center

of the flow channel. This device needs only one carrier inlet so it can be produced

by a simple planar fabrication process. Multiple core sheath flow was obtained by

connecting this device in series and in parallel. 3D sheath flow was also achieved by

a combination of flow focusing of a 2D sheath flow and flow shift using top and

bottom herring bone (chevron) grooves [18].

Fig. 2 3D sheath flow devices.

(a) Cylindrical sheath flow [9].

(b) Two-step introduction of

carrier flow [11]. (c) Four

carrier flows of vertical and

horizontal carrier inlets [12].

Reprinted with kind

permissions from [9]

Copyright 2004 Royal Society

of Chemistry and [12]

Copyright 2004 IEEE
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2.1.3 Fluid Dynamics Separation

Particle handling in continuous size separation and filtration, using hydrodynamic

flow behavior in T-shaped microchannels has been developed. The principle of

pinched flow fractionation and the design of a size-separation device using asym-

metric pinched flow fractionation is illustrated in Fig. 4 [19, 20]. Particles are

aligned on the upper wall of the pinched segment and separated according to

their size by the spreading flow profile at the inlet of the wide channel, the so called

pinched flow effect, as shown in Fig. 4a. The size-separation device has two inlets,

one for sample flow and one for carrier flow, and five outlets, as shown in Fig. 4b.

Fig. 3 3D sheath flow with core sheath sample transfer by side grooves [17]

6 S. Shoji and K. Kawai



Fig. 4 Pinched flow fractionation devices. (a) Principle of pinched flow [19]. (b) Size separation

device using asymmetric pinched flow fractionation [20]. Reprinted with kind permission from

[20] Copyright 2005 Royal Society of Chemistry

Flow Control Methods and Devices in Micrometer Scale Channels 7
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The particles flow along the upper side-wall and flow out at different outlets

according to their sizes, as a result of the spreading flow profile. By using outlet 5

as a drain channel, a five-outlet particle separator is obtained. Size separation of

particles by slanted grooves, using steric hindrance, has also been reported [21].

This method has been applied to cell-cycle synchronization [22]. Hydrodynamic

classification and concentration using multiple T-shaped side channels, as shown in

Fig. 5, have been proposed [23]. Sample flow, including particles, is pushed to the

lower side-wall, and all the smaller particles flow out to the side channels in the

region shown in Fig. 5b by repeated removal of small amounts of liquid through

multiple side channels. The larger particles are then removed from the main stream

by increasing the relative flow rate into the side channels in the region shown in

Fig. 5c. The optimum design is determined using electrical circuit design, and the

system is used for size-dependent separation of blood cells and liver cells [23, 24].

2.2 Active Flow Control

2.2.1 Pneumatically Controlled Flow Device

Active Sheath Flow

Flow switching in 2D sheath flow devices was obtained by controlling the carrier

flow balance, as shown in Fig. 6a. A flow device with one inlet and two outlets has

Fig. 5 Principle of hydrodynamic classification and concentration using multiple T-shaped side

channels [23]

8 S. Shoji and K. Kawai



been developed for cell sorting at an early stage [25]. One inlet and multi-outlet

devices have also been developed for sample injection and particle separation [26].

The application of sheath flow control to the sorting of monodisperse oil–water

emulsions has been reported, as shown in Fig. 6b [27]. The switching speed of these

devices is limited by the response time of the carrier flow rate control; slow

switching is a big problem when off-chip valve control or external pumping control

is used. High-speed control of sheath flow switching was achieved using pneuma-

tically driven on-chip microvalves with switching speeds of about 100 ms [28].

Sample injectors with two outlets or four outlets were fabricated as shown in Fig. 7.

Nanoliter volume sampling is achieved with these devices. Cell-sorting devices

with multiple outlets from four up to 16 chambers were fabricated as shown in

Fig. 8. On-chip microvalves enable fast and accurate sorting [29]. In order to

control carrier flow, a piezoelectric actuator is used for the switching operation in

high-throughput cell sorting [30].

Horizontal Valve Actuation

For continuous flow rate and direction control in microchannels, passive and active

microvalves formed along a channel provide microfluidic systems of simple struc-

ture. A flexible PDMS structure is useful for horizontally driven microvalves. A 2D

venous-like valve consisting of two flexible cantilever bars, which act as valve

flaps, was developed for this purpose, as shown in Fig. 9a [31]. Pneumatically

Fig. 6 Active sample flow

switching with sheath flow

balance change. (a) Principle

of flow switch [25]. (b)

Sorting of monodisperse

oil–water emulsions [27].

Reprinted with kind

permission from [27]

Copyright 2007 Chemical &

Biological Microsystems

Society
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Sample (Rodamine)  injection in 4 port injector

C

b

a

Buffer

Buffer

Sample
Reagent

Buffer

Buffer

Sample
Reagent

Sample
outlet

Sample
outlet

Sample
outlet

Sample
outlet

Sample
outlet

Sample
outlet

2port injector

4port injector

Fig. 7 Sheath flow sample injector with on-chip microvalves [28]. (a) Two-outlet sample injector.

(b) Four-outlet sample injector. (c) Sample (rhodamine) injection in the four-outlet sample injector
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Fig. 8 Multicell sorting device using sheath flow control [29]. (a) Principle of multicell sorting

device. (b) SEM image of 16-chamber multicell sorting device. (c) Pneumatically driven micro-

valve
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controlled moving-wall microvalves have been developed for active flow control;

the principle is illustrated in Fig. 9b. This type of microvalve was used for double

emulsion formation and bead trapping and release in microfluidic devices [32, 33].

Multiple droplet sorting is obtained using flexible high-aspect-ratio PDMS walls, as

shown in Fig. 10 [34]. The advantage of these devices is simple fabrication by one-

step PDMS molding and bonding to a glass substrate. A similar pneumatic flow

Open Mode

Closed Mode

a

b

Fig. 9 Continuous flow control microvalves using horizontally moved PDMS structures [31, 32].

(a) Schematic of passive microvalve. (b) Schematic and photograph of active microvalve (top view).
Reprinted with kind permission from [31] Copyright 2008 IEEE
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control device, a pneumatic field effect transistor, was fabricated from a bonded

silicon and glass structure [35].

2.2.2 Dielectrically Controlled Flow Devices

Dielectrically controlled sorting devices have the advantage of fast switching times.

High-throughput particle collection is expected. A non-destructive cell-sorting

system was fabricated from a bonded PDMS and glass structure [36]. The sorting

part consists of X-shaped microchannels for sample and buffer flows, as shown in

Principle of multimode droplet sorting

Picture of droplets sorting (Mode 3)

Structure of the multimode sorting 

a

b

c

Fig. 10 Multiple-droplet sorting device using flexible high-aspect ratio PDMS walls [34].

(a) Structure of the multimode droplet sorting device. (b) Principle of multimode droplet sorting.

(c) Photograph of droplet sorting (Mode 3)
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Fig. 11. The electrostatic repulsion force generated by a DC voltage is used to

remove non-target cells from the sample flow. Monodisperse oil–water emulsion

sorting was also obtained using a sheath flow microflow device with one inlet and

three outlets [37]. Neutral droplets and two types of charged droplet are generated

and sorted to three outlets with plus and minus applied DC voltages larger than

100 V. Dielectrophoresis (DEP) flow switching using vertical electrodes in the side-

wall of microchannels has been reported [38]. The non-uniform electric field

distribution generated by the side-wall electrodes gives a DEP force along the

lateral direction of the channel and the flow direction of the particles is changed

by the DEP force. The voltage needed for DEP is of the order of tens of volts.

Multiple sorting using five outlets was obtained by changing the voltage amplitude

at a frequency of 10 MHz. Multistep particle separators consisting of serpentine

microchannels and a planar spot electrode array have also been reported [39, 40].

2.2.3 Optically Controlled Flow Devices

Optically driven flow switches using sheath flow have been developed. Optical

switch control gives simple flow device structures with no movable mechanical

sample inlet

Bridge between electrode
and flow channel

Sorting area

Agarose-gel
electrode

Waste
reservoir

Buffer inlet

Collecting
reservior

A
A’

a

Fig. 11 Non-destructive cell sorting system using dielectric force [36]
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structures and no electrical contacts. Optical trapping or optical tweezers, obtained

from radiation pressure forces of a focused optical beam were used for cell sorting

[41]. Fast switching, 2–4 ms, is obtained. A flow switching device based on sol–gel

transition of a hydrogel (thermoreversible gelation polymer, TGP) by local heating

with focused infrared (IR) radiation has been proposed. The principle and optical

setup of this device are shown in Fig. 12 [42]. The sample is mixed with TGP in

water and the same TGP solution is also used as the carrier flow. Diluted TGP

remains in the sol state at room temperature and changes to a gel on heating up

above the critical temperature. An IR laser of wavelength 1,480 nm, which is near

the local maximum wavelength of water absorbance, changes the flow resistance at

the outlet channel by thermal gelation. Since the sol–gel transition of a TGP

solution consisting of Mebiol gel (LCST 32�C, Mebiol Inc., Japan) takes about

1 ms, fast flow switching of the order of milliseconds is possible [43]. This sorting

system has the advantage of controlling the flow in smaller microchannels than

those needed in other systems. The method was therefore first developed for sorting

small bioparticles, including mitochondria. In order to achieve high-throughput

sorting, eight parallel channel sheath flow devices were fabricated, and sorting of

72 molecules/s with 90% recovery was obtained [44]. Sorting of multiple biomo-

lecules in parallel using a sheath flow device with one inlet and five outlets has also

been achieved [45]. A high-speed cell sorter was produced by improving this

Fig. 12 Flow switching

sheath flow device based on

sol–gel transition of hydrogel

(TGP) [42]. (a) Principle.

(b) Optical setup
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structure [46]. About 17,000 cells are sorted with a 75% recovery ratio and 90%

purity at a throughput of about five cells/s.

Other optically driven particle-sorting devices were developed using a negative

optically induced dielectrophoretic (ODEP) force. The principle and structure are

shown in Fig. 13 [47]. A negative ODEP force is induced by an AC voltage when an

illuminated amorphous silicon layer forms a non-uniform electric field, as shown in

Fig. 13a. By projecting light patterns on an amorphous silicon layer, an AC voltage

drop is generated across the illuminated area, as shown in Fig. 13b. The particles

flow along the illuminated patterns as a result of the induced non-uniform electric

field and the DEP force. Continuous particle sorting and separation were performed

by this method as shown in Fig. 13c [47, 48].

2.2.4 Others

Flow control devices using magnetically driven microstructure have been devel-

oped. The principle of particle sorting is shown in Fig. 14 [49]. A magnetic

microtool made of a neodymium powder composite is driven by a pair of magnetic

needles; the needles focus the magnetic flux generated by electromagnetic coils at

the tip. A switching frequency of 180 Hz is obtained with this device. This type of

magnetic microtool has also been used for size control in oil–water emulsion

droplet formation [50].

Particle separation methods based on the effects on suspended particles of

exposure to an ultrasonic standing-wave field have been reported [51]. Carrier

medium exchange in a laminar flow microchannel has also been achieved using

Fig. 13 Particle-sorting devices using negative ODEP force [47]. (a) Principle of negative ODEP.

(b) Principle of two-outlet particle-sorting device. (c) Particle sorting with ODEP guide patterns.

Reprinted with kind permission from [47] Copyright 2008 Chemical & Biochemical Microsystems

Society
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ultrasonic acoustic forces [52]. Red blood cells are switched from blood to clean

blood plasma by this method.

3 Multiple Flow Control Systems: Arrayed Microvalves

Microvalves are one of the most important fluidic components for fluid control in

microfluidic systems. Although various methods and structures using on-chip

valves have been reported achieving on-chip fluid control, pneumatic actuation is

the most widely employed because of its simple structure and easy fabrication.

However, because the operation of pneumatic valves requires several world-to-chip

connectors and off-chip solenoid valves, integration techniques for “pneumatic”

logic circuits have been developed. A combination of microvalves arranged in

parallel can control many microchannels using a small number of connectors [53].

Individually controlled microvalves are only controllable one at a time, but n2

microvalves can be controlled by 2n control lines. Normally close microvalves have

been proposed in place of pressure-driven microvalves [54]. 2(n�1) latching-type

microvalves are controlled by n control lines. By using gas-permeable

PDMS membranes, the latching valves remain open or closed for several minutes.

Figure 15 shows a Boolean logic circuit using the difference between the channel

resistance and the pneumatic control line [55]. An 8-bit microprocessor has been

demonstrated for fluid control and mixing. A Baille display is used as the pressure

driver instead of air actuation [56]. The driving force using a Braille pin is less than

that of an air-driven pressure driver, but instruments for pneumatic pressure are not

required. Microvalve control with three thresholds has been proposed in place of

open(0)/closed(1) microvalves [57]. Quaternary control has been obtained using

four different widths of microchannels and control lines. The addressing valve

control system has a complementary metal-oxide semiconductor (CMOS) memory-

like design for the control line [58]. On-chip valve operation is carried out by three-

step control of the drive lines; pressure is applied to the on-chip valves and the gate

lines, which maintains the state of the on-chip valve. m � n on-chip valves can be

individually controlled by m + n control lines. The multiplexed valve control

Fig. 14 Flow switch using

magnetically driven

microtool [49]. (a) Operation

of magnetically

driven microtool.

(b) Electromagnetically

driven setup. Reprinted with

kind permission from [49]

Copyright 2009 IEEE
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Fig. 16 Multiplexed valve control system [59]. (a) Overview of 28 (256) microvalve array.

(b) Operating principle of multiplexed valve-control system

Fig. 15 Eight-bit digital pneumatic microprocessor based on pneumatic Boolean logic circuit

[55]. Reprinted with kind permission from [55] Copyright 2009 Royal Society of Chemistry
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system has the same demultiplexer (DEMUX) arrangement as that shown in

Fig. 16a [59]. This valve control system consists of pressure input lines for a

drive line, a gate line, and selective lines. The drive line is used for switching the

state of the on-chip valves. The gate line applies the pneumatic pressure of the gate

valves that select the on-chip valve to be activated. The multiplexed selective lines

choose one gate valve of the addressed on-chip valve. This method can control 2n

valve arrays with 2n þ 2 control lines, where n is the bit number, as shown in

Fig. 16b.

4 Microflow Devices and Systems for Chemical

and Biochemical Applications

4.1 Sample-Metering and Injection Devices

For chemical and biochemical experiments using microfluidic devices, precise

control of the fluid volume or fluid flow is required. The technique of sample

metering and injection uses the fluid properties of droplet formation in heterophase

or laminar flow. The use of rectangular channels with hydrophobic valves provides

good performance and reproducibility [60]. A number of nanoliter-sized droplets

can be accurately dispensed and mixed with the aid of specific channels under

pneumatic pressure. Use of a fluoro-polymer instead of PDMS reduces adsorption

to the channel surface [61]. Valve actuation can control droplet generation [62].

Generation of droplets of volumes from femtoliters to several picoliters is per-

formed by a small metering channel and valve-controlled channel flow [63]. An

inert liquid is used to prevent dilution of small-volume droplets. A 3D sheath flow

scanner selects the stimulation spot of a reagent by the surrounding buffer flow [64].

An on-chip electro-osmotic flow (EOF) pump provides real-time control of spot

selection.

4.2 Multifunctional Sample Injection Arrayed Microwells

A 6/24/96-well plate is widely used in conventional biochemical screening.

Arrayed systems in microfluidic devices are promising for application in high-

functionality analysis and high-throughput screening. The method of fluidic access

to microwell arrays is passive or active. The passive type has limited microwell

selectivity, but large-scale integration and batch processing are possible. The active

type is limited with respect to miniaturization of large-scale integration, but com-

parative experiments can be carried out in the same conditioned device. Micro-

fluidic long-term cell-culture systems enable individual reagent injection to 96

microwells [65]. Although only single microwells can be controlled by one drive,

a minute-level delay is not a big problem in long-term cell culture. Parallel
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www.ebook3000.com

http://www.ebook3000.org


screening devices for DNA and protein expression have the merits of no cross-

contamination or diffusion; this is because each reaction microwell is separate [66].

Microwell arrays in which the cell suspension is introduced passively enable chip

sizes to be reduced [67]. To reduce the variation in cell numbers between each cell-

trapping structure, a C-shaped ring is inserted in the microwell. Figure 17 shows the

microwell array for parallel reagent control [68]. The fluid flow to each microwell is

individually controlled by three microvalves for inlet, outlet, and purging. Each

microwell is independent of the state of the other microwells, and parallel reagent

injection to selected microwells can be carried out at the same time.

5 Summary and Outlook

Recent advances in the fabrication of microflow devices using MEMS technology

are described from the technological point of view. The flow control methods and

multiple flow control systems reported here are applicable in efficient chemical

microreactors as well as in chemical analysis systems. For high-performance flow

device design, computational dynamics (CFD) simulation is indispensable. The

Fig. 17 Sixteen independently controlled microwell array for parallel reagent injection [68]
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choice of structural materials and surface modifications when considering actual

applications are very important. Recent trends in mTAS and LOC are high-through-

put DNA and protein analysis, biological cell function analysis, etc. Close collabo-

ration between MEMS researchers and chemical/biochemical researchers is still

needed in order to open up new mTAS application fields.
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Micromixing Within Microfluidic Devices

Lorenzo Capretto, Wei Cheng, Martyn Hill, and Xunli Zhang

Abstract Micromixing is a crucial process within microfluidic systems such as

micro total analysis systems (mTAS). A state-of-art review on microstructured

mixing devices and their mixing phenomena is given. The review first presents an

overview of the characteristics of fluidic behavior at the microscale and their

implications in microfluidic mixing processes. According to the two basic princi-

ples exploited to induce mixing at the microscale, micromixers are generally

classified as being passive or active. Passive mixers solely rely on pumping energy,

whereas active mixers rely on an external energy source to achieve mixing. Typical

types of passive micromixers are discussed, including T- or Y-shaped, parallel

lamination, sequential, focusing enhanced mixers, and droplet micromixers. Exam-

ples of active mixers using external forces such as pressure field, electrokinetic,

dielectrophoretic, electrowetting, magneto-hydrodynamic, and ultrasound to assist

mixing are presented. Finally, the advantages and disadvantages of mixing in a

microfluidic environment are discussed.

Keywords Active micromixers �Microfluidics �Micromixing �Mixing principles �
Passive micromixers
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Symbols

A Cross-sectional area (m2)

Ca Capillary number

D Diffusion coefficient (m2 s�1)

Dh Hydraulic diameter (m)

f Frequency of the disturbance action

h Height of the channels (m)

j Diffusion flux (mol m�2 s�1)

k Boltzmann’s constant (k ¼ 1.381·10�23J K�1)

n Number of parallel fluid substreams

Pe Peclét number

Pwet Wetted perimeter (m)

Q1 Volumetric flow rates for the lateral channels (m3 s�1)

Q2 Volumetric flow rates of the central inlet channel (m3 s�1)

Q3 Volumetric flow rates for the lateral channels (m3 s�1)

Qf Volumetric flow rates of the focused stream (m3 s�1)

R Radius of the particles (or molecules) (m)

Re Reynolds number

St Strouhal number

t Time (s)

T Absolute temperature

u Velocity of fluid (m s�1)

v2 Average flow velocity of the flow within central inlet channel (m s�1)

vf Average flow velocity of the flow within focused stream (m s�1)

vo Average flow velocities of the flow within the mixing channel (m s�1)

w2 Width of central inlet channel (m)

wf Width of the focused stream (m)

wo Width of the mixing channel (m)

x Position of the species (m)

Greek Symbols

g Interfacial tension (N m�1)

’ Species concentration (Kg m�3)

r Fluid density (kg m�3)

m Fluid dynamic viscosity (Pa s)

n Fluid kinematic viscosity (m2 s�1)
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Abbreviations

mTAS Micro total analysis systems

ASM Asymmetric serpentine micromixer

CDM Circulation–disturbance micromixer

CGM Connected-groove micromixer

CMM Crossing manifold micromixer

EKI Elecrokinetic instability

EWDO Electrowetting on dielectrics

LOC Lab on a chip

MHD Magneto hydrodynamic

PCR Polymerase chain reaction

PSM Planar serpentine micromixer

SAR Split-and-recombine micromixers, sequential lamination micromixers

SGM Slanted-groove micromixer

SHM Staggered-herringbone micromixers

SOC Staggered overlapping crisscross micromixer

1 Introduction and Outline

Over the past two decades, lab-on-a-chip (LOC) technologies have driven considerable

progress in the development ofmicrosystems, particularly for chemical, biological, and

medical applications. LOC technology has been applied in a wide range of processes

such as nanoparticle crystallization [1, 2], extraction [3–5], polymerization [6–9],

organic synthesis [10–12], enzyme assay [13, 14], protein folding [15], biological

screening [16, 17],analytical assay [18–20], cell analysis [21, 22], bioprocess optimi-

zation [23, 24], clinical diagnostics [25, 26], and drug delivery studies [27].

The miniaturized systems, designed for the above cited applications, are gener-

ally implemented with a microscale mixer to provide an intimate contact between

the reagent molecules for interactions/chemical reactions. Furthermore, beside their

integration in more complex micro total analysis systems (mTAS) [28], microscale

mixers could also work as stand-alone devices for applications where a superior

control and a scaling-down of the mixing process are required.

The exponential increase of research in miniaturization and in microfluidic

applications highlights the importance of understanding the theory and the mechan-

isms that govern mixing at the microscale level. This chapter will review the most

recent research and developments in mixing processes within microfluidic devices.

In order to better understand the rationale behind the design of the microfluidic

mixers reported in the literature, Sect. 2 will discuss the unique physical character-

istics and theory of the microfluidic environment and their implications in the

context of mixing. Then, an up-to-date critical review of the different types and

designs of micromixers will be provided in Sect. 3.
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Owing to the increasing interest in “digital” or droplet-based microfluidics, the

microfluidic generation of microdroplets, the associated active and passive mixing

process, and the manipulation of microsized droplets in microfluidic devices will

also be covered.

Finally, a section summarizing the general advantages of microfluidic mixers/

reactors is presented. Although of high interest and importance, an in-depth review of

microfluidic mixers in a diversity of microsystems for specific applications is not

addressed since it falls out of the scope of this chapter. The reader is therefore directed

to a number of excellent recent review articles on the specific subjects [9, 19, 29–36].

2 The Microfluidic Environment and Mixing Principles

In this section, wewill summarize the basic theory of fluid flow and the implications of

using microfluidic devices for mixing purpose. Generally, the same laws that describe

the flow at a macroscale govern fluid flow in the microenvironment. However, minia-

turization confers additional characteristics that can be leveraged to perform processes

not possible at a macroscale. Microfluidic devices, indeed, are not merely a miniature

version of theirmacroscale counterparts becausemany physical characteristics, such as

surface area–to-volume ratio, surface tension anddiffusion, do not simply scale linearly

from large to small devices. Another important feature is the omnipresence of laminar

flow conditions because in the microfluidic channel viscous forces dominate. These

factors become significant at a microscale level, and their effects should be taken into

account during the design and implementation of LOC devices.

In other words, it must be noted that, rather than design microfluidic mixer as

just a scaled-down copy of a macroscale mixing device, they should be designed in

ways that leverage the physical characteristic of the mixing in a confined space.

2.1 Reynolds Number and Diffusion

Fluid flow is generally categorized into two flow regimes: laminar and turbulent.

Laminar flow is characterized by smooth and constant fluid motion, whereas

turbulent flow is characterized by vortices and flow fluctuations. Physically, the

two regimes differ in terms of the relative importance of viscous and inertial forces.

The relative importance of these two types of forces for a given flow condition, or to

what extent the fluid is laminar, is measured by the Reynolds number (Re):

Re ¼ ruDh

m
¼ uDh

v
; (1)

where r and m are the fluid density and dynamic viscosity, respectively; n is the

kinematic viscosity; u is the velocity of fluid and Dh is the hydraulic diameter of the
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channel. The hydraulic diameter of the channel is a characteristic number that

depends on the cross-sectional geometry of the channel, and is given by:

Dh ¼ 4A

Pwet

; (2)

where A and Pwet are the cross-sectional area and the wetted perimeter of the

channel, respectively.

At low Re, the viscous effects dominate inertial effects and a completely laminar

flow occurs. In the laminar flow system, fluid streams flow parallel to each other and

the velocity at any location within the fluid stream is invariant with time when

boundary conditions are constant. This implies that convective mass transfer occurs

only in the direction of the fluid flow, and mixing can be achieved only by

molecular diffusion [37]. By contrast, at high Re the opposite is true. The flow is

dominated by inertial forces and characterized by a turbulent flow. In a turbulent

flow, the fluid exhibits motion that is random in both space and time, and there are

convective mass transports in all directions [38].

Between the definite regimes of laminar and turbulent flow there is a transitional Re
range. The exact values of this number range are a function ofmany parameters, such as

channel shape, surface roughness, and aspect ratio. The transition Re is generally

expected to be in the range of 1,500 and 2,500 for most situations [39]. For microfluidic

systems,Re are typically smaller than 100 and the flow is considered essentially laminar.

This characteristic has a direct consequence on mixing within microfluidic devices.

In an environment where the fluid flow is restrictedly laminar, mixing is largely

dominated by passive molecular diffusion and advection. Diffusion is defined as the

process of spreading molecules from a region of higher concentration to one of

lower concentration by Brownian motion, which results in a gradual mixing of

material. Diffusion is described mathematically using Fick’s law:

j ¼ �D
d’

dx
; (3)

where ’ is the species concentration, x is the position of the species, and D is the

diffusion coefficient. For simple spherical particles, D can be derived by the

Einstein–Stokes equation:

D ¼ kT

6pmR
; (4)

where k is Boltzmann’s constant, T is the absolute temperature, R is the radius of the

particles (or molecules) and m is the viscosity of the medium. The diffusion

coefficient for a small molecule in water at room temperature has the typical

value of 10�9 m2 s�1 [40].

Diffusion is a nonlinear process in which the time t required for a species to

diffuse scales quadratically with the distance x covered. A simple case of diffusion

can be modeled in one dimension by the equation:
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x2 ¼ 2Dt; (5)

where t is the average time for particles to diffuse over the distance x. Regarding
the microfluidic channel, x represents the stream width of the fluid to be mixed

along the microfluidic channel [41]. On a microfluidic length scale, the diffusion

distance can be extremely small, particularly if the fluid streams are hydrody-

namically focused. Because x varies with the square power, a decrease in

distance dramatically reduces the time required for complete mixing. Therefore,

diffusion becomes a viable method to move particles and mix fluid in micro-

fluidic devices.

2.2 Mixing in Microfluidic Devices

At a macroscale level, mixing is conventionally achieved by a turbulent flow, which

makes possible the segregation of the fluid in small domains, thereby leading to an

increase in the contact surface and decrease in the mixing path. As discussed in the

previous section, the Re is small in microfluidic systems, implying that hydrody-

namic instability does not develop; therefore, the flows cannot be turbulent. Owing

to this limitation, mixing in microfluidic devices is generally achieved by taking

advantage of the relevant small length, which dramatically increases the effect of

diffusion and advection.

Micromixers are generally designed with channel geometries that decrease the

mixing path and increase the contact surface area. According to the two different

basic principles exploited to induce mixing at the microscale, micromixers are

generally classified as being passive or active.

Active micromixers use external energy input as well as fluid pumping energy to

introduced time-dependent perturbations that stir and perturb the fluid for accel-

erating the mixing process [42]. The type of external force employed by active

micromixers can be further categorized as pressure field-driven [43], acoustic

(ultrasonic)-driven [44], temperature-induced [45] or magneto-hydrodynamic

[46]. Generally, active micromixers have higher mixer efficiency [47]. However,

the requirement to integrate peripheral devices such as the actuators for the external

power source into the microdevice, and the complex and expensive fabrication

process, limit the implementation of such devices in practical applications. In

addition, in active mixing mechanisms such as ultrasonic waves, high temperature

gradients can damage biological fluids. Therefore, active mixers are not a popular

choice when applying microfluidics to chemical and biological applications [48].

Passive mixing devices rely entirely on fluid pumping energy and use special

channel designs to restructure the flow in a way that reduces the diffusion length

and maximizes the contact surface area. Passive mixers were the first microfluidic

device reported, often entail less expense and more convenient fabrication than

active micromixers, and can be easily integrated into more complex LOC devices.

The reduction in mixing time is generally achieved by splitting the fluid stream
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using serial or parallel lamination [49, 50], hydrodynamically focusing mixing

streams [51], introducing bubbles of gas (slug) or liquid (droplet) into the flow

[52, 53], or enhancing chaotic advection using ribs and grooves designed on the

channel walls [54, 55].

Micromixers are also commonly characterized accordingly to three nondimen-

sional fluid parameters: Re (as discussed above), Peclét number Pe, and Strouhal

number St. Peclét number is defined as:

Pe ¼ uL

D
; (6)

which is a measure of the relative importance of advection and diffusion in

providing the mass transport associated with the mixing. Advection is dominant

at high Pe.
The Strouhal number is defined as:

St ¼ fDh

u
; (7)

where f is the frequency of the disturbance action, is generally associated with

active micromixers, and represents the ratio between the residence time of a species

and the time period of disturbance [48, 56, 57].

3 Micromixers

3.1 Passive Micromixers

Passive micromixers rely on the mass transport phenomena provided by molecular

diffusion and chaotic advection. These devices are designed with a channel geom-

etry that increases the surface area between the different fluids and decreases the

diffusion path. By contrast, the enhancement of chaotic advection can be realized

by modifying the design to allow the manipulation of the laminar flow inside the

channels. The modified flow pattern is characterized by a shorter diffusion path that

improves the mixing velocity. In this section, an overview of the different types of

passive micromixers is provided. Mixed phase passive micromixers can be cate-

gorized as:

1. T- and Y-shaped micromixers

2. Parallel lamination micromixers

3. Sequential lamination micromixers

4. Focusing enhanced mixers

5. Chaotic advection micromixers

6. Droplet micromixers
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3.1.1 T- or Y-Shaped Micromixers

The easiest and most basic design for a micromixer is represented by either T- or Y-

shaped channel micromixers [58–61]. A schematic of the general design of this type

of mixer is shown in Fig. 1.

The mixing process in this type of micromixer is obtained by guiding the two

liquids to be mixed in contact through a flow-through channel. It must be noted that,

for the basic design of T- and Y-type micromixers, mixing solely depends on

diffusion of the species at the interface between the two liquids, hence the mixing

is rather slow and a long mixing channel is required. In order to enhance the mixing

efficiency, different authors proposed slight modifications to the geometrical setup

by adding obstacles or roughening the channel walls [54, 59, 62]. Further reduction

of the mixing time could be achieved by using a high flow rate, hence high Re,
where a chaotic flow is expected [63, 64], (Fig. 2). Veenstra et al. further reduced

the mixing path in a T-shaped micromixer by a simple narrowing of the mixing

channel and therefore shortening of the diffusion length [65].

3.1.2 Parallel Lamination

The concept of T- and Y-shaped micromixers can be improved by using more

complicated designs that split the inlet main streams into n sub-streams and then

rejoin them to form a laminate stream (Fig. 3) [66, 70–72]. This type of micromixer

enhances the mixing process by decreasing the diffusion length and increasing the

contact surface area between the two fluids.

According to Erbacher et al., the subdivision of each stream into n laminae leads

to mixing that is faster by a factor of n2, as reported in the following expression

derived from (5) [66]:

Fig. 1 T-shaped micromixer

with two input fluids, each

containing one diffusing

species. L and w represent the

length and width of the

mixing channel, respectively

(Adapted with permission

from [58]. Copyright 1999

American Chemical Society)
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t ¼ x2

2n2D
; (8)

where n is the number of parallel fluid substreams.

Lamination of the fluids to be mixed can be achieved using two different feeds

arrangements known as (1) bifurcation-type feeds and (2) parallel interdigital-type

feeds. Bifurcation-type feeds [66, 70–72] are characterized by an alternate arrange-

ment of feeds (Fig. 3a) that are later joined by passing through an inverse bifurca-

tion channel pattern followed by a folded mixing channel in which the mixing takes

place. By exploiting this configuration, Bessoth et al. [70] demonstrated that mixing

was completed is less than 100 ms, while 95% of mixing was achieved in 40 ms.

Parallel-flow interdigital-type feeds is the most-used feeding concept. This type

of micromixer comprises a feeding structure characterized by a co-[67, 73–76] or

counterflow [77] interdigital array of microchannels. Similar to the previous types

of feed concept, the microchannel array leads to an alternate lamellae arrangement

of the liquid to be mixed. However, unlike bifurcation-type feeds, the way to obtain

this pattern is based on a pressure-loss triggered flow equiparation (Fig. 3b).

Generally, after the lamellae rearrangement, the multilaminated flow is focused

through a geometrical constrain (mixing channel narrowing) [67, 71, 73, 75, 76] in

Stratified
flow
Re = 12

Vortex
flow
Re = 80

Engulfment
flow
Re = 240

a

c

e

b

d

f

Fig. 2 Path lines (a, c, e) and streamlines (b, d, f) for different Re numbers of 12 (a, b), 80 (c, d)

and 240 (e, f). The swirling of the fluid flow obtained at higher Re number results in better

dispersion of the fluid within the channel volume and hence an improvement in the mixing quality

(Reprinted from [61]. Copyright (2008) with permission from Elsevier)
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order to decrease the diffusion length and enhance the mixing, using a concept

similar to that presented by Veenstra et al. [65] for a T-type micromixer.

Drese et al. [73], developed a special interdigital-type feed micromixer, named the

super focus mixer (Fig. 3b), in which the various lamellae have a different angle with

respect to the channel direction andwhich is capable of obtaining 95%mixing in 4ms.

Interdigital-type feed micromixers were recently applied as a reactor for a

nitroxide-mediated radical polymerization, demonstrating a control over the molec-

ular weight distributions as a result of an improved control of the co-polymerization

reaction [78, 79].

Cha et al. [68] presented a novel micromixer design relying on a concept not far

from that of the multilamination mixer, named a chessboard mixer. The mixer was

able to complete the mixing in only 1.400 mm and the author claimed that the flow

rate can be increased easily by using different arrays without affecting the perfor-

mance (Fig. 3c).

A further interesting concept for the creation of multilaminated streams is that

applied in circular micromixers [69, 80, 81]. Circular micromixers rely on the

formation of a vortex due to the self-rotation of the fluid stream injected in a

quasitangential orientation to the circular mixing chamber (Fig. 3d). Excellent

Fig. 3 Parallel lamination micromixer types: (a) Bifurcation-type feeds (Adapted from [66] with

kind permission from Springer Science). (b) Interdigital-type feeds, super focus mixer (Repro-

duced from [67] with permission. Copyright Wiley-VCH ). (c) Chessboard micromixer (Adapted

from [68] with permission. Copyright IOP Publishing). (d) Circular micromixer (Adapted from

[69] with permission. Copyright IOP Publishing)
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mixing performance of this type of micromixer was reported at either high

(Re ¼ 150) [80] or low [81] Re number (Re ¼ 4).

Lastly, StarLaminators are devices based on a multilamination concept and are

capable of high liquid throughput up to 1,000 Lh�1 [56, 82, 83]. The mixing is

provided by a stack of plates with star-like openings that leads to turbulent flow,

which causes mixing by formation of eddies.

3.1.3 Sequential Lamination

Similar to parallel lamination micromixers, sequential lamination micromixers

[also called split-and-recombine (SAR) micromixers] rely on an exponential

increase in the contact surface area and decrease in the length path to achieve a

shorter mixing time. The difference between the two types of micromixers is the

method used to achieve lamination of the fluid to be mixed. As suggested by the

name, the lamination in sequential lamination micromixers is obtained by sequen-

tial processes of splitting and rejoining the fluids (Fig. 4a) [84, 86–89].

Different geometries for SAR micromixers have been proposed, such as ramp-

like [86] and curved-like [90] architectures. However, in order to achieve exponen-

tial sequential lamination, three steps are typically required: flow splitting, flow

recombination, and flow rearrangement (Fig. 4a).

It must be noted that SAR mixers generally work at small Re. However, some

secondary recirculation flows can be generated, as demonstrated by particle track-

ing simulation [90].

Recently, Fang et al. [85] proposed a SAR micromixer incorporating chaotic

advection features named (SAR m-reactor design) to mix fluids in a wide range of

Re and viscosity (Fig. 4b–c). They compared the results with those obtained from a

slanted-groove micromixer (SGM) (see Sect 3.1.5) [55], demonstrating better

mixing efficiency of the SAR m-reactor compared to SGM as result of the synergis-

tic effect of the two mixing concepts.

Bertsch et al. [91] presented two micromixers, similar in concept to the SAR

micromixer, with internal structures resembling conventional large-scale static

mixers (Fig. 5). The first micromixer was characterized by introducing an internal

structure with intersecting channels, which worked in a similar way to a SAR

micromixer by splitting and recombining fluid streams. The second micromixer

comprised a series of helical elements (Fig. 5a). Computational fluid dynamics

(CFD) simulated results showed the higher mixing efficiency of the first type of

micromixer over a helical based mixer.

Recently Lim et al. [92] presented a three-dimensionally micro-mixer, named

crossing manifold micromixer (Fig. 5b). The micromixer was able to perform

almost complete mixing of 90% channel length of 250 mm.

The main disadvantage of SAR mixers is the complex fabrication process

required to make a 3D structure. However, an effect on the liquid stream similar

to that exploited by SAR can be achieved by a planar, packed bed configuration that

enhances trans-channel coupling. Melin et al. [93] fabricated and tested multiple
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intersecting microchannels (known as a packed bed micromixer) that create

a constantly changing flow pattern as the liquid samples pass through the mixing

chamber, and achieved homogenous mixing of the two fluids in just 0.4 s. This

concept was also applied to electrokinetically driven flow, as reported by He et al.

[94] (Fig. 6a).

Another way of obtaining a SAR-like effect within a planar microfluidic chip was

introduced by Sudarsan et al. [95] (Fig. 6b). It works with a multistep action: Initially,

this geometry leveraged the generation of Dean vortices that arise in the vertical plane

of curved channels to induce a 90� rotations in the fluid. At this point, the fluid is

400µm
a b

c

Flow
 direction

Split membrance

Guiding wall

Fluid 2

Fluid 1

Fluid 2

In-plane
dividing edge

Fluid 1

Flow direction

X

Y

Z

A
B

C

D

E

F

Mixing
pattern

Y = 150µm Y = 750µm Y = 1350µm Y = 1950µm Y = 3750µm

600µm

Split

Guiding

Recombination

1st
un

it
2nd

un
it

Normalized concentration (Fluid 2)

Concentration =
0.4~0.6 Mass transfer

Hyperbolic point
(Chaotic trait)

a-a’ section

10
0µ

m

0.
00

0.
10

0.
20

0.
30

0.
40

0.
50

0.
60

0.
70

0.
80

0.
90

1.
00

a

Z

Y

X

a’

Fig. 4 Sequential lamination micromixer (I): (a) Mixing unit of the SAR micromixer and

corresponding cross-section view of the laminated flow (Adapted from [84] with permission.

Copyright IOP Publishing). (b) Mixing unit and (c) computed cross-section view of fluid arrange-

ments along the SAR m-reactor (Re ¼ 1). Chaotic advection generated by the fluids overlapping

causes the fluid interface to rotate, increasing the mixing efficiency (Reprinted from [85] with

permission. Copyright 2009 Elsevier)
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divided into many substreams that undergo the same 90� rotations in the fluid. At the
end, the transformed substreams rejoin to create a multilamellae arrangement.

3.1.4 Flow Focusing

Another solution for reducing the mixing path is hydrodynamic focusing [51]. The

basic design for hydrodynamic focusing is a long microchannel with three inlets

(Fig. 7).

In hydrodynamic focusing, a central sample solution (supplied from the middle

inlet) flows within the sheath of outer fluids (supplied from the side inlets), which

constrain laterally the inner sample flow to achieve a smaller stream and thinner

lamination width. The extent of the width decrease of the focused stream depends

on the volumetric flow rate ratio between the sample flow and sheath flows. The

greater the flow rate difference, the greater the degree of width reduction. As

indicated by (5), mixing time is inversely proportional to the square of the diffusion

path length (in this case represented by the focused stream width), therefore,

Fig. 5 Sequential lamination micromixer (II): (a) Static micromixer, with intersecting channel

(top) and helical elements (bottom) (Reproduced from [91] by permission of The Royal Society of

Chemistry). (b) Internal structure of crossing manifold micromixer (CMM) (Reproduced from

[92] by permission of The Royal Society of Chemistry)
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decreasing the stream width results in faster mixing. Notably, the position of the

focused stream is also a function of the relative flow rate ratio of the three inlets. As

a result, by changing the relative flow rate of the two side streams it is possible to

direct the focused stream into a specific outlet [96].

The relative flow rate of the three streams is generally controlled using multiple

external pressure sources or pumps (e.g., syringe pumps) (Fig. 7b). However, Stiles

Fig. 6 Planar SAR-like micromixers: (a) Mixing unit of a packed bed micromixer (Adapted from

[94] with permission. Copyright 2001 American Chemical Society). (b) Planar SAR micromixer

that relies on Dean flows to generate alternate lamellae of fluid in a SAR-like fashion (Adapted

from [95] with permission. Copyright 2006 National Academy of Sciences, USA)

Fig. 7 (a) Focusing enhanced mixer. (b) Effect of ratio a of the side pressure to the inlet pressure
on the width of the focused stream: (a) 0.5, (b) 1.0, (c) 1.1, and (d) 1.2 (Reprinted from [51] with

permission. Copyright 1998 American Physical Society)
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et al. proposed and tested the use of a vacuum-pumped microfluidic device using

either a single suction pump or a capillary pumping effect to control the relative

flow rates by varying the flow resistance of the input channels [97]. The analysis

and prediction of the focused stream width employs a simple model based on mass

conservation principles [98, 99]. The 2D focused stream width is computed under

these simplified assumptions:

1. Flow in the microchannel is steady and laminar

2. Fluids are Newtonian

3. Fluids have the same density in the four channels (three inlet channels and one

outlet channel)

4. Fluids flow in a rectangular microchannel

5. The four channels have the same height

According to the mass conservation principle, the volume of sample liquid that

passes through the inlet channel (Q2) must match the volume of the focused stream:

Q2 ¼ v2w2h ¼ vfwfh ¼ Qf : (9)

This leads to (10):

wf ¼ Q2

vfh
; (10)

In (9) and (10), wf and w2 represent the width of the focused stream and central

inlet channel, respectively. Q2 and Qf are the volumetric flow rates of the central

inlet channel and focused stream, respectively. h is the height of the channels, and

v2 and vf are the average velocity of the flow in the central inlet channel and of the

focused stream, respectively. The amount of fluid passing through the outlet

channel (channel O) must be equal to the total amount of the fluid supplied from

the three inlets:

Qo ¼ w0v0h ¼ Q1 þ Q2 þ Q3; (11)

wo ¼ Q1 þ Q2 þ Q3

voh
; (12)

where Q1 and Q3 are the volumetric flow rates for the two lateral channels, and vo
and wo are the average velocities of the flow and width of the mixing channel,

respectively. Combining (9) and (12), and assuming vo and vf have the same values,

it is possible to obtain the relationship between the width of the focused stream and

volumetric flow rate of the inlets:

wf

wo

¼ Q2

Q1 þ Q2 þ Q3

: (13)

This equation provides a simple guideline for predicting the focused stream

width. However, it does not reflect the effect of other factors such as device
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structure, channel surface, and fluidic property, which could affect the focusing

process. In this respect, Lee et al. [99] proposed a similar model in which the

effect of the density of the different fluids is taken into account. Moreover, Wu

and Nguyen [100] presented a more complex method that considered the effect of

the different viscosities of the sample stream and sheath streams.

In recent years, more complex channel geometry structures that rely on the

hydrodynamic focusing to achieve mixing have been fabricated and examined.

Wu and Nguyen [101] reported a mixer with two sample streams (solvent and

solute streams). The two streams are brought into contact and then focused by two

lateral sheath streams. The dramatic decrease in the diffusion path length improves

mixing significantly. Park et al. [102] described a novel five-inlet port mixer in

which the additional two diagonal sheath flows served as a barrier between solu-

tions flowing from the center and the two side channels during the focusing process.

In that configuration, the additional sheath reduced premixing before the formation

of the focused jet without compromising rapid mixing by diffusion. Nguyen and

Huang [103] reported a microfluidic mixer that relied on a combination of hydro-

dynamic focusing and sequential segmentation to reduce the mixing path and

shorten mixing times. The sequential segmentation step divided the solvent and

the solute into segments that usually occupied the whole channel width. Because of

the additional segmentation step, the dispersion occurred even along the flow

direction, leading to increased mixing efficiency.

Typically, focusing-enhanced micromixers focus the sample flow only in the

horizontal dimension. Different authors have proposed microfabricated devices

capable of focusing the sample horizontally and vertically [104–107]. Such devices

add an additional dimension of focusing and are often referred to as 3D hydrody-

namic focusing devices to distinguish them from traditional 2D focusing devices.

Building these devices requires complex methods such as multistep photolithogra-

phy, leading to an increase in fabrication cost. Recently, a novel fluid manipulation

technique called “microfluidic drifting” was applied to obtain 3D focusing with

a single-layer planar chip that is relatively easy to make [38, 108, 109] (Fig. 8).

The process of 3D focusing in this device can be divided into two steps. First, the

sample stream is focused in the vertical direction using microfluidic drifting. The

lateral drift of the sample flow is caused by the effect of the Dean vortices induced

by the centrifugal effect of the curve, which transports the fluid in the opposite side

of the channel. Second, classic horizontal focusing is obtained using two horizontal

sheath streams. The result of these two steps is a stream focused in both the vertical

and horizontal directions.

3.1.5 Chaotic Advection Micromixers

Advection is the transport of a substance within a moving fluid. In the micromixers

discussed above, advection generally occurs in the direction of the flow, hence it

has no effect on the transversal transport of the substance. However, advection

in other directions, so-called chaotic advection [110], can generate a transverse
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component of flow [55]. These generated transverse flow components cause an

exponential growth of the interfacial area and a corresponding decrease in the

striation thickness, which can significantly improve mixing.

These “stirring” transverse flows can be generated by channel shapes that stretch,

fold, break, and split the laminar flow over the cross-section of the channel. This effect

can be achieved using 2D curved [111–113], or 3D convoluted channels [114–116]

and by inserting obstacles [117] and bas-reliefs on the channel walls [54, 118, 119]. It

must be noted that such type of chaotic flowcould also be achieved by an activemixing

strategy such as one using electrokinetic instability (EKI), as described in Sect. 3.2.2.

The simplest way to induce transverse flow is to insert an obstacle into the mixing

channel. Obstacles can be inserted into the walls of the microchannel [62] or into the

channel itself [117, 120–122]. The presence of obstacles alters the flow direction, and

the streamlines induce whirl flow and recirculation that create the transversal mass

transport. Generally obstacles in microchannel are not very efficient in creating

transverse flow unless they are used at moderately high Re (typically more than

100) [120]. However, Bhagat et al. [121, 122] recently reported a micromixer with

optimized cubic and rectangular structure capable of mixing with Re < 1 (Fig. 9).

Another efficient solution to induce transverse flows and chaotic advection at

small Re (typically Re � 1) is to use a channel wall with a grooved pattern. SGM

[55, 118] and staggered-herringbone micromixers (SHM) [55] subject the fluid to a

repeated sequence of rotational and extensional local flow that, as result, produces

a chaotic flow. The internal structures endow SHM with high mixing efficiency

compared to the classic T-type mixer without them. In particular, a classic T-shaped

mixer requires a mixing length (1–10 m) that is two order of magnitude larger than

SHM mixers (1–1.5 cm) at Pe within 10�4 to 10�5.

A series of improved grooved pattern micromixers has been proposed. A mod-

ified SHMmicromixer that utilizes sequences of asymmetrical herringbone grooves

Fig. 8 The “microfluidic drifting” process. (a) Slices 1–10 are the cross-sectional profiles of the

sample stream in the device; inset shows formation of Dean vortices in the 90� curve. (b) 3D

microfluidic drifting focusing characterized by confocal microscopy (Reproduced from [109] by

permission of The Royal Society of Chemistry)
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was introduced and computationally studied by Hassel et al. [119]. Different

authors have proposed micromixers in which the grooved pattern and zigzag

barriers are not only applied on the bottom wall of the channel but also on the

side and top walls to promote mixing, named respectively connected-groove micro-

mixer (CGM) [123] (Fig. 10a) and circulation–disturbance micromixer (CDM)

[124, 125] (Fig. 10b). Adding additional mixing elements to the side and top

walls promotes lateral mass transport and assists the formation of advection pat-

terns increasing mixing efficiency. In particular, CGM showed a mixing perfor-

mance over 50% better than the classic SGM for Re ranging from 1 to 100 as a

result of the intense transverse transport induced in the fluids [123].

Chaotic advection can be induced with a 2D alternatively curved microchannel

(2D serpentine) [112, 113] or zigzag channel shape [111]. In the first case, the

chaotic advection is induced in the curved microchannel by consecutive generation

of Dean vortices (Fig. 11a). Typically such type of micromixer can provide an

effective mixing only for high Re in the range of few hundreds. These micromixers

are generally described using another dimensionless number, the Dean number (De):

Inlet

Inlet

Outlet

Entrance 2mm1mm 3mm

15
µm

15
µm

40
µm

25 µm

Fig. 9 Mixer with rectangular structure and inset reporting key features and dimension (above).
Mixing extent at various portions downstream of the entrance at Re ¼ 0.05 (below) (Adapted from
[121] with permission. Copyright IOP Publishing)
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De ¼ Re

ffiffiffiffiffiffi

Dh

R

r

(14)

where R represent the channel curvature. Jiang et al. [112] demonstrated that in

order to provide an efficient mixing De must be greater than 140.

Sundarsan et al. [95, 127] reported two improved 2D serpentine micromixers,

namely the planar spiral micromixer [127] and the asymmetric serpentine micro-

mixer (ASM) [95] (Fig. 11a). Both the micromixers were able to produce effective

mixing at low Re number. The mixing enhancement was due to the synergistic effect

of Dean and expansion vortices, where the latter were introduced by abrupt expan-

sions of the microchannels.

In a zig-zag micromixer [111], mixing is provided by laminar recirculation that

induces trasverse velocity components localized at each channel angle. The micro-

mixer studied had a critical Re number (Re ¼ 80), below which the mixing was

solely due to molecular diffusion (see Fig. 11c).

Another interesting planar structure able to induce chaotic advection has been

reported by Hong et al. [126] (Fig. 11d). This micromixer comprised a modified

tesla structure that redirected the streams, by exploiting the Coanda effect. The

authors demonstrated an efficient mixing at relative low Re number (Re < 10).

Based on the 2D twistedmicromixers, the so-called 3D serpentinemicromixers (or

3D twisted micromixers) have been developed. These micromixers have a complex

3D structure with a repetition mixing unit that induces the formation of secondary

flows that stretch and fold the fluids. Different channel arrangements have been

presented. Liu et al. [115] fabricated a 3D structure created by a series of C-shaped

segments aligned in a perpendicular plane. The authors showed that the microreactor

performedwell at relatively highRe number, (Re > 25) and that themixing efficiency

increased with an increase of the Re number. A 3D structure comprising an L-shaped

segment aligned in the perpendicular plane has also been presented (Fig. 12) [116].

Fig. 10 Micromixers with grooved pattern: (a) Connected-groove micromixer (CGM) and inset

reporting key features and dimension (Reprinted from [123] with permission from Elsevier.

Copyright 2008). (b) Schematic representation of circulation–disturbance micromixer (CDM)

and inset reporting key features and dimension (Adapted from [124] with permission. Copyright

IOP Publishing)
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Chen et al. [114] reported a more complex structure derived from the connection

of two helical flow channels with opposite chirality, and called it a topological

mixer. By splitting, rotating and recombining the flow streams, the micromixer

provided an effective and fast mixing at low Re between 0.1 and 2.

Park et al. [128] reported a structure that added the break-up effect in order to

increase mixing efficiency. The break-up process enhances the mixing process by

increasing the interfacial area as a result of the production of smaller fragments of

blobs. Another interesting approach using a 3D structure was recently developed by
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Fig. 11 Planar micromixer for chaotic advection: (a) 2D serpentine micromixer and insets
showing the cross-section view of the channel and corresponding secondary Dean flows vortices

(Adapted from [113] with permission. Copyright 2004 American Institute of Chemical Engineers ).

(b) Asymmetric serpentine micromixer (ASM) (top) and confocal cross section view showing

synergistic effect of Dean vortices and expansion vortices at different section along the mixer and

at differentDe number (Adapted from [95] with permission. Copyright 2006 National Academy of

Sciences, USA). (c) Zigzag micromixer and recirculating pattern created at each zigzag (Adapted

from [111] with permission). (d) Mixer with modified tesla structure and their effect on the liquid

interface (Adapted from [126] with permission. Copyright 2002 American Chemical Society)
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Long et al. [129]. They used an easily fabricated 3D structure comprising a circular

chamber in which inlet and outlet channel are connect tangentially. When the

two liquids to be mixed flow in the circular chamber, a vortical motion is generated.

The vertical motion provides distortions and elongations of material interfaces

and high mixing efficiency at relatively low Re (Re > 21).

Also, many micromixers combining chaotic advection and an SAR approach

have been presented [85, 130–133]. Park et al. [130] and Kim et al. [131] presented

a serpentine-laminating micromixer (Fig. 13a, b). These micromixers have a series

of F-shaped mixing units that combine the effect of a 3D serpentine structure with a

splitting/recombination mechanism. Wang et al. [132, 133] reported a micromixer

that combines the effects of a grooved surface and a splitting/recombination process

(Fig. 13c, d). This micromixer, called staggered overlapping crisscross micromixer

(SOC m-mixer), consists of an overlapping crisscross entrance and asymmetrical

herringbone grooved surface channels. The author demonstrate 46% better mixing

indices at the same longitudinal distance when compared with the SHM mixer. The

authors claimed that the superior mixing characteristic was due to the induction of

vertical tumbling near the intersections of the two crossing channels.

3.1.6 Multiphase Microfluidics and Microdroplet-Based Mixers

Microdroplets can be generated within microfluidic devices using different methods

such as electric fields [134], micro-injectors [135] and needles [136]. However, the

most widely used methods for droplet generation rely on flow instabilities between

immiscible fluids that lead to the so-called multiphase flow. Any fluid flow consisting

of more than one phase or component (e.g., emulsions and foams) are examples of

multiphase fluids. Traditional emulsification methods are based on the agitation of

immiscible fluids and result in the formation of a polydisperse collection of droplets. By

Fig. 12 3D serpentine micromixers with L-shaped segment. (Adapted from [116] with permis-

sion. Copyright 2003 American Chemical Society)
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contrast, methods based on the use of microfluidic devices have been shown to produce

highly monodisperse emulsions with a small size variation (e.g.,<1%) [53, 137–140].

In microfluidic devices, multiphase flows are created when two (or more)

immiscible fluids come into contact. Depending on the interaction between the

interfacial and viscous forces, the resulting multiphase flow can take different

forms, such as suspended droplets, slugs (droplets occupying the whole channel)

or stratified flow (parallel) [141, 142]. In addition to the forces exerted between the

two liquids, the channel geometry and physical characteristics also play an impor-

tant role in the process [143]. In this respect, the use of hydrophobic channels is

suitable for the formation of water-in-oil emulsions, whereas hydrophilic channels

favor the creation of oil-in-water emulsions [144].

Capillary number (Ca) is a parameter that expresses the competition between

viscous and interfacial forces, and is generally used to describe multiphase flow

behavior in micro- and nanochannels. Ca is defined as the ratio between the viscous
and interfacial force:

Ca ¼ mu
g
; (15)

where m is the viscosity of the continuous phase, u is the average flow velocity, and

g is the interfacial tension between the two fluid phases. The viscous forces mainly

act tangentially to the fluid interface causing the elongation of it, whereas the

Fig. 13 Micromixer combining SAR and chaotic advection approaches: (a) Serpentine laminat-

ing micromixer (SLM) and (b) concentration contours along the mixers channels, (Reproduced

from [131] by permission of The Royal Society of Chemistry). (c) Staggered overlapping

crisscross micromixer (SOC m-mixer) and (d) corresponding cross-section view showing concen-

tration profiles after flowing through two junctions (Adapted from [132] with permission. Copy-

right IOP Publishing)
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interfacial force acts preferentially normal to the interface and leads to droplet or

slug formation [145]. Generally, when viscous forces dominate interfacial forces, a

stratified flow occurs, whereas capillary instability leads to the formation of seg-

mented flow when the interfacial forces dominate.

The basic channel configurations used to generate multiphase flows include the

T-junction and flow focusing configurations (Fig. 14a, b). In the T-junction config-

uration, the channel transporting the dispersed phase intersects perpendicularly

with the continuous phase channel, and an emerging droplet is formed at the

intersection of the two channels. The effect of the viscous force generated by the

continuous phase flow, and the pressure gradient generated upstream of the junc-

tion, causes the narrowing of the neck and merging of the droplet, which eventually

breaks, leaving the liquid plug (or droplet) flowing downstream. By varying the

viscosity of the two phases, the relative flow rates, or the channel dimension it is

possible to tune the dimensions of the produced microdroplets [146, 148, 149].

In flow focusing configuration (Fig. 14c, d), the dispersed phase flows in the

middle channel, whereas the continuous phase flows in two lateral channels [147,

Fig. 14 Mechanism of droplet formation by flow instabilities between immiscible fluids: (a) T-

junction droplet generator and (b) photomicrograph of water-in-oil emulsion formation (Reprinted

from [146] with permission. Copyright 2001 by the American Physical Society). (c) Flow focusing

configuration, and (d) formation of the water-in-oil droplets (Reproduced from [147] by permis-

sion of The Royal Society of Chemistry)
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150]. The two phases are forced through a narrow region (orifice) located

downstream of the three channels. The effects of pressure and shear stress exerted

on the inner fluid cause the formation of a thin neck that eventually collapses,

leading to the formation of a droplet. In this design, the flow rates of the two

phases and their viscosity play crucial roles in controlling droplet generation

[150].

Generally speaking, mixing inside microdroplets is enhanced by a reduction in

diffusion length and by the intimate contact between the fluids to be mixed due to

the geometrical confinement of the droplet itself. Furthermore, the contact

between the droplet surface and the channel walls causes the generation of

recirculating flow within the droplet fluid [137] (Fig. 15). When the droplet is

transported through a straight channel, these flows are generated in the two halves

of the channel. Each flow pattern consists of two counter-circulating flows. This

flow pattern provides a mixing of the two halves; however, mass transport is not

Fig. 15 Mixing in microdroplets flowing in a microchannel: (a) Recirculation flow generated in a

straight channel. (b, c) Mixing patterns generated in winding channels that causes (b) stretch, fold,

and reorientation of the fluids interface and (c) asymmetrical recirculation patterns in the droplet

halves. (d) Experimental results showing the chaotic advection thus generated in microdroplets

(Adapted from [151] with permission)
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activated between the two halves that thus remain separated and unmixed [137]

(Fig. 15a). In order to create chaotic advection within the whole volume of the

microdroplets, the channel geometry must be varied in order to stretch and fold

the liquid in the droplets [53].

A classic passive way to introduce chaotic advection relies on the introduction of

turns and bends in the channel in order to introduce unequal recirculating flow in

each half of the droplet. This type of micromixer is known as a planar serpentine

micromixer (PSM).When a droplet is driven through a winding channel, each half is

in contact with a different section of the turn. The half that is exposed to the inner arc

is in contact with a shorter section, while the other is in contact with the larger

section of the outer arc. Within the half exposed to the inner part, a smaller reci-

rculating flow is generated compared with the other half. This asymmetrical distri-

bution of the recirculating flows in combination with the alternate switching of them

therefore causes chaos and crossing of fluid streams (Fig. 15c) [53, 139, 151, 152].

Furthermore, the turn in the winding channel causes the interface between the two

halves of the plug to be reoriented from the direction of plug movement, leading to

an exponentially thinner striation between the two fluids to be mixed (Fig. 15b). It

must be noted that the extent of mixing can be controlled by controlling the number

of turn in the microchannel.

Interestingly, has been reported that a combination of very high relative viscos-

ity of disperse and continuous phases, together with the use of surface active

molecules, caused a combination of slug flow and fine droplet dispersion, providing

efficient mixing and increasing the interfacial area between the two phases [153].

This mechanism was particularly useful in enhancing the reaction rate of interfacial

reactions, such as lipase-catalyzed acetyl isoamyl acetate synthesis [153].

Other channel geometries to induce chaotic advection in microdroplets have also

been developed. Liau et al. [154] proposed the introduction of bumps on one side of

the channel wall to promote droplet deformation. The authors proposed that the

enhancement of mixing could be addressed to the thinning of the lubricant layer of

dispersant fluid and by the interfacial stress induced by the bumps. A similar

approach was presented by Liau et al. [154]. However, in this case the bumps

were introduced in both the lateral channels walls. Similarly, Tung et al. [155]

proposed the introduction of a nonuniform cross-section of the wall to deform the

microdroplets and enhance the mixing.

3.2 Active Micromixers

As described previously, active micromixers rely on an external energy input to

introduce perturbation within the fluid streamlines to achieve mixing. Therefore,

they are categorized with respect to the type of external perturbation energy:

1. Pressure field

2. Elecrokinetic
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3. Dielectrophoretic

4. Electrowetting

5. Magneto-hydrodynamic

6. Ultrasound

3.2.1 Pressure Field Disturbance

One of the simple ways to achieve active mixing is to induce a pressure field

disturbance. Active micromixers relying on this strategy have been reported from

different authors [43, 156–159]. Deshmuck et al. [156, 157] proposed a T-junction

microfluidic chip with an integrated micropump that alternatively drives and stops

the flow within the microdevice to create a segmented flow.

A similar approach was presented by Glasgow et al. [43] (Fig. 16) that proposed

the use of a pulsing velocity fluid altering periodically the flow rate in the inlet

channel from high to low. The author used a simple T-shaped mixer to demonstrate

the effectiveness of this method at very low Re (from 0.30 to 2.55). They also

demonstrated that when both inlets were pulsed simultaneously the interface

between the two liquid was stretched through the confluence zone, leading to an

enhanced mixing. The authors also showed the influence of the amount and

periodicity of the pulsing on mixing efficiency, reporting that the best results

were obtained when the pulsing had a phase difference of 180�. Lei et al. [160]
reported a microfluidic mixer based on the same concept of fluid discretization and

operated by two vortex micropumps. The discretized fluid, constituted of discrete

volumes of liquids to be mixed, is then pumped into an expansion chamber to

increase the interfacial surface area between the volumes. The flow in the micro-

mixer had an Re of 30.

3.2.2 Electrokinetic Disturbance

Elecrokinetic instability (EKI) (or disturbance) micromixers take advantage of

fluctuating electric field to induce mixing in microfluidic channels or chambers

[161–163]. The fluctuating electric fields cause rapid stretching and folding of the

fluids interfaces that are able to stir the fluid stream in highly laminar flow

(Re < 1) [161]. Different mixing strategies that implement EKI have been pre-

sented. Oddy et al. [161] reported a pressure-driven micromixer (i.e., connected

with syringe pump) in which oscillating electroosmotic flows were induced by

an alternating current voltage (Fig. 17). A periodically alternated flow approach

was also presented for an electroosmotic-driven flow device by using either

a nonuniform zeta potential along the walls [164] or by varying the voltage

with time [165, 166].

Recently, it has also been reported that EKI mixing effectiveness can be enhanced

by combining its action with a passivemicromixing strategy using channel geometries
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that induce secondary flow [167]. Results show that for a 10-mm long T-type mixer

combining active and passive mixing strategies, the mixing efficiency can be

enhanced from 50% to 90% with respect to the solely active mixing strategy.
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Fig. 16 Mixing by pressure field disturbance: (a) Mean fluid velocity along the channel as

function of time for in-line inlet and perpendicular inlet. The fluids are pulsed with a simulated

180� phase difference. Contour levels of mass fraction of the fluids in the Y–Z plane are shown.

(b) Contour levels in the Y–X plane as a function of time as expressed in the graph in (a). Alternate

puffs of fluids are created as result of the pulsation introduced within the fluid stream (Reproduced

from [43] by permission of The Royal Society of Chemistry)
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3.2.3 Dielectrophoretic Disturbance

Dielectrophoresis is a phenomenon in which polarization of particle is induced by a

nonuniform electric field. Polarized particles can move towards or away from the

electrodes in response to the electrical field applied. A synergistic effect between the

movement of the particles and the geometry of the channel causes the creation of

chaotic advection that causes the mixing of the fluid surrounding the particle. This

approach was explored by different research groups in the last decade [168–170].

Recently, a similar approach based on isotachophoresis was reported in a micro-

fluidic device, demonstrating its usefulness formicromixing purposes [170]. The author

demonstrated that a small sample volume could be brought in contact in a controllable

manner to trigger a fairly fast mixing. This type of mixer does not require complicated

geometry and could be particular useful in the field of digital microfluidics.

3.2.4 Electrowetting Shaking

As described in the passive mixer section, movement of liquid droplets can generate

flow patterns within the fluid and enhance the mixing of species inside the droplets.

An active way to induce mixing in droplets is represented by electrowetting on

dielectrics (EWOD), or simply electrowetting. EWOD relies on the control of the

interfacial tension of a droplet by means of an electric field. Droplets containing

different species can be electrically actuated to coalesce using electrowetting effect.

After the coalescence, diffusion begins in the droplet and mixing of the two fluid

Function
Generator

High-Voltage
Amplifier

Fluid A

Syringe
pump

Fluid B

Mixing
chamber

1

2

3

4

5 Stirred
Fluid

1 mm

a b t = 0.0 s t = 0.4 s t = 0.6 s

t = 0.8 s t = 0.9 s t = 1.1 s

t = 1.3 s t = 1.5 s t = 1.9 s

t = 2.3 s t = 2.7 s t = 3.0 s

Fig. 17 Electrokinetic instability micromixer. (a) EKI micromixer. Fluids are pumped from inlets

1 and 2, and flow toward outlet 5, passing through the square mixing chamber. Side ports 3 and 4
allow for AC excitation. The mixing effect is confined within the mixing chamber. (b) Complex

fluid motion generated within the mixing chamber after the application of the AC field causes rapid

stretching and folding of the fluid interface, thus enhancing the mixing (Adapted from [161] with

permission. Copyright 2001 American Chemical Society)
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species occurs. However, this passive-like mixing is rather slow [171]. To speed up

the mixing process, different authors [171–173] have proposed the use of electro-

wetting to shake, split, and merge the droplets in order to create recirculating

patterns that increase the interfacial area between the two liquids to be mixed.

The droplets act as virtual mixing chambers, and mixing occurs by oscillating the

droplet across a number of electrodes at various frequencies. The authors demon-

strated an increase in mixing as the number of electrodes and transport velocity of

the droplet increase [171]. Furthermore, it must be noted that EWOD can achieve

mixing in a much more confined space than channel-based mixing.

3.2.5 Magneto-Hydrodynamic Disturbance

Magneto-hydrodynamic (MHD) disturbance relies on the induction of Lorentz

body forces in an electrolyte solution [46, 174, 175]. MHD devices utilize an

array of electrodes deposited in the channel walls to create current flows within

the fluid to be mixed, in the presence of an alternate potential difference on the

electrode pair. By coupling the generated electric field with a magnetic field,

Lorentz body force could be generated. The complex flow field generated deforma-

tions and stretched the material interface, enhancing the mixing (Fig. 18).

3.2.6 Ultrasound Disturbance

Mixing can be achieved by means of acoustic stirring created by ultrasonic waves

[42, 44, 176–181]. Ultrasounds are introduced into the channel by integrated

piezoelectric ceramic transducers [42, 44, 176, 177]. The ultrasonic action causes

an acoustic stirring of the fluid perpendicular to the flow direction and leads to an

enhancement of the mixing inside the microfluidic channel [42] or chamber [44,

180]. A turbulent-like mixing was achieved at Re < 1.

a

3

2

1

Electrode

22.3 mm

1 mm

4

b

Fig. 18 Magneto-hydrodynamic disturbance (MHD) micromixer. (a) Cross-section view of an

MHD mixer. MHD mixer comprises the following layers: (1) channel bottom wall containing the

electrodes; (2) spacer layers that constitute the mixing chamber; (3) cover plates; (4) permanent

magnet. (b) Deformation of fluid stream resulting from the application of a Lorentz body force

(upper panel) and corresponding creation of eddies (lower panel) (Reprinted from [46] with

permission. Copyright 2001 Elsevier)
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Air bubbles can be introduced in a microfluidic mixer in order to enhance the

mixing process. The surface of an air bubble in a liquid medium exposed to a sound

field can act as a vibrating membrane. The membrane vibration causes a bulk fluid

movement at the air–liquid interface. This effect, known as cavitation microstream-

ing, has been applied in microfluidic micromixers using a single bubble [181]

(Fig. 19) or an array of bubbles [178, 179].

3.2.7 Other Types of Active Micromixers

Thermal disturbance micromixers rely either on the increase in the diffusion

coefficient due to a temperature increase, or on natural convection to enhance the

mixing in the microfluidic channel [45, 182]. Recently Kim et al. [182] reported a

pumpless micromixer based on thermal disturbance and applied it to perform a

polymerase chain reaction (PCR).

Stirring in microdevices can also be achieved by means of microsized moving

elements that create a turbulent flow within the fluid to be mixed [183–185]. These

devices allow rapid mixing of a large volume of sample within the characteristic

length of the microstirring elements and can be used with a wide range of fluids. Lu

et al. [183] reported the use of a rotating bar made of ferromagnetic material driven by

means of an external rotating magnetic field. A similar approach was developed by

Huh et al. [185] and applied for sensing infectious viral disease. The system proposed

used a rotating micromagnetic disk driven by a commercial rotating magnet.

Fig. 19 Mixing by acoustic microstreaming. (a) Micromixer. An air bubble is trapped within the

horseshoe structure and when activated by the piezo transducer generates a microstreaming around

it, as shown in the inset. (b) Photomicrograph showing microstreaming. (c) No mixing effect was

observed in the absence of acoustic waves. (d) Fast mixing was achieved in the presence of

acoustic waves. Concentration plots (e) across the channel width and (f) near the bubble (Repro-

duced from [181] by permission of The Royal Society of Chemistry)
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Another novel micromixer was presented by Haeberle et al. [186]. It consisted of

a modular centrifugal micromixer (Fig. 20) relying on the force generated by the

rotating drive to provide both pumping and mixing energies. The mixing is due to

the Coriolis force, which causes the interface between the two liquids to be mixed

to folds and therefore increases the contact surface between them. The micromixer

consists of a planar rotating disk hosting the mixing channel, a rotating unit

(standard laboratory centrifuge), and a contact-free reservoir. This mixing system

has a high volume throughput on the order of milliliters per minute.

4 Why Microfluidic Mixers?

The intense research over the last two decades on developing microfluidic-based

mixers was driven by the possibility to leverage a number of advantages that stem

from the unique fluid behavior in a microfluidic environment. At microscale level,

Fig. 20 Centrifugal micromixer. (a) Micromixer device and its components. (b) Simulation of the

mixing process shows the effect of the Coriolis pseudoforce (Fc) in folding the interface of the two

liquids. Simultaneously, the centrifugal force (Fv) drives the liquid toward the outlet (Reproduced

from [186] with permission. Copyright Wiley-VCH)
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fluid properties become increasingly controlled and provide the possibility of exert-

ing control over the different processes carried out in a microfluidic environment.

First, the degree of mixing of reactants could greatly influence the product

composition for very fast reactions, as demonstrated for both macro- [187, 188]

and microreactors [74, 77]. In this respect, micromixers are appealing tools since

they can provide a fast and controllable mixing process as a result of their small

dimension and the omnipresence of a highly predictable laminar flow. These

properties make micromixers particularly applicable for reactions with very fast

kinetics or for dealing with unstable intermediate substances [56, 189]. The fast

mixing process is also a valuable advantage for precipitation/crystallization pro-

cesses such as production of colloidal systems or nanoparticles [190]. Fast mixing

provided by micromixers can also be exploited to obtain a freeze-quenching

process that allows trapping of metastable intermediates during fast chemical or

biochemical reactions [117].

Microfluidic systems also provide the possibility to spatially and temporally

monitor and control reactions by adding reagents at precise time intervals during

the reaction progress. This was demonstrated by Shestopalov et al. [191] by carrying

out a multistep synthesis of quantum dots using the microfluidic droplet reactor.

The small internal volume also provides an opportunity to decrease the amount

of sample required for the analysis or reaction. This is particularly useful when

rare and valuable substances or samples are used, as well as when a large number of

samples in a limited small volume are available for biological and chemical

analysis and screening [56].

Typically, microfluidic devices have channels with dimensions between 10 and

400 mm. This small dimension compared to conventional mixing systems results in

an increase in the surface-to-volume ratio, to 10,000–50,000 m2 m�3 compared

with 100–2,000 m2 m�3 of their macroscale counterparts. This characteristic

endows micromixers with a superior heat transfer and control [192], allowing

reactions to be performed in an isothermal manner [83, 193, 194]. Due to their

heat transfer efficiency, micromixers can be conveniently applied for handling

reactions in which fast heating and cooling of the reaction mixture are required,

such as highly exothermal reactions [9, 195–199].

Recently, the development of microfluidic systems that are able to controllably

generate liquid droplets has defined the possibility to perform a diverse range of

chemical and biological processes, including the synthesis of biomolecules, drug

delivery systems, and diagnostic testing [149, 200]. Microfluidic devices are able to

generate highly monodisperse droplets [201–203] in a parallelized fashion, in line

with industrial applications, and avoid cross contamination between the droplets by

separating the droplets with an immiscible fluid or gas [201, 203]. Digital or droplet

microfluidics is particular interesting because it allows the handling of each droplet

as a singular microreactor that can be individually controlled and analyzed in an

high-throughput fashion [204, 205]. The confinement of the substances in discrete

droplets also allows the elimination of residence time variation due to the parabolic

flow profile that frustrates single-phase microfluidic mixers [206].

In general, the small internal volume of the micromixers is beneficial in a safety-

related point of view when handling hazardous substances and chemical reactions
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[198]. The possibility of generation on-demand and in-situ of hazardous and toxic

substances (e.g., H2O2) represents an important advantage [207].

Lastly, it must be noted that another important driving force in developing

microfluidic based mixers and reactors is represented by their possible application

as elements of more complicated and multifunctional mTAS.

5 Conclusions

Research on microfluidics and mTAS has been progressing rapidly in the last two

decades. Micromixers represent one of the essential components in integrated

microfluidic systems for chemical, biological, and medical applications. This

chapter describes the characteristics of the microfluidic environment and the pecu-

liar fluid behavior at the microscale. Among the different features of fluid at the

microscale, one of the most relevant to mixing applications is the omnipresence of

laminar flow where mixing can be dominantly accomplished by molecular diffu-

sion. Nevertheless, this apparent disadvantage coupled with the reduced dimension

of microfluidic devices has been leveraged to provide faster and controllable

mixing. Design and characterization of various microfluidic mixers have been

reported, and their operation conditions and implications for mixing at microscale

have been discussed.

The mixing principles applied can be categorized into two groups, active and

passive. Passive micromixers rely solely on pumping energy to manipulate the fluid

interface and enhance mixing. Passive micromixers are then divided into different

categories that reflect the way in which fluid streams are manipulated in order to

increase mixing. Specifically, T- or Y-shaped micromixers, parallel lamination

micromixers, focusing enhanced mixers, sequential lamination micromixers, cha-

otic advection micromixers, and droplet micromixers have been discussed.

Active micromixers use an external energy source to introduce perturbation in

the fluid stream and are then categorized with respect to the type of energy source

used. Pressure field, elecrokinetic, dielectrophoretic, electrowetting shaking, mag-

neto-hydrodynamic, ultrasound, and thermal-assisted micromixers have been pre-

sented and discussed.

Finally, the practical advantages of mixing on the microscale have been dis-

cussed, showing that microfluidic technology provides a useful approach for solv-

ing a number of practical issues for chemical, biological and medical applications.

Nevertheless, micromixing technology is still mostly focused on laboratory appli-

cations because the possible industrial applications are still frustrated by a lack of

understanding of scalability, profitability, and operational flexibility.

Owing to the excellent capability of microfluidic devices and the presence of

micromixer technology that has been studied in depth, it can be anticipated that in

the near future more practical laboratory and industrial applications for micromix-

ers will be developed.
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Basic Technologies for Droplet Microfluidics

Shaojiang Zeng, Xin Liu, Hua Xie, and Bingcheng Lin

Abstract In recent years droplet microfluidics has become a quickly evolving

research field. The availability of a wide range of technologies for droplet genera-

tion and manipulation has enabled the applications of droplet microfluidics in a

wide variety of fields, from single cell analysis to material synthesis. In this review

we summarize the main technologies for droplet microfluidics and discuss the

recent advances in technologies that enable droplets as microreactors with complete

functions. Applications of microdroplets in chemical reactions, particle synthesis,

and single cell analysis are also briefly reviewed.
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1 Introduction

Droplet microfluidics deals with generation, manipulation, and applications of

droplets with dimensions, typically, in the range of several micrometers to hundreds

of micrometers in diameter (femtoliter to nanoliter in volume) in microfluidic devices.

Droplet microfluidics has defined a new experimental platform for a diverse range

of biological and chemical processes. Essentially, droplets partition experiments

into individual tiny compartments, each serving as a discrete microreactor and

separated from each other by an immiscible carrier fluid. This concept of compart-

mentalization is particularly appealing to perform chemistry and biology since

reactants are isolated within individual droplets. Since its advent in the early

2000s [1, 2], droplet microfluidics has become an increasingly popular and quickly

evolving research field. The rapid proliferation of droplet microfluidics has been

driven by (1) the need to understand new fluid dynamics phenomena involved in

multiphase microfluidic systems and (2) the growing interest in using droplets as

microreactors for applications in chemistry and biology.

Early works demonstrated the use of microchannels with prescribed dimensions

and geometries to generate streams of microdroplets (disperse phase) dispersed in

an immiscible continuous phase [1, 2]. The sizes and production rates of the

droplets were shown to be able to be tuned by simply varying the flow rates of

the disperse phase and continuous phase. Later on theoretical interests arose on the

characterization and exploration of complex dynamic phenomena involved in

droplet generation and trafficking within microfluidic channel networks [3, 4].

Meanwhile, a wealth of technologies for improved droplet generation, intra-droplet

content manipulation, and methods for controlled trafficking, all enabled a wide

range of appealing applications [5–8] from chemical kinetics [9] and protein
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crystallization [10, 11] to material synthesis [12, 13], single cell analysis [14, 15],

polymerase chain reaction (PCR) [16], protein engineering, and high throughput

screening technologies [17].

This review will discuss the recent advances in technologies that enable droplets

as microreactors with complete functions and the applications of droplets in

chemistry and biology. Discussions will be focused on various technologies for

generation, fusion, splitting, and detection of droplets in microfluidic devices.

Applications of droplets in chemical reactions, particle synthesis, and single cell

analysis will also be briefly reviewed. The readers are also addressed to some recent

excellent reviews on various aspects of droplet microfluidics [5–9, 14–17]. Studies

from fluid mechanics perspectives, which focus on the understanding of the basic

fluid dynamic phenomena involved in droplet or multiphase microfluidics in gen-

eral, have been summarized in recent reviews [18–21] and are not detailed here.

Digital microfluidics [22] that generate and manipulate relatively bigger droplets

based on electro-wetting will not be covered in this review.

2 Technologies for Droplet Microfluidics

2.1 Droplet Generation

Conventional methods for making droplets involve manual or mechanical agitation

of multiphase fluids. Since there is no way to control the uniformity of the shear or

impact stresses involved in droplet breakup, droplets formed in these ways are

highly polydisperse in size. In contrast, using microfluidic devices with prescribed

channel dimensions and geometries, and by controlling the flow rates of two

immiscible liquids, the flow conditions in droplet breakup can be highly repeatable

and thus it is feasible to generate microdroplets of uniform size distributions (1–3%

dispersity).

In droplet microfluidic devices, T-shaped junction [1, 23] and “flow-focusing”

[2, 24] are the most commonly used channel geometries for generating droplets.

Droplet formation in a T-junction was first proposed by Thorsen et al. [1] to form

water droplets in a set of oil phases. In the T-junction device, the disperse phase and

continuous phase flowed out from two perpendicular channels and formed an

interface at the junction (Fig. 1a, b). Due to the shear force exerted by the continu-

ous phase, the disperse phase thinned gradually and eventually broke into droplets.

Later on, Anna et al. developed a “flow-focusing” device [2], where the disperse

and continuous phases flowed in a central channel and two outside channels

respectively. The two phases were then impelled to flow through a small orifice

located downstream the convergent region and the droplets formed inside or

downstream the orifice (Fig. 1c, d). Both types of devices were shown to be able

to change the sizes of droplets by varying the relative flow rates of the two

immiscible phases. “Flow-focusing” configuration allows generating droplets smal-

ler than the orifice size [25]. This feature will be attractive when small sized

droplets are required. A T-junction structured device has a simpler channel
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structure and is relatively easy to operate. Detailed discussions on the hydrody-

namic features of the two devices have been summarized in recent reviews [18–21].

In both types of devices, the surface properties of the microchannels were found to

be critically important for droplets generation [26]. The channel surface should

preferentially be wetted by the continuous phase. Poly(dimethyl) siloxane (PDMS)

is the most widely used material to fabricate microfluidic devices for use in droplet

research. PDMS is inherently hydrophobic and can be directly used to generate water-

in-oil droplets. Oil-in-water droplets can also be generated using PDMS microfluidic

device after hydrophilic patterning of the channel wall. The particularly appealing

advantages of PDMS include the low cost of fabrication and rapid and easy prototyp-

ing process. However, PDMS will undergo swelling and deformation in the presence

of organic solvents, and other materials with higher solvent resistance, such as glass,

will be chosen. Glass is hydrophilic and can easily bemodified to be hydrophobic, and

both water-in-oil and oil-in-water droplets can be produced using glass microfluidic

devices. The time-consuming process of device fabrication and relatively high cost,

however, limit its wide use in droplet research.

Other methods for generating droplets are also available, for instance, using

capillary systems [27], axisymmetric “flow-focusing” structured devices [28, 29].

In these devices the disperse phase is shielded by the continuous phase from

touching the channel wall, and the surface problems could be alleviated.

Fig. 1 Droplets generation in microfluidic devices. (a) Schematic channel layout of T-junction

device. (b) Micrograph showing the formation of droplets in a T-junction device. Reproduced with

permission from [1]. (c) Micrograph of the “flow-focusing” device. (d) Droplets generation at

different flow conditions in “flow-focusing” device. Reproduced with permission from [2]
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One limitation of the aforementioned technologies is that parameters, such as

droplet size or generation rate, cannot be independently controlled. One demands

methods [30–35] that can actively control the generation of droplets and various

methods have been reported, including electro-wetting [30], centrifugal [31], elec-

tric control [32], thermal capillary valving [33], and pneumatic microvalving-based

methods [34, 35].

2.2 Droplet Fusion

Controlled fusion of droplets is a fundamental operation unit for the droplets to

be used as microreactors. To initiate a reaction in a droplet, two sets of droplets

are separately generated and then brought into contact and merged through either

active or passive processes. Under the occasions requiring multistep reactions or

controlling the reaction kinetics, fusion steps are demanded to concentrate or dilute

the reactants in droplets or to add new reagents into droplets [36–39].

Ahn et al. proposed an electrocoalescence device (Fig. 2a) [40] that relied on

pair-wise synchronizing droplets by their size-dependent flow velocities in the

Fig. 2 Droplet fusion devices. (a) Fusion based on electrocoalescence. Reproduced with permission

from [40]. (b) Droplet fusion based on surface energy patterning. Reproduced with permission from

[41]. (c) Fusion based on changing the concentration of surfactant in continuous phase. Reproduced

with permission from [42]. (d) Pillars assisted droplet fusion. Reproduced with permission from [43]
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microchannels, then using an electric field to fuse the paired droplets. Smaller

droplets moved faster due to the Poiseuille flow, allowing pairs of surfactant-

stabilized droplets to be brought into contact and then fused under an electric

field. Takeuchi and co-workers reported a similar approach for droplet fusion

[44]. In their approach, they incorporated a widening chamber in the droplet flow

pathway, where the precedent droplet would slow down, providing a chance for a

second droplet to catch up. An alternating current (AC) electric field was applied

across the chamber to facilitate the droplet fusion. The mechanism of electrocoa-

lescence is still a subject of study. Yet it was observed that the phenomenon is

related to electric field induced interface instability [37]. Link et al. proposed

another way of using electric force to fuse droplets [32]. In their method, opposite

charges were applied to the interfaces of aqueous and oil phases, and two streams of

oppositely charged droplets were produced simultaneously. These droplets would

immediately coalesce once they came into contact with each other.

Aside from methods that rely on using active (electric) force to trigger droplet

coalescence, passive droplet fusion methods based on tuning channel surface

energy, geometry, or liquid interfacial tension have also been proposed [41–43,

45, 46]. For instance, Fidalgo et al. proposed a fusion strategy based on patterning

the wettability of the microchannel [41]. As shown in Fig. 2b, they fabricated a

hydrophilic patch within a hydrophobic PDMS channel. Water-in-oil droplets con-

taining different chemicals were generated with double T-junction upstream

patches, flowed downstream, and were trapped and fused at the hydrophilic patch.

Mazutix et al. proposed another strategy to fuse pair-wise synchronized droplets [42]

(Fig. 2c). They diluted the concentration of surfactant in the continuous phase, hence

de-stabilizing the droplets, allowing them to coalesce upon touching each other. One

interesting observation in their system was that one big droplet would only fuse with

one small droplet, even if multiple small droplets might touch the big ones. This is an

appealing feature that may alleviate the difficulties in synchronizing the droplets.

Recently, Niu et al. developed a novel fusion device, which relied on pillar facili-

tated droplets interface instabilities [43] (Fig. 2d). The droplets flowed into a

chamber containing a comb-shaped pillar array and, while the first droplet squeezed

through the pillar array, it slowed down, and the following droplet caught up and

fused with it.

2.3 Droplet Splitting

Droplet splitting is a critical operation that can split a single droplet into two or

more droplets, and enhance the effectiveness of droplet based microfluidic systems.

Song et al. first proposed the splitting of a droplet in a constricted T-shaped channel

[47]. Link et al. [48] then comprehensively investigated the process of splitting of a

droplet in a T-shaped channel (Fig. 3a). They found that when a droplet flowed

toward the bifurcation section, it was stretched by the predominant elongation flow

in that region. If the droplet was large enough initially, it would thin at its center and
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split into two daughter droplets as it passed through the junction. They demon-

strated that asymmetrical splitting was also attainable by altering the lengths of the

two branch channels.

More active control of the splitting, where the size ratio of the two daughter

droplets could be actively controlled, was also demonstrated [49–51]. Nie et al.

recently reported using asymmetrical droplet splitting as a method for sampling

small amounts of the contents from larger nanoliter plugs [49]. In their device, plugs

were pumped into a loop where they split according to the flow resistance of each

arm of the loop (Fig. 3b). The splitting ratio depended on both the dimensions of the

loop channels and the frequency of plugs entering the loop. Splitting ratios from 1:1

to 34:1 were achieved for samples from 1.7 to 3.3 nL. The system showed promise in

performing multiple assays on a single sample, preserving the sample while some

was removed for analysis, and splitting reagents or test compounds for use in

multiple assays [49].

2.4 Mixing Inside Droplets

Rapid mixing of reagents is necessary to determine accurately the starting time of a

reaction. The control of mixing is also important for carrying out and studying the

kinetics of chemical and biological reactions. In continuous flow microfluidic

systems, fluids commonly flow laminarly and mixing is achieved by diffusion,

which is commonly a very slow process. Droplet-based microfluidic systems allow

rapid mixing simply by implementing special channel configuration [47, 52–55]

(Fig. 4a–c). When a droplet moves along a microchannel and touches the channel

wall, two recirculation flows are generated inside the droplet due to the shear

interaction of the channel wall. In a straight channel, two equal recirculation

flows are generated in each half of the droplet that touches the channel wall. Fluids

Fig. 3 Droplet splitting devices. (a) Sequential droplets splitting. Reproduced with permission

from [48]. (b) Asymmetrical droplets splitting. Reproduced with permission from [49]
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within each half of the droplet are mixed by advection; however, mixing between

the two halves is still dominated by diffusion and is slow. To enhance the internal

mixing within droplets, a winding channel is introduced after the droplet generation

section. As a droplet traverses through a winding channel, the recirculation flows in

the two halves of the droplet are unequal. In the half exposed to the inner arc of the

winding channel, a smaller recirculation flow is generated and, in the other half of

the droplet, a larger recirculation flow is generated. This irregular motion of droplet

contents along the channel repeatedly folds and stretches the two fluids to achieve

fluids striations that become exponentially thinner, the process of which is called

chaotic advection, and decreases the distance of diffusive mixing. As the diffusive

mixing time tdiff (s) can be expressed as tdiff ¼ d2/2D, where d (m) is the striation

thickness and D(m2s�1) is the diffusion coefficient, mixing by diffusion would

occur rapidly when the striation thickness is on the sub-micrometer scale. The

striation thickness and the extent of mixing are dependent on the number of winding

turns that the droplet has experienced. By increasing the flow rates of oil and

aqueous phases, complete mixing within droplets on a sub-millisecond time scale

has been achieved. This rapid mixing has been used to investigate the fast reaction

kinetics of enzyme [53] (Fig. 4d).

2.5 Droplet Sorting

Droplet sorting enables separation of specific droplets of interest from a large

population of droplets, which is an essential module for high-throughput screening

REORIENT
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Fig. 4 The process of mixing within a droplet moving through a winding microfluidic channel.

(a) Schematic of stretching and folding of the recirculation flows inside droplets. (b) Schematic of

recirculating flows in droplets moving through smooth and sharp turns. (c) Pictures showing the

flowing patterns inside droplets at different positions in a winding microchannel. Reproduced with

permission from [55]. (d) Fluorescence images of droplets moving through winding channel.

Reproduced with permission from [53]
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applications. In the process of droplet sorting, a bias is applied to a specific droplet

when some criteria are satisfied such that it can be picked out. Various approaches

have been proposed to generate the bias for droplet sorting, including electric field,

surface acoustic wave, and so on.

Electric field has been the most developed method for use in droplet sorting.

Link et al. developed a set of tools for droplet manipulation by electric field [32]

and demonstrated the ability to steer actively the direction of droplets flow into

branching channels. Ahn et al. [56] developed a dielectrophoresis-based technology

for high-speed sorting of water droplets in microfluidic devices (Fig. 5). They

fabricated microfluidic devices containing microelectrodes underneath PDMS

channels that produced a force of more than 10 nN on a water droplet in oil

phase, resulting in a sorting rate of higher than 1.6 kHz. Baret et al. [57] further

developed a fluorescence activated droplet sorting device, which depended on laser

induced fluorescence to detect the chemical contents within a train of droplets

continuously passing the excitation light spot. The fluorescence signal was coupled

to a downstream electronic sorting unit, which would selectively steer the droplets

into either of the two branching channels based on their fluorescence signal

intensity. They demonstrated sorting single cells compartmentalized in droplets at

rates up to 2,000 droplets per second.

Surface acoustic wave is another useful method that can direct the motion of

droplets in microfluidic channels and be used for droplet sorting [58]. The surface

acoustic wave device is assembled on top of the surface of a piezoelectric substrate,

on which an interdigital transducer of gold electrodes is fabricated. A surface

acoustic wave, known as Rayleigh wave, is excited and propagates along the

piezoelectric substrate when an alternating RF voltage signal is applied to the

interdigital transducer. This surface acoustic wave will propagate into the continu-

ous phase and push the droplet along the direction of wave propagation. Since

acoustic streaming only depends on the compressibility of the continuous phase,

two especially attractive features of this method are that it is label-free and material

independent, and is thus easy to integrate into complex systems.

Fig. 5 Dielectrophoretic droplets sorting. (a) Schematic view of the device. (b) Schematic cross

section of the device. (c) In the absence of an electric field, water droplets flow into the waste

channel. (d) Applying an electric field, the droplets are attracted toward the energized electrode

and flow into the collection channel. Reproduced with permission from [56]
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Other methods, such as using the magnetic field, have also been employed to

manipulate droplets loaded with magnetic particles [59]. Laser-induced localized

heating, which alters the interfacial tension, offers another way to sort droplets [60].

However, these methods either need complex operation or lack controllability,

which may limit their applications.

2.6 Trapping and Incubation of Droplets

Typically, due to the limited length of a microchannel, the residence time of

droplets in microfluidic devices is in the range of seconds to a few minutes.

However, in many circumstances, it will be necessary to store droplets for up to

several hours or even days, after or between different stages of droplets processing

to allow a particular reaction to take place. The simplest and most straightforward

method to increase the residence time of droplets in microfluidic devices is to

increase the length and width of the channel. Frenz fabricated a microfluidic device

with a delay line that is wider and deeper than the microchannel at the droplet

generation section [61]. In order to make sure that all droplets would have a similar

residence time in the delay line, periodic constriction structures were added to it.

They then used this device to measure the reaction kinetics of enzyme b-lactamase

over several minutes. However, this device was not suitable for applications where

longer storage times of droplets were required. Courtois et al. [62] developed a

microfluidic device containing a reservoir that can hold up to 106 droplets. Droplets

could reside in the reservoir for at least 6 h and in vitro expression of green

fluorescent proteins was conducted in this device. The disadvantage of this method

was that the original sequence of droplets was lost in large reservoirs. One way to

solve this problem is to trap the droplets in the reservoir. Schmitz et al. [63]

proposed the “dropspot” device, a microfluidic device in which arrays of round

chambers were connected by narrow constrictions. When droplets flowed into the

chamber arrays, they had to squeeze through the constrictions. With appropriate

droplet size, and in the absence of flow, a chamber would contain only a single

droplet due to surface tension. They then used the device to monitor the activity of

b-galactosidase from single cells contained within droplets. Takeuchi et al. [64]

designed a novel flow resistance-based trapping device in which a straight channel

containing constriction structures was superimposed with loop channels (Fig. 6a).

The length of the loop channels were designed such that, when the constriction

structures were empty, the flow resistance along the straight channel was lower than

that of the loop channel. Droplets would preferentially flow into the constriction

structures and be trapped. After trapping a droplet, the constriction structure would

have a higher flow resistance than the loop channel and direct the droplet flow

through the loop channel. Subsequent droplets would bypass the constriction

structure and be trapped by the next constriction structure. Shi et al. [65] adopted

this design to trap droplets containing Caenorhabditis elegans and characterized the
behavior of C. elegans in response to neurotoxin (Fig. 6b). Later, Huebner et al. [66]
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developed a similar design and investigated the enzymatic reactions and cell

behaviors in the trapped droplets (Fig. 6c). Although droplets can be trapped by

devices with trapping structures, droplets can still not be incubated for long term,

days to months, due to the gas permeability of PDMS. One solution to this problem

is to collect the droplets in a glass capillary and this method has been applied to

investigate protein crystallization [67].

2.7 Droplet Content Characterization

Once the reactions have completed inside droplets, the reaction products have to be

detected and characterized. Various methods have been employed for the detection

and characterization of droplet contents. Since most microfluidic devices are

fabricated using transparent materials such as PDMS and glass, optical systems,

including fluorescence microscopy [53, 68, 69] and Raman spectroscopy [70], can

be directly used to detect the reaction products inside droplets. Up until now,

fluorescence measurement has been the most successful and prevalent method to

detect the droplet contents. The advantage of fluorescence detection is that it can

simultaneously monitor the fluorescence signal from multiple droplets and has been

applied to characterize enzyme kinetics [53] and protein–protein interactions [68]

in continuously moving droplets. However, it requires the reaction products to be

fluorescent, which limits its applications. Besides optical methods, electrochemical

detection can also be used to gain information on droplet contents and has been used

to measure the Km and Vmax in conversion of H2O2 by catalase [71].

Fig. 6 Trapping of droplets inside microfluidic devices. (a) The design and working mechanism

of the flow resistance-based droplet-trapping microfluidic device. Reproduced with permission

from [64]. (b) Image of arrays of trapped droplets encapsulating C. elegans. Reproduced with

permission from [65]. (c) Geometry-based droplet trapping device (top) and image of trapped

droplet array (bottom). Reproduced with permission from [66]
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In the above methods, the droplet contents to be detected and characterized are

relatively simple. However, in many cases, the composition of droplet contents is

complex, and then separation will be necessary. Electrophoresis has been the most

developed separation method in microfluidic devices. Recently, Roman success-

fully extracted the contents of individual droplets from oil and interfaced it to

electrophoresis separation [72]. Later, Wang et al. [73] improved the method and

applied it to in vivo chemical monitoring of the amino acids from brain after

microdialysis. As a label free and universal method, mass spectroscopy has also

been successfully applied to study the reaction products in droplets. Since droplets

are surrounded by carrier oil, the droplet contents cannot be directly characterized

by mass spectroscopy. Fidalgo et al. [74, 75] employed a high voltage to extract a

droplet from carrier oil into an aqueous buffer stream and interfaced the buffer into

ESI-MS (Fig. 7). When combined with fluorescence signal actuated droplet extrac-

tion, this method can be used to carry out advanced experiments in which the

chemical identity of droplet contents is determined depending on their biological or

chemical activity.

2.8 Hyphenation of Droplets to CE and HPLC

One unique characteristic of droplets is their isolated nature by immiscible carrier

oil. This feature, in combination with the tiny size of droplets, is particularly useful

for preserving the separation bands of high resolution separation methods, such as

capillary electrophoresis (CE) and microscale high performance liquid chromatog-

raphy (HPLC), in which the separated components are usually difficult to collect

Fig. 7 Characterization of droplet contents by mass spectroscopy. (a) Pictures showing the

process of extracting droplets from oil into aqueous stream. (b) Schematic of the experimental

setup for combining fluorescence detection and mass analysis of droplets. Reproduced with

permission from [74, 75]
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owing to the extremely small volume involved and molecular diffusion. Edgar et al.

[76] first proposed the use of droplets for the compartmentalization of separated

components of microchip capillary electrophoresis (Fig. 8). In their device, electro-

osmotic flow was used to drive the aqueous flow and generate droplets. They

demonstrated that the droplet generation would not interfere with the electrophore-

sis separation process. Further processing of the droplets can be performed after

encapsulation of the separation components into droplets. In another example,

Theberge et al. [77] described the generation of droplets with defined contents

and concentration gradients from the separation components of high performance

liquid chromatography. Niu et al. [78] then utilized droplets to couple two-dimen-

sional separations, with capillary HPLC as the first dimension and electrophoresis

as the second dimension.

3 Applications

In general, several features of droplets make droplet-based microfluidics an

appealing platform for chemistry and biology. (1) The compartmentalization of

reactions into individual droplets is particularly effective for eliminating the

dispersion of reactants along the microchannel encountered in continuous flow

microfluidic systems. (2) Evaporation of solvent is also prevented and reaction

condition inside a droplet is very stable. (3) As a result of the tiny size of a droplet,

the consumption of reagents and sample will be extremely low and the enclosed

space of a droplet can be used to compartmentalize single cells or even single

molecules. (4) Furthermore, droplets generated by microfluidic devices are highly

monodisperse, which allows for quantitative measurements and analysis. (5) The

high surface area-to-volume ratio of droplets and the differential flow speeds between

carrier fluid and droplet offers extremely efficient mass and heat transfer between

the carrier fluid and the droplet. (6) The chaotic advection inside droplets enables

complete mixing on a millisecond scale. Other advantages of droplet-based

Fig. 8 Compartmentalization of the separation components of capillary electrophoresis.

(a) Schematic of the device and process of compartmentalizing the separation bands of capillary

electrophoresis into individual droplets. (b) Trapped droplets generated by electroosmotic flow.

(c) Bright-field (top) and fluorescence (bottom) images of trapped droplets containing the band of

fluorescein after capillary electrophoresis. Reproduced with permission from [76]
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microfluidic system include precisely controllable reaction time inside a droplet by

adjusting the length of channel and the flow rates of fluids. The availability of a

wide range of technologies for flexible generation and manipulation of droplets has

enabled the applications of droplet microfluidics in a wide variety of fields, from

chemical reactions [9, 79] and protein crystallization [10, 11] to material synthesis

[12, 13, 80–83], single cell analysis [84–91], DNA amplification [16], protein

engineering [62, 92], and high-throughput screening technologies [17, 93]. It is

not possible to cover all application areas in this review. For the demonstration of

the use of droplets as microreactors, applications of droplet microfluidics will be

briefly reviewed in chemical reactions, material synthesis and single cell analysis.

3.1 Chemical Reactions

In conventional single phase microfluidic systems, flow in the microchannel is

laminar; a parabolic velocity profile is established with fluid velocity zero at the

channel walls and maximum at the channel center [18, 21] (Fig. 9a). There are two

implications to this behavior: (1) a reagent sample plug will constantly dissipate

along the microchannel, and (2) the mixing of samples could be very slow in

co-flow streams.

In contrast, these problems could be easily solved in droplet based microfluidic

systems. Song et al. reported a droplet-based reaction system that could be used to

control networks of many chemical reactions on the millisecond scale [47]. They

reported that the droplet reactor, which was defined by the enclosed water–oil

interface, would confine the reactants within the droplet and henceforth eliminate

sample dissipation problems; furthermore, they observed that, by allowing micro-

droplets to flow through winding channels, the flowfield inside the droplet could be

transformed from recirculating to chaotic, which greatly enhanced the mixing

inside the droplets (Fig. 9a). These two features of droplet microreactor allowed

one to control when each reaction began, for how long each reaction evolved before

it was separated or combined with other reactions, and when each reaction was

analyzed or quenched [47]. Later on, the same group demonstrated using a droplet

microfluidic system to probe millisecond reaction kinetics using nanoliters of

reagents (Fig. 9b) [53]. A similar concept has recently been adopted by Churski

et al. who developed a droplet on demand technique and an integrated system for

scanning arbitrary combinations of three miscible solutions in droplets at 3 Hz and

used them to scan up to 10,000 conditions of chemical and biochemical reactions

per hour using 10 mL of solutions in total [95].

Through years of development, the portfolio of applications of droplet-based

microreactors has expanded from chemical kinetics to a wide spectrum of applica-

tions including protein crystallization [10, 67, 96–99] and modeling complex

reaction networks [100–104]. Interfacial reaction at the oil/water interface has

also been explored for chemical synthesis [105]. Another interesting area is using

droplets as highly effective reaction system to prepare nanoparticles [94, 106–108].
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For instance, Duraiswamy et al. [94] recently reported a droplet-based microfluidic

method for the preparation of anisotropic gold nanocrystal dispersions. Gold

nanoparticle seeds and growth reagents were dispensed into monodisperse picoliter

droplets within a microchannel. Confinement of reaction solutions within small

droplets prevents contact between the growing nanocrystals and the microchannel

walls. The critical factors in translating macroscale flask-based methods to a

droplet-based microfluidic method were highlighted and approaches were demon-

strated to fine-tune nanoparticle shapes into three broad classes: spheres/spheroids,

rods, and extended sharp-edged structures, thus varying the optical resonances in

the visible–near-infrared spectral range (Fig. 9c) [94].

3.2 Microparticle Synthesis

One apparent feature of droplets generated in microfluidic devices is their mono-

dispersity in size. Formation of droplets containing precursor solutions dispersed

in a continuous phase and then initiation of crosslinking, polymerization or

phase separation produces monodisperse microparticles of defined compositions.

Fig. 9 Reactions in microdroplets. (a) Schematic showing enhanced mixing and suppressed

dispersion in droplets. Reproduced with permission from [47]. (b) Millisecond kinetics on droplet

microfluidics. Reproduced with permission from [53]. (c) Droplet-based microfluidic synthesis of

anisotropic metal nanocrystals. Reproduced with permission from [94]
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The size of the particles could be tuned by simply controlling the flow rates of the

disperse phase and continuous phase. This approach has been adopted to fabricate

microparticles of gels [80, 81], polymers [13, 82, 83], and inorganic materials with

designed physical and chemical properties.

A more appealing feature of droplet microfluidics for particle synthesis is the

capability of forming microparticles with complex structures that cannot be

attained by any other method. For instance, by forming and solidifying droplets

from two or more co-flowing streams of different chemical composition, one can

fabricate Janus or even ternary particles of asymmetric chemical or geographical

feature [82, 109, 110] (Fig. 10a). Aspherical particles could also be fabricated by

taking advantage of geometric confinement of the microdroplets by the microchan-

nels. Figure 10b shows aspherical particles fabricated by Xu et al. [111]. A disk-

shaped particle could be formed, for instance, by forming and solidifying droplets

in a shallow microchannel which will squash the microdroplet into a disk shape

upon formation. Several groups also exploited the formation of multiple emulsions

[113, 114] to produce core-shell particles or capsules [27, 112, 115–117]. Figure 10c

shows a composite gel capsule that contains multiple oil droplets [112]. These

Fig. 10 Droplet microfluidics for microparticle synthesis. (a) Janus particle synthesis by co-

flowing two monomer streams. Reproduced with permission from [82]. (b) Channel geometry

facilitated aspherical particles synthesis. Reproduced with permission from [111]. (c) Multiple

emulsion templated composite particles synthesis. Reproduced with permission from [112]
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particles were fabricated by forming triple emulsions from gel precursor solutions

and then allowing polymerization of the hydrogel.

3.3 Single Cell Analysis

Technologies for high-throughput, quantifiable single cell analysis is highly

demanding in modern biological research [15, 118]. The capability of single cell

analysis would allow for (1) spotting stochastic events among a cell population, (2)

tracing spatiotemporal changes on cells to elucidate mechanistically cellular func-

tions, and (3) developing high throughput technology for identifying and purifying

rare cells from a cell population. In general, technologies with low sample con-

sumption, capable of quantitative analysis, ease of operation, and scalable to

different throughput levels, will be highly appealing. In this scene, droplet micro-

fluidics is potentially a very competitive technical platform for high-throughput

single cell analysis. Technologies for encapsulating individual cells into separated

water in oil droplets [119–121], which allow for confining [122, 123], content

analysis [87, 88, 90, 119, 124], screening [36, 57], and temporal changes tracing

[63] of the cells, have become available recently, indicating promising applications

for droplet microfluidics in this field.

The first technical step for droplet-based single cell analysis is to encapsulate

single cells into droplets. Typical practice is to use a cell suspension as the disperse

phase to form droplets. The distribution of the number of cells in droplets obeys

Poisson statistics. To ensure that most droplets contain only one cell, one has to

compromise on forming a large amount of empty droplets [87]. To overcome this

limitation, several technologies have been developed to enhance encapsulation

efficiency [119–121]. For instance, Edd et al. [119] reported a method that induced

cells to self-organize into two evenly-spaced streams whose longitudinal order is

shifted by half the particle–particle spacing. This occurred when a high density

suspension of cells or particles is forced to travel rapidly through a high aspect-ratio

microchannel, where particle diameter is a large fraction of the channel’s narrow

dimension (Fig. 11a). This phenomenon provides a purely passive method to load

single cells controllably into droplets, overcoming the intrinsic limitation set by

Poisson statistics and ensuring that virtually every drop contains exactly one cell.

One straightforward consequence of compartmentalizing cells into the water in

oil droplets is that the cells will be confined in a small space. Thus molecules

secreted by the cells will not dissipate into the bulk but keep accumulating around

the cell. This feature provides opportunities to increase the sensitivity in detecting

cellular events [87, 125]. For instance, Joensson et al. [125] developed an assay in

droplets based on enzymatic amplification of low-abundance cell-surface biomar-

kers (Fig. 11b). This method is an effective miniaturized ELISA (enzyme-linked

immunosorbent assay). Cells bearing specific biomarkers were labeled with an

antibody linked to b-galactosidase and were co-encapsulated with a fluorogenic sub-

strate. The increase in fluorescence was measured by laser detection after incubation
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offline and reinjection of the droplets. Increased signal discrimination compared to

standard fluorescence activated cell sorting (FACS) methods will enable sorting of

cells on the basis of these low abundance markers.

4 Conclusions and Outlook

Droplet microfluidics has been a quickly evolving research field in recent years. In

this review we summarize the main technologies for droplet microfluidics. Several

applications are also discussed as a showcase of the wide range applications of

Fig. 11 Droplet-based single cell analysis. (a) Highly efficient encapsulation of single cells

into microdroplets. Reproduced with permission from [119]. (b) Detection and analysis of low-

abundance cell-surface biomarkers using enzymatic amplification in microfluidic droplets. Repro-

duced with permission from [125]
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droplet microfluidics. Since an increasing community of scientists and engineers is

working on both theoretical and application aspects of droplet microfluidics, we

would expect even further proliferation of this research field, marked by the

emergence of both new technologies and new applications.
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Electrorheological Fluid and Its Applications

in Microfluidics

Limu Wang, Xiuqing Gong, and Weijia Wen

Abstract Microfluidics is a low-cost technique for fast-diagnosis and microsynth-

esis. Within a decade it might become the foundation of point-of-care and lab-on-a-

chip applications. With microfluidic chips, high-throughput sample screening and

information processing are made possible. The picoliter droplet runs in microfluidic

chips are ideal miniaturized vessels for microdetection and microsynthesis. Mean-

while, individual manipulation of microdroplets remains a challenge: the short-

comings in automatic, reliable, and scalable methods for logic control prevent

further integration of microfluidic applications. The giant electrorheological fluid

(GERF), which is a kind of “smart” colloid, has tunable viscosity under the influ-

ence of external electric field. Therefore, GERF is introduced as the active con-

trolling medium, with real-time response in on-chip fluid control. This review article

introduces the working principles and fabrication methods of different types of

electrorheological fluid, and extensively describes the strategies of GERF-assisted

microfluidic controlling schemes.

Keywords Electrorheological fluid � Logic control � Microfluidics � Microdroplet
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Abbreviation

AgPDMS Silver-PDMS composite

CPDMS Carbon-PDMS composite

CPU Central processing unit

CTP Calcium and titanium precipitate

DNA Deoxyribonucleic acid

ERF Electrorheological fluid

EWOD Electrowetting on dielectric

GERF Giant electrorheological fluid

LOC Lab-on-a-chip

MCM-41 Mobil composition of matter no. 41

MWNT Multiwall-nanotube

PANI Polyaniline

PCR Polymerase chain reaction

PDMS Polydimethylsiloxane

PM Polar-molecule

PMMA Poly(methyl metharcylate)

POC Point of care

PPY Polypyrrole

PS Polystyrene

SBA-15 Santa Barbara amorphous no.15

1 Introduction

During the last decade, microfluidics emerged as a successfully revitalized,

“slimmer” version of fluidics.[1, 2] Through microfluidics, new ground in point-

of-care (POC) [3] and lab-on-chip (LOC) [4–6] applications has been carved out.

Picoliter droplet runs in microfluidic channels are perfectly suitable for micro-

synthesis, drug screening, and chemical tracing; droplets in their discrete nature,

moreover, lend themselves analogously to the binary 0/1 coding system, imply-

ing, thus, an arithmetic application for microfluidics. Here an interesting question

arises: can droplets and bubbles think? [7] What besides the binary logic opera-

tions could it provide?
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Droplets, in any case, extend the concept of “information” from the binary world

characterized by 0/1 to “information as a real entity,” such as a DNA sequence and

its chemical composition. As Marshall McLuhan famously announced: “The

medium is the message”. With microfluidic chips, high-throughput sample screen-

ing and information processing are made possible, and thousands of individual

droplet “message carriers” can be individually dispensed [8]. As a result, high-

density microfluidic control unions [9] are required. Despite the off-chip macroscaled

solenoid arrays controlled by peripheral equipments, on-chip control components

have spurred interest and attracted enormous attention owing to their scalability and

cascadability. Among the proposed on-chip control schemes, the electrowetting-

on-dielectric (EWOD) system [10, 11] is famous for its fine “digital” control of

droplets, yet its predefined round-trip control, reflecting its electronic rather than

fluidic nature, diminishes its flexibility. Likewise, individual manipulation of

microdroplets remains a challenge: the shortcomings in automatic, reliable, and

scalable methods for logic control prevent further integration of microfluidic

applications [12]. By employing giant electrorheological fluid (GERF) [13],

researchers have realized a series of fully chip-embedded soft-valves and have

made strides in fluidic-based automatic droplet control systems.

Electrorheological fluid (ERF), composed of dielectric particles suspended in

insulating oil, is a type of smart material that can be utilized as a two-phase system:

fluid phase or solid phase. The viscosity of ERF can vary by a few orders of mag-

nitude under the application of an external electric field. If the field is sufficiently

strong, ERF can “solidify” into an anisotropic solid boasting a yield stress befitting

its strength. The change in rheological characteristics usually is accomplished

within 10 ms and is reversible. Hence, ERF has utility as an electrical–mechanical

interface [14–16] for potential active-control clutch, damper, and valve applications

[17–19], and is denoted “smart”.

In this review article, we look at current topics in electrorheological (ER)

material design and effect enhancement, including dispersed particles and the

dispersing phase, and explore their applications in microfluidic devices for precise

manipulation of fluids and droplets.

2 Electrorheological Fluid

The ER phenomenon was first discovered by Winslow in the 1940s; appropriately

enough, the “smart” property of this material was initially named “the Winslow

effect” [20]. Key experiments since then have established that certain kinds of

particles suspended in insulating oils tend to form a fibrous structure in the direction

of an applied electric field. Those particles found to be responsive to the electric

field usually contain semiconductive solids of high dielectric constants. Early

ERF were mostly hydrous, with cellulose, corn starch, silica gel, or zeolite as the

dispersed particles [21–23]. The problems with hydrous ERF include weak yield

stress under shearing, high corrosion, narrow working temperature ranges, low
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suspensibility, and low stability. By the 1980s, renewed experimental and theoretical

interests advanced understanding of both the ER mechanism and the fabrication of

novel materials with enhanced ER effects [24, 25]. Anhydrous ERF, which is to say,

ERF without water or polar solvent in the dispersing phase, has become mainstream

and boasts higher yield stress, an increased working temperature, improved stabil-

ity, and lower zero-field viscosity, and other advantages. Considerable efforts have

gone into the preparation of new and various particle suspensions with an eye to

improving the ER yield stress. These suspensions include semiconducting organic

polymers, inorganic solids with high dielectric constants, and organic–inorganic

hybrid material. Particles of differing shape, surface morphology, and dispersing

phase also have been closely scrutinized, specifically to increase local surface

polarizations.

2.1 Inorganic ER Particles

According to well-known theoretical models, inorganic solids with high dielectric

constant have a strong electroresponsive fibrous structure. Typical examples

include TiO2, calcium, strontium or barium titanate precipitates [26], zeolite or

clay-type minerals, and polar-molecule-dominated ERFs (PM-ERFs) [27].

TiO2 is among the most intriguing and well-studied ER materials [24, 28]. Given

its high dielectric constant, it has been presumed to be a potential ER-active

substrate; however, due to a low active intrinsic structure, it shows only very

weak ER activity. Yin et al. doped TiO2 with Cr ions to improve its ER activity,

thereby increasing the defect and charge states and improving the local interfacial

polarization effect; they found that the effective yield stress of a typical Cr-doped

TiO2 suspension at 3 kV/mm is 18 times higher that of a pure TiO2 suspension

[29, 30]. Also, assuming that a larger surface area and active interface would further

enhance ER activity [31], they employed a block-copolymer-templated sol–gel

method to obtain mesoporous TiO2 of a different porosity. The effective yield

stress of their mesoporous, Cr-doped TiO2 ER suspension was three times higher

than that of nonporous Cr-doped TiO2 ERF, seven times higher than that of

mesoporous pure TiO2 ER suspension, and 20 times higher than that of nonporous

pure TiO2 ER suspension. Moreover, the ER effect of the mesoporous Cr-doped

TiO2 was found to be dependent on the surface area or porosity, and indeed, a high

surface area or porosity sample was subsequently demonstrated to have a higher ER

activity. Recently, Yin et al. modified the surface morphology of mesoporous

Cr-doped TiO2 to form sea-urchin-like TiO2, which further improved ER perfor-

mance. The hierarchical Cr-doped titania (TiO2) particles consisted of high-density

rutile Cr-doped titania nanorods of 20–30 nm diameter assembled radially on the

surfaces of the particles. The specific surface area of the particles was close to

65 m2/g, which was 13 times higher than that of smooth Cr-doped TiO2 particles,

the crystal structure and composition of which, significantly, were similar to those

of the hierarchical ones. Their yield stress was approximately twice as high as that
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of the smooth Cr-doped TiO2 suspension, 3.5 times as high as that of the hierarchi-

cal pure TiO2 suspension, and 13 times as high as that of the smooth pure TiO2

suspension (Fig. 1) [32].

Since the discovery of the giant ER (GER) effect of Ba–Ti–O-type nanoparticles

(Fig. 2) [13, 33, 34], Ca–Ti–O- or Sr–Ti–O-type composites have been exploited

for use as ER particles. These particles offer good wetting ability with silicon oil,

and their ER effect surpasses the highest reported yield stress for conventional

ERFs. To increase the suspension stability, Li et al. used carbon nanotubes to

connect Ba–Ti–O particles together in a network structure. Carbon nanotubes

prohibit the aggregation and sedimentation of particles, doubling the suspending

time without deteriorating the GER effect [35]. Cheng et al. [26], using the co-

precipitation method, synthesized one-dimensional (1D) nanorods of calcium and

titanium precipitates (CTPs) for a high ER effect. The main components of CTP

have been demonstrated to be polycrystalline CaC2O4�H2O, TiOC2O4(H2O)2, and

Fig. 1 (a, b) SEM images of sea-urchin-like hierarchical Cr-doped titania (TiO2) particles, and

(c, d) smooth Cr-doped TiO2 particles. (e) Yield stress as function of electric field for ERFs of

Cr-doped TiO2 particles and differing surface morphology (filled square smooth Cr-doped TiO2;

filled circle surface-coarsened Cr-doped TiO2 without sea-urchin-like nanostructure; filled triangle
hierarchical Cr-doped TiO2 with less well-developed sea-urchin-like nanostructure; filled inverted
triangle hierarchical Cr-doped TiO2) [32]. (f–i) 1D Ca–Ti–O-type nanorods of differing aspect

ratio. (j) Yield stress as function of electric field for ERFs with CTP nanorods of differing aspect

ratio (dashed lines) and with a granular CTP suspension (solid line) [26]
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TiO(OH)2. These rod-like particles have highly uniform widths and tunable lengths.

Although a high aspect ratio of CTP particles was designed for a high static yield

stress, experiment indicates that the effective static yield stress is a function of the

electric field, and a moderate aspect ratio of CTP particles provides the highest

effective yield stress. The effective static yield stress is defined as the static yield

stress at electric field minuses the yield stress at zero electric field, and aspect ratio

will also improve the yield stress at zero electric field. Through experiment, it was

found that the yield stress of rod-like particles was 3.8 times that of a granular CTP

suspension.

Besides TiO2- and Ba–Ti–O-type materials, mesoporous molecular sieves and

clay-type ionic crystalline materials also show admirable ER effects. Taking

laponite-type ERFs as an example [36], a minimum electric field of 0.6 kV/mm

can trigger laponite polarization and induce chain formation. Governed by the

dielectric constant and the external electric field, laponite’s rheology is similar to

that of spherical-particle-based ER systems. Although the highest static yield

stress obtained is lower than 1 kPa under an electric field, the rheology shows

Newtonian-like behavior with relatively low shearing stress under a zero electric

field.

Shen et al. [27] developed PM-ERFs as an effective means to enhance the ER

effect of both TiO2- and Ba–Ti–O-type materials. Their method adds urea (dipole

moment ¼ 4.56 D) or C¼O and O–H polar molecules (2.3–2.7 D and 1.51 D) to

TiO2, and adds C¼O and O–H polar molecules to Ca–Ti–O and Sr–Ti–O nano-

particles, during their formation. The results showed that the yield stress of the

PM-ERFswas greatly enhanced over that of the conventional ERFs. This effect of polar

molecules can be verified by heating the particles at high temperature (500–800�C)
and removing the absorbed polar groups (confirmed by IR and differential scanning

calorimeter measurement), which leads to diminished ER yield stress comparable

to that of the traditional dielectric ERFs. Shen et al. also derived a new ERF yield

Fig. 2 Working principle of GERF. (a) GERF stays in liquid state when no electric field (E) is
applied, begins to form chains under a moderate field of 500 V/mm, and then grows into columns

as electric field increases. (b) Yield stress of hydrocarbon oil-based GERF with oleic acid additive,

as function of applied electric field [33]
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stress measurement method that roughens the surfaces of electrodes, preventing

ERF from sliding under an applied electric field.

2.2 Inorganic–Polymer Hybrid ER Particles

The application of inorganic particles in ERF preparation accrues profitable advan-

tages, including a high dielectric constant, size and shape variability, an accessible

interfacial area, and versatility in surface modification. However, the relatively high

particle density and low interfacial polarization (when suspending in dispersing

fluid) bring about the instability of suspension and low yield stress, which inhibit

the practical applications of inorganic ER particles. Hybrid ER particles, such as

clay-type particles intercalated by semi-conductive polymers, carbon nanotube

hybrid polymers, and metal-doped polymers, embody the organic–inorganic

synergistic effect. A variety of polymers, including polystyrene (PS), poly(methyl

metharcylate) (PMMA), polyaniline (PANI) and its derivatives, polypyrrole (PPY),

and styrene-acrylonitrile, have been hybridized with inorganic materials such

as carbon nanotubes, kaolinite, montmorillonite, laponite, mesoporous molecular

sieves, and others [37].

Conducting polymers such as PANI- or PPY-intercalated clay-type minerals are

another type of ER particle material. Kim et al. synthesized PPY-intercalated

montmorillonite nanocomposites through inverted emulsion pathway polymeriza-

tion, and characterized its ER effect under an electric field [38]. The nanocompo-

sites showed not only a typical ER behavior under electric fields but also the

existence of a critical electrical field when the yield stress was plotted as a function

of the electric field.

Conducting polymers also can be utilized to form core–shell structures with high

dielectric constant particles. Fang et al. used PANI to encapsulate barium titanate

via in situ oxidative polymerization. They examined the influence of the fraction of

BaTiO3 particles on the ER behavior, and found that the PANI/ BaTiO3 compo-

sites-based ERFs exhibit a better ER effect than does pure PANI, which result

might be due to the unique ferroelectric properties as well as the high dielectric

constant of BaTiO3 nanoparticles.

Cho et al. reported ERFs with conducting PANI and a silica-based mesoporous

molecular sieve (MCM-41). The PANI was confined in the channels of the meso-

porous MCM-41, partially filling them. It induced enhanced dipole moments in the

longitude direction, thereby increasing the ER effect relative to pure MCM-41 [39].

The same results were found for PANI-inserted particles of the mesoporous molec-

ular sieve SBA-15 [40].

Recently, Jin et al. developed carbon-nanotube-absorbed polymeric micro-

spheres and studied their potential application in ERF. Nanotubes were incor-

porated into the surface of PS and PMMA microspheres. Later, Park et al.

investigated the enhanced ER effect of multiwall-nanotubes (MWNTs) on the

insulating PMMA [41].
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2.3 Conducting-Polymer-Based ER Particles

Semi-conducting polymers with the p-conjugated electron system have a fine

electron-donating property but a low ionic potential, and thus can potentially be

used as ER materials. These polymers include PANI, PPY, polythiophene, poly

(phenylenediamine) and poly(p-phenylene), their derivatives, and copolymers.

Among these polymers, PANI and its derivatives have been the most commonly

reported, owing to their ease of preparation via chemical oxidation polymerization

of aniline. PANI can be utilized also as an encapsulating or encapsulated material

in the formation of core–shell structures. PANI has various derivatives and thus can

be grafted onto inorganic or other organic materials to adjust particle conductivity

or density. The core–shell PMMA/PANI microspheres employed as dispersed

materials in ERFs represent an example [42].

2.4 Dispersing Phase

ERFs are a type of smart material composed of dielectric particles suspended in

insulating oil, and can be utilized as a two-phase system. The flow characteristics of

this system depend on both the properties of the dispersed particles and the oil

(Fig. 3). The chain length of the oil and the functional groups in the chain can

influence the interfacial adhesion strength between the two phases and, consequently,

the viscoelastic properties. Such an effect can favor the agglomeration of particles

into large clusters by interparticle electrostatic and van der Waals forces. To investi-

gate the oil effect, oils with the same functional groups but different viscosities,

and oils with same viscosity but different functional groups, have been studied and

the results indicate effectively enhanced yield stresses. The choice of hydroxyl-

terminated silicon oil of 25 cSt viscosity resulted in the highest yield stress, 300 kPa [43].

2.5 Future Research Directions

In order to synthesize effective nanosized ER particles, current experimental

devices and processes should be modified. This involves controlling the reac-

tion time and solvent temperature, as well as other conditions during the chemical

synthesis. It is also crucial to prepare nanoparticles with various dehydration

methods under suitable conditions. For example, for the synthesis of inorganic

GER particles, researchers have found that pure BaTiO3 nanoparticles do not form a

promising ER suspension, even though such particles possess a very high dielectric

constant; however, surface modification of such ceramic particles can dramatically

improve the ER yield stress. Although water can also greatly enhance the ER yield

stress, it suffers from an inherent drawback in that water can evaporate. Therefore,

the ER effect is intensely associated with the water molecule concentration, leading
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to unstable and sometimes non-repeatable experimental results. Therefore, the role

of water in the ER effect needs to be further explored, and optimization of coating

processes to obtain a uniform surface coating layer is also necessary. In addition,

the ER effect might also be increased by employing various surfactants with

different molecular dipole moments.

It is also found that the liquid phase is crucial in obtaining a good ER suspension

and intensive ER effect. The role of silicone oils and other nonconductive liquids

should be examined from both experimental and theoretical aspects.

3 ERF-Based Precise Microfluidic Control System

Of all the microfluidic issues, microvalve and droplet logic are among the

most basic and crucial areas of research for both one-step fluid actuation and

multistep precise fluid control [44–47]. Researchers have never stopped pursuing

Fig. 3 (a) ER effects of seven GERFs constituted of different silicone oils. Inset: SEM photo-

graph of the as-prepared BTRU (urea-coated barium titanyl oxalate) particles of around 100 nm

diameter. (b) Yield stresses measured as function of applied electric field of GERFs constituted of

hydroxyl-, methyl-, and diglycidyl-group-terminated silicone oils. (c) ERF structures with methyl-

terminated silicone oil and hydroxyl-terminated silicone oil. (d) Yield stress variation of GERF

constituted of hydroxyl-group-terminated silicone oil, measured as function of applied electric

field. The concentration is 0.25. The inset shows the limiting yield stress value of 300 kPa obtained

by direct application of a 5 kV/mm electric field [43]
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an effective, simply structured and easy-to-fabricate microvalve; from the first

thin membrane valve proposed by Unger et al. [9] to hydrogel valves [48, 49],

heat-control valves [50], and screw-pneumatic valves [51–53], this effort has

retained its significance through the decades. The first-generation polydimethyl-

siloxane (PDMS)-based microfluidic valves comprised two cross-channels sepa-

rated by a thin PDMS membrane; whereby air pressure coming from the lower

channel deflects the thin membrane, which then closes the upper channel and

blocks the flow in the upper channel [9]. This membrane-separated cross-channel

design has been proved effective, and its principle is still operative to date [54].

Nonetheless, the design is subject to flaws resulting from the laxly effective

response of air (a compressible medium), and the unstable pressure brought

about by air leakage through the micropores of PDMS. Integratable and digitally

addressable microfluidic valves with fast response are rare in microanalysis

systems.

GERF (discovered by Wen et.al.) has a yield stress up to 300 kPa in response to

an electric field, which provides an alternative choice of digitally controllable

microvalve that can respond within 10 mm [13, 43]. Its solid-like behavior sustains

shear in the direction perpendicular to the applied electric field, the shear stress can

be enhanced when the applied electric field increases, and its rheological variation

is reversible upon removal of the electric field (Fig. 4). These marvelous features

qualify GERF as an electric-fluid-mechanical interface for digital fluid control in

microfluidics [55, 56].

As shown in Fig. 4, when there is no electric field applied to the GERF in the

microfluidic channels, it keeps flowing; but when an electric field is applied, the

GERF starts to form columns, effecting high yield stress to balance the pumping

pressure, leading to flow blockage if the electric field is sufficiently strong. The

channel size in microfluidic systems typically is around 10~100 mm. Rather than

the high voltage (typically in kilovolts) required in macroscopic applications, the

GERF control voltage in microfluidics is limited to ~200 V, a value both feasible

and safe in daily life.

Fig. 4 When no electric field (E) is exerted, GERF keeps flowing because it is pumped, and when

electric field is applied on GERF by embedded parallel plate electrodes, GERF solidifies. A

sufficiently strong electric field will cause a very high GERF yield stress, which will result in

the fluid suspending effect
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3.1 Soft Conducting Electrodes for Droplet Detection
and ERF On-Chip Control

PDMS is a silicon-based organic polymer that has been widely used in microfluidic

chip fabrication owing to its good elastic property, nontoxicity, biocompatibility,

optical transparence, non-inflammability, chemical inertness and conformability,

among other attributes [57–61]. Regarding the demand for electrical signal detec-

tion and device control in microfluidic chips, integration of conducting structures

into bulk PDMS has been a crucial issue. However, PDMS is an inert polymer

lacking conductive and magnetic properties. In addition, due to the weak adhesion

between PDMS and metal, it is problematic to pattern metallic structures onto its

surface or into bulk PDMS for microdevice fabrication.

Recently, Niu et al. developed a method of patterning conductive structures

using PDMS-based conducting composites, which are synthesized by uniformly

mixing conductive micrometer silver or nanometer carbon particles with PDMS

gel [62]; the resultant mixtures, respectively, were denoted AgPDMS and CPDMS.

Silver and carbon-black particles, thanks to their desirable wetting characteristics,

are easy to mix with PDMS gel. To fabricate the soft conducting composite into

PDMS-based chips (Fig. 5a), Niu et al. embedded AgPDMS or CPDMS gel into a

photoresist mold (Fig. 5b) on a glass substrate for patterning of conductive com-

posites. After baking, the gel was cured into a solid, and the conducting composite

pattern was retained on the substrate by removing the photoresist mold. (The

complete fabrication process is described in [62].) The experimental results indicated

that two-dimensional (2D) and three-dimensional (3D) conducting microstructures,

the dimensions of which can range from tens to hundreds of micrometers, had been
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Fig. 5 (a–f) Method of fabrication of chip-embedded electrode (AgPDMS) [62]. (e) On-chip

electric detection module. (f) Optical image of group of water droplets of different sizes. A small

amount of dye was added for labeling [63]. (g) Detected signals. (h) Microheater fabricated from

AgPDMS. (i) Response according to applied voltage [64]
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successfully constructed and integrated into PDMS bulk material (Fig. 5c, d). The

advantage of using PDMS-based conducting composites is the ease of microstruc-

ture bonding and embedding into PDMS-based microchips, along with the forma-

tion of electric signal connections in a 2D or 3D microstructure, thereby effecting

great enhancements in the potential functionalities of microfluidic chips. With the

help of AgPDMS or CPDMS, channel-wall-embedded electrodes, leading to

highly integrated on-chip droplet detection (Fig. 5e–g) and GERF control, is

achievable.

Electrical input, sensing, and detection of microfluidic signals is the alternative

to pneumatic and optical methods. A PDMS/glass-based electroporation [65–68] or

analytical microsystem [6, 59, 69] requires chip-patterned electrodes. For the pur-

poses of sensing and detecting non-continuous droplet volumes [70, 71], Niu et al.

considered that droplet size and distance can vary both spatially and temporally

and introduced a capacity detection method for determining droplet size, shape,

and composition [63]. By means of a pair of parallel electrodes installed across

the microfluidic channel, very small capacitance variations can be detected when a

droplet passes through. Thus, due to the electrode’s design and feedback electronic

circuit (Fig. 5e), real-time and accurate determination of the size, shape, and compo-

sition of droplets can be achieved (Fig. 5f, g). Soft conductive patterns can serve not

only as electrodes but also as chip-embedded soft microresistors, microheaters

(Fig. 5h) [64, 72], and micropressure sensors [72]. Figure 5i shows a plot of the

voltage (or current)-dependent temperature control of such a microheater.

3.2 GERF Microvalves

Yoshida et al. [55] and Nakano et al. [73] tested ER effects in SU-8 channels with

indium tin oxide electrodes, for self-control of ERF in hard substrates. Niu et al.

designed a GERF-based microfluidic valve responsive to external DC signals and

was able to develop this concept as a system for microfluidic flow control free of

any limitations of flow type [74].

This approach follows Quake’s three-layer-architecture microfluidic valve [9].

The design of this soft-lithography-fabricated PDMS-based multilayered four-port

microvalve, wherein the controlled fluid and GERF flow along the x- and y-axes,
respectively, is schematized in Fig. 6a. The GERF flows in layer 1, replacing the

air-valve channel in Quake’s design, and parallel CPDMS electrodes are tightly

integrated on the two sidewalls of the GERF channel, forming upstream and

downstream control valves. The controlled liquid flows in layer 2. As indicated in

the intersectional scheme (Fig. 6a), a 35 mm-thick flexible diaphragm lies between

the two layers, separating the cross-channels. Figure 6b shows an optical micros-

copy image of such a microvalve chip. GERF is continuously pushed at a constant

pressure into the chip by a syringe pump (Fig. 6c). With an adequate DC electric

field applied alternately to two electrode pairs, the pressure in the GER channel

between the two valves can be modulated as the two valves are alternately opened
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and closed. Such a pressure change within the ER channel will eventually result in

the deformation of the flexible diaphragm with a vertical pull-and-push movement.

In this way, the liquid flow in flow channel layer 2 is controlled by the pressure

changes in the GERF channel.

3.3 Integratable Microfluidic Components Based on GERF
Microvalves

This microvalve approach, providing a variable pressure source by means of a chip-

embedded microchannel, is a simplified on-chip pressure-control scheme that

minimizes the need for peripheral equipment and electronic components, which

in any case are difficult to integrate into a microfluidic chip. Apt application of this

method can realize many desirable micropump [75], micromixer [76], and micro-

platform [77] functions such as those illustrated in Fig. 7.

Given the need to drive fluid inside chips, a micropump is a necessary compo-

nent of all microfluidic chips, regardless of specific applications. Various types of

pumps have been designed and fabricated using different mechanisms, e.g., the air

pump is actuated and controlled by gas air-pressure [9, 47], and the piezoelectric

transducer actuator pump [78] utilizes electricomechanical energy conversion. The

GERF-actuated microfluidic pump (Fig. 7a–c) is digitally programmable, and

exhibits good performance at high pumping frequencies along with uniform liquid

flow characteristics [75]. In this design, a five-layer structure is embedded inside the

PDMS chip, the bottom layer channeling GERF that can affect the flow of the

circulating fluid on the top layer via the pull–push movement of the diaphragms

Fig. 6 Design and fabrication of four-port microGER valve. (a) Design of four-port valve chip.

Right: cross-section of the different layers forming the flow valve; L1 is the GER channel layer, L2
the controlled flow channel layer, and L3 the cover layer. (b) Optical photograph of fabricated

microGER valve chip. Right: top-view image of the planner electrodes and the GER channel. (c)

Experimental setup for microvalve testing [74]
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between two pairs of electrodes (Fig. 7b). When a control DC signal is applied to

the electrode pairs sequentially, pumped flux in the upper layer varies as a function

of the intensity and frequency of the electric field. The direction of the fluid flow

and the pumped flux also can be controlled through a programmed signal sequence

applied to four-electrode pairs (electrodes A–H in Fig. 7b, c).

Mixing two or more streams of fluids is an important issue in various micro-

fluidic devices. The mixing process is not trivial on the microscale, owing to the

dominance of the viscous effect and, hence, laminar flow phenomenon. Passive

mixers are designed to induce 3D helical fluid motions from patterned structural

asymmetries that can fold the streams into highly nested thin slices, so as to

facilitate local molecular interdiffusion. Another approach is that of active mixers

employing dynamic control to help achieve chaotic mixing. A PDMS-based GERF-

driven cross-stream active mixer was reported by Wen et al.

Fig. 7 Microfluidic devices realized by integration of GERF-based microvalve. (a–c) Micro-

pump by integration of three microvalves [75]. (a) Micropump of 3D structure. The GERF-

actuated chip controls the fluid circulation in the upper layer. (b) Single diaphragm valve via

pumped GERF. (c) The diaphragm’s pumping sequences and their corresponding signals. (d–f)

GERF-actuated mixer design [76]. (d) Scheme of mixer construction. (e) Side view of push-and-

pull GER valve. (f) Sinusoidal cross-stream flows in the six pairs of side channels. (g–i)

Microfluidic platform [77]. (g) Flexible platform of microfluidic chip. (h) Displacement of

diaphragms plotted as function of applied electric field across GERF channels. (i) Time traces

of laser spot reflected from platform are shown on screen with coordinates. Digitally pro-

grammed electrical signals to the four ER valves generate the complex leveling modes of the

platform to direct the laser spot
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Figure 7d shows a schematic depiction of the active mixer chip design, consist-

ing of a main flow channel and six pairs of orthogonal side channels [76]. Operation

of the mixer chip relies on the perturbation of the main x-directional channel flow
by y-directional cross-stream side-channel flows. The side-channel flows are per-

turbated by pressure changes through thin membranes affected by a GERF micro-

valve (Fig. 7e). Square-wave electrical voltage signals (0–800 V) are applied

between the electrodes to control the microvalve and, in turn, the perturbation,

leading to pulsating sinusoidal cross-stream flows in the six pairs of side channels,

as shown in Fig. 8f.

The microplatform (sketched in Fig. 7g–i) also works by way of the assistance of

microvalves, integrated into the four corners of the chip [77]. The programmed

push-and-pull of each microvalve will deform the diaphragms (Fig. 7h) of each

valve sequentially, thereby realizing the desired platform function, as shown in

Fig. 7i.

3.4 “Smart” Droplet Control by GERF

Despite the successful applications of multilayer-structured valves, researchers

have derived a new methodology for on-chip fluid control utilizing the soft/

droplet valve. This approach avoids the complexity of the multilayer architec-

ture while maintaining the robustness of GERF-based devices. In these new

designs, GERF and target fluid are operated in the same layer (or the same

channel), with integrated electrodes on the channel sides. Two protocols have

been tested: (1) GERF as carrier flow for target droplets, and (2) GERF droplets

as an in-channel soft valve for target fluid or droplets. Thus, new research ground

has been broken: GERF-modulated droplet microfluidics, also known as digital

microfluidics, in which many digital and logic functions were and have been

demonstrated.

As shown in Fig. 8a–f, fluids that are immiscible with GERF can be generated

in GER carrier flow [56, 79]. The droplet generation schemes (flow focusing and

T junction) are illustrated separately in Fig. 8a, b. As GERF (the carrier flow) is

electrically controlled by electrodes placed on the sides of the GER inlet channel

and near the fluid junction area, the droplets generated and dispersed (i.e., water,

oil, and gas) are no longer uniform in size but can be determined by the controlling

electric signal, as shown in Fig. 8c, d. The desired droplet length and separation

speed, in other words, can be achieved by electrically controlling the pressure of the

carrier flow.

An even more useful functionality of this configuration is active modulation of

the relative positions of droplets [56]. Because an electric field can be applied to

chip-integrated electrodes, GERF can “solidify” between them and the flow in the

relevant channel will be “frozen,” as shown in Fig. 8e, f. The relative droplet

position can be adjusted in this way. Moreover, as the influence is achieved through

medium fluid (GERF), direct application of electric field to target droplets is
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avoided, preventing electrolysis or electrical cell lyses in target droplets. A reverse

application of this technique is to put GERF as the dispersed phase, i.e., with fluid

as the control, as shown in Fig. 8g. Examples of active digital control of GERF

Fig. 8 (a–d) GERF-assisted droplet generation: (a) flow-focusing approach; (b) T junction. (c, d)

Electric-field-controlled generation of droplets in a microchannel. Lines indicate the electric

control signal applied to the electrodes embedded on both sides of the GERF inlets. (e, f)

Digitalized controlled droplets distance [56]. (g–i) Digital GERF droplet generation: (g) schematic

view; (h,i) different droplet patterns under different electric pulse trains [79]
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droplets are shown in Fig. 8h, i. The length of GERF droplets responds exactly to

the input electric signals.

These approaches are significant not only for digitalizing in-channel GERF

control but also for in-channel soft-valve schemes for more advanced applications,

such as droplet display and droplet position modulation. In these applications,

GERF (or its droplet) exhibits the capability of an in-channel soft valve, redirecting

itself (Fig. 9a, b), guiding other fluid or droplets (Fig. 9c), and even reversing

droplet order in channels (Fig. 9d).

Fig. 9 (a–d) GERF-assisted smart droplet manipulation. (a) Flow chart and control circuit for the

generation of a smart droplet display. (b) Optical images of the smart droplet display. (c) Left: chip
component showing the orthogonal channels to form the water droplet “packages.” Right: optical
images of the generated packages formed with different numbers of water droplets sandwiched

between two smart droplets [79]. (d) Flow chart and control circuit for droplet order exchange.

Right: optical images taken at different times during the exchange process [56]
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3.5 Droplet Logic

All the latest popular electronic devices, including the iPad, have evolved from the

first vacuum tube, i.e., the first electronic logic gate. Now there are more than

twenty million logic gates functioning in the CPU of any personal computer.

Scientists have endeavored to reinvent this near-legendary component in other

systems. Some binary logic functions have been successfully mimicked by fluidic

diodes, microelectrochemical logic [80], and conducting-polymer-coated micro-

electrode arrays [81]. In microfluidic domains, researchers have scrutinized both

kinetic fluid regulation [47, 82, 83] and static geographical stream manipulation

[84–87] as possible solutions. Simple logic devices such as the AND/OR gate, the

static fluid transistor, and the oscillator are some of the achievements. They are

limited, however, in that they entail either bulky peripheral equipment for round-

trip manipulation, or have complicated 3D microstructures. Moreover, they are

confined by the soft-lithographic technique with which they are formed. Because

they are designed within pre-shaped architectures for distinct tasks, they have no

reprogrammability or cascadability. Another solution is the aforementioned EWOD

method, in which every single step of droplet move is well defined, in an electronic

approach [10, 11, 88, 89].

Real digital microfluidic devices should resemble computers instead of preset

“music boxes”. They should simplify control schemes while preserving the delicacy

of microdevices, and should be “smart” enough to “think” by themselves [7],

indicating that the outputs that should fully depend on inputs in assigned tasks. In

microfluidics, researchers have demonstrated this possibility in both the stream

regulation method and in bubble/droplet schemes. By introducing the GERF smart

colloid, Wen’s group was able to invent a new branch of fully automatic droplet

logic control: the droplet logic gate. The traditional electric switch controlling the

GER ON/OFF phase change is replaced by conductive/high dielectric droplets

flowing in a nearby channel, thereby realizing droplet-controlled microfluidic

logic (on-chip droplet control) [90]. Fabricated by a standard soft-lithographic

process [63], its planar structure is simple and, thus, fully compatible with existing

microfluidics. Its chip-embedded electrodes can serve collectively as a data-

exchanging interface between fluidic and electronic computer systems, enabling

their seamless integration. We can foresee its applications to microfluidic informa-

tion processors, transacting control, and memory operations on the basis of droplet

trains in which nonlinear chemical dynamics, complex neuron communication, or

DNA computing is performed. Its operative principle is illustrated in Fig. 10.

Thanks to soft conducting composites, through soft-lithography, microfluidic

channels can be planar arranged and electrically connected by AgPDMS. The input

of this device, droplets between electrodes as switches, can be modeled as imped-

ance in circuits. That is, alterable impedance in fluidic form can be used to adjust

the voltage applied to GERF or as the ON/OFF switch of the GERF phase change.

A sufficiently large constant voltage is supplied across the two electrodes to solidify

the GERF under the desired conditions. Preferably, the signal fluid is an ionized,
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high-conductivity solution (which can be modeled as a resistor or conductor) or a

high-dielectric-constant fluid (which can be modeled as a capacitor), and the carrier

flow is an insulating fluid. When the carrier flow presents between the signal

electrodes (input 0), the circuit is in an open state, and the GERF continues flowing

(defined output: binary 1). When the signal droplet presents between the signal

electrodes (input 1), the circuit is in a closed state, and the electric field generated

stops the flow of the GERF (defined output: binary 0). When the signal fluid is a

dielectric fluid, the fluid in the signal channel can be modeled as a capacitor and

denoted as C1(x), where x ¼ 0 if the input is carrier flow or x ¼ 1 if the input is

signal droplets. The capacitance generated by the GERF is denoted as C2. In this

case, if the applied voltage is V and the voltage share of the GERF is VER(x), we
obtain:

VERðxÞ ¼ C2

C1ðxÞ þ C2

V: (1)

Further, we can adjust input voltage V to ensure that VER(1) is larger than the

GERF solidification voltage and that VER(0) is smaller than the crucial value. By

Fig. 10 Basic working

principle of logic gate,

illustrated by microfluidic

inverter. (a) Basic working

principle. The presence of a

signal droplet between the

signal electrodes will solidify

GERF, whereas the presence

of carrier flow will release

GERF. (b) When the carrier

flow is flowing between the

signal electrodes, GERF

flows continuously. (c) When

the signal droplet passes by

the signal electrodes, GERF

solidifies between those

electrodes, and is cut into

droplets [90]
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application of this principle, a fluidic inverter (NOT gate) can be realized. As shown

in the experimental results, when there is signal fluid (water droplet) between the

signal electrodes, the GERF will stop, and a GER droplet is formed (Fig. 10c);

otherwise, the GERF will flow continuously (Fig. 10b).

A fluidic switch is designed according to the principle of a logic inverter,

specifically by electrically connecting a capacitor to reverse the logic state of the

inverter, as shown in Fig. 11a. The capacitor should have a capacitance comparable

to that of the GERF, in order to effectively share voltage with the GERF output

channel; when the signal droplet is present between the signal electrodes, the

voltage share of the GERF is smaller than the crucial value for its phase change.

A simple design methodology is to set the voltage input on electrode 1 to be the

electrical conjugation of the voltage input on electrode 2, as shown in Fig. 11a.

When the signal droplet is dielectric fluid, we can derive a simplified capacitance

model: the input voltage from electrodes 1, 2, 3 is V1, V2 and V3, and the capacitance

in the signal channel is C1(x), where x ¼ 0 when the carrier flow is between the

signal electrodes and x ¼ 1 when the signal droplet passes by the signal electrodes.

C2 is the capacitance of the GERF between the output electrodes, and C3 is the

Fig. 11 Working principle

of microfluidic switch.

(a) Microfluidic logic switch

is built by adding a capacitor

(in the present case, another

microfluidic channel filled

with steady GERF) to the

logic inverter. (b) When

carrier flow presents between

the signal electrodes, GERF

solidifies. (c) When signal

droplets present between the

signal electrodes, GERF

liquefies and flows out [90]
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capacitance of the added capacitor. VER(x) is the voltage share of the GERF under a

different input situation, the value of VER(x) being:

VERðxÞ ¼ ðV2 � V3ÞC3 þ ðV1 � V2ÞC1ðxÞ
C3 � C1ðxÞ � C2

; (2)

where V1, V2, and V3 can be tuned for a desired voltage arrangement, making the

GERF solidify when a signal droplet comes by or, conversely, change back to the

fluid state when the droplet passes the signal electrodes. To rule out variation of

the dielectric constant among different batches of GER powder, we used an

additional steady GERF channel (with embedded electrodes) of identical dimen-

sions with GERF output channel to compose an additional fluidic capacitor (shown

in Fig. 11a). The case of ionized buffer signal droplets is straightforward to

understand, and can be illustrated by our experimental results (see Fig. 11b, c).

The advantage of our microfluidic logic switch and inverter is that two counter-

part functions are realized in one single-chip structure. Alternation between the two

functions is achieved by selective voltage input, or by connection or disconnection

of electrode pads. It is always desirable to have fewer units working to more

purposes, for simplicity of logic device architecture and better reprogrammability

[91]. Because a logic switch and inverter are the basic units of logic operations, a

system comprising these two units can have additional functions simply by rearran-

ging the voltage input, obviating any need for restructuring.

4 Family Tree and Development of GERF-Based

Microdevices

By way of conclusion, we have sketched a family tree (Fig. 12) of ERF and the

related techniques for realization of microfluidic control in microfluidic chips.

Through improvements made to ER effects and the development of soft conducting

composites, researchers have been able to integrate those techniques with micro-

fluidics in order to digitalize droplets of nano- to picoliter size and achieve droplet

logic, storage, and display modules.

The flexibilities in this family of microfluidic techniques are all functions of the

distinctly smart material employed: GERF. This treble-function medium can be

compared with an electric current: the fluidic output is the response, the dielectric

information is the electric medium, and the control of fluid is the mechanical yield

source. Sharing compatible working principles, the demonstrated GERF-actuated

microfluidic mixer, storage, display, and droplet phase modulator functionalities

are all compatible with each other. Liu et al. demonstrated a highly integrated

DNA-amplifying microfluidic chip by employing technology in this family tree

[92]. In the near future, simple combinations of IF/NOT microdroplet logics could

lead to microfluidic processors, analogs to microelectronic computers. To take it
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one step further, integration of all of the techniques described above might lead to

a GERF-based microfluidic computing system. Moreover, the components of this

suggested system all have chip-embedded electrodes, which can serve as informa-

tion interfaces with electronic devices, promising a highly integrated system com-

prised of a computer and microfluidic processors.

Inevitably, the processing capability of this logic device (GERF response is

10 ms) will be compared with that of computers (electronic processes take

nanoseconds). The delay can be meliorated by adjusting the flow speed and flow-

focusing geometry, but not eliminated. It needs to be borne in mind that micro-

fluidics and electronics deal with different issues: microfluidics is not expected

to become a mainframe computing system but is earmarked for exploratory,

LOC research and POC applications (e.g., portable diagnosis kits), areas in which

conventional computers have their own intrinsic shortcomings. The future of

microfluidics lies not in computing but in multidimensional information processing.

Microfluidics in any case retains its inherent promise: an extension of the fluidic

information realm beyond “binary 0/1” to the spatial, chromatic, or physiolog-

ical dimension [69, 71, 88, 93]. Preloaded chemical or biological information

can be well preserved in droplet form. Droplet PCR, for example, can easily

store and recreate genetic information [94]. Microfluidics provides a unique tool

for handling and processing biological, chemical, environmental, genetic, and

Fig. 12 Family tree of ERF-based microfluidic technologies
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chromatic information. Considering the contribution of DNA logic to fuzzy com-

puting [95, 96], which indeed can be elaborated in picoliter droplets, it is really

difficult to foresee a bound future of microfluidics if tools like DNA computing are

incorporated.

We can imagine a microfluidic processor, performing important control and

memory operations on the basis of droplet trains. Nonlinear chemical dynamics,

complex neuron communication, or DNA computing might be carried out in every

single droplet of this processor, and these droplets could couple together for more

complex tasks. Electromagnetic technology extended the human sensory system

and enabled us to sense the world through a portable device. Through microfluidic

technology, we are extending a part of ourselves (blood, tissue, cell, or DNA) to

microchips, and beyond. The GERF-assisted microfluidic technology can combine

the extended “human body” and “human sensory system” on a piece of microfluidic

chip, in a fully automatic sense. It will be interesting to see the outcomes of such

a coupled system.
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Biosensors in Microfluidic Chips

Jongmin Noh, Hee Chan Kim, and Taek Dong Chung

Abstract A biosensor is a sensing device that incorporates a biological sensing

element and a transducer to produce electrochemical, optical, mass, or other signals

in proportion to quantitative information about the analytes in the given samples.

The microfluidic chip is an attractive miniaturized platform with valuable advan-

tages, e.g., low cost analysis requiring low reagent consumption, reduced sample

volume, and shortened processing time. Combination of biosensors and microflui-

dic chips enhances analytical capability so as to widen the scope of possible

applications. This review provides an overview of recent research activities in

the field of biosensors integrated on microfluidic chips, focusing on the working

principles, characteristics, and applicability of the biosensors. Theoretical back-

ground and applications in chemical, biological, and clinical analysis are summar-

ized and discussed.

Keywords Biosensor � Electrochemical � Mass � Microfluidic chip � Optical �
Transducer
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1 Introduction

Microfluidic technology for chemical or bioanalytical purposes concerns the pre-

cise control of fluids in a limited space, which may be intentionally patterned on

chips, because a number of valuable benefits are expected from such systems [1, 2].

As many articles and reviews have pointed out, the alleged advantages include

reduced reagent consumption, short analysis time, a small-sized scale, low cost,

and high sensitivity. Over the last two decades, there has been an explosive

development of miniaturized analytical systems and related techniques based on

microfluidics for chemical analysis, bioanalysis, clinical diagnostics, and other

applications [3–15].

In spite of the impressive opportunities, the use of microfluidics for chemical

and biological analysis involves considerable challenges as well. The analytes in

the fluids of microsystems are exposed to unusual physical conditions, such as high

surface tension and high surface-to-volume ratio, which could be the reason

why analytical information from the microfluidic systems might be significantly

different from that predicted from conventional methods [16–19]. In many cases,
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pretreatment and handling of the samples for analysis in microfluidic systems are

not merely a matter of scale-down. Analysis using microfluidic analyzers often

faces troubles in adsorption, injection, mixing, and so on, which are not significant

in conventional analysis in a large scale. Potential solutions for the problems that

may occur in the microfluidic systems have been suggested in numerous papers, but

many of them are still inadequate.

Another approach is omission or simplification of pretreatment and handling

processes. This may be a preferable strategy for more effective analysis. However,

better sensing parts are required to possibly share the burden by playing more roles

than a simple detector, without any or negligible loss of the analytical quality.

Biological functional units such as antibodies or enzymes can endow a detector

with selective recognition ability so that the corresponding microfluidic analyzer

should work without complicated and strict pretreatment prior to detection.

Traditionally, a biosensor is created by combining a biological component with

a physiochemical detector [20–23]. Biosensors exploit biochemical molecular

recognition properties for a selective analysis. The general structure of biosensors

consists of analyte recognition, signal transduction, and readout, as shown in

Fig. 1. The representative example of commercial biosensors is the blood glucose

sensor. Since the first classical type from Clark and Lyons was introduced in 1962

for detecting glucose levels in blood, it has been followed by many different

biosensors [24]. However, only a limited number of the biosensors fulfill the

stringent requirements for commercialization, e.g., practical demand in terms of

market size, and functional reliability in the real environments in which they are

expected to operate. As informational technology becomes more widespread and

more convenient applications are pursued, biosensors are increasingly demanded

in modern life. On-site analysis at low cost and within a short time is undoubtedly

important, not only for ordinary people but also for researchers working in

laboratories.

Fig. 1 Configuration of a biosensor
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Generally, biosensors are designed to extract analytical information about cer-

tain analytes in given samples without pretreatment. Nonetheless, combination with

microfluidic systems could provide conventional biosensors with opportunities for

improvement in terms of analytical power or in applicability for a wider range of

applications. For example, bioassays could benefit from automatic sequential

separation and chemical synthesis that are linked to the detection part of a minia-

turized system [25, 26]. Drug discovery, for instance, needs innovative bioassay

technology that uses as small a volume as possible to minimize expensive, difficult,

and inefficient processes. The lab-on-a-chip is a big target in the fields of medicine,

biotechnology, and pharmacology and is one of the key motivations for integrating

micro- or submicroscale biosensors into microfluidic systems.

Microfluidic-based biosensors have advanced greatly in various fields over the

last few decades [8, 27]. The fundamental concept underlying the microfluidic

biosensors that have been reported is to integrate the analytical functions necessary

for biochemical analysis onto a single chip, including sample preparation, pretreat-

ment, detection, and sometimes molecular separation or sorting.

This review summarizes the research achievements concerning integration of

biosensors into microfluidic chips, which have been reported mostly since 2005.

We discuss the latest developments by categorizing them on the basis of four

different aspects; detection principles, analytes, functional receptors, and micro-

fluidic components. Based on a balanced view of recent trends, the review is

concluded by looking at the future perspectives in this field.

2 Detection Principles

The detection principles for biosensors integrated on microfluidic chips are classi-

fied into several types, including optical, electrochemical, and mass-sensitive

methods. The trend in the development of detectors has been to constantly pursue

two key virtues: sensitivity and selectivity. In this regard, the research issues on the

detectors for microfluidic systems are not significantly different to those for con-

ventional biosensors.

2.1 Optical Methods

Most optical detection methods for biosensors are based on ultra-violet (UV)

absorption spectrometry, emission spectroscopic measurement of fluorescence

and luminescence, and Raman spectroscopy. However, surface plasmon resonance

(SPR) has quickly been widely adopted as a nonlabeling technique that provides

attractive advantages. Fueled by numerous new nanomaterials, their unique, SPR-

based or related detection techniques are increasingly being investigated [28–31].
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The conventional methods for optical detection need various filters, lenses, light

sources, and photomultiplier tubes (PMTs), which are essential for microfluidic

systems as well. However, the functional components for optical detection in

microfluidic analytical systems are seldom miniaturized, and necessarily sophisti-

cated or expensive in many cases. Considering that microfluidic chips are basically

intended to conduct handy, cheap, user-friendly, and on-site analysis, it is obvious

that the crucial issue in the optical setup for microfluidic systems is how to overcome

such a problem. To cope with this fundamental challenge, many researchers have

made efforts to miniaturize waveguides, filters, and lenses so that they are tiny and

simple enough to be integrated on a chip. Such optoelectronic components include

laser diodes, light-emitting diodes (LEDs), charge coupled devices (CCDs), and

complementary metal oxide semiconductors (CMOSs), which replace the conven-

tional optical elements [32, 33]. Frank et al. provided a broad overview of current

research and development in point-of-care diagnostic devices utilizing optical detec-

tors in microfluidic platforms [13]. Various optical detections of biological sam-

ples covering absorbance, fluorescence, luminescence, and SPR are summarized in

Table 1.

Absorption spectrometry is a classic detection method for chemical analysis. It

requires a long path length of incident light through a sample at lower concentration.

This is critical for absorbance measurements in microfluidic chips because the narrow

microfluidic channels are obviously problematic for sensitive absorbance measure-

ment. That is why there are not many cases employing absorbance detection. A few

peptides have been separated by on-chip electrochromatography and detected by

UV absorbance [34]. Optical fibers are normally used to enhance efficient absorbance

in the microfluidic chips. For instance, the incident light from a deuterium–tungsten

light source follows a optical fiber to reach the sample and then goes to a CCD array

detector through the bottom fiber [13]. Incident light can be focused by integrating

a microlens in a complex three-layer microfluidic chip [54]. This system has slit

channels filled with “black ink” to absorb any scattered light, and also a cylindrical

microlens in the polydimethylsiloxane (PDMS) layer on the chip. This creative

design enabled detection of the peptide separation with enhanced sensitivity. Llobera

et al. reported an optical air mirror that utilized the refractive index difference

between PDMS and air [49]. Ro et al. showed efficient and sensitive absorbance

detection using a light collimating system on a PDMS microchip for capillary

electrophoresis (CE) [35]. This collimating setup consisted of various optical com-

ponents features and gave significant reduction of stray light. Steigert et al. proposed

an interesting concept of a centrifugal compact disk (CD)-based system that allowed

a fast colorimetric assay of alcohol in a single droplet of whole blood [55]. In this

optical system, the laser was illuminated perpendicular to the flat surface of the cyclic

olefin copolymer disk, and the optical path length increased by one order of mag-

nitude in comparison to the conventional direct incidence. Caglar et al. designed

a glass–PDMS microfluidic chip for determination of calcium ions in samples by

introducing an optical fiber and a ball lens [36].

Fluorescence detection involves molecular light absorption, which triggers

the emission with longer wavelengths than for excitation. This method is often
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Table 1 Optical detection

Method Sensing parts Analytes LOD References

Absorbance Optical fiber, CCD

detector

Thiourea 167 mM [34]

Optical fiber,

microlens, slits,

PMT detector

Fluorescenin S/N ¼ 3 [35]

Optical fiber, a ball

lens, CCD

detector

Ca2+ ions 0.027 mM [36]

Optical fiber, PMT

detector

Ammonia 2 ppm [37]

Fluorescence Microscope-based

PMT detector

Protein 12 mg/mL [38]

Optical path length,

CCD detector

Flavin 1 mM [39]

Optical fiber, pinhole

filter, PMT

detector

FITC 10�7 M [40]

Spherical lens, filter,

PMT detector

Fluorescence 0.01 nM [41]

LED, SSPM Fluorescence N/A [42]

Chemiluminescence VersaDoc CRP 0.1 mg/L [43]

Multianode-

photomutiplier

array

SEB 0.1 ng/L [44]

E. coli 104 cfu/mL

M13 105 pfu/mL

TFT photosensor DNA,

horseradish

peroxidase

0.5 nM [45]

PMT detector Cytochrome c ~250 nM [46]

Myoglobin ~160 nM

Horseradish

peroxidase

~240 nM

Bioluminescence Microscope, PMT

detector

ATP ~mM [47]

Electrochemiluminescence ITO electrode, PMT

detector

Proline 1.2 mM [48]

Internal reflection

spectroscopy

LED, optical fiber,

air mirror

Phosphate buffer 41 nM [49]

Surface plasmon resonance Direct capture Cowpea mosaic

virus

12.5 mg/mL [50]

Nucleotide

hybridization

Fusarium
culmorum

0.06 pg [51]

Substractive

inhibition

Puccinia
striiformis

105 sp/mL [52]

Substractive

inhibition

Phyththora
infestans

106 sp/mL [53]

CCD charge-coupled device, CRP C-reactive protein, FITC Fluorescein-5-isothiocyanate, ITO
indium tin oxide, LED light-emitting diode, LOD limit of detection, PMT photomultiplier tubes,

SEB Staphylococcal enterotoxin B, S/N signal-to-noise ratio, SSPM solid-state photomultiplier,

TFT thin film transistor
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employed for sensing in microfluidic chips because of its superior sensitivity and

selectivity for a variety of samples, in addition to its compatibility with micro-

devices [56, 57]. However, the fluorescence of microfluidic systems has some

drawbacks, e.g., autofluorescence and nonspecific emission from biomolecules in

the sample. Hofmann et al. showed that sensitivity was improved by monolithically

integrating an optical long-pass filter on a PDMS microfluidic chip [58]. Schmidt

et al. developed a chip-sized spectrometer by combining a linear variable band-pass

filter with a CMOS camera [59]. A liquid–liquid waveguide was introduced to the

fluorescence detection system on a microfluidic chip by Vesenov et al. [60]. Balslev

et al. made a monolithic optoelectronic hybrid platform including an on-chip

optically pumped liquid dye laser, waveguides, and microchannels with passive

diffusive mixers [32]. Pais et al. reported a disposable lab-on-a chip system

equipped with a thin-film organic LED excitation source and an organic photodiode

detector for on-chip fluorescence analysis [33]. On the other hand, a portable

fluorescence biosensor with quantum dots (QDs) was developed for quantitative

analysis and rapid screening of trace amounts of proteins [61]. Schulze et al. realized

native fluorescence detection of the proteins separated by microchip electrophoresis

using a deep UV neodymium-doped yttrium aluminum garnet (Nd:YAG) laser at

266 nm and a PMT detector [38]. Quin et al. utilized a pulsed nitrogen laser, a

fluorescence emission guide, and a CCD detector for flavin metabolites detection

[39]. Li et al. proposed a microfluidic chip into which the one end of an optical fiber

was introduced, and the other terminal was coupled to a blue diode-pumped laser

[40]. Renzi et al. demonstrated a hand-held microchip-based analytical instrument for

detection of proteins [41]. Recently, a portable microfluidic flow cytometer with

simultaneously detection of fluorescence and impedance was reported for cell analy-

sis [42]. This system exploited an LED for excitation and detected fluorescent

emission with a solid-state photomultiplier (SSPM).

Luminescence detection involves light emission as a result of chemical reaction,

which may be from a living organism or artificial system like a luminol-labeled

biosensor. Since chemiluminescence needs no light source, the system becomes

even simpler than fluorescence methods while still producing sensitive responses.

In many cases, detection based on luminescence is a very attractive choice for

sensitive analysis because it is conducted in the complete absence of background

light. QDs are a conspicuous example that show how powerful luminescence

detection is. They emit strong luminescence and thus are increasingly being used

for bioanalytical applications. Huang et al. reported that QDs have much higher

photoluminescence quantum efficiency than their bulk materials [62]. In their

study, a urea-sensing system composed of water-soluble mercaptosuccinic acid

(MSA)–QDs and urease was prepared by a simple procedure and provided sensitive

responses to urea. Hatakeyama et al. employed a DNA-arrayed thin film transistor

(TFT) as a DNA chip platform and light detector [45]. The limit of detection (LOD)

of their system was 0.5 nM, which was a much lower concentration than detected by

a conventional device. A DNA chip-based protocol for clinical diagnostics was

realized on a plastic card including an optoelectronic DNA chip and pyrotechnic

microvalves for electrical fluid handling [63]. A plastic microfluidic immunosensor
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for C-reactive protein (CRP), a cardiac and inflammationmarker, is another example

of a sensing system that uses luminescence detection strategy [43]. This sensor gave

an even better LOD than conventional enzyme-linked immunosorbent assay

(ELISA) analysis. Multiplexing is believed to be the general trend of modern

analytical techniques and not an exception for immunoassay based on luminescence.

A multiplexed chemiluminescent capillary enzyme immunoassay was shown to be

capable of simultaneously detecting toxins, bacteria, and viruses [44]. The LODwas

0.1 ng/mL for the toxin Staphylococcal enterotoxin B (SEB), 104 cfu/mL for

Escherichia coli O157: H7, and 5 � 105 pfu/mL for the bacteriophage M13. Biolu-

minescence (BL) is the light emission from a living organism. Liu et al. integrated

CE and BL detection into a chip for ATP analysis [47]. Electrochemiluminescence

(ECL) is a kind of luminescence produced during electrochemical reactions. Qiu

et al. presented a Ru(bpy)3
2+ ECL detector for CE on a microfluidic chip [48].

Internal reflection spectroscopy (IRS) is another promising optical detection for

immunoassay [64]. Llobera et al. reported PDMS-based multiple internal reflection

systems comprised of self-alignment systems, lenses, microfluidic channels, and

mirrors. It is noteworthy that the LOD was lowered down to 41 nM using an “air

mirror” [49].

Raman spectroscopy has great potential in terms of analytical applications

because it gives characteristic spectra in aqueous phase. Its critical problem is

weak signals, and there have been ceaseless attempts to overcome this by exploiting

surface-enhanced Raman scattering (SERS) [65]. The enhancement of Raman

scattering is a phenomenon that is sensitive to the substrate surface. The enhanced

signals by SERS come from the Raman-active bonds of the molecules adsorbed

on rough surfaces [66, 67], nanoparticles [68–70], nanoshells [71], or extremely

narrow gaps (“hot spots”) [72, 73] of some metals such as Ag, Au, Pt, or Cu [74].

SERS-based detection is also advantageous because it is nondestructive [75].

Recently, Lee et al. reported a SERS decoding using thin microgold shells modified

with Raman tags within a microfluidic chip [76].

SPR is a representative physical phenomenon that is widely utilized for label-free

characterization of molecules on thin metal films. The basic principle and operation

of SPR has been described in more detail in several review articles [77, 78].

The reports on SPR-based immune sensors have steeply increased for detection of

analytes with low molecular weights in recent years. SPR detection in microfluidic

systems can provide various advantages. Immunoreactions are completed within a

short time due to small sample volumes down to the nanolitre scale. Kim et al.

developed a simple and versatile miniaturized SPR immunosensor enabling parallel

analyses of multiple analytes [79]. Their SPR sensor was claimed to exhibit good

stability and reusability for 40 cycles and more than 35 days. Feltis et al. demon-

strated a low-cost handheld SPR-based immunosensor for the toxin Ricin [80].

Springer et al. reported a dispersion-free microfluidic system with a four-channel

SPR sensor platform, which considerably improved the response time

and sensitivity [81]. The sensor was able to detect short sequences of nucleic acids

down to a femtomole level for 4 min. Waswa et al. demonstrated the immunological

detection of E. coli O157:H7 in milk, apple juice, and meat juice extracted from
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ground beef [82]. Wei et al. detected Campylobacter jejuni in poultry meat [83]. A

palm-sized SPR biosensor has been developed inwhich the light source is modulated

by a rotating mirror [84]. This system introduced a folded light path and a diode

laser. The same group devised another briefcase-style sensor that is capable of

simultaneously detecting small molecules, proteins, viruses, bacteria, and spores

[80].

Nanostructures provide new opportunities for SPR sensing. It was shown that

both sensitivity and selectivity can be improved by introducing an integrated array

of nanoholes serving as substrate for SPR detection [85]. Huang et al. exploited the

localized SPR properties of gold nanoparticles and successfully applied them for

label-free monitoring of biomolecular interactions in real time [86]. They also

discussed the unique localized surface plasmon resonance (LSPR) property of

gold nanoparticles, which provides a basis for measuring the molecular adsorption

onto the surface of metal nanoparticles [87]. LSPR is a phenomenon that is

observed in noble metallic nanoparticles (silver, gold) and is caused by the collec-

tive oscillations of conductive electrons [88, 89]. Recently, the numerical simula-

tion of LSPR microfluidic chips with grooved optical fibers was proposed to

optimize the sensor [90]. Luo et al. fabricated a PDMS microfluidic device contain-

ing an array of gold spots onto which antigens or antibodies of interest could be

attached [91]. The gold spots of this system are suitable for carrying out immunor-

eactions with SPR detection. Reportedly, the refractive index change caused by the

molecules bound to the surfaces of the gold spots allows SPR imaging through real-

time monitoring of immune reactions [92]. Pang et al. studied surface plasmon

polariton dispersion related to a 2D nanohole array [93]. In this work, the sensitivity

of the nanohole array sensor was attributed to the periodicity of the array and the

excited surface plasmon polariton effect. Plant pathogen biosensors based on SPR

were also reported [50–53].

2.2 Electrochemical and Electronic Methods

Electrochemical detection has been regarded as particularly appropriate strategy for

microfluidic chip systems. Electrochemical biosensors in microfluidic chips enable

high sensitivity, low detection limits, reusability, and long-term stability. And the

detection mechanism and instrumentation for realization are simple and cost-

effective. These valuable features have made electrochemical devices receive

considerable attention [20, 94, 95]. The electrochemical detectors are commercially

available for a variety of analyses [96]. The review written by Wang summarized

the principles of electrochemical biosensors, important issues, and the state-of-the-

art [97]. Lad et al. described recent developments in detecting creatinine by using

electrochemical techniques [98].

In general, electroanalytical detection principles can be divided into three:

potentiometry, amperometry, and conductometry (or impedometry). Potentiostats

used for electrochemical biosensors are mostly equipped with amperometric and
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potentiometric modules. Potentiometry is used to measure the cell potential differ-

ence at virtually zero current (open circuit voltage). The representative potentio-

metric sensors are ion-selective electrodes (ISEs), which include the conventional

glass electrodes widely used for pH determination. Bobacka et al. gave an overview

of electrochemical theory related to potentiometric principles and nonequilibrium

models for ISE [99]. Feridbod et al. reviewed potentiometric sensors that employ

conducting polymers [100]. In amperometry, the current associated with the reduc-

tion or oxidation at working electrode is measured under a constant potential

difference versus the reference electrode. Conductometry is used to measure the

electrical conductance in solutions, in which the charge carriers are cations and

anions. Applying an AC electrical field between two electrodes, the conductometer

or impedance analyzer acquires the output data of changes in amplitude and/or

phase angle. Amplitude change provides serial resistance value in the equivalent

circuit, whereas phase angle shift carries capacitive and inductive components that

are mostly involved in the electrochemical interface between the electrode surface

and the solution. DC input signals give pure resistance and require even simpler

instruments, which are favorable for miniaturized systems like microfluidic chips.

Durand et al. used ionic conductance in a nanochannel for label-free determination

of protein surface interaction kinetics [101]. However, DC input in conductometry

out of microchannels or capillaries is normally avoided because the applied poten-

tial difference is concentrated on the electric double layer on the electrode surface

rather than the solution.

With regard to biosensors and analytical chip systems, challenging problems of

electrochemical detection strategy are deterioration in selectivity and stability of

biological functional objects like enzymes and chronic passivation of the underly-

ing electrodes. Insufficient selectivity or specificity is an intrinsic limitation of

electrochemical detection, which has been addressed by combining chemically or

biologically specific receptors.

A variety of electrode materials have recently been tried for electrochemical

analysis, including nanostructured metals, carbon nanotubes, nanoparticles, and

many more. Park et al. showed that the nanoporous platinum electrode offers the

unprecedented advantage of very low polarizability due to the high exchange

current density (i0) of the electrode surface [102]. This technique also demonstrated

near-Nernstian behavior with ignorable hysteresis and very short response time.

Henry et al. suggested pretreated gold electrodes in a microfluidic cell to detect

cancer markers [103]. Wang et al. analyzed amino acids on a PDMS device coated

with titanium dioxide nanoparticles by indirect amperometry [95]. An interdigitated

ultramicroelectrode array (IDUA) was introduced to enable highly sensitive detec-

tion of nucleic acid, giving 1 fmol of LOD and dynamic range of 1–50 fmol [104].

Boehm et al. identified and quantified bacteria in a microfluidic chip by simple and

rapid impedometry (conductometry) [105]. By coupling an impedance-based detec-

tion system with monoclonal antibodies immobilized onto the surface in a micro-

fluidic chip, they detected bacteria in a sample within a few minutes. Swensen et al.

performed continuous, direct, and real-time detection of a small molecule analyte

through combination between aptamer-based sensing and microfluidic sample
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handling technology [106]. A number of researchers have sought new ways to

multiplex assay by using aptamer-based electrochemical biosensors that exhibit

subpicomolar detection limits [107]. Javanmard et al. proposed the use of a micro-

channel with electrodes, on which functional receptors to target biomarkers are

immobilized [108]. This attempt accomplished the detection of the anti-hCG

antibody at a concentration of 1 ng/mL in a dynamic range of three orders of

magnitude in less than 1 h.

Electronic or electric detection is hardly distinguished from electrochemical

detection because it is linked to chemical or biological interaction in the vicinity

of a conductor or semiconductor in which an electric current flows. In the sense that

it extracts information from predominantly electric signals without directly involv-

ing an electrochemical reaction, it may be discussed separately from electrochemi-

cal detection. The working principle underlying an ion-sensitive field-effect

transistor (ISFET) is similar to that of a metal oxide semiconductor field effect

transistor (MOSFET). In ISFET, change in the ion concentration leads to the

corresponding response in current between source and drain. A pH-sensitive field

effect transistor (pH-FET) is a typical ISFET working sensitively and reliably. It

provides a versatile basis for various chemical sensors, e.g., polymer membrane-

coated ISFETs, enzyme-immobilized (ENFETs), and gas-sensing FETs coupled

with gas-permeable membranes, because a lot of reactions are accompanied by

stoichiometric generation or consumption of protons. The underlying electrode

surface and the enzyme immobilization method are important factors that deter-

mine the sensitivity, stability, and selectivity. Masadome et al. devised a cationic

surfactant ISFET using polystyrene plates and stainless wires as a template for

fabricating the channel [109]. Truman et al. reported a single silicon thin film FET,

which was designed to monitor transport and chemical properties of liquids in

microfluidic systems [110]. A single polypyrrole nanowire-based FET sensor for

real-time pH monitoring is another example [111]. In this system, polypyrrole

nanowires were fabricated by electrochemical deposition inside the pores of an

anodized aluminum oxide template, providing higher sensitivity and selective

performance toward pH variation. Kim et al. demonstrated an extended gate FET

(EGFET)-based biosensor combined with a silicon microfluidic channel for the

electronic detection of streptavidin–biotin protein complexes [112]. The EGFET

device was also used for the electronic detection of nucleic acids [113].

2.3 Mass-Sensitive Methods

Mass-sensitive sensors involve piezoelectric effects and surface acoustic waves.

The piezoelectric effect was discovered in 1880. Piezoelectricity is the ability of

some materials, mostly crystals and ceramics, to generate an electric potential in

response to mechanical stress. The piezoelectric effect was mainly utilized for

immunosensors and nucleic acid sensors because antigen–antibody association

and DNA hybridization cause relatively large changes in mass. Mass-sensitive
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sensors may exploit surface acoustic waves. There have been reported a number of

sensors based on quartz resonators: electrochemical quartz crystal microbalance

(EQCM), surface acoustic wave (SAW), thickness shear mode (TSM), flexural

plate wave (FPW), and shear-horizontal acoustic plate mode (SH-APM). In

EQCM, both sides of a quartz disk are covered with thin film electrodes. SAW-

based biosensors in microfluidic platforms have been applied to immunoassays and

the detection of DNA, bacteria, and small molecules [114]. QCM sensors consist of

a thin quartz disk and two electrodes. When an oscillating electric field is applied

across the disk, an acoustic wave is induced at certain resonance frequency. Lee

et al. showed that antibodies immobilized on the self-assembled monolayer of

thiosalicylic acid on QCM allowed detection of Bacillus cereus and Listeria
monocytogenes at 104 cells/mL and 450 spores, respectively [115]. Cooper et al.

prepared QCM immunosensors that are potentially suited for detection of patho-

gens [116]. Actually, mass-sensitive sensors commonly suffer from difficulty in

discriminating between mass changes arising from the binding of authentic target

molecules and from the nonspecific adsorption of contaminants. A TSM sensor is a

piezoelectric-based sensor in which perturbation in mechanical shear strain induces

change in AC voltage and vice versa. Ergezen et al. monitored adhesion and

aggregation of platelets by a TSM sensor in real time basis [117]. FPW sensors

attracted interest due to their high sensitivity, high accuracy, and low operating

frequency in clinical, environmental, and biological fields. A representative exam-

ple is the allergy sensor based on a very high mass-sensitivity FPW detector [118].

SH-APM sensors involve leaky waves, where the wave is only partially confined to

the surface. Rocha–Gaso reviewed the SH-APM sensor and other biosensors that

exploit surface-generated acoustic waves for the detection of pathogens [119].

An important tool for mass detection is atomic force microscopy (AFM), which

utilizes cantilevers for surface characterization. Adsorption onto the sensing elec-

trode, composed of two chemically different materials, produces a differential

stress between the surfaces, resulting in bending. Molecules adsorbed on a cantile-

ver also bring about vibration frequency changes. Microfabricated cantilever func-

tionalized with antibodies has been sought as a new detection device for biosensors.

The sensors based on this physical phenomenon are summarized in Table 2. Philip

et al. reviewed the technologies and recent developments in micro-/nanoscale

cantilevers, which have been applied to the detection of relatively small analytes

[128]. Recently, nanomechanical motion induced by protein–protein interactions

on a microfabricated cantilever was reported to allow detection of prostate-specific

antigen (PSA) [120, 121]. Cherian et al. investigated the adsorption characteristics

of calcium ion on gold and silicon surfaces of a cantilever through variation in

resonance frequency and bending [122]. Watari et al. confirmed the capability of

multiple cantilever arrays to monitor bending forces induced by the ionization

reactions in aqueous samples [123]. A cantilever was also used to measure the

surface stress on micromechanical structures produced by DNA hybridization

or biomolecular reaction [124]. Arntz et al. showed continuous label-free detec-

tion of two cardiac markers, creatine kinase and myoglobin, using an array of

microfabricated cantilevers on which anticreatine kinases or antimyoglobin
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antibodies were immobilized [125]. DNA aptamer and single-chain antibody were

also employed as receptor molecules [126, 127].

2.4 Others

Temperature is a useful variable that reflects analytical information by associating

with biological functional elements. An enzyme thermistor utilizing a commercia-

lized thermistor is a kind of resistor that detects resistance changes as a function of

the ambient temperature. In this system, the molar enthalpies of enzyme-catalyzed

reactions are sensed by the thermal detector.

3 Analytes

3.1 Small Molecules

Small molecules in this review are defined as organic compounds with low molec-

ular weights. Small molecules can have a variety of biological functions. For

instance, cell signaling, which may be triggered by small molecules, has a great

importance for drug discovery, environmental analysis, mass production processes,

and so on. Another example is bacteria modalities, which are becoming increas-

ingly crucial. Boehm et al. demonstrated an on-chip microfluidic biosensor for

impedometric bacterial detection and identification in the presence of monoclonal

antibodies immobilized in the microfluidic system [105].

Label-free detection based on silicon nanowire FET devices was used to identify

small molecule inhibitors [129]. High-throughput screening of small molecules is

undoubtedly one of the hot issues in pharmaceutical drug discovery. Chan et al.

quantified small molecule aggregation in a high throughput fashion without using

Table 2 Mass-sensitive methods based on microcantilvers

Analyte Receptors or sensing bodies LOD Typical stress

(mN/m)

References

Prostate-specific

antigen

SiNx with Au coating 0.2 ng/mL – [120]

Prostate-specific

antigen

Ta/Pt/PZT/Pt/Si O2 10 pg/mL – [121]

Ca2+ ions Bare silicon/Au cantilever 1 mM 1–450 [122]

pH Thiol-modified cantilever pH 4.5–9 1–30 [123]

DNA Oligonucleotide 100 pM 1–30 [124]

Protein Antibody 20 mg/mL 1–6 [125]

Protein Oligonucleotide aptamers 100 pg/mL 1–10 [126]

Peptide Antibody fragments 20 ng/mL 1–10 [127]
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any label, but a photonic crystal [130]. Wang et al. exploited optical extinction for

probing interactions between nucleic acids and small molecules [131].

3.2 Proteins

Proteomics on a large scale have emerged as one of the major themes in modern

biomedical research. Recently, proteomics based on the concept of protein analysis

on biochip was reviewed [132]. Jonkheijm et al. summarized and discussed chemi-

cal, biological, and nanotechnological strategies that involve protein biochips as a

new kind of tool [133]. Concerning detection of proteins and polypeptides, we

should note the meaning and potential of multiplex analysis. Diercks et al. proposed

a multiplexed protein detection strategy, which was expected to eliminate the

difficulties in directly functionalizing PDMS of microfluidic devices by using

prefunctionalized microparticles [134]. Osterfeld et al. accomplished multiplex

protein detection of potential cancer markers at subpicomolar concentration levels

with a dynamic range over four decades by introducing magnetic nanotags

[135]. Fluorescence resonance energy transfer (FRET) was proved to be a powerful

method for detection of protein–protein interactions, enzyme activities, and the

presence of small molecules in the intercellular milieu [136]. Li et al. discussed

the theoretical basis of FRET focusing on the key parameters responsible for the

sensitivity of FRET biosensors [137]. In addition, Gales et al. used a biolumines-

cence resonance energy transfer (BRET) to directly monitor interactions between

receptor and G protein in living mammalian cells [138]. A protein biosensor array

based on SPR differential phase imaging was reported that worked by detecting a

time-modulated differential phase [139].

Label-free protein biosensors witnessed great advance in recent years. An

impedometric label-free detection was proposed to conduct immunoassay with

high sensitivity and specificity [140]. Aptamers that were immobilized on solid

substrates received appreciable attention because they have high permanent charge

density, which is possibly exploited for label-free detection such electrochemical

impedance spectroscopy (EIS) [141]. There are many cases of aptamers-based

sensors, which are separately described in Sect. 4.4.

Siwy et al. demonstrated the utility of a single conically shaped gold nanotube

that was embedded in a mechanically and chemically robust polymeric membrane

[142]. They reported biofunctionalized conical Au nanotubes, which are potentially

useful for obtaining highly sensitive and selective protein biosensors. So et al.

introduced a single walled carbon nanotube field effect transistor (SWNT-FET)

combined with aptamers as an alternative to the corresponding antibody [143].

Overall, current microfluidics is mature enough to provide the technology for

protein analysis, including pretreatment and separation. Rather, it seems that

biosensors with biological functional elements need significant progress to make

contribution to practical protein research and practical applications.
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3.3 Electrolytes and Gases

Most electrolyte sensors are ISEs that involve functional membranes containing

appropriate ionopores and measure the concentration of ions in chemical,

biological, or clinical samples. Especially for clinical uses, rapid and cost-effective

analysis of sodium, potassium, chloride, calcium, and magnesium ions in physio-

logical fluids including human blood are essential. ISEs are strongly advantageous

in these aspects and thus widely used for quantitative analysis of electrolytes in

chemical and clinical laboratories. Faridbod et al. reviewed applications of con-

ducting polymers for potentiometric sensing [100]. For further improvement, much

effort has been made for miniaturization. Fueled by the development of MEMS

technology, many fabrication methods were introduced to address analytical con-

cerns like LOD, biocompatibility, and sensor stability [144]. Wang et al. reviewed

electrochemical biosensors for point-of-care testing of electrolytes and gases, and

for immunoassays [95, 145].

4 Functional Receptors Integrated in Microfluidic Systems

4.1 Enzyme Electrodes

Enzymes integrated in a biosensor system catalyze the conversion of metabolite

molecules to consume or produce detectable species. The change in concentration

of the species resulting from enzyme reaction is detected by a corresponding signal

transducer. Thus, the analytical performance of these biosensors should critically

depend on the activity and stability of the immobilized enzymes. In many cases, the

enzyme immobilization is the most important step that determines whether or not

it is successful to develop reliable biosensors. In this respect, it is no wonder that a

number of new immobilization schemes and materials have been proposed to

improve the analytical capabilities of biosensors.

The targets of enzyme-based biosensors that have been reported are mostly small

molecules that are involved in human metabolism or environmental cycles, e.g.,

glucose, urea, lactate, and many others [95, 97, 98, 146, 147]. The most popular

strategy is the amperometric glucose sensor, in which glucose-specific enzymes like

glucose oxidase are immobilized onto electrodes [148]. Besides electrochemical

detection, optical signal transformation is also widely used with the enzyme-based

biosensors. Whatever the signal conversion technique applied for enzymatic bio-

sensors, the most valuable benefit obtained by using enzymes is excellent select-

ivity. The biological specificity of enzymes provides artificial systems with

invaluable opportunities.

However, most enzymes may lose their activity when they are immobilized on

substrates like electrodes or optical fibers. This is the core issue of enzymatic

biosensors. Continuous glucose monitoring in the subcutaneous layer for diabetes
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mellitus is the example that shows how critical this issue is. Once a glucose sensor

is implanted, it is not easy to calibrate its sensitivity. As the clotting and immune

reactions proceed under the skin, the environment to which the implanted sensor is

exposed keeps changing and possibly affects enzymatic activity in unexpected

manner. Since the real-time information from such a continuous glucose sensor is

more crucial to the patient than that of a disposable strip, variance in enzyme

activity is of great concern. As a result, a variety of immobilization methods,

including adsorption, capsulation, entrapment, crosslinking, and covalent bonding,

have been developed to formulate an enzyme layer with minimal damage in

enzyme activity and long term stability.

In addition to the enzyme activity, charge transfer rate in electrochemical types

is another key issue in enzymatic biosensors. Charge transfer rate from the active

site to the electrode is closely related to the overpotential that is applied. Lower

overpotential reduces the probability of interference by redox active species.

Facilitated charge transfer may also help maintaining the condition of diffusion

limiting even when significant loss of enzyme activity deteriorates sensitivity.

The bananatrode reported by Sidwell et al. is interesting in that a banana slice

was combined with gas-permeable dialysis membrane and acted as a membrane to

detect dopamine in a biological sample [149]. Polymers still provide a lot of

opportunities for better protocols of enzyme immobilization. Rauf et al. exploited

cellulose acetate and poly(methyl methacrylate) (PMMA) for reducing enzyme

leakage and enhancing the stability by 94% during 1 month of shelf life [150].

An array of hydrogel-entrapped enzymes in microfluidic channels was employed

for simultaneous quantitative analysis of biological samples [151]. The hydrogel

microarray was allegedly easy to fabricate in the microfluidic channels, which elim-

inated the potential cross-talk among the trapped enzymes. As for lactate biosen-

sors, most of them are based on lactate dehydrogenase (LDH) or lactate oxidase

[152, 153]. Lactate in serum was analyzed without pretreatment using screen

printed carbon on which an LDH layer was coated [154]. Romero et al. reported

an amperometric lactate sensor with a protective Nafion membrane, linearly

responding to lactate concentrations between 2 and 1,000 mM [153]. Elevated levels

of urea indicate possible problems in kidney and liver function. Nikoleli et al. used

a urea sensor based on an air-stable lipid film that contained urease and was

stabilized on a glass filter by photopolymerization [155]. Kuralay et al. immobilized

urease in the poly(vinylferrocenium) (PVF+) matrix [147] and Gutierrez et al.

showed a potentiometric bioelectric tongue for the analysis of urea that employed

PVC and carboxylate PVC [156]. In this work, the calibration process based on an

artificial neural network and partial least squares was introduced to determine the

concentration of urea without compensating endogenous ammonia or chemically

rejecting the alkaline interferences.

Nanomaterials are a new class of research material that have been tested for

enzyme immobilization. Sawicka et al. measured urea concentration by using

nanocomposite fibers of urease and polyvinylpyrrolidone (PVP) [146]. Biocompo-

site nanofibers were prepared by electrospinning a solution in which urease and

PVP were dissolved, leading to improvement in response time and sensitivity.
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Barhoumi et al. discussed a ZnAl-based enzyme nanohybrid system for a urea

biosensor, in which ureases were entrapped within layered double hydrides [157].

Tsai et al. employed a sol–gel method to fabricate an enzymatic optical biosensor

array for the analysis of multiple samples [152].

4.2 Antibodies

Immunoglobulins (Igs) are gamma-globulin proteins that are present in blood and

play important roles in identifying and neutralizing foreign objects such as bacteria

and viruses in the immune system. An antibody is a kind of Ig composed of heavy

(above 150 kDa) globular plasma proteins such as IgA, IgD, IgE, IgG, and IgM. An

antigen is a molecule or pathogen that is capable of eliciting an immune response.

Immunoassays make use of the sensitivity and specificity of the antibody–antigen

interaction. There are direct and indirect methods that have been adopted for

immunosensors. Direct methods acquire electrochemical, optical, or electrical

signals resulting from the event of immunochemical complex formation without

any labeling or secondary reactions, as shown Fig. 2 [158, 159].

Indirect methods utilize labeling. Typical labels for immunoassays are enzymes,

fluorescent or radioactive molecules, nanoparticles, chemiluminescent probes,

metal tags, and so on [158, 159]. By labeling, the immune reaction can be detected

more sensitively through amplifying the corresponding electrochemical, optical, or

other physical responses. That is why most conventional immunoassay protocols

adopt labeling methods. Sandwich-type immunoassays are the most widely used

Fig. 2 Schematic of direct

immunoassay
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method, which utilize secondary antibody with label. The general scheme of

sandwich-type immunoassays is illustrated in Fig. 3a. A representative example is

the ELISA, also known as an enzyme immunoassay (EIA), which is a fundamental

technique in bioanalysis.

However, we should take into account the fact that labeling processes may

increase cost and elongate the time of analysis because a few more steps in the

analytical procedure are required. More importantly, the sandwich-type immune

assay is not a good choice for small molecule analysis. If a target analyte is too

small to be bound with another primary antibody, it is difficult to expect additional

association events. In such cases, competitive immunoassays are often considered

[160]. Unlabeled antigens in the sample are allowed to compete with labeled

ones that used to be bound to antibody, as illustrated in Fig. 3b. The antigens in

the sample replace the labeled antigens, which are released to the solution and

measured. Higher concentration of unlabeled antigens (analytes) result in smaller

amount of the labeled antigens that remain bound to the antibodies.

To avoid labeling hassle, label-free methods have been suggested. Some exam-

ples of label-free approaches are back-scattering interferometry [161], impedo-

metric immunosensor for the stroke marker detection [162], and impedometry

coupled with magnetic nanoparticle immunoseparation for direct detection of

pathogenic bacterial cells in food samples [163]. Immunoassays in microfluidic

devices employing SPR have also been reported. Luo et al. developed a PDMS

microfluidic device with an array of gold spots onto which antigens or antibodies

of interest were attached [91]. Recently, a promising strategy is to immobilize

Competitive assaysNon-competitive assays

a b

Fig. 3 Schematic of indirect immunoassay

134 J. Noh et al.



antibodies on mobile substrates instead of planar substrates. Such mobile platforms

could be polymer-based microspheres such as latex beads or nanoparticles, which

provide fundamental basis for multiplex immunoassay. Highly carboxylated poly-

styrene/polyacrylic acid latex microspheres coated with QDs is a good example

[164]. The LOD was successfully enhanced as low as 50 ng/mL on a microfluidic

chip. The immobilization of biological receptors like antibodies onto the solid

supports is one of the core issues because it is closely related to how to maximize

the efficiency of the recognizing ability with minimal damage to their activities.

This stimulated intensive studies on the orientation-controlled immobilization of

intact proteins [133, 165, 166].

4.3 Molecular Receptors

Valdes et al. suggested the utility of various ligands as molecular receptors for

biosensors [167]. Molecular receptors have been used as substitutes for antibodies

for specific binding and detection of pathogens or toxins, including carbohydrate

derivatives, proteins, bacteriophages, and lysozymes. Koo et al. showed an efficient

capture of target analytes for a specific detection of pathogenic microorganisms

[168]. Jen et al. harnessed fiber-optic localized plasma resonance (FO-LPR) and the

characteristic optical properties of self-assembled gold nanoparticles on the surface

modified with a receptor to increase the sensitivity and shorten the response time on

microfluidic chips [169].

4.4 Aptamers

Aptamers are artificial nucleic acids that specifically bind to target molecules. The

aptamers with optimal sequences are obtained through a combinational selection

process such as systematic evolution of ligands by exponential enrichment

(SELEX) from random RNA or DNA libraries [170, 171]. Recently, aptamers

biosensors based on fluorescence, electrochemistry, QCM, and infrared spectros-

copy measurements have been actively studied [106, 107, 172–179]. Swensen et al.

improved LOD and response time [106], and Xiao et al. constructed an electronic

aptamer-based sensor by covalently attaching a methylene blue (MB)-labeled

thrombin-binding DNA aptamer to a gold electrode. [176]. Gokulrangan et al.

addressed a rapid aptamer-based bioanalysis for the sensitive detection of IgE

using fluorescence polarization [172]. Hansen et al. presented a multianalyte

electrochemical aptamer biosensors that exhibited subpicomolar (attomole) level

LOD employing QD semiconductor nanocrystals [107]. This is an impressive

achievement in regard to highly sensitive and selective simultaneous bioelectronic

detection of several protein targets. Bang et al. used beacon-type aptamers based on

intercalation of MB as an electrochemical marker and achieved an LOD of 11 nM
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thrombine [173]. Liao et al. took advantage of Fourier transform infrared attenu-

ated total reflection (FTIR-ATR) and surface modification techniques [175].

Aptamer-modified carbon nanotube FETs were utilized for the label-free detec-

tion of IgE [178]. Centi et al. simplified the target capturing step by using

aptamer-functionalized magnetic beads for sandwich electrochemical assay of

thrombin [179]. Non-Faradic impedance spectroscopy was shown to possibly

monitor the capacitance change induced by aptamer–protein association, with

the aim of in vivo cytokine sensor development for chronic neural prostheses

[180]. Wang et al. reviewed nanoparticle-based electrochemical bioassays by

using aptamer-based immunoassays and nanoparticles [145]. Aptamer applica-

tions for the detection of a variety of samples such as thrombin, cytokines, and

protein were also discussed [181, 182].

4.5 Miscellaneous

Beside enzyme, antibody, molecular ligands, and aptamers, significant research

achievements have been made with the molecular imprinting method. The strategy

of molecular imprinting is that the sites remember the local environment to selec-

tively bind the analytes, even after the previously bound analytes are released [183,

184]. In recent years, the molecular imprinting method is widely studied because of

its cost-effectiveness and high specificity. Alexander et al. reviewed the develop-

ment of molecular imprinting science and technology [185]. Janiak et al. summar-

ized molecularly imprinted polymers that had been synthesized by crosslinking of

functional monomers in the presence of a template molecule. This review dealt with

the molecular imprinting of peptides and proteins in aqueous media [186]. Eroz

et al. exploited QCMwith molecular imprinted layers to detect a variety of analytes,

including glucose [187]. Xie et al. presented the molecular imprinting on walls of

silica nanotubes for 2,4,6-trinitrotoluene (TNT) [188]. Hansen reviewed the molec-

ular imprinting of proteins [189].

5 Microfluidic Components

5.1 Pretreatment

With regard to microfluidic-based integrated biochip technology, a number of

laboratories have pursued devices that are capable of handling and analyzing real

biological samples. Human whole blood is a typical example that has a variety of

ingredients including blood cells, platelets, proteins, and many molecular species

such as glucose, mineral ions, hormones, carbon dioxide, etc. For this reason, sample

pretreatment is indispensable in many cases and thereby has been a critical issue in
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clinical, biological, and biochemical analysis on microfluidic chips. Traditional

protocols of separating blood cells from whole blood involve labor-, cost-, and

time-consuming processes that normally involve centrifuging steps. Therefore,

separation technology for sample preparation is an urgent demand, to which rapid

and efficient microfluidic technology could make the biggest contribution. Various

technologies have been suggested as alternatives to centrifugal separation. For

instance, plasma separation from whole blood was conducted by many kinds of

membrane filters, which include a planar microfilter, bent channel structure, T-

shaped channel, and micropost array [190]. Jaggi et al. observed the depletion of

red blood cells (RBCs) from whole blood at high volume flow rates [191]. In this

study, a high-aspect ratio channel bifurcation was used to separate RBCs. Moreover,

particle density in a suspension was able to be tuned and the samples were filtered

through microstructures such as micropillar arrays and membranes with circular,

hexagonal, and rectangular holes. Chun et al. realized rapid and selective RBC lysis

by quickly mixing the whole blood sample with a lysing reagent between a pair of

salt bridges that were integrated on a microfluidic chip, and applying an AC electric

field at low frequency [192].

5.2 Surface Modifications

Surface modification is crucial for improving the sensitivity of biosensors, which

should minimize nonspecific binding. There have been a number of ways to

modify the surfaces, e.g., wet chemical, organosilanization, ionized gas treat-

ments, and UV irradiation [193]. Surface modification methods that have been

published to date can be categorized into chemical and physical methods. Chemi-

cal modification immobilizes functional molecules to create surface properties

desired so that the surfaces become passivated or activated with chemicals. On the

other hand, physical modification may change the surface roughness, grain size,

and grain boundary by exposure to lasers, plasmas, heat, and polishing. To

achieve better sensitivity and reliable performance, a sufficient amount of ana-

lytes and functional molecules need to be immobilized onto the surface of interest

in the microfluidic biosensors. A good example is the surface modification of

protein-modified microcantilevers that were prepared from multiple surface con-

jugations [194]. Diao et al. tried a direct silanization with aminopropyltriethox-

ysilane and activation with glutaraldehyde [195]. Biofouling of the surfaces has

been one of the major problems in biological analysis. Several variables like

wettability, biocompatibility, and nonspecific adsorption were addressed to tackle

the biofouling problem. Poly(ethylene glycol) (PEG) is well known for its pro-

tein-resistant property [196]. Bi et al. reported a simple method for the deposition

of PEG brush on PMMA microfluidic channel surfaces [197]. The fabrication of

PEG-coated microfluidic chips would provide a biocompatible surface for com-

plex biological analysis. Prakash et al. showed covalent attachment of various

polymers fused with silica or silica-coated silicon in glass [198]. The PDMS layer
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was adhered to the surface of another PDMS by gaseous plasma [199]. Lee et al.

generated a protein micropattern on the PEG hydrogels by surface graft polymer-

ization and photolithography [200]. It was reported that PEG layers were able to

reduce nonspecific interactions [201].

5.3 Beads

Rapid and reliable quantitative analysis of cells is increasingly important. Although

utility of beads are not limited to biological applications, cellular measurements

such as cell counting, antibody-mediated agglutination, and diagnostics using

cultured cells attract exceptional interest as they could benefit immensely from

beads. Bead-based analysis for cell research and development can be discussed

from two points of views: molecular/immune assay and flow cytometry. Since the

multiplex bead array assay (MBAA) was introduced by Horan et al. in 1977 [202],

polymeric microparticles have been considered and tried as solid supports for

molecular/immunoassay. Such beads can reduce the volumes of reagents as well

as samples by providing a high surface-to-volume ratio that is significantly enlarged

in comparison to conventional microarray. Saunders et al. reported a competitive

binding assay using beads on which antibodies were anchored and associated with

nonlabeled antigens prior to exposure [203]. Holmes et al. presented a microfluidic

rapid analysis of polymer beads labeled with fluorescent dye in small volumes

[204]. This research showed the possibility that bead-based immunoassay could

induce a substantial advance in sensitivity, precision, and accuracy by employing

microfluidic chips. Gao et al. enlarged the reaction chambers for CD4-positive T

lymphocyte capture to raise cell capture efficiency compared with conventional

methods based on CD4 separation [205]. More importantly, it was demonstrated

that bead-based immunoassay is a promising alternative to ELISA based on plates,

and offers several valuable advantages [206]. Concerning the MBAA, there are two

key issues. One is functionalization of the bead surfaces as desired and the other is

recognition of individual beads that are suspended in the solution. The former issue

has been intensively addressed by research and development in industry as well as

academia. Bead-based multiplexing systems are commercially available from

Luminex, Illumina, and BioArray Solutions, as summarized in Table 3. Beads are

dispersed in the solution to have sufficient chances to interact with potential

analytes and then need to be collected before rinsing or other subsequent processes.

To successfully enable active dispersion and recollection, magnetic nanoparticles

were impregnated in polymeric microbeads for immunoassay [207].

The bead surface critically affects nonspecific binding, which is particularly

serious in the presence of physiological fluids, e.g., human whole blood. Conven-

tional polymeric surfaces need chemical coupling processes to immobilize

functional molecules and are vulnerable to contamination originating from non-

specific adsorption of proteins that are not analytes, like albumins in blood.

Polymers including ethylene glycol oligomers have been tried in an effort to
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reduce nonspecific adsorption [201, 208], but it is still challenging. A thin gold

shell on a polymeric microsphere was proposed as a new platform to tackle a

couple of issues that were involved in bead surfaces [76, 209]. This approach is

still at an early stage, but seems to deserve watching to see what will happen in the

future.

As for identification of the suspended beads, it is necessary to achieve not only

cost-effective and reliable encoding technology but also high throughput and a

facile decoding strategy. Unlike microarrays, the positions of sensing sites are not

fixed in the suspension array system. So, beads dispersed in solution should be

recognized individually to reveal what kind of receptors is immobilized on their

surfaces. Microfluidic devices are expected to provide important opportunities of

higher throughput and better reliability to encoding as well as decoding technolo-

gies, eventually making multiplex analysis possible. The encoding–decoding meth-

ods that have been reported up to now are based on fluorescence, size, or shape

[210–212]. The most popular way to encode microbeads is to incorporate fluores-

cent dyes and QDs into the beads [213, 214]. To read out the barcodes of the beads,

flow cytometry is widely used due to its multifunctional capabilities of counting,

characterizing, and sorting. It can count and characterize a variety of small parti-

cles, including cells, beads, and microparticles. The fluorescence-activated cell

sorter (FACS) is a sophisticated readout device that allows fast decoding and

sorting [215, 216]. However, the FACS system is normally a large and expensive

instrument so that it deters rapid expansion of applicability to multiplex suspension

arrays at low cost. Recently, research effort has been directed to microfluidic chip-

based flow cytometers, which require small sample volume, less reagent consump-

tion, and precise control of particles [217]. A miniaturized flow cytometer was

proposed that used a unique polyelectrolytic salt bridge for accurate discriminative

detection of cells as a function of their size and fluorescence [42, 218]. Fan et al.

reported a magnetic-bead-based chemiluminescent immunoassay in microfluidic

chips [219]. Antibody-conjugated magnetic beads were shown to be useful for

detecting viruses, with the assistance of sample pretreatment devices for purifica-

tion and preconcentration [220].

Table 3 Bead-based multiplex technologies and companies

Company Model Analysis targets Related methods

Luminex xMAP Cardiac markers Gene expression profiling

Cancer markers Nuclear receptors

Metabolic markers HLA testing

Neurobiology Infectious disease

Cytokines –

Chemokines Cystic fibrosis

Growth factor –

Illumina Sentrix SNP genotyping Gene expression

BioArray Solutions BeadChip Human erythrocyte antigen

genotyping

Ashkenazi genetic disease

genotyping

HLA Human leukocyte antigen, SNP Single nucleotide polymorphism
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5.4 Droplets

Droplet-based microfluidics is expected to solve the problems of mixing and

reagent diffusion in laminar flow-based microfluidics. Micro- and nanoscale emul-

sions of immiscible liquid droplets were applied in various applications such as

DNA encapsulation [221] and drug delivery systems [222]. Microfluidic droplets

have a few parameters of droplet size, frequency, composition, and so on. Proper-

ties of droplets are very sensitive to their physical size and its distribution. The

conventional way to fabricate the droplets is to use macroscale instruments such as

high-pressure homogenizers, high-power generators, and ultrasonic generators.

However, it is very difficult to control the size of droplets using traditional methods.

For these reasons, microfluidic techniques have been sought for producing droplets.

Liu et al. chose dichloroethane as the continuous organic phase to create droplets

inside a hydrodynamic focusing chip [223]. By this method, uniform droplets were

made and their size was under control by varying the flow rates of the organic and

water phases.

Rapid and reliable characterization of droplets in microfluidic environments has

been widely addressed. Electrochemical methods can offer a simpler route to that

goal than traditional optical imaging. Monpichar et al. reported a droplet-based

microfluidic platform to study streptavidin–biotin binding kinetics with millisecond

time resolution [224]. In this study, a droplet microfluidic platform was integrated

with a confocal fluorescence detection system. Several microfluidic chips were

reported to make droplets with better emulsion quality [225–227]. Recently, sepa-

ration and collection of emulsion microdroplets have been explored. For example, a

passive and active satellite droplet filtration system was demonstrated [227]. There

were a few reports on a microfluidic chip that was capable of generating uniform

and tunable sizes of emulsion droplets by using microchoppers [228].

5.5 Pumping and Valves

Microfluidic analytical systems require active or passive micropumps to control the

reagent and sample delivery. A large number of micropumps have been devised

since the microfluidic system was first introduced. Several mechanisms have been

suggested for transporting the fluids in microfluidic systems, and can be discussed

in two categories: displacement and dynamic pumping. Displacement pumps exert

pressure forces on the fluid through one or more moving boundaries. Micropumps

are based on periodic displacement involve reciprocating or rotary actuations

[229–232], while periodic type micropumps have piezoelectric [233–238], peristal-

tic [239, 240], thermopneumatic [241, 242], electrostatic [243, 244], pneumatic

[245], and electromagnetic moving units [246]. A number of reports have been

published on membrane- or diaphragm-based displacement micropumps. Peristaltic

pumps are reciprocating displacement micropumps that have check or active
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valves [247]. Cho et al. reported a fully integrated pumping system using centrifu-

gal microfluidics on a polymer-based CD [248].

Dynamic pumps infuse energy to the fluid in a manner that increases either its

momentum (centrifugal pumps) or its pressure (electroosmotic and electrohydro-

dynamic pumps) as shown in Table 4. They involve centrifugal or hydrodynamic

actuations and, more specifically, are driven by electro-/magneto-hydrodynamic

[257], electroosmotic [254–256], electrokinetic [251–253], electrowetting [258],

and acoustic forces [259]. Centrifugal pumps are typically less effective for fluids

with low Reynolds numbers and have limitation in miniaturization.

Sometimes electromagnetic field and acoustic-wave are regarded as suitable

means for creating pressure to make flow. The field-free micropump driven by

electroosmotic flow is an interesting example of swift electromagnetic manipula-

tion of field-sensitive biological objects [260]. The design of the proposed system

was a “Y”-shaped channel network with two arms, which have positively and

negatively charged surfaces on the inner walls by depositing polyelectrolytes on

the respective surfaces. The fluid on this chip is under quick and precise control by a

programmed external electric field, while the designated region, in which biological

elements are being handled, is free from electromagnetic field. On other hand,

microelectromechanical systems technology was introduced to a micropump that

needs no external power source [261]. This work showed a new actuation mecha-

nism for the self-generated peristaltic motion of cascaded actuators that employ the

fluidic circuit of an elastic tube. A self-priming low-power micropump based on a

polypyrrole actuator can be fabricated without microfabrication equipment [262].

Microvalves are sometimes regarded as a part of micropumps in many reviews

[263]. In recent years, new methods for the valves have been reported, as summar-

ized in Table 5. A magnetic hydrogel nanocomposite valve was utilized for remote

Table 4 Classification of micropumps

Micropump type Operating principle Key factors References

Mechanical Diaphragm Piezoelectric [233–238]

Thermopneumatic [241, 242]

Electrostatic [243, 244]

Pneumatic [245]

Peristaltic [239, 240]

Displacement Rotary Rotating gear [229, 230]

Viscous force [231, 232]

Fluid Ferrofluid [249]

Phase change [250]

Electromagnetic Magnet [246]

Dynamic Centrifugal Momentum [248]

Electrokinetic Induction [251, 252]

Injection [253]

Electroosmotic DC [254, 255]

AC [256]

Electro-/magneto-hydrodynamic Lorentz force [257]

Electrowetting Electric [258]

Acoustic Waves [259]
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control of the flow in a microfluidic device by applying alternating magnetic fields

[281]. This approach chose temperature control to regulate the collapse of a

nanocomposite, leading to opening of the valves. Yoo et al. suggested a paraffin-

actuated microvalve in which phase transition of the paraffin from solid to liquid is

triggered by a thermal cue and results in volume change [282]. This system is

practical for controlling the mass transport of reagents and samples in a microfluidic

chip precisely and efficiently. Many valving principles have been introduced to

steer the flow by a centrifugation protocol. Honda et al. reported a rotary disk driven

by centrifugal force for highly integrated immunoassay [283]. They demonstrated

that the CD based on centrifugal force successfully handled small volumes of

samples and reagents with sufficiently good precision. With respect to flow control

in more complicated microfluidic networks, Hisamoto et al. harnessed the surface

wettability of the inner walls of microchannels, which were coated with a thermo-

responsive polymer [284].

5.6 Peripherals

The micromixer is an essential microfluidic component for specific applications.

Compared with conventional macroscale mixers, micromixers need a somewhat

different approach to working principle, specification, and design. First of all, it is

hard to make turbulence in such a limited volume [285, 286]. And, more than two

solutions in a microfluidic system are necessarily mixed as rapidly as possible for

Table 5 Classification of microvalves

Microvalve

type

Operating

principle

Operating

principle

Key factors References

Active Mechanical Magnetic External magnetic fields [264]

Integrated magnetic

inductors

[265]

Electric Electrostatic [266]

Electrokinetic [246]

Piezoelectric Frequency [267]

Thermal Bimetallic,

thermopneumatic

[268]

Nonmechanical Electrochemical – [269]

Phase change Hydrogel, sol–gel, paraffin [270–272]

Rheological Electro-rheological,

ferrofluids

[273]

External Modular Built-in, rotary [274]

Pneumatic Membrane, in-line [275, 276]

Passive Mechanical Check valve Flap [277]

Membrane [278]

Ball [249]

In-line mobile structure [279]

Nonmechanical Capillary Hydrophobic valve, abrupt [280]
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many applications, e.g., studies on the kinetics of enzyme reactions, fast liquid

reactions, discriminative cell lysis with minimal side effects, etc.

There are two types of micromixers: passive and active micromixers. Passive

micromixers operate without an external driving force so that the mixing process

depends on diffusion and chaotic advection. In order to increase the contact

interface between the liquids, various attempts have been made, including multi-

layer lamination [287], fluid injection [288], and 2D or 3D structures [289]. Most

passive mixers rely on the chaotic advection principle to enhance mass transport by

incorporating complex structure [290, 291], grooves in the channel well [292, 293],

or zig-zag-shaped channels [294]. Hardt et al. discussed passive micromixers for

applications in microfluidics [295]. Active micromixers involve the disturbance

caused by external forces for the mixing process. External forces that have been

suggested for active micromixers are pressure [296], electrodynamic [297], dielec-

trophoretic [298], electrokinetic [299], and magneto hydrodisturbance [300]. Chun

et al. used polyelectrolytic salt bridges to obtain an efficient active micromixer

operating by low voltage and straight/smooth surfaces [192]. In this system, a pair

of positively charged polyelectrolytic gel electrodes, which face to each other,

play the key role of inducing ion depletion/enrichment phenomenon. Chang et al.

reviewed the recent progress in micromixing phenomenon based on electrowetting-

on-dielectric, dielectrophoresis, and electroosmosis [301]. Hessel et al. reviewed

the mixing principles of passive and active micromixers [302].

6 Perspectives

Biosensors and microfluidic analysis systems possess an intrinsic feature that is

common to both. This is the fact that chemical and bioanalyses involving biosen-

sors and microfluidic systems could be conducted by conventional methods in the

laboratory as well, or even better. The reason why these systems are needed is not to

enable chemical or bioanalysis of target analytes that conventional methods have

been unable to analyze. They were developed to make the analytical system better

for specific purposes through size reduction, and thereby widen their range of use. It

is no wonder that tremendous research activities in this area have been concentrated

on finding solutions to the problems that come from miniaturization or integration

on a chip, and not on seeking new analytical principles or methodologies.

In this regard, the future direction of biosensors and microfluidic analytical

systems is predicted to be towards better efficiency, convenience, cost-effective-

ness, compatibility, and reliability. Label-free technology is a particularly good

example that deserves special attention. It would provide valuable advantages in

efficiency, convenience, and cost-effectiveness by simplifying the procedure,

requiring less reagents, and cutting the cost and time of analysis. However, label-

free detection still has its own challenges, and subsequent research efforts must be

made to accomplish the ultimate goal, as argued by Fan et al. [303].
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Another example is multiplex suspension analysis. As more and more knowl-

edge about nature becomes available, the demand for chemical and bioanalyses

increases correspondingly. The revolutionary advance in biotechnology is accel-

erating the growth of analytical needs. New analytes that need to be analyzed are

ceaselessly appearing and some of them may be extremely important in terms of

clinical, economical, industrial, or environmental concerns. Moreover, analytes

with a very low population, such as circulating tumor cells, need at least a few

milliliters of sample, otherwise analysis is impossible. According to the conven-

tional concept of chemical and bioanalysis, an analyte requires a sample for its own

analysis. This leads to research efforts to improve analytical methods so that they

consume as small a sample as possible. However, minimizing the sample volume

cannot ultimately solve this fundamental problem of conventional methodology.

This situation unequivocally indicates the request of multiplex analysis techniques.

2D microarrays or biosensor arrays integrated on a chip or a strip are examples of

ideas on the ways to cope with these new analytical demands. Noting that the entire

surface of the 2D arrays should be covered by the sample solution, we should

consider the microsuspension array as a promising alternative to conventional

arrays on flat substrates. Microbeads are expected to offer a useful platform for

multiplex suspension array. A large number of microbeads would provide sufficient

amount of data to ensure reliability. The current trend in modern bioanalysis

strongly indicates that efficient barcoding technology and a handy readout device

for rapid decoding/detecting the beads will make a breakthrough towards ubiqui-

tous chemical and bioanalysis using small but powerful analytical equipment that is

compatible with home appliances and mobile smart phones.
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A Nanomembrane-Based Nucleic Acid Sensing

Platform for Portable Diagnostics

Satyajyoti Senapati, Sagnik Basuray, Zdenek Slouka, Li-Jing Cheng,

and Hsueh-Chia Chang

Abstract In this perspective article, we introduce a potentially transformative

DNA/RNA detection technology that promises to replace DNA microarray and

real-time PCR for field applications. It represents a new microfluidic technology

that fully exploits the small spatial dimensions of a biochip and some new phenom-

ena unique to the micro- and nanoscales. More specifically, it satisfies all the

requisites for portable on-field applications: fast, small, sensitive, selective, robust,

label- and reagent-free, economical to produce, and possibly PCR-free. We discuss

the mechanisms behind the technology and introduce some preliminary designs,

test results, and prototypes.

Keywords Depletion � Dielectrophoresis � Ion-selective membranes � Limiting-

current
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Abbreviations

AC Alternating current

CNT Carbon nanotube

DC Direct current

DEP Dielectrophoresis

DNA Deoxyribonucleic acid

FCW Fluorescence correlation spectroscopy

FET Field-effect transistor

I–V Current–Voltage

kb Kilobase

PCR Polymerase chain reaction

pM Picomolar

RNA Ribonucleic acid

SNP Single-nucleotide polymorphism

ssDNA Single-stranded DNA

1 Introduction

A new molecular sensing platform promises to significantly advance existing

electrochemical/capacitance/field-effect transistor (FET) sensing technology into

a probe-functionalized, multitarget and smart (automated) electrode sensing plat-

form, whose assay time (minutes), detection limit (picomolar concentrations),

selectivity (single-base mismatch discrimination), dynamic range, and robustness

are orders of magnitude better than the current state-of-the-art techniques. The

platform involves no moving parts, no valves, no optical detection, and will be fully

automated with regenerable probes for prolonged usage. Most importantly, the

assay time is shorter than the hour-long degradation half-life of RNAs, enabling

realization of a polymerase chain reaction (PCR)-free nucleic acid detection plat-

form [1]. The new DNA/RNA sensing technology is based on several new on-chip

ion-selective membrane and nanoslot technologies developed in our group and

elsewhere [2–7].

Development of rapid and portable detection devices for point-of-care applica-

tion is an important aspect of the modern diagnostics industry for effective detec-

tion of diseases in developing countries, from anti-terrorism and biowarfare

applications to environmental monitoring, including the detection of harmful

organisms on beaches. The most specific sensing platform is the genetic detection

platform, which identifies a particular sequence of the target pathogen’s genome.

As a result of active research in this area, small pretreatment units are now available

that can concentrate the pathogens with membranes and beads, lyse cells, and

remove chromosomal DNA for amplification in an integrated PCR chip [8].
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However, the key technological bottleneck remains the detection and quantification

of the amplified DNAs.

Two gold standards for genetic detection have appeared in the last decade, both

involving labeling of fluorophores or quenchers onto the target molecule during

PCR amplification: DNA microarray and real-time PCR. DNA microarrays offer

sensitivity and large library volume. However, the assay time is long due to

diffusion limitations. It also requires periodic rinsing to avoid nonspecific binding.

Finally, the fluorescent confocal detection instrumentation is still too bulky and

costly for portable applications. Quantification of the number of target DNAs is also

impossible. Real-time PCR sacrifices large library volume for rapid and quantifi-

able detection, higher sensitivity, and good selectivity. However, it still requires

expensive and bulky fluorescent detection instrumentation. (Model ViiATM7 of

Applied Biosystems is the size of a small refrigerator and costs US $200,000.)

The main challenge for portable diagnostics is then a miniature label-free nucleic

acid sensing platform without any sophisticated instruments and reagents. The

elimination of the PCR step would also be advantageous, as it would remove the

30-min thermal cycling time and the need for a PCR unit. In many medical

applications, over a million DNA and RNA copies are available in a typical sample

volume of 100 mL. Consequently, a detection platform capable of sensing one

million copies of DNA/RNA can be PCR-free. For bacterial pathogens, each cell

produces a million copies of mRNA and only one copy of DNA. However, the

tradeoff for this relative abundance of RNA is its short life-time (less than an hour)

due to rapid degradation [1]. Hence, an RNA detection platform with an assay time

of less than 1 h (and without reverse-transcription PCR) would be the first RNA

detection platform of its kind.

Several label-free field-use DNA/RNA sensing technologies have been inten-

sively studied in the last decade. The most viable field-use sensing technology to

date is, in our opinion, electrochemical sensing. Electrochemical sensing with

molecular probe functionalized electrode sensors can measure the change in

electron-transfer rate upon docking of the target DNA/RNA molecules and redox

reporter agents that can magnify this electrochemical current. Because many

current carriers and inhibitors in the buffer can affect this electrochemical signal,

even in the presence of surface-assembled monolayers, this sensing technology

lacks robustness and is difficult to calibrate [9]. Capacitance, conductance, and

FET electrode sensors have also attracted considerable interest recently. For such

non-Faradaic sensors, excess charges brought to the surface by the docked DNA/

RNA molecules and their associated potential can produce a local change in Debye

double-layer conductance/capacitance and sub-surface current of the sensor. Con-

ductance measurements are typically insensitive at practical ionic strengths

because the presence of the DNA/RNA molecules in the high-conductivity

Debye layer would not significantly affect the local conductance [10, 11]. More-

over, the same Debye layer is only a few nanometers thick for practical RNA

samples, and only the lower fraction of the charges on the long (>10 kb) linear

DNA/RNA is responsible for the capacitance signal, again resulting in low sensi-

tivity [12, 13]. At its current state, conductance/capacitance/FET sensors have a
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detection limit higher than nanomolar, which translates into 108 copies of nucleic

acid molecules for practical sample volumes [13], which is too high for field-based

detection. Most importantly, the largest drawback of all electrode sensors is their

long assay time. At the low target molecule concentrations (picomolar) of practical

samples, the diffusion time of long (more than kilobase) nucleic acids to the

electrode sensor often exceeds hours, thus rendering such a platform ineffective

for rapidly degrading RNA.

Several techniques have been suggested for removing the slow transport of long

nucleic acid molecules to the electrode sensor. One technique involves the activa-

tion of a high voltage at the electrode sensor to electrophoretically attract nearby

DNAs [14]. However, this electrophoretic concentration technique is highly non-

specific and other like-charge molecules can also be attracted to the sensor.

Moreover, for buffers of high ionic strength, the elevated voltage can produce

undesirable Faradaic reactions that can produce false current or voltage signals.

Internal vortices, generated on microelectrodes by various ingenious but unreliable

mechanisms, have also been suggested as a means of concentrating the target

molecules towards the sensor [15, 16]. Generation of internal vortices remains,

however, an imperfect science. It would be more desirable for the sensor to generate

such vortices automatically at a precise location and for the vortices to exhibit a

strong electric signal such that they can be detected and automatically controlled;

this new technology will be described in Sect. 2.

The missing technologies for portable DNA/RNA diagnostics are therefore a

label-free electrode sensor that does not suffer from diffusion limitation (i.e.,

short assay time), is highly selective and sensitive, and yet is insensitive to buffer

ionic strength and chemical composition. We propose here that the ion-selective

membrane sensor technologies, with properly tuned electrokinetic features and

dynamic feedback actuation, can meet these specifications. Our group has

recently developed an on-chip sol–gel silica fabrication technique [17, 18] and

a nanocolloid assembly technique for on-chip membrane synthesis [3]. We have

also applied several photocuring polystyrene sulfonate or polyallylamine synthe-

sis techniques to fabricate on-chip membranes [19]. Recently, we have developed

the technology to fabricate nanoslots on chips [5], which behave like single-pore

membranes, for application in diagnostic chips. The membranes are used for

molecular detection and involve continuous pumping of the sample solution in

a cross-flow (tangential to the membrane surface) format to minimize hydrody-

namic resistance. On-chip electrodes control the ionic current and voltage

drop across these membrane components to produce the desired phenomena for

rapid molecular concentration, transport, and detection. A first-generation

integrated chip is shown in Fig. 1 for rapid detection of kilobase DNA with

probe-functionalized nanocolloid assemblies (membranes). These passive chips

are not automated and do not involve feedback control because they are missing

several sensors and activation components that our group has recently developed.

We will discuss our recent attempts to add and integrate, via on-chip feedback

control circuitry, these new components to the first-generation devices to produce

a multitarget smart DNA/RNA sensor platform.
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2 Membrane-Induced Deionzation, Debye Layer Extension,

and Induced Vortex Molecular Concentration

One solution to the robustness issue is to deplete the inhibitors and chemicals

around the sensor such that close to deionized water conditions are always produced

near the sensor, regardless of the buffer ionic strength and composition. Our

laboratory has recently developed several of these depletion technologies based

on fabricated ion-selective nanoslots [5–7] and on-chip nanoporous membranes

[17, 18]. Significant counterion transport can rapidly deplete the counterions on one

side of the membrane. To sustain electroneutrality, the co-ions also deplete rapidly

to produce an ion-depleted zone. Sufficiently high DC fields (>100 V/cm) can

deionize a 100 mm neighborhood (the depletion zone) near the membrane. The

depletion layer with low interfacial ionic strength produces the maximum possible

ion current without convection and exhibits a distinct limiting-current plateau in the

polarization I–V or cyclic voltammetry spectrum (Fig. 2b). This nonlinear I–V
polarization is not due to electron-transfer reactions but bulk-to-membrane ion

flux across the extended and depleted interfacial double layer. Its sensitivity to

the interfacial charge in the depleted double layer allows sensitive conduction/

capacitance detection of hybridization with the same actuation on-chip electrodes

that drive the ion current.

At another critical voltage, the limiting current gives way to a sharp increase in the

current, the overlimiting current, which is a very sensitive signature of vortices driven

by an extended polarized (Debye) layer at the membrane interface, as shown in

Fig. 2b [4, 10, 20]. Nonequilibrium (counter)ion transport across the ion-selective

membrane produces an extended polarized layer and nonequilibrium over-potential

that is orders of magnitude thicker/higher than the Debye screening length and the

equilibrium zeta-potential. As such field-induced polarization is curvature- and

perturbation-sensitive, the induced electro-osmotic flow is not uniform and the result-

ing backpressure can drive microvortices of specific dimension, and linear velocity at

Inlet

Filtering Focusing Sorting Trapping

Outlet

b ca

Fig. 1 (a) Open-flow DEP chip through which nanocolloids functionalized with complementary

oligonucleotides are pumped. (b) SEM image of a larger colloid (500 nm) with a long oligonucle-

otide. Scale bar: 200 nm. These nanocolloids are focused, sorted and assembled passively at a

microelectrode gate with symmetric and aligned top-down electrode pairs. (c) Magnification of a

microelectrode gate; the triangle shows the trapping of nanocolloids within a micrometer-sized

region. DNA solutions, ranging from picomolar to nanomolar concentrations, are then pumped

over the nanocolloid assembly (membrane). Fluorescent imaging (see Fig. 6) is used to quantify

the specificity and concentration factor, whereas label-free detection yields quantifiable electrical

signals (see Figs. 4, 8 and 10)
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precise voltage windows. Such microvortices enhance the ion current through the

membrane or nanoslot (hence the overlimiting current) and thus exhibit a sensitive

polarization or single-sweep cyclic-voltammetry overlimiting signal as shown in the

polarization curve in Fig. 2b. This strong conductance signature allows us to develop a

smart platform that can generate such vortices on demand. Concentration of the

charged dye by five orders ofmagnitude (shown in Fig. 2a) ismostly due to convective

concentration of the molecules at the stagnation points of the vortices. Other than the

distinctive conductance signals of the membrane depletion/vortex phenomena, their

actuation and sensing time is also very rapid.With thinmembranes and short nanoslots

(Fig. 2b), the ion depletion and hydrodynamic timescales range frommicroseconds to

seconds, allowing for rapid automation.

The ion current across an ion-selective medium can be very sensitive to the

charge polarity and density on the surface outside the medium. Our previous work

on alumina nanochannels demonstrates that with negatively charged SiO2 entrance

side-walls, the ion conductance across the positive-charged Al2O3 nanochannel is

suppressed and shows a nonlinear I–V characteristic (Fig. 3a). The ion charge

inversion induced by the heterogeneous entrance charge enhances ion depletion

Fig. 2 (a) Enrichment and depletion across a nanoporous silica granule synthesized within a glass

chip by sol–gel chemistry, producing a five orders of magnitude concentration of ions on one side

of the granule and a comparable degree of ion depletion on the other side. Top left: High

magnification SEM image of silica granule with superimposed plot showing ion concentration.

Top right: Scheme illustrating counterion movement. Bottom: Concentration factor c/c1 as a

function of the ionic concentration (c1) of the fluorescent solution for different sizes of silica

beads. Inset: SEM image of silica beads. (b) Depletion of charged fluorescent dye (left image) at
one entrance of a 50 nm nanoslot between two circular microreservoirs (right image). The
depletion has a very distinct polarization signature: the current plateaus at a limiting current

value when depletion occurs. When vortices are observed in both the silica granule and the

nanoslot beyond a critical voltage, the polarization (single-sweep cyclic voltammetry) curve

shows a large overlimiting current beyond the limiting current plateau. The same overlimiting

current is shown in Fig. 4 before and after hybridization. The plot shows the polarization

characteristics of the nanoslot for different ionic concentrations of solution. Linear polarization

curves missing the limiting region can be observed for concentrations above 0.1 mM. The

disappearance of the limiting region is given by the loss of the ion-selective properties of the

nanochannel as a result of decreasing Debye layer thickness inside the nanochannel

158 S. Senapati et al.



(Fig. 3b) and hence creates a large voltage drop at the channel entrance (Fig. 3c). The

heterogeneous entrance charge efficiently suppresses the flow of counterions through

the nanoslot (anions in the case of the positively charged Al2O3 nanochannel). This

effect is clearly seen in Fig. 3d and is reflected in the measured I–V curves depicted in

Fig. 3a. The ion conductance is found to change significantly when the surface charge

of the entrance side-walls converts its polarity and density. The shift of ion conduc-

tance induced by surface charge conversion will be utilized as a basis of DNA/RNA

sensing. Hybridization of DNA or RNA on a positively charged anion-selective

medium can be detected by measuring the nonlinear I–V characteristics.

3 On-Chip Membrane Synthesis and Functionalization

Another key step is the proper development of surface chemistry to attach address-

able probes onto different membrane sensors. This can be achieved by patterning

UV-curable acrylic-based polymers inside the microfluidic channel doped with

different monomers containing charged or functional groups. Such polymers

are ion-selective and provide reactive chemical groups on their surfaces for the

attachment of DNA/RNA probes. The functionality of all the devices proposed here

relies on the ion-selectivity of the polymeric material, which is less dependent on
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Fig. 3 Effect of entrance surface charge density and polarity on the ion transport in a 20 nm thick,

60 mm long, positively charged Al2O3 nanochannel. (a) Heterogeneous nanochannel entrance (the

charge of entrance side-walls, sw and the charge of nanochannel sch appear in opposite polarities,
sw/sch < 0) induces ion charge inversion at channel access. Experimental I–V characteristics of an

Al2O3 nanochannel device with negatively charged silica entrance side-walls (top) and Al2O3

entrance side-walls (bottom) measured with 0.1 mM KCl. (b) Calculated Cl ion and K ion

distributions near left channel entrance with values of sw/sch varying from 2 to �2. (c) Calculated

potential profile along the nanochannels with varied sw/sch (sch ¼ 4.5 mC/m2) under Vd (Voltage

applied across the nanochannel) ¼ 5 V. (d ) Summarized theoretical ion current density (current

per channel width) of the nanochannels with varied sw/sch
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ionic strength than the nanofluidic counterparts. Briefly, using photolithographic

techniques, cation- and anion-exchange membranes are defined in glass microfluidic

channels by crosslinking positively charged diallyldimethylammonium (DADMA)

and negatively charged 2-acrylamido-2-methyl-1-propanesulfonic acid (AMPSA)

using a crosslinker (N, N0-methylene bisacrylamide) and photo-initiator. Each mem-

brane has a defined width and length of few tens to hundreds of micrometers, bridging

two microfluidic channels that are about 20 mm deep and 20–100 mm wide. The pore

size of the nanoporous membrane can be controlled by varying the concentration of

the monomers and crosslinker. To achieve surface functionalization of the oligo

probes, the surface of an anion-exchange membrane is modified with amino groups

by using allylamine as an additive in the prepolymer solution. The DNA or RNA

probe (~27 bases) pre-attached with functional groups of choice can then be used to

functionalize the probes onto membrane surface. Through examination by micro-

scope and measurement of the ability to deplete ions, the polymerization time and the

concentrations of crosslinker and photo-initiator have been optimized to produce

reproducible, well-defined ion-selective membranes with functional chemical groups

inside microchannels.

In Fig. 4, we show the first experimental evidence that the onset voltage and the

onset of overlimiting current, key features of the nonlinear I–V curve of our sensor,

are sensitive to nucleic acid hybridization onto oligo probes functionalized onto the

surface of the ion-selective medium, as the resulting change in the surface charge

can enhance or eliminate the extended Debye layer. The voltage differential is

particularly large because of the nearly infinite differential resistance at the limiting

current conditions. In contrast, the low-voltage linear ohmic region, where classical

electrochemical sensors operate, registers an insignificant shift. Most conveniently,

the depleted and extended double layer, which can be three orders of magnitude

thicker than the Debye layer, also allows more charges on the target RNA to

contribute to the effective surface charge. If the membrane is oppositely charged

from the hybridized or functionalized molecules, the latter can even invert the

charge on the membrane surface, eliminating the overlimiting current completely

Fig. 4 Ion-selective membrane as a sensitive sensor for the detection of biomolecules. Left:
Significant change of I–V characteristics in the overlimiting current regime is observed after

RNA hybridization from a picomolar sample. The 50% change in conductance is compared to

typical 5% changes of electrochemical electrode sensors at the same concentration (low-voltage

region). Center: Diagram of sensor showing position of membrane. Right: Schematic presentation

of nucleic acid hybridization onto immobilized oligoprobes
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when the surface is effective electroneutral with exact compensation. The result is a

very sensitive RNA sensor with picomolar sensitivity, compared to the nanomolar

sensitivity of most electrode electrochemical sensors, as seen in Fig. 4.

4 Dielectrophoretic and Electrokinetic Molecular

Concentration

Dielectrophoresis (DEP), a molecular force due to induced molecular dipoles, has

been shown to be an effective means of concentrating large DNA/RNA molecules

into the depleted region near the membrane surface (see Figs. 3, 4) where the probes

are functionalized [9–12]. The electric field is focused by the nanopores in the

membrane to produce a high field gradient at the membrane interface. A polarizable

molecule in the bulk, with a large induced dipole, would then experience a net force

towards the high-field region (the membrane surface). With the intense field

amplification of nanopores, this DEP force on the molecules can overcome mole-

cule–membrane repulsive interaction.

In a recent fluorescent correlation spectroscopy (FCS) experiment in collaboration

with Yingxi Elaine Zhu (University of Notre Dame), our laboratory was able to

confirm this domination of dielectrophoretic attraction over like-charge repulsion

with floating probe-functionalized carbon nanotubes (CNTs) and the fluorescently

labeled kilobase target single-stranded DNA (ssDNA). Because CNTs quench the

fluorophores on hybridization of target DNA, reduction in the fluorescent intensity

can be used to quantify the hybridization degree and the attraction of the molecules

to the nanoelectrode. As seen in Fig. 5, dielectrophoretic attraction due to the

Fig. 5 (a) FCS detection of DNA hybridization from a picomolar solution. (b) Accelerated DNA

fluorescence quench upon DNA docking with oligo-functionalized CNT probe under AC fields, in

sharp contrast to the hour-long diffusive docking process without AC-fields
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field-focusing CNTs allows hybridization in less than 2 min at picomolar concentra-

tions. In contrast, the diffusion time for the long ssDNA at this concentration is hours.

Instead of floating nanoelectrodes (CNTs), our laboratory [3–7] is able to

fabricate 50 nm nanoslots on glass (inset in Fig. 3b) and is able to show concentra-

tion of ssDNA to the nanoslot. The same DNA concentration is shown with

nanoporous membranes in Fig. 3, with a concentration factor of up to five orders

of magnitude. Alternatively, 100 nm nanocolloids can be assembled into a nano-

colloid crystal (a membrane) at a top-down electrode pair by nanocolloid DEP

(Figs. 1c, 6). The 10 nm spacing between the nanocolloids focuses the electric field

of the electrode gate and can rapidly (order of seconds) trap and concentrate ssDNA

Fig. 6 (a–c) Fluorescence images of the trapping electrode tip in Fig. 2, showing the 100 nm

nanocolloid assembly (see SEM image on the right) at fixed times after the Green Crab DNA

solution had been injected but at different AC frequencies. The fluorescence is detectable only

when the ssDNA is concentrated beyond the micromolar level from the undetectable concentra-

tions (nanomolar to picomolar) of the injected solution. The DNA trapping location is further

clarified in the schematics below the images. Trapping at the assembly is achieved at low

frequencies, whereas none occurs at high frequencies. FDEP dielectrophoretic force, FRep repulsive

force. (d) Detection time increases with decreasing concentration. (e) There is an optimum

frequency with a sharp minimum in detection time, which scales as D/l2 where l is the Debye

length for the given electrolyte strength. (f) Fluorescence intensity at 2 min from different flow

rates of 100 pM of a 1 kb ssDNA target from a Green Crab species with a 26 base docking segment

in the middle (solid cricle) and with a complementary 26 base oligo on the nanocolloid (open
triangle) or with a single end mismatch (open circle). The flow rate window with single-mismatch

discrimination is indicated by a vertical dashed line. The scheme above the plot shows the actual

26 base ssDNA docking sequence and the location of mismatched bases
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molecules of a Green Crab species [3] from a picomolar solution onto the on-chip

nanocolloid membrane by molecular DEP. A properly tuned DEP force can drive

the DNAs towards the nanostructure against electrostatic repulsion from the like-

charged structures, but they will not deposit onto the surface until they are con-

vected to a sharp tip (~10 mm) at the nanostructure (Fig. 6a); intermolecular

interaction can be adjusted to minimize nonspecific binding. A concentration factor

exceeding 105 within minutes is observed from the fluorescent imaging in Fig. 6,

thus rapidly and significantly enhancing the sensitivity of any sensor at the trapping

location. The shear rate and AC frequency can be optimized so that the sensor can

selectively discriminate against kilobase target molecules with a single mismatch in

the 26 base pairing segment in the middle (Fig. 6f). This shear-enhanced selectivity

eliminates the need for rinsing and washing steps.

Apart from dielectrophoretic concentration, which is not effective for small

nucleic acids because the DEP force scales as the cubed power of the hydrodynamic

radius of the molecule, our group has successfully demonstrated rapid analyte

preconcentration based on ion depletion at an ion-selective membrane in micro-

fluidic chips. As shown in Fig. 7a, a cation-exchange membrane UV-polymerized

in a microslot bridging two microfluidic channels can induce deionization under

voltage biases. The ion-depletion region functioning as an energy barrier traps the

molecule passing across it in an electroosmotic flow tangential to the membrane on

the side. The UV-curable ion-selective membrane offers superior concentration

efficiency and proccessability compared to the microfabricated nanochannels

reported previously [21, 22] or Nafion resins [23, 24]. Unlike the 100 nm thick

nanochannels and surface-patterned Nafion thin films, the proposed membrane slot

has the same depth as the microfluidic channel, yielding a large junction area. The

large cross-section area provides greater ion current and better control of ion-

depletion in the microchannels. Therefore, preconcentration can be achieved in

few seconds. The fluorescence image in Fig. 7b shows the concentration of labeled

molecules by several orders of magnitude in 10 s from a solution being pumped by

Fig. 7 (a) Optical microscopic image of a preconcentrator based on a charge-selective membrane.

(b) Concentration of fluorescently labeled molecules taking place 10 s after applying a voltage bias

of 10 V. Scale bars: 50 mm. EOF electroosmotic flow
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electro-osmosis from the left to right in the top microfluidic channel, after 10 V is

applied across the membrane. Moreover, the proposed membrane adheres to acryl-

functionalized glass surfaces well; whereas Nafion has poor adhesion to most solid

surfaces and the process is more operator-dependent.

5 Polarization and Warburg Impedance Signals of Membrane

Sensors: Label-Free and Non-Optical Detection

The presence of the docked RNA/DNA and their mobile counterions produce a

large conductivity change at the depleted region, which is where most of the voltage

drop occurs. Moreover, the extended Debye (polarization) layer [4, 25] allows more

of the charges on a long (>2 nm) DNA/RNA molecule to contribute to the charging

capacitance and surface-charge compensation on the surface. As described earlier,

the surface charge can sensitively alter the onset voltage for microvortices and the

overlimiting currents that the vortices contribute to. These effects greatly enhance

the capacitance, conductance and polarization signatures of the docked nucleic

acids, resulting in sensitive nonlinear I–V polarization signatures, such as those due

to the charge-inversion after hybridization in Fig. 4.

The dynamics of depletion layer formation with strong charging also exhibits

a distinct capacitance signature in the AC impedance spectrum (Fig. 8a). This

Warburg spectrum has a constant phase angle of p/4, whose modulus increases

with decreasing frequency and is classically associated with diffusion controlled

ion transport. In a recent paper [7], we have shown that, under an AC field,

the depletion region next to a membrane sensor is created periodically during the

Fig. 8 (a) Warburg impedance spectrum of the nanoslot in Fig. 2b, showing a shift to lower

resistance with a 2.7 nM 1 kb E. coli ssDNA solution relative to the control without DNA. (b) The

shift in the intercept with the real axis allows precise quantification of the number of ssDNA

molecules in the microreservoir down to 107 copies
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half-cycle when the mobile counterions are driven into the nanoslot or on-chip

membrane. The depletion layer dynamics was verified by high-speed confocal

imaging to be a diffusive one such that its thickness grows in a self-similar manner

as
ffiffiffiffiffi

Dt
p

[5] and was shown to exhibit the Warburg spectrum, with a constant phase

of p/4 (Fig. 8a). The intercept of the Warburg spectrum with the real axis represents

the limiting ion flux when the depletion layer is smallest in dimension – just above

the critical voltage where the depletion phenomenon can be sustained. It hence

offers an accurate estimate of the low conductivity in this small region, as most of

the voltage drop occurs there. As mentioned earlier, the presence of a few macro-

ions attracted to this small depleted region by DEP can significantly change its local

conductance. In Fig. 8b, we indicate sensitive detection of E. coli ssDNA below

nanomolar concentrations or 107 molecules. With a reduction of the nanoslot width,

down to the micrometer size of the nanocolloid assembly in Fig. 6, the detection

limit is expected to reach below picomolar concentrations or 105 copies of nucleic

acid. The sameWarburg signal can be captured with the field across the nanocolloid

assembly of Fig. 6 to allow label-free quantification of the docked DNA/RNAs.

This large-voltage AC impedance technique is quite distinct from the classical low-

amplitude impedance spectroscopy for electron transfer rates because we induce

nonequilibrium ion transport through the ion-selective nanoslot or membrane to

produce extended polarized Debye layer and concentration depletion layers.

6 Selectivity Enhancement

The single mismatch (SNP) discrimination capability of the experiment shown in

Fig. 6f is due to hydrodynamic shear. In a recent MD project [15], it has been shown

that shear is most discriminating because it can meter small thermal-energy-level
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Fig. 9 Field-enhanced water dissociation increases ionic currents in (a) a reverse-biased

20 nm thick bipolar-junction nanofluidic channel containing positive and negative surface

charges (|Vm| > 0.6 V), and (b) a UV-polymerized bipolar membrane (Vm < �10 V). (c)

Hydroxide ions and protons are produced at the bipolar membrane junction and transport to

opposite sides of the membrane. The pH change of the solution in the microchannels can be

observed with a mixture of universal pH indicator. Left half of the bipolar membrane is

positively charged whereas the right half is negatively charged
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hydrogen bond energies to dehybridize the target molecules. One of the co-authors

(S.Z.) and other groups have recently developed microscale bipolar membrane

technologies that can be used to control the local pH in microfluidic chips to improve

both the specificity and selectivity of the membrane sensor [26, 27]. These bipolar

membranes/nanopores exhibit distinct hysteretic I–V polarization and cyclic voltam-

metry signatures due to local field-induced water-breaking reactions that generate

more ions [25, 26, 28–30]. An image of the pH fronts generated by a UV-polymerized

bipolar membrane composed of positively charged dimethylammonium and nega-

tively charged sulfonic groups are shown in Fig. 9. It was found that the ion currents

can drastically increase when reversely biased at a high voltage, forming a break-

down regime. In accordance with the second Wien effect, the ionic current break-

down results from the enhanced water dissociation into cation (H+) and anion (OH�)
at the bipolar junction, in which a strong electric field greater than 10 MV/cm can

build up at a reverse bias [29, 30]. These membrane actuation components can be

used to control the local pH for our integrated devices, with feedback control based

on the distinctive hysteretic polarization signals and I–V characteristics seen in Fig. 9.

7 Integrated Units

Other than the nanoslot chip of Fig. 2 and the DEP chip of Figs. 1, 6 for nanocolloid

assemblies, our group has integrated several components into the first-generation of

passive sensor chips [2–7]. One prototype is shown in Fig. 10. An assembly of

oligo-functionalized CNTs (a CNT membrane) is used to effect the ion depletion

and the Warburg quantification (Fig. 8) of hybridized ssDNA from a Green Crab

invasive species. The detection limit of the Warburg impedance signal is picomolar

concentrations or about the desired 105 copies, the detection time is about 15 min,

Fig. 10 Left: An integrated chip that uses an interdigitated electrode array to assemble oligo-

functionalized CNTs into an ion-selective membrane. Right: The Warburg signal measured across

the CNT assembly is able to detect picomolar concentrations (105 copies) of a kilobase-long DNA

from a Green Crab species and differentiate a congener species with three mismatches over the 26

pair docking segment due to the hydrodynamic shear offered by the high through flow
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and the selectivity is three mismatches in the 27 base pairing segments. The study

showed that long kilobase target ssDNA produces a larger signal, consistent with

the theory that the extended Debye layer allows more of the charges of a long

molecule to contribute to the local charge capacitance and conductance.

A multitarget unit currently being developed is shown in Fig. 11. It offers

sequential detection of different targets by moving the sample from one sensor

Current 
source

VDEP VDEP VDEP

Sensing unit

Preconcentration unit

Waste

N-channel analog 
multiplexer

Data 
acquisition

Control Probe 1 Probe 2 Probe N

Current 
mirrors

If

VWD

Dehybridization unit

Sensing membrane:oligo-probes immobilized
anion-exchange membrane 

Preconcentration membrane: cation-exchange
membrane

Microfluidic channels

Analyte
input

pH control membrane: bipolar ion-exchange membrane

Comparator

Frest

F0

F1 F2 FN

ΔV1 ΔV2 ΔVN

Fig. 11 Top: Integrated smart RNA hybridization sensor composed of sensing unit, preconcen-

tration unit, and dehybridization unit. Bottom: A functioning prototype measuring 25 � 10 � 40

cm is shown in which a glass chip (like that shown in Fig. 10 but containing the multitarget design)

is seen at the top of the instrumentation. A handheld prototype is expected in a year
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location to the next with the depletion technique. Such a design has been developed

for small sample volumes. For larger volumes, a parallel design can be implemen-

ted. These multitarget chips and the peripheral instrumentation are being developed

by FCubed LLC (http://www.FCubed.iviehost.com). A functioning prototype is

shown at the bottom of Fig. 11.

8 Conclusion and Commercialization Issues

Nanoporous membranes can greatly enable and sensitize on-chip molecular sensing.

They can deplete inhibitors near their surface where the probes are functionalized,

such that the platform is robust to a large variety of sample ionic strengths and pH.

More importantly, the same ion-depletion dynamics extends the Debye layer and

hence allows more sensitive conductance and capacitance detection of the hybridized

molecules. The high field in the same depletion region can produce fast dielectro-

phoretic trapping of the larger target molecules. If the depletion region extends across

the entire flow channel, it can also trap smaller molecules. Hence, by activating

different membrane components on a chip, the molecules can be concentrated and

transported to different sensors. The membrane’s ability to invert its surface charge

upon hybridization produces a large conductance signal for hybridization. A large

capacitance signal is also produced, corresponding to the intercept of the Warburg

spectrum with the real axis, when the depletion layer is formed periodically under an

AC field such that the hybridized target molecules and their counterions are responsi-

ble for this asymptotic conductance when all other ions are depleted within the small

depletion layer. These nanoporous membranes are fabricated on the chip and are

situated on the side of the flowing channel without blocking the flow, such that a high

throughput (>1 mL/min) can be achieved. Bipolar nanoporousmembranes can also be

used to split water and to exercise precise control of pH near the sensor, to enhance

selectivity. This rapid and precise pH control can also allow multitarget sensing with

the same probe if the probes are designed to be pH-sensitive.

Although the current membranes are synthesized on glass chips to allow easy

inspection and testing, the same technology can be transferred to hard polymer

chips, which should be cheaper to produce and easier to bond. This remains the final

obstacle to commercialization.
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Optical Detection Systems on Microfluidic Chips

Hongwei Gai, Yongjun Li, and Edward S. Yeung

Abstract Optical detection continues to dominate detection methods in microflui-

dics due to its noninvasive nature, easy coupling, rapid response, and high sensitiv-

ity. In this review, we summarize two aspects of recent developments in optical

detection methods on microfluidic chips. The first aspect is free-space (off-chip)

detection on the microchip, in which the conventional absorption, fluorescence,

chemiluminescence, surface plasmon resonance, and surface enhanced Raman

spectroscopies are involved. The second aspect is the optofluidic (inside-chip)

detection. Various miniaturized optical components integrated on the microfluidic

chip, such as waveguide, microlens, laser, and detectors are outlined.
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1 Introduction

Microfluidic chips have the potential to integrate all experimental processes in a

research laboratory (sample preparation, reaction, separation, and detection) onto a

microscale device. Ever since the micro total analysis system (m-TAS) was firstly
proposed by Manz et al. in the early 1990s [1], it has achieved great advances in

many scientific research fields, such as medical diagnostics [2], drug screening [3],

proteomics [4], and environmental and food analysis [5, 6]. To be able to read out

the analytical results captured by a microchip, the detection system is the core part

and is responsible for signal acquisition. To date, various detection modules

including optical detection, electrochemical detection, mass spectrometry and

others, have been assembled or partly assembled onto the microchip. The ultimate

goal of having the detection system on the microfluidic chip is to incorporate it as an

inseparable part of a portable microdevice with high sensitivity and fast response.

In this review, we mainly focus on the recent developments in optical systems

assembled onto a chip because optical detection is easily implemented in chemical/

biochemical laboratories, has acceptable sensitivity in regular analysis, and simplicity

in coupling with other functional units. Such topics have been touched on in previous

reviews. A general overview of earlier detection methods has been published else-

where [7, 8]. The specialized subjects of optical systems such as detectors for

separation and unconventional detection can be found in the literature [9–11]. The

current optical detection systems on microfluidic chips can be summarized from two

perspectives. The first is the traditional optics configuration strategy also called “off-

chip” or “free space,” in which light propagates in air before and after interaction with

the sample (see Sect. 2). In this mode, the detection units (e.g., light source, mirrors,

and detectors) are separated from the chip platform. We present the detection

methods of absorption, luminescence and scattering in Sects. 2.1–2.5. The second

strategy is the “on-chip” mode, in which the optics are integrated with or fabricated

together with the fluidic functional units (see Sect. 3). When the optical property of

the integrated optics can be tuned by fluidic technology, the microfluidic is also called

“optofluidic.” This mode, however, is in the development stage, and a highly inte-

grated optofluidic is not fully realized yet. Some related optical components such as

waveguides, microlens, detectors andmicroscopes will be discussed in Sects. 3.1–3.4.

The nonoptical detection methods (e.g., electrochemical detection, mass spectro-

meters, and nuclear magnetic resonance) are not covered in this review but can be

found in previous reviews [7, 8, 12].

2 Conventional Free-Space Optical Detection

2.1 Absorbance Detection

UV/Vis absorption spectroscopy is the most straightforward and popular detection

method in separation and microseparation science due to its generality, sensitivity,
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and adequate detection limit. Absorption spectra are related to the structure and

concentration of the analyte and are based on the capability of samples to attenuate

the incident electromagnetic radiation at various wavelengths.

The depth of the channels in microchips is relatively shallow compared to their

width due to the character of the fabrication method. If light is designed to pass

through the channel perpendicular to the chip plane, the optical length through the

sample is limited by the depth of the channel, which is shortened from millimeters in

conventional analysis to tens of micrometers in microanalysis, adversely impacting

the sensitivity. To address the issue of the low sensitivity caused by a short optical

length, various approaches were developed to increase the optical path length.

With free-space optics, light first propagates in the air and then enters the

detection cell. The optical length is enlarged simply by changing the geometry of

the channel at the detection point, such as incorporating a short, wide bubble cell

within the channel [13], or sandwiching an additional glass substrate with a

through-hole at the detection point to increase the optical length in the vertical

direction of the chip plane [14]. Despite that, these methods suffer from the limited

improvement of optical length because the changes of channel geometry are

detrimental to maintaining separation efficiency and to blocking stray light. Intro-

ducing the light along the channel axially is a practical alternative for enhancing

absorbance. The light can be reflected between two mirrors by coating 200-mm
aluminum films above and below the channel. Effective optical lengths ranging

from 50 to 272 mm were achieved by adjusting the angle of laser incidence (Fig. 1)

[15]. Billot et al. implemented a similar idea on a glass–PDMS–glass microchip by

coating the mirrors on the inside surfaces of the channel and exciting the sample

with a normal illumination configuration [16]. Besides making light reflect multiple

times inside the channel, passing light along the channel axially in a straight line is

another way of increasing the optical length. This idea is implemented by fabricat-

ing two parallel 45� mirrors at each end of the microchannel so that light was

Fig. 1 Diagram showing a planar multireflection absorbance cell. Aluminum mirrors (thick lines)
were coated above and below a channel. The narrowest region inside the cell is the fluid flow path

(Reprinted from [15] with permission of Wiley-VCH). i (1,2,3,4) refers to different medium; yi is
the angle within the medium i with respect to the surface normal; hi is the thickness of the medium i;

li is the longitudinal distance in each of medium and li ¼ hi tan (yi); Ln is the total longitudinal travel

for once reflection; n the total number of reflections
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reflected into the channel and out to the detector by the mirrors, making the 5-mm

channel the optical path (Fig. 2) [17]. Within this category, other efforts were also

made to improve the sensitivity of UV absorption and to maintain the high separa-

tion performance of microscale electrophoresis. For examples, Lin et al. fabricated

a hybrid poly(dimethylsiloxane) (PDMS)/quartz chip with a 100-mm thick PDMS

membrane on the detection window for UV absorbance detection [18]; Ou et al.

developed a PDMS/SU-8/quartz hybrid chip incorporating UV absorbance-based

whole-channel imaging detection [19].

Embedding waveguide optics into the microchannel is another way to enlarge

the optical length. Integrated waveguides on-chip are similar to electrical circuits

on electronic chips, carrying information about the analytes. This has good potential

for design of a lab-on-a-chip because it can realize the practical miniaturization of the

optical elements. Actually, one of the initial motivations for developing waveguides

was to extend the optical length by coupling the light effectively into the axial

direction of the channel. The channel length then becomes the light path length.

Integrated optical waveguides on microchips offer the capability to deliver and

capture light at nearly arbitrary positions and angles on the chip. With the help of

an in-plane waveguide, various absorbance detection geometries have been devel-

oped, such as a 750-mm U-cell [20], a 1,000-mm U-cell on an electrochromatography

chip [21] and a hollow Abbe prism on a PDMS chip [22]. However, the enhancement

of optical losses with increasing optical path length was observed because of stray

light and light dispersion, leading to a reduction in the signal-to-noise ratio [23, 24].

Accordingly, a light collimating system was integrated in the front of the extended

optical path to block stray light and increase the sensitivity [25]. Llobera et al.

integrated optical fibers, air mirrors, and collimation microlenses on a chip to realize

a multireflection absorbance detection system in which the detection limit of 41 nM

for fluorescein was achieved [26]. Fang et al. provided an example of miniaturized

absorbance detection. They employed a U-shape bent capillary to couple light into

the capillary and out to the photodetector with less light loss and less dead volume,

Fig. 2 Cross-sectional diagram of a microchip. Two parallel 45� mirrors were fabricated at each

end of the microchannel to increase the optical length (Reprinted from [17] with permission of

Elsevier)
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resulting in a 15 mm effective optical path length, which significantly simplified the

system for use as a hand-held photometer [27].

A technique based on absorbance of evanescent waves has been developed very

recently, in which the evanescent field was coupled into a microchannel by a

U-bend SU-8 waveguide. When the analytes flow through the evanescent field,

they interact with the light and induce evanescent wave absorption. This technique

is expected to also suppress the scattered light when light passes directly through

the detection region, thereby enhancing the sensitivity [28].

Waveguide-based cavity ring-down absorption spectroscopy [29] can increase

the optical path length by reflecting a pulse of light multiple times through the

sample without changing the channel geometry, and is also a promising way for

absorption detection on the microchip. In the case of the tartrazine detection,

microfluidic-based fiber-loop ring-down absorption spectroscopy has shown a

satisfactory detection limit of 5 mM [30, 31].

Despite the fact that absorbance is more limited in sensitivity than fluorescence,

the potential of an inexpensive miniaturized optical setup still provides an advan-

tage in certain applications, such as when changes in optical density or color are

sufficient for clinical diagnosis.

2.2 Fluorescence Detection

Today’s lab-on-a-chip devices take advantage of various optical detection strate-

gies to achieve microvolume detection. Of these, fluorescence detection is still a

preferred choice to be incorporated onto microdevices primarily due to its high

sensitivity and high selectivity for cellular and molecular sensing. Fluorescence is

the emission of light of fluorphores where the cycle of excitation and emission will

continue until the excitation source is turned off or the fluorophore is photodecom-

posed. The fluorescence of biomacromolecules originates either from the native

chromophore inside the molecules or from chemically linked fluorescent labels.

Recently, the fluorescent labels for microanalysis have been extended from syn-

thetic dyes, fluorescent proteins, and quantum dots (QDs) to nanoparticles. Devel-

opment and exploitation of new types of fluorescent probes with high quantum

yield and high specificity on lab-on-a-chip will be helpful to improve the detection

sensitivity and minimize the size of optical components in the sensing system.

The complete optical setup of induced fluorescence involves an excitation part

and an emission part. The intersection point of the two parts is the detection window

in the microdevice. The excitation part starts from the light source and ends at the

microdevice, while the emission part originates from the microdevice and stops at

the detector. In free-space fluorescence detection, the common excitation sources

include the laser, light-emitting diode (LED), and mercury or xenon arc lamp, and

each light source has its distinctive spectroscopic property and practical benefits.

Laser-induced fluorescence (LIF) is a highly sensitive optical detection method and

is able to perform even single molecule detection. LIF has been introduced into the
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microchip at the early stage of lab-on-a-chip and remains to be a popular approach,

especially for analyzing low-abundance molecules after combining with point

detectors like photomultiplier tubes (PMTs). The high pressure vapor discharge

lamp is the standard light source for modern fluorescence microscopy due to its

broad spectrum, ranging from UV to visible regions, and because it is less expen-

sive and more flexible by offering different wavelengths with the assistance of

proper optical filter sets. The lamp-based fluorescence microscope is usually cou-

pled with an imaging detector like a charge-coupled device (CCD) to analyze

cellular fluorescence. An LED is a small semiconductor light source and can

efficiently produce light. These merits indicate that LED is suitable for integration

into microfluidic chips. Yao et al. succeeded in integrating a green organic LED and

thin film interference filter into a microfluidic device through layer-by-layer stack-

ing [32], and also designed a similar LED-induced fluorescence-based microdevice

for the imaging of whole-column isoelectric focusing [33] and for high throughput

capillary array electrophoresis on the chip [34].

Fluorophores emit photons with 4 pi steradians once they are excited. Therefore,

fluorescence can be collected at any solid angle by an objective or a lens. One

prevalent optical configuration for induced fluorescence detection is that the col-

lection objective in the emission part is the same as the focus components in the

excitation part. Fluorescence collected by the same objective passes through the

dichroic and emission bandpass filter and reaches the detector. Such configuration

is called epi-illumination in fluorescence microscopy and is also the basis of

confocal LIF as long as a pinhole is placed in the conjugate plane to the sample

plane to block the out-of-focus light and a laser diffraction-limited spot is used to

excite samples.A typical confocal LIFmode on-chip is depicted in Fig. 3 and is almost

the same as for the confocal microscope except that the microchip is used to replace

themicroscope stage. Additionally, the emission part of another setup for fluorescence

detection does not share the same objective with the excitation part, and each part

has its own focusing systems. In this configuration, the collection angle seriously

affects the sensitivity and has been optimized to 45� [35] by Fang’s group. Subse-

quently, Whiting et al. determined under- and oversampling of individual particle

distributions in microfluidic electrophoresis with orthogonal LIF [36]. Using this

orthogonal LIF detector, a detection limit of 1,761 molecules of fluorophore

was obtained under a constant flow of fluorescein. Compared to the common LIF

detection scheme used with microfluidic devices, this is a significant improvement.

From the viewpoint of instrumentation development, the aim of optical detection

systems of lab-on-a-chip is miniaturization, but under the premise that the detection

sensitivity is maintained at a practical level. Therefore, we shall review the fluores-

cence detection on-chip from the points of view of improving sensitivity and

miniaturization.

LIF is appropriate to deal with the minute amounts of sample in the microchan-

nel and to demonstrate the feasibility of the concept of m-TAS in the early stage of

development [37, 38]. Optimization of detection parameters to improve the sensi-

tivity of confocal LIF on-chip was accomplished [39] and the authors detected

300 fM fluorescein with a signal-to-noise ratio of 6.1 in continuous-flow mode and
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1 pM fluorescein in capillary zone electrophoresis. Consequently, the confocal LIF

was successfully used to detect single molecules of a 100–1,000 bp DNA ladder in a

microchannel by electrodynamic focusing [40]. High-quality DNA sequencing

separations have also been performed in microfabricated electrophoresis channels

[41]. Early results of detection of single molecules labeled with organic dyes in

microchannels were reviewed by Manz in 2005 [42]. The point detection mode

suffers from low detection efficiency because the diffraction-limited focused laser

spot is so small that the whole channel cannot be covered and most molecules do

not pass through the laser beam. Chiu et al. designed a line-confocal detection

geometry comprising an elliptically shaped probe volume to enlarge the fraction

of molecules that flow through the laser beam without severely decreasing the

PMT

Notch filter

Bandpass filter

Pinhole

Tube lens

Lens

Laser

Pinhole

Dichroic mirror

Microscope objective

CE Chip

Fig. 3 Confocal fluorescence detection on a microchip. A laser was used as the excitation source.

The laser light passed through a biconvex lens, was focused into an illumination pinhole, and was

subsequently reflected by a dichroic mirror and focused in the channel on the capillary electropho-

resis (CE) chip by a microscope objective. The fluorescence signal from the sample, collected by

the microscope objective, was passed through the dichroic mirror, focused by the tube lens into a

confocal pinhole, and then detected by a photomultiplier tube (PMT). To improve the signal-to-

noise ratio, band-pass filter and notch filter were inserted above PMT for spectral filtering
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signal-to-noise ratio [43]. Another way to improve the single molecule detection

efficiency in microchannels is to employ an imaging detector, either an intensified

charged coupled device (ICCD) or an electron multiplied CCD (EMCCD), by

imaging a larger detection area than covered by the point detector. Single moving

lambda DNA molecules forced by pressure or electrokinetic flow in the micro-

channel are easily observed with an imaging detector [44]. When the total internal

reflection excitation mode is coupled to the microchannel, the velocity of molecules

near the channel wall can also be measured. Therefore, the velocity distribution in

the microchannel can be profiled by adjusting the excitation depth of the evanescent

wave [45–47]. In addition to organic dyes that are used as the fluorescent label,

recently developed fluorescence nanoparticles are also used to label molecules. Our

group has improved the fluorescence characteristic of core–shell QDs by adding

thiol-group chemicals and labeled QDs to the oligonucleic acids and demonstrated

the advantages of QDs for microchips [48–50].

The microdevice is also an ideal platform for single-cell analysis when the

functional units of cell sampling, cell sorting, cell breakage, chemical separation,

and detection are integrated onto a single chip. Meanwhile, single-cell chemical

analysis on the microchip is a typical application of LIF detection on-chip. Yu

developed a high-throughput single-cell analysis method on PDMS microfluidic

chips to simultaneously analyze glutathione and rhodamine 123 in single K562

cells. They could analyze about ten cells each minute in one channel [51]. For

nucleic acid molecules, the labeling process can be implemented in the channel by

intercalating dyes into the base pairs. Kleparnik [52] assessed the effects of doxo-

rubicin, a cytostatic, on the apoptosis of single cardiomyocyte cells by separating

DNA fragments labeled with ethidium bromide. For protein molecules, label-free

LIF detection is a suitable method due to the UV fluorescence of the three amino

acids tryptophan, tyrosine, and phenylalanine. Hellmich reported LIF detection of

native protein lysed from single cells and excited with a 266-nm laser [53]. The

authors further demonstrated the CE separation of two proteins from a single cell

and improved the separation efficiency and detection sensitivity by shortening the

electrical lysis time and improving the injection plug size [54].

LIF detection is the most sensitive optical method so far, but is hard to minia-

turize in order to satisfy the ultimate goal of a microfluidic chip that assembles

all analytical processes within one micrometerscale microstructure. Therefore,

how to achieve the miniaturization of fluorescence detection on microdevices

is becoming an active field for lab-on-a-chip research. Several examples demon-

strate recent advances in miniaturized LIF detection on the microchip. In 2005,

Renzi et al. designed a hand-held microchip-based analytical instrument that

combines fluidic, optics, electrical power, and interface modules and integrates

the functions of fluidics, microseparation, lasers, power supplies etc., into an

11.5 � 11.5 � 19.0 cm system (Fig. 4a) [55]. This device allows picomolar

(10�11 M) detection sensitivity for fluorescent dyes and nanomolar sensitivity

(10�9 M) for fluorescamine-labeled proteins. Novak et al. built a low-cost mini-

fluorescence detection system of 30 � 30 � 11 mm (Fig. 4b), in which LED,

photodiode, mirrors, lenses, and electronic circuit are housed together, with
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a sensitivity in the low nanomolar range [56]. In 2010, Backhouse et al. presented

a hand-held isotachophoresis microchip device [240 g, (Fig. 4c)] with LIF

detection, which was powered by a universal serial bus link connected to a

laptop computer. A limit of detection of 100 pM for Alexa Fluor 647 was

demonstrated [57].

Making the size of each optical component for LIF as small as possible and

assembling them onto microfluidic systems is a straightforward way to develop a

portable analyzer as described above. Another idea to minimize the instruments

is to design and fabricate all optics directly on-chip, which means that the optics

such as light source [58–60], lens [61, 62], and detector [63] are part of the

microchip rather than minimizing them and interfacing them with microchip.

This self-contained optical microfluidic, also called optofluidic, is reviewed in the

Sect. 3 of this article.

Fig. 4 Examples of portable microfluidic instruments. (a) The system integrates fluidics, micro-

separation chips, lasers, optics, high-voltage power supplies, electronic controls, data algorithms,

and a user interface into a hand-portable instrument (Reprinted from [55] with permission of The

American Chemistry Society). (b) A miniature LED-induced fluorescence microdevice (Reprinted

from [56] with permission of The Royal Society of Chemistry). (c) Hand-held isotachophoresis

instrument (dimensions: 7.6 � 5.7 � 3.8 cm) (Reprinted from [57] with permission of The Royal

Society of Chemistry)
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2.3 Chemiluminescence

Chemiluminescence (CL) is a molecular luminescence spectrometry, originating

from the release of energy in a chemical reaction: a metastable reaction inter-

mediate or product in a singlet excited state relaxes to the ground state with the

emission of a photon. By measuring the as-generated luminous intensity, one can

conveniently determine the analyte concentration. Compared to other spectroscopic

techniques, there is an absence of any excitation light source is the inherent

advantage of CL detection, which not only eliminates the problematic background

emission from interfering compounds or from the microfluidic substrate itself. CL

is also more appropriate for miniaturization of the on-line detection system and to

build a portable microfluidic instrument [64, 65]. Thus, CL is a promising alterna-

tive detection technique to be coupled to microfluidic analysis for a miniaturized

device. However, CL is limited to some special reaction reagents, such as luminol

and its derivatives [66], peroxyalate and oxalate [64], and ruthenium complexes and

to direct oxidations [65]. Till now, CL detection coupled to capillary electrophore-

sis has been well reviewed [67–70]. Herein, we briefly introduce recent develop-

ments in the use of CL on microchips.

In 1998, CL detection coupled to microfluidic was first described by Mangru and

Harrison [66]. Based on horseradish peroxidase (HRP)-catalyzed reaction of lumi-

nol with peroxide, they designed a postseparation detection scheme on a microchip

by transporting peroxide into the separation channel from a bypass channel. A 7 nM

detection limit for the fluorescein conjugate of HRP was achieved. To optimize the

microchip layout and reaction conditions for different CL reagents, Liu et al. [71]

compared two chip layouts (cross-combining with Y, and cross-combining with V)

in PDMS and evaluated their performance with respect to two model CL systems

that included the metal-ion-catalyzed luminol–peroxide reaction and the dansyl

species conjugated peroxalate–peroxide reaction. A comparison between these chip

layouts showed that the chip pattern of cross-combining with Y may be more

promising for the luminol–peroxide CL system, while the chip pattern of cross-

combining with V was preferred for the peroxalate–peroxide system.

Hashimoto et al. [64] simplified the chip layout without etching the manifolds.

The detection point was set at the interface of separation channel and reaction

reservoir. They successfully separated and detected dansyl amino acids (glycine

and glycine) using peroxyoxalate CL reaction using CL detection-based microchip

capillary electrophoresis. They further incorporated an immune reaction with CL

detection to determine human serum albumin or immunosuppressive acidic protein

as a cancer marker in human serum [72].

After CL detection was successfully introduced to the microchip and optimal

channel design and reaction conditions were obtained, it was used for high-sensi-

tivity detection, especially for single cells analysis. Zhao et al. [73] first reported

that CL detection with microchip electrophoresis was used to determine the intra-

cellular content of glutathione in single human red blood cells. CL detection

showed about 100 times more sensitivity than LIF detection for single cell analysis.
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The same group subsequently quantified Gly and Ala in single rat hepatocytes cells

[74], taurine and amino acids in mice single fibrosarcoma cells [75], and sulfydryl

compounds in single red blood cells [76]. They further developed a CL resonance

energy transfer method to detect the amino acids in single human red blood cells

[77]. Besides intracellular content analysis, the counting of intact cells by CL

detection on microfluidic chip was designed by Wang et al. [78]. They counted

CD4-positive (CD4+) T-cells from whole blood by capturing CD4+ T-cells with

anti-CD4 antibody. The trapped cells were then bound to CD3 antibodies conju-

gated with HRP and incubated with chemiluminescent substrate. The emitted

photons were proportional to the number of captured CD4+ T-cells. The results

can be provided automatically and digitally within seconds of running the test.

Chemiluminescence detection on the microfluidic chip provides the highest poten-

tial to reduce the size of instruments compared with other optical detection systems

due to the lack of an external light source, which makes it possible to produce

low-cost point-of-care diagnosis microdevices. However, the crucial drawback of

CL detection in microfluidics is its poor reproducibility because CL measurements

are strongly affected by many factors, including temperature, pH, solvent, solution

composition, etc. Furthermore, the number of CL reagents is limited.

2.4 Surface Plasmon Resonance and Localized Surface
Plasmon Resonance

Surface plasmon resonance (SPR) is an opticalmethod for probing the refractive index

changes ofmedium (sample) in contact with the surface of a noble metal film in which

coherent electron oscillations result in resonance. SPR is a particularly suitable

technique for measuring rates and equilibrium constants of processes that involve

molecular interactions and adsorption of biomacromolecules on surfaces. A light

wave is coupled to the metal film to excite the surface plasmons. If analytes bind to

the metal film surface, a change in the refractive index of the medium alters the

characteristics of the light wave coupled to the surface plasmon. Measuring the

alteration of the excitation light reflects the species and concentrations of the analytes.

The basic principles, couplers and applications of SPR have been well documented by

Homola [79]. An SPR spectroscope usually incorporates a flow cell to confine and

control the sample flowing through the sensing surface. Microfluidic chips provide an

easy manner for sensing very small amounts of samples without an optical tag when

SPR or localized surface plasmon resonance (LSPR) is integrated onto microchips.

Coupling SPR to microfluidic systems is usually implemented by prism, wave-

guide, and metal grating. In the prism coupling mode, the walls of microfluidic

channels are deposited with a layer of gold film for sensing the change of analytes

flowing through the film [80–82]. The excited light is totally internally reflected by

the prism, which is in contact with the metal film, and is introduced to the metal film

through evanescent wave. Figure 5a shows a schematic of prism-coupled SPR for a

microfluidic chip. This traditional coupling approach is simple, sensitive, and
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robust, but it is less advantageous in miniaturization and integration. Optical fibers

and waveguide have been developed as alternatives to the prism to generate

evanescent waves and to excite the surface plasmon. Kurihara etched a fiber to

form a gold-coated microtip at the end of the fiber and inserted it into a micro-

channel [83]. The coated microtip has features like a microprism (Fig. 5b). Fiber-

based SPR on-chip has the problem of alignment and assembly. To overcome such

issues, it was proposed that the planar optical waveguide coupling mode should be

integrated on the microfluidic chip (Fig. 5c) [84, 85]. The waveguide-based SPR

on-chip has the potential of high throughput analysis of multiple samples in parallel

because multiple waveguide structures can be fabricated into one single platform.

Another promising alternative method for the miniaturization is SPR-based grating,

which is low-cost and can be mass-produced by disposable polymer materials

instead of the glass chip used for prism or waveguide SPR [86, 87]. In this coupling

mode, a metal grating profile coated on the channel diffracts the incident light wave,

which is capable of matching the momentum of the plasmon and the wave and

generating a surface plasmon (Fig. 5d). In this approach, noncontact optical excita-

tion obviates the need for a prism and index-matching fluids and greatly simplifies

instrument configuration.

The excitation of surface plasmons that occurs at the planar surfaces is denoted

as SPR; that which occurs at the surface of nanometer-sized metallic structures is

Fig. 5 Coupling schemes of incident light to surface plasmons: (a) prism coupling, (b) experi-

mental setup for the fiber-optic SPR microsensor, (c) waveguide coupling (Reprinted from [83]

with permission of Elsevier), and (d) grating coupling
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called LSPR. SPR-based systems require coating of metal film on the walls of the

microchannel and finding an appropriate way to couple the light to the surface

plasmon. However, LSPR merely requires the immobilization of metal nanoparti-

cles in the channel [88], which substantially reduces the fabrication cost and the

optical setup complexity. LSPR seems to be sensitive enough on the microfluidic

chip because Cao et al. have measured the changes in the LSPR signal of a single

Au nanoparticle by dark field microscopy [89].

2.5 Surface Enhanced Raman Spectroscopy/Imaging

Surface enhanced Raman spectroscopy (SERS) occurring on the surfaces of noble

metal substrates or nanoparticles and is another highly sensitive detection method

based on surface plasmon, without requiring labeling. In contrast to conventional

Raman spectroscopy, the detection sensitivity of SERS is enhanced up to 6–10

orders of magnitude. The advantages of SERS detection on microfluidic chips are

expected to yield reliable and reproducible results and to obtain precise quantitative

measurement because the experimental conditions in the microchannel are easier to

control than that of bulk SERS, which has been discussed in a review of chip-based

SERS published in 2008 [90]. Besides probing the fingerprint of molecules, a

SERS-coupled microfluidic device has been used for characterization of single

Chinese hamster ovary cells, into which gold nanoparticles were introduced for

Raman enhancement [91]. Herein, we only focus on progress published after 2007

and in which metal nanoparticles were exploited as the SERS enhancer.

The targets of present SERS on-chip are (1) to solve the problem of poor

detection sensitivity caused by the small sample volume and (2) to develop robust

methods to obtain a reliable and reproducible SERS signal. Aggregation of metal

nanoparticles and mixing of enhancer with analytes are the straightforward ways to

increase the SERS signal intensity and the uniformity of the SERS active site.

In general, SERS signal intensity is related to the number of molecules, Raman

cross-section and the enhancement factors. Among these parameters, molecular

quantity is the only controllable variable for the signal enhancement at given experi-

mental conditions. Therefore, increasing the amount of absorbed molecules in the

detection area can amplify the SERS signal. Various ways have been proposed for

accumulating nanoparticles in microdevices and three are listed below:

1. Hampering nanoparticles by a dam or restricting them in reservoir: Choi et al.

[92] concentrated rhodamine 6G-adsorbed gold nanoparticles by repeating a

“filling–drying” cycle on a (compact disk) CD-based platform. They readily

achieved a SERS signal of 1 nM rhodamine 6G. Wang et al. [93] developed a

pinched and step microfluidic–nanochannel junction like an inverted dam,

where nanoparticles and target molecules were stopped and assembled, and

obtained electromagnetic enhancement factor of ~108. This technique was also

used for monitoring the conformational transition of beta-amyloid peptide [94].
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2. Use of electrokinetic force: Huh et al. [95] embedded microwells in a micro-

channel, the top and bottom of which were fabricated with a pair of electrodes.

When electrically actuated, gold nanoparticles bound with DNAmolecules were

attracted into the microwells by the electric field, and the sensitivity of SERS

was significantly increased. The authors reported the detection limit of 30 pM

for Dengue sequences. Similarly, Cho et al. [96] reported accumulation of

electrokinetically driven charge molecules on an Au surface and amplified the

SERS signal by almost eight orders of magnitude.

3. Coupling a laser tweezer to a microdevice for aggregating metal nanoparticles:

When nanoparticles flowed through focused red laser beam, they were trapped

by the laser beam and assembled together. Another green laser was used for

SERS excitation. Although the instrument was complex, it provided potential for

controllable aggregation of nanoparticles and sequential analysis of samples in

one run [97]. Based on above advances, we will not be surprised if magnetic

force will be used for trapping metal enhancer in the near future.

SERS detection is restricted in quantitative analysis due to its poor reproducible

results. A consistent and homogeneous mixing between the analytes and nanopar-

ticles before they arrive the detection point is helpful in improving reproducibility.

Therefore, various shapes of microchannels have been designed to increase the

mixing effect, such as alligator-teeth, zigzag, 3D channel, etc [90]. Recently, Quang

et al. [98] fabricated a pillar array in a PDMSmicrofluidic channel to efficiently mix

sample and enhancer. Two confluent streams of analytes and silver nanocolloids

were introduced into the pillar array channel and then the SERS spectra were

recorded at the downstream end of the channel. Using this pillar array channel-

based SERS, they achieved the quantitative analysis of dipicolinic acid and mala-

chite green, and the detection limits were estimated to be 200 and 500 ppb,

respectively.

3 Detection Inside the Chip

Optical detection inside the chip means that optical detection relevant units, such as

light sources, filters, mirrors, waveguides, lenses, and detectors, are integrated on

the chip. Those microfluidic chips integrated with optical components that are

merged with or made of fluids are also called “optofluidic.” It is obvious that the

more functional units, including optical components, are integrated on the chip,

the degree of miniaturization of the microdevice is higher. Compared with free-

space optics systems, the integrated optical microfluidic system is alignment-free

and technician-independent [99]. Since such integrated microsystem is compact

and firm, it is insensitive to shock and vibration, and can be used under extreme

environments. In addition, if the light is well guided inside the chip, it can minimize

light loss and the emergence of stray light as much as possible, increase the

utilization efficiency of probing light, and decrease the background. Most current
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progress on detection inside a chip is concentrated on developing various strategies

for assembly of optical elements on the chip. For example, previous reviews have

discussed the structure and fabrication of the optofluidic waveguide [100], opto-

fluidic microlens [101], microscope on-chip [102] and so on. With the advance of

manufacturing technologies, integrated optical devices in the near future would be

less expensive, with response times much faster than ever before. The full integra-

tion of optical elements into microfluidic chip is becoming possible.

3.1 Planar Optical Waveguide

Optical waveguide is a physical structure that transmits light along its axis, which is

generally composed of “core/cladding.” A planar optical waveguide is a waveguide

fabricated in a flat platform, and herein refers particularly to microfluidic chip. A

waveguide is a key optical element for integrated optofluidics, and has the same

importance as the fluidic channel in directing fluids. When the optical waveguide

and the fluidic guide are merged together, the degree of integration is maximum. In

microfluidic systems, planar waveguides have been used to enhance the detection

sensitivity, such as focusing the light to the channel to increase the excitation power

for fluorescence measurements [103], extending the optical path length in absor-

bance detection [104], and splitting the laser beam for interferometry sensing

[105, 106]. The current status is that two types of waveguides have been assembled

on microchips. One type is based on the refractive index, whereby the light is

confined in the core material by total internal reflection because the core has a

higher refractive index than that of the cladding. There is an electric field in the

cladding layer, which typically penetrates 100–200 nm depths and decays expo-

nentially outside the core. This field is called the evanescent wave. The other type

of waveguide is the interference-based waveguide, in which the light is reflected

back to the core by interference rather than internal reflection; therefore, the

refractive index of the core need not be larger than that of the cladding.

3.1.1 Evanescent Wave-Based Waveguide

Depending on the materials used for core and cladding, waveguides based on total

internal reflection are divided into three types: solid-state waveguides, liquid-core

waveguides (LCWs), and liquid-core/liquid-cladding (L2) waveguides.

Solid-state waveguides are usually buried in the chip and intersect the fluidic

channel to excite the analytes and collect the response signal. Solid-state wave-

guides are fabricated with the same materials as the chip, such as silica, glass

and polymer. Silica and glass have the advantages over polymer materials of being

chemically inert, biocompatible, and optically clear, and are usually used for

improving sensitivity in absorption and fluorescence detection. Petersen et al.

buried a doped silica waveguide on microfluidic separation devices for UV/Vis
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absorbance measurements [20]. A ninefold higher sensitivity was achieved with

this approach compared to a conventional CE instrument with a 75-mm inner

diameter capillary. The authors further fabricated 128 waveguides on-chip for

multipoint detection to measure particle velocities [107]. Cleary et al. fabricated

a silica waveguide on a chip and realized time-correlated single-photon counting of

nile blue with concentrations as low as 1.5 nM [108].

However, glass and silica materials suffer from fabrication and mass production

difficulties due to their complex processing technology and high cost. A variety of

recent developments in assembling waveguides on microdevices have concentrated

on polymer materials such as PDMS [109, 110] and poly(methyl methacrylate)

(PMMA) [111] for large-scale production and cost reduction. Very recently, Okagbare

et al. [112] developed a cyclic olefin copolymer waveguide embedded in a PMMA

fluidic chip. The evanescent wave outside the cyclic olefin copolymer waveguide

was used to simultaneously excite fluorphores in 11 fluidic channels for high-

throughput analyses. The limit of detection for an Alexa Fluor 647 dye solution

was 7.1 � 10�20 mol at a signal-to-noise ratio of 2.

The solid state waveguide is assembled into the microchip but separately

fabricated with the microchannels. The connection point of fluidic channel and

solid waveguide is generally the interrogation area. However, LCWs share the same

physical volume with the fluidic channel. The microchannel not only transports the

sample, but also transmits the light, which greatly simplifies the design complexity

and reduces light loss through the channel walls. If liquid (particularly water in a

microfluidic chip, with refractive index of 1.33) is used as the core of waveguide,

the refractive indices of the cladding should be smaller than that of water, based on

the principle of total internal reflection. Teflon amorphous fluoropolymers (Teflon

AF) with an indices of 1.29–1.31 is a suitable cladding material for a LCW in a

microfluidic chip. Datta et al. [113, 114] coated Teflon AF on silicon and glass

substrate as cladding layer, and fabricated the coated substrates into microchannels

that were also LCWs to propagate light. Detection of nanomolar concentrations of

fluorescent dye was achieved on the liquid-core waveguide integrated chips. In

order to reduce the time-consuming and high-cost fabrication processes using glass

and silica substrates, Wu et al. [115] coated Teflon on the PDMS substrate and

assembled a liquid-core waveguide on a PDMS/glass hybrid microfluidic chip to

sense nitrite. Cho et al. [116] developed a method to construct LCWs in PDMS

microchannels by flowing Teflon AF solution through the channels. This coating

approach avoids the difficulties of bonding between two Teflon-coated PDMS

substrates [115]. A micro fluorescence-activated cell sorter in the Teflon-coated

LCW was further demonstrated. The laser was introduced into the microchannel,

i.e., the LCW, from its one end and the prestained cells in microchannel were all

excited. Therefore, the cells can be sorted into a split channel at the downstream

side [117]. Replacing a commercialized Teflon tube with a fabricated liquid core in

channel is an alternative method for improving sensitivity in a microdevice. For

example, Du et al. [118] coupled a Teflon AF capillary to the chip channel as the

detection cell for microchip absorption detection and achieved an effective optical

path length of 17.4 mm with a detection volume of only 90 nL. In 2010, Pan et al.
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[27] integrated Teflon LCWs, photometer, LEDs and other components into a hand-

held instrument. Teflon has long been the only option for low refractive index

cladding for LCWs until nanoporous dielectrics were developed. Nanoporous

materials are formed with a high-index solid material by adding air pores, therefore

the refractive index can be adjusted by varying the air fraction. At the same time,

the wall of nanoporous cladding can be chemically functionalized, overcoming

some of the adhesion problems of Teflon [119]. Korampally et al. fabricated

nanoporous film of low refractive index on the silicon microchannel and developed

a miniaturized LCW [120].

L2 waveguides are formed by two or more different laminar liquids of different

refractive index flowing inside a fluidic channel. The index of the cladding liquid is

smaller than that of the core liquid so that the light is guided in the channel by the

total internal reflection that occurred at the interface of the liquids. By changing the

flow rates of the liquids, the size and the direction of the waveguides can be

reconstructed (Fig. 6) [121, 122]. The advantages of L2 waveguides over solid-

state waveguide are: (1) the optical performance is tunable by controlling the fluidic

properties; and (2) the smooth interfaces between the core and cladding streams

minimize optical loss. To couple an L2 waveguide with a biosensor, Rosenauer

et al. [123] fabricated a liquid-core/liquid-twin-cladding waveguide for on-chip

fluorescence spectroscopy. The design included an inner and an outer cladding fluid

outside of the core fluid; analyte was suspended in the inner cladding fluid and

excited by the evanescent wave at the fluid interface of core and inner cladding. By

tuning the flow rate ratios of the three different liquids, considerable reduction in

sample volume and a low background noise were achieved. The detection limit of

rhodamine B dye was 20 mM. The L2 waveguide in a 2D plane suffers from optical

Fig. 6 Three parallel waveguides formed with liquid core and cladding in laminar flow systems.

The direction of the light propagation can be altered by different flow rates of the adjacent fluids.

hv refers to the energy of light; h is the Plank’s constant; v is the frequency of the light. (Reprinted
from [121] with permission of The American Chemistry Society)
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loss at the top and bottom interfaces of core and channel walls. Lee et al. [124]

therefore developed a 3D microfluidic L2 waveguide by using microfluidic drifting

technology [125], where the liquid core cannot come in contact with the channel

walls because it is hydrodynamically focused in the center of the microchannel by

the cladding fluids. In addition, the laminar flow-based L2 configuration has been

widely applied to construct other optical components, such as reconfigurable lenses

[126], optical switches [127], and tunable micro-optofluidic prisms [128]. Although

current L2 waveguides may be restricted by the sensitivity of the stream interface to

vibrations and diffusion effects, and limited on finding liquids with specific refrac-

tive indexes, the tunability of L2 waveguides makes it possible to provide function-

ality and integration in future optofluidic devices.

3.1.2 Interference-Based Waveguide

The interference-based waveguide is a conceptually different approach for realizing

LCWs in microfluidic chips. In contrast to the evanescent wave-based waveguides,

interference-based waveguides do not require a cladding material with a lower

index than that of the core material. Light is multiply reflected from a periodic

dielectric cladding layer by wave interference. There are two types of interference-

based waveguides: photonic crystal (PC) waveguides and antiresonant reflecting

optical waveguides (ARROWs).

The integration of PC fibers on glass chip has been demonstrated by means

of femtosecond laser exposure and chemical etching [129]. However, so far no

microfabricated PC-based LCW has been reported. ARROWs have attracted more

attention from researchers in the microfluidic chip field due to their relatively easy

fabrication from accessible materials using current micro-electromechanical tech-

niques. The main feature of ARROWs is that light is confined by Fabry–Perot

antiresonant reflectors, rather than total internal reflection. Therefore, ARROWs

can be constructed in a low refractive index core, such as an aqueous solution,

surrounded by high refractive index cladding layer such as a silicon substrate.

Planar integrated networks of intersecting solid and LCWs on a chip were used

for single dye molecule detection [130] and single liposome particle detection

[131]. Further information about integrated waveguiding can be found in reviews

by Schmidt et al. [100, 132].

3.2 Microlens

The microlens is an important and key optical component for focusing and colli-

mating light in the microfluidic optical detection system, and can be made up of a

hard solid surface or interface (soft solid/liquid, liquid/liquid/. . .). Hard solid state

lenses on-chip are usually fixed focal length lenses similar to the miniaturized

traditional lenses used in the free-space detection system. They can be fabricated
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on-chip with the optical axial vertical to the chip plane, focusing light to the channel

from top or bottom surface [133], as well as with optical axis parallel to the plane,

introducing light from the side wall of the chip [25, 134]. Although solid lenses

suffer from the complexity of fabrication and alignment, they are robust and

vibration resistant. Recently, such microlenses have been fabricated on a SU-8/

PDMS hybrid microfluidic chip for optical manipulation of microparticles [135].

Other promising and popular microlenses on-chip utilize the curvature formed by

the interface between two liquids, between liquid and soft solid, or between liquid

and air. Such microlenses are also called optofluidic microlens, and they are

dynamic optical elements and their focal lengths can be easily tuned by changing

fluid characteristics such as species, concentration, and flow rate. Next we will

focus the discussion on optofluidic microlenses.

The major advantages of these interface-based microlenses are that they are

reconfigurable and optically smooth meniscus surfaces. Light can be modulated by

simple adjustment of the flow conditions, thus eliminating the need for mechanical

or electrical parts for manipulating the lens on the microchip.

Elastic PDMS is a commonly used polymer material for fabricating microfluidic

chip and because it is readily curved by air pressure or liquid hydrodynamic, it has

been used to shape a curvature and form a microlens by deforming with pneumatic

force. For example, a PDMS wall with a thickness of 50 mm between chambers and

microchannel can be distorted by applying liquid pressures flowing through cham-

bers. The deformation of the PDMS wall and the index-matching fluid act as a

double convex lens to focus both the excitation light source and the fluorescent

emission signal. The focal length can be adjusted through different liquid pressures

[136]. Changing the curvature of the PDMS surface can also be realized out-of-

plane by exerting electrical force [137] and electromagnetic force [138]. However,

the distortion of the surface is limited, and a large curvature of the PDMS surface is

hard to form by external force. To address this issue, Shi et al. [139] fabricated a

tunable in-plane optofluidic microlens set involving a static PDMS lens and an

air–water interface that diverged the light and was reshaped by adjusting the flow

rate of the injected water. The tunable divergence in the incident light beam, in turn

tuning the overall focal length of the microlens, was converged by the static PDMS

lens. The microlens achieved tunable focal distance of 11 mm and a ninefold light

intensity enhancement at the focal point. In addition, the liquid–liquid interface

promises another way of forming a large curvature microlens.

Liquid–liquid microlenses were generated for the first time on-chip by Mao et al.

[140]. Subsequently, Rosenauer et al. designed a hydrodynamically adjustable

convex lens with 3D light focusing ability instead of line focusing [141] (Fig. 7).

The authors co-injected miscible fluids of different refractive indices and formed

the interface in the channel. When the liquids flow through a 90� curve in a

microchannel, a centrifugal effect also curves the fluidic interface and yields a

reliable cylindrical microlens. The curvature of the fluidic interface can be altered

by simply changing the flow rate. Higher flow rates generate a microlens with larger

curvature and, hence shorter focal length. Tang et al. [142] reported another L2 lens

formed by laminar flow of three streams of fluids (Fig. 8). The refractive index of
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Fig. 7 A 3D light-focusing optofluidic microlens. The displayed cross-sections show the shaping

of the lens and the refractive index step defined by the choice of core and cladding fluids

(Reprinted from [141] with permission of The Royal Society of Chemistry)
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Fig. 8 (a) Experimental setup for focusing light exiting an optical fiber through the liquid-core/

liquid-cladding (L2) lens. (b) Bright-field image of the L2 lens. The green laser beam from the fiber

is visible in front of the aperture because PDMS contains nanoparticles of silica that scatter light.

The focused beam in the beam-tracing chamber is orange due to the fluorescence of the dye.

(Reprinted from [142] with permission of The Royal Society of Chemistry)
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the central (core) stream was higher than that of the sandwiching (cladding)

streams. When the streams entered an expansion chamber, the lens was formed.

The curvature of the interface between the liquid core and the liquid cladding can be

modulated by adjusting the relative flow rates, resulting in variable focal distance.

As a result of the change of the expansion chamber to a circular chamber, interfaces

with a perfect arc shape and a short focal length can be obtained [143, 144].

However, diffusion of solute across the fluid–fluid interface deteriorates the

smoothness of the interface. Therefore, Huang’s group developed in-plane [126]

and out-of-plane [145] lenses on the microchip that were dependent on the liquid

gradient refractive index (L-GRIN), and focus light due to the gradient of the

refractive index within the liquid medium, rather than due to curved refractive

interfaces (Fig. 9).

Fig. 9 Principle and design of the L-GRIN lens. (a) Comparison between the classic refractive

lens (a1) and GRIN lens (a2). Change of the refractive index contrast in GRIN lens can result in

change of focal distance (a2, a3), and shift of optical axis can result in change of output light

direction (a4). (b) Schematic of the L-GRIN lens design (b1), microscopic image of the L-GRIN

lens in operation (b2, left), refractive index distribution at two locations (b2, right) (c) Drawings
showing two operation modes of the L-GRIN lens: the translation mode with variable focal length

including no-focusing (c1), a large focal distance (c2), and a small focal distance (c3); and the

swing mode with variable output light direction (c3–c5) (Reprinted from [126] with permission of

The Royal Society of Chemistry)
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3.3 Optofluidic Laser

To achieve the ultimate goal of integration of many optical components onto a

compact chip, laser integration on-chip is a key challenge, although conventional

bulky lasers have been widely applied in microfluidic systems through free-space

coupling [7, 8]. The miniaturized laser had been independently developed before

the microfluidic chip was put forth. However, only when the microfluidic device

and microphotonic system are synergetically combined, can the optofluidic chip be

successful. Therefore, we will not attempt to discuss light sources that are minia-

turized and assembled on the microchip but have nothing to do with fluids, although

they have made contributions to the development of laser miniaturization. For

example, the laser diode, photodetector, and waveguide have all been integrated

on a silicon chip [146], as well as an organic semiconductor film laser assembly on a

PMMA substrate [147]. The dye laser is currently the optofluidic laser most usually

integrated on microfluidic chips [148]. The advantages of optofluidic dye lasers are

that they can be fabricated on the same materials as the microfluidic system and

readily integrated with other fluidic functionalities, and that the characteristics of

dye lasers are amenable to tuning by changing the dye solution. Since the first

optofluidic dye laser was reported in 2003 [149], rapid and significant progress has

been obtained in terms of various configurations and materials. Lasers consists of

three principal elements: gain medium, pump source, and resonator cavity. Since

the pump sources for the present optofluidic dye laser are all external light sources

such as lasers, and the gain mediums are various dyes in different solvents, both of

which are less related to chip structure, we will summarize the development of

optofluidic lasers with respect to the resonator, which is an optical feedback volume

that repeatedly transmits a resonant light through the gain medium to create a very

intense, coherent laser. This optical feedback system is conventionally called the

optical resonator or optical cavity.

The simplest optical cavity comprises only two facing plane mirrors, denoted as

a Fabry–Perot cavity. Helbo et al. [149] first deposited a pair of opposing metal

mirrors on the top and bottom of a microchannel acting as a resonator in which

rhodamine 6G solution flew through as the gain medium (Fig. 10). Song and Psaltis

have recently developed a pneumatically tunable optofluidic dye laser [150], in

which a LCW filled with dye solution is the resonator at the ends of which two air

chambers act as the mirrors. The wavelength is chosen by inflating the air-gap

etalon with compressed air.

A ring resonator is the second simple configuration for a cavity consisting of

three or more mirrors to loop the light in the resonator. Galas et al. fabricated a ring

resonator using four mirrors (air chamber) to generate a tunable dye laser [151].

Suter et al. [152] presented side-coupled ring geometry to generate an optofluidic

ring resonator laser, which can be produced in PDMS substrates with contact

molding (Fig. 11). A kind of variation of the ring cavity structures is the droplet-

based whispering gallery mode. A droplet can be treated as an optical microcav-

ity when the index of refraction of enclosed dye solution is higher than that of
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the carrier liquid. Light emitting from the dyes is confined and amplified in the

drops by total internal reflection. This method could provide a multicolor laser in a

train of alternating dye drops and is capable of switching the wavelength at high

frequency [153].

Besides the mirror-based optical cavity, there is another type of optical feedback

structure involving diffraction grating, called distributed feedback (DFB). The

group of Kristensen demonstrated a 130th order Bragg grating-based optofluidic

dye laser [154] to achieve a single mode laser. However, lower-order DFB gratings

are expected to minimize the intrinsic scattering losses and decrease the threshold

of pump energies. Therefore, the15th order [155] and third order [156] Bragg

gratings were successively fabricated on a microfluidic chip. Song et al. [157]

have systematically studied third, second, and first order DFB lasers, where the

second order lasers exhibited the lowest pump threshold. Vannahme et al. [158]

embedded a first order DFB optofluidic dye laser in a foil for mass production and

cost reduction.

Fig. 11 (a) Cross-sectional

outline of the microcavity

fluidic dye laser; WGM
whispering gallery mode. (b)

Photograph of a glass/SU-

8 chip with a microcavity

fluidic dye laser (Reprinted

from [152] with permission of

The Optical Society of

America)

Fig. 10 Cross-sectional outline of the microcavity fluidic dye laser. The laser dye is pumped

through a microfluidic channel. The laser cavity is formed inside the microfluidic channel by metal

mirrors, deposited on the top and bottom glass wafers. The microcavity fluidic dye laser is pumped

optically by an external laser, and output is emitted through the semitransparent top mirror

(Reprinted from [149] with permission of IOP Publishing)
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At least two issues should be improved to fulfill the promise of optofluidic dye

lasers as on-chip coherent light sources. Firstly, new strategies should be developed

to widen the laser wavelength range and to reduce the tuning time. Secondly, the

optical pump source should be integrated onto the same laser chip, which should

demonstrate the lowest laser threshold.

3.4 Optical Detector

Optical detectors have been integrated on microfluidic chips, such as silicon

photodiode, organic photodiodes (OPDs), and complementary metal–oxide–

semiconductor (CMOS) chips. The former two are point detectors without spatial

resolution, whereas CMOS detectors can capture an image. In the early stage,

integrated detectors on microfluidic chips were mainly silicon detectors due to

the mature fabrication technique of semiconductors, e.g., a microavalanche photo-

diode on PDMS [159], a photodiode built on a silicon substrate [160], and a

hydrogenated amorphous silicon photodiode assembly on glass [161]. Generally

speaking, the fabrication procedure for a detector on-chip becomes less and less

complex, and the cost of detector trends to become lower and lower. For example, if

the substrates are changed from silicon to glass and then to polymer, the fabrication

temperature is decreased from a high temperature to ambient temperature.

Recently, Pereira et al. presented an example by integrating a PIN photodiode on

a microfluidic chip to perform chemiluminescent detection, and the detection

results were comparable with laboratory analysis for detection of HRP [162].

Silicon photodiodes could render relatively high sensitivity for detection of low

analyte concentrations but are too expensive and complicated to fabricate as an

integral part of a disposable microfluidic chip. In contrast to the silicon counterpart,

OPDs are a promising potential for future point-of-care technology because they

are inexpensive and easily fabricated, and are attracting more and more attention

from researchers in the field of lab-on-chip.

Hofmann et al. [163] showed the feasibility of integration of thin-film OPDs on

microchips for microscale chemiluminescence. The detector was fabricated by a

layer-by-layer vacuum deposition method. The quantitation of hydrogen peroxide

yielded a detection limit of 1 mM. They further implemented the integration of

OPD on PDMS instead of silicon as the substrate material [164] and applied it to

analyze antioxidant capacity [165]. To reduce the background and increase the

detection limit of the OPD detector on chips, Pais [166] placed a second polarizer

layer before fluorescence entered into the OPD detector by preventing the leaking

of excitation light into the detector. The detectable concentrations of rhodamine

6 G and fluorescein dyes were as low as 100 nM and 10 mM, respectively.

Wojciechowski et al. [167] developed a chemiluminescence immunoassay-based

miniaturized biosensor, which was composed of a disposable microscope slide and

a hand-held reader. The OPD substrate was printed on the glass slide. This OPD
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system is approaching the final requirements of point-of-care, i.e., inexpensive,

easy to use, highly sensitive, and robust.

Besides the various photodiodes mentioned above integrated on microfluidic

chips, the CMOS is another type of detector that can be assembled on microchips

and offers the great advantage of the ability to observe the image of sample object

[63]. One of the most important applications of an integrated CMOS detector on-chip

is the lensless optofluidic microscopy (OFM). In 2005, Lange et al. [168] attached a

CMOS chip at the bottom of a microfluidic chip to record the projection image of

Caenorhabditis elegans. But, the quality of this imaging method needs to be further

improved by choosing appropriate apertures. Yang et al. [169, 170] were inspired to

develop a high-resolution optofluidic microscope by covering a nanohole array layer

on the imaging chip. They measured a resolution limit of 490 � 40 nm, comparable

resolution to a conventional microscope. The principle of lensless microscopy is

shown in Fig. 12. The authors extended this method to color OFM by integrating a

RGB CMOS color sensor chip substrate [171]. Laurberg et al. then exploited OFM to

3D spatial resolution and on-chip particle image velocimetry [172].

Yang’s group further presented a non-nanohole method for reconstruction

of a high-resolution image from a low-resolution image processed with a pixel

super-resolution algorithm [173]. This method further compacts the OFM by

eliminating the nanoaperture array, and follows the consistent requirement of

Fig. 12 Principles of nanohole microscopy. (a) Direct projection imaging scheme. (b) By placing

the specimen on a grid of apertures, we can obtain a sparse image. (c) Raster-scanning the

specimen over the aperture grid. In this case, the image resolution is limited by the aperture

size. (d) The scanning scheme can be simplified into a single-pass flow of the specimen across the

grid. (e) The aperture grid can be simplified by substitution with a long linear aperture array

(Reprinted from [170] with permission of The National Academy of Science, USA)
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microfluidic chip in miniaturization as small as possible. The rapid development of

OFM is following the advances in optofluidics but also contributes to them.

4 Conclusions

Optical detection still maintains its predominant application in microfluidics due to

its characteristics of being noninvasive, easily coupled, quick to respond, and

highly sensitive. As discussed, although conventional free-space detection strategy

is less amenable to being miniaturized and compacted in a portable microdevice, it

is highly familiar to analytical chemists, and is still helpful when a proof-of-

principle needs to be quickly demonstrated on microfluidic chips and extreme

sensitivity is a particular concern. As the most promising alternative to free-space

detection, optofluidics is becoming an active field in lab-on-a-chip, merging fluidics

with optics in the same microchip, in which optics are generated by fluids and fluids

are controlled by optics. Current optofluidics is developing and optimizing single

optics, but has potential to minimize and integrate all components onto the same

microscale device, which includes analytical units and optical pieces. In optoflui-

dics, various optical components such as light source, filters, microlens, detectors,

and waveguides can be made of fluids; therefore, the space in the chip is greatly

saved and the complexity of fabrication is simplified. The microchannel both

handles the analytes and transmits light to probe the sample and collect analytical

results. Future optofluidic chips undoubtedly can integrate more components and be

mass-produced to meet the requirements of point-of-care diagnostics.
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and Steven A. Soper

Abstract The potential utility of genome-related research in terms of evolving basic

discoveries in biology has generated widespread use of DNA diagnostics and DNA

forensics and driven the accelerated development of fully integrated microfluidic

systems for genome processing. To produce a microsystem with favorable perfor-

mance characteristics for genetic-based analyses, several key operational elements

must be strategically chosen, including device substrate material, temperature control,

fluidic control, and reaction product readout. As a matter of definition, a microdevice

is a chip that performs a single processing step, for example microchip electrophore-

sis. Several microdevices can be integrated to a single wafer, or combined on a control

board as separate devices to form a microsystem. A microsystem is defined as a chip

composed of at least two microdevices. Among the many documented analytical

microdevices, those focused on the ability to perform the polymerase chain reaction

(PCR) have been reported extensively due to the importance of this processing step in

most genetic-based assays. Other microdevices that have been detailed in the litera-

ture include those for solid-phase extractions, microchip electrophoresis, and devices

composed of DNA microarrays used for interrogating DNA primary structure. Great

progress has also been made in the areas of chip fabrication, bonding and sealing to

enclose fluidic networks, evaluation of different chip substrate materials, surface

chemistries, and the architecture of reaction conduits for basic processing steps such

as mixing. Other important elements that have been developed to realize functional

systems include miniaturized readout formats comprising optical or electrochemical

transduction and interconnect technologies. These discoveries have led to the devel-

opment of fully autonomous and functional integrated systems for genome processing
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that can supply “sample in/answer out” capabilities. In this chapter, we focus on

microfluidic systems that are composed of two or more microdevices directed

toward DNA analyses. Our discussions will primarily be focused on the integration

of various processing steps with microcapillary electrophoresis (mCE) or microar-

rays. The advantages afforded by fully integrated microfluidic systems to enable

challenging applications, such as single-copy DNA sequencing, single-cell gene

expression analysis, pathogen detection, and forensic DNA analysis in formats that

provide high throughput and point-of-analysis capabilities will be discussed as well.

Keywords Continuous flow PCR � DNA analysis � DNA microarrays � Genetic
analysis � Integrated microsystems �Microcapillary electrophoresis �Microfluidics �
Micro-PCR devices � Solid-phase extraction
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FPC Flexible printed circuits

FSCE Free solution conjugate electrophoresis
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HGP Human genome project
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LDR Ligase detection reaction

LPA Linear polyacrylamides

MDR-TB Multidrug resistant tuberculosis

MHEC Methyl hydroxyethyl cellulose

PC Polycarbonate

PCR Polymerase chain reaction

PDMS Poly(dimethylsiloxane)

PEO Poly(ethylene oxides)

PMMA Poly(methyl methacrylate)

PPC Photoactivated polycarbonate

RNA Ribonucleic acid

RTD Resistance temperature detector

RT-PCR Reverse transcription polymerase chain reaction
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SPE Solid-phase extraction

STRs Short tandem repeats

TE Thermoelectric

TTE tris-Taps-EDTA
mCE Microcapillary electrophoresis

mTAS Micro-total analysis systems

1 Introduction

1.1 The Human Genome Project

The completion of the human genome sequence in 2003 was one of the most

important scientific accomplishments in human history [1] and marked a significant

milestone for the human genome project (HGP). This achievement has led to

compelling genomic and proteomic research discoveries with unprecedented

impacts in areas such as forensic DNA analysis [2–5], medical diagnostics [6, 7],

infectious disease management [8–11], and chemical and biological sciences

[12, 13]. Some of the important tools for DNA processing include solid-phase

extraction (SPE) and purification of DNA, polymerase chain reaction (PCR) or

other thermally induced amplification strategies, electrophoresis, and DNA micro-

arrays. Although many conventional benchtop tools currently exist to process DNA

samples, efforts are being heavily invested into further automating the processing

strategy, reducing the cost of performing the assay, and increasing the sample

throughput. In this chapter, we will discuss the use of microfluidics, in particular

integrated systems, for processing a variety of DNA samples.
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1.2 Molecular Processing Pipeline for DNA Analyses

Complete nucleic acid analyses (RNA or DNA) for a variety of applications can

be accomplished using commercial benchtop instruments, and typically consists of

several molecular processing steps including:

1. Lysis of cells to release the nucleic acids of interest

2. Purification and isolation of the nucleic acids from other cellular components

(e.g., cell debris and proteins)

3. Amplification of trace amounts of nucleic acids to generate sufficient copy

numbers for detection

4. Analysis of unique regions within the genetic material using a combination of

techniques

To complete an entire assay, a well-equipped laboratory and significant technical

expertise are commonly required, with intervention at several stages of the proces-

sing pipeline to manipulate samples and/or reagents. In addition, the total time

required for sample processing can be several hours to several days.

Fig. 1 Flow diagram showing the molecular processing steps required for analyzing nucleic acids.

The main steps include cell lysis, nucleic acid extraction and purification, PCR amplification, and

analysis methods for identifying the resultant products. For each of the processing steps shown, a

device will have poised on it a component for one of these functional steps, and each device may

be comprised of various components (such as pumps, valves, and micromixers) in order to carry

out the desired operation. A system comprises two or more devices, meaning that it will have

integrated onto it multiple processing steps. The ultimate goal is to incorporate all of the molecular

processing steps onto a single platform to provide sample in/answer out capabilities with no

operator intervention
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Derived from the concept of micro-total analysis systems (mTAS) or lab-on-a-
chip platforms first proposed by Manz et al. [14] in the early 1990s, integrated

microfluidic systems have emerged that incorporate several molecular processing

steps into a single platform with sample-to-answer capabilities. These systems are

particularly compelling for DNA/RNA analyses. To create such a system, a series

of discrete devices performing specific molecular functions such as cell lysis,

nucleic acid extraction and purification, nucleic acid amplification, and other

supporting analysis techniques (e.g., capillary electrophoresis, microarrays) must

be interconnected with minimal dead volumes due to the ultrasmall samples

processed (picoliters to nanoliters). Fluids are manipulated using on-chip or off-

chip components, such as micropumps, microvalves, and micromixers (see Fig. 1).

As noted previously, microsystems are composed of two or more microdevices and,

in many cases, microdevices consist of components such as on-chip valves, mixers,

and/or pumps. In most cases, DNA/RNA processing requires multiple processing

steps and therefore devices need to be combined, either in a single wafer format

or a modular format, to form the system targeted for a given genetic analysis

(see Fig. 1).

2 Microfluidics and DNA Analysis

The capability of handling a volume of liquid as small as a few nanoliters and even

a few picoliters, the common sample size in most microfluidic systems, can be

utilized to permit DNA extraction following cell lysis and thermal reactions without

creating sample dilution, minimize reagent usage, provide process automation,

allow in-the-field analyses, and minimize possible contamination. Microfluidic

systems also offer rapid, accurate, and cost-effective analyses. Performing sequenc-

ing or genotyping using microfluidic platforms can also lead to significant increases

in throughput. For example, DNA sequencing read lengths of 600–800 bases can be

achieved in 25 min using microcapillary electrophoresis (mCE) with a separation

channel length of 20 cm (Sanger sequencing) [15], whereas the same separation

would require 1–2 h in a capillary array electrophoresis (CAE) system [16, 17].

In Sects. 2.1–2.3, we will give a brief introduction to the various microdevices

that have been fabricated to handle steps in the processing of nucleic acids, such as

cell lysis, extraction and/or purification of the nucleic acids, their amplification,

determination of sequence variations, and readout.

2.1 Cell Lysis

Cell lysis is the first step in most DNA analyses and involves disassembly of the

cell membranes and release of the genomic material and other cellular contents.
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A variety of lysis methods, including chemical lysis [18, 19], thermal lysis [20],

and lysis by mechanical forces [21, 22], or electrical pulse [23–26], have been

successfully demonstrated in microfluidic devices.

Transitioning the chemical lysis methods commonly used in macroscale work-

ups to microfluidic devices is straightforward. Chemical lysis methods involve

mixing the target cells with lytic agents, such as sodium dodecyl sulfate or guani-

dium hydrochloride and hydroxide, that can solubilize the lipid membranes. One

issue associated with the use of chemical lysis is that lytic agents can interfere with

downstream processing, such as PCR, and therefore must be removed from the

sample before subsequent reactions, increasing the microfluidic design complexity.

Carol and coworkers [18] reported a polydimethylsiloxane (PDMS) microfluidic

device for on-chip cell lysis based on local hydroxide electrogeneration. In this

device, hydroxide ions porated the cell membrane, leading to cell lysis. During

lysis, hydrogen ions, which were simultaneously generated on-chip, reacted with

excess hydroxide ions creating a neutral pH lysate and eliminating the need for a

final washing step.

Thermal lysis, which involves disrupting the cell membranes by heating cells to

near boiling temperatures, is another method that can be incorporated into a

microfluidic device as long as the microfluidic material can withstand the tempera-

ture required to lyse the cells. The advantage of thermal lysis is that no interfering

reagents are required that may interfere with downstream reactions [27]. The device

design can be further simplified by lysing cells in the initial denaturation step of

downstream PCRs [28]. But, thermal methods are not applicable for certain cell

types, such as Gram-positive bacteria.

Mechanical forces, such as sonication, can be integrated to the microdevice to

disrupt cells via gaseous cavitation. In this process, air pockets form from dissolved

gases in the aqueous media and collapse rapidly, creating high pressure and high

temperature environments sufficient to break cell membranes. This method is

suitable for hard-to-lyse cells or spores, but can generate considerable amounts of

heat and free radicals [29]. Belgrader et al. [21] reported a minisonicator combined

with a spore lysis cartridge. Bacillus spores were sonicated in the presence of glass

beads and were successfully lysed to release DNA for PCR amplification in ~30 s.

Electrical pulse methods represent another method for cell lysis and are based

upon electroporation of the membrane. In the electroporation process, the applica-

tion of high electric field pulses causes the formation of small pores in cell

membranes [30]. However, the use of high electric fields can lead to heating and

gas generation. To overcome this limitation, a microfluidic electroporation device

for the lysis of human carcinoma cells was demonstrated by Lu et al. [23] In their

design, a straight microchannel was constructed in glass, where the side-walls

consisted of gold saw-tooth-shaped electrodes supported by the polymer, SU-8.

Using pressure-driven flow, cells were directed through the channel and electro-

porated by the saw-tooth electrodes (see Fig. 2). The magnitude of the electric field

was in the range of a few kilovolts per centimeter, while the AC voltage was>10 V

peak-to-peak, minimizing heat generation and bubble formation.
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2.2 Nucleic Acid Extraction, Purification, and Preconcentration

Following cell lysis, DNA extraction, purification, and preconcentration are usually

achieved by microsolid phase extraction (micro-SPE) devices. This step is essential

in order to purify and isolate the genomic materials from other cellular components,

contaminants, and chemicals introduced in the cell lysis step that might potentially

interfere with downstream enzymatic reactions. In addition, the nucleic acids may

be enriched in this phase of the processing strategy to preconcentrate the targets to a

level that is amenable for further downstream processing.

A variety of well-established macroscale SPE methods for nucleic acid extrac-

tion have been successfully transferred to microscale devices [10, 31–57]. Although

the physical principles of these methods may be different (e.g., chaotropic interac-

tions, electrostatic interactions, affinity interactions, etc.), micro-SPE protocols

typically consist of three steps: (1) selective adsorption of nucleic acids onto a

solid phase; (2) removal of contaminants by a washing step; and (3) elution of the

preconcentrated nucleic acids from the solid support using water or a low salt buffer

[31]. Like their macroscale counterparts, micro-SPE devices possess a loading level

of target material that is dependent upon the available surface area within

the extraction bed and, thus, are manufactured either by packing the solid phase

Saw-tooth
electrode

a

c

b

channel wall

Electroporation Lysis Zone

electrode tip

cells

cells being lysed
analytes kept in the
center of the channel

Detection Zone

flow direction

electrode
contacs

fluorescent cells
or nuclei

Electrical
contact

100 µm

Fig. 2 (a) Microelectroporation device for cell lysis. (b) Device at various steps of the fabrication

process: after metallization and electrode-mold formation (left) and after electroplating (right).
(c) Dielectrophoresis (DEP) effect observed in the flow channels (top). Saw-tooth microelectrodes

acting as a DEP device for focusing intracellular materials after electroporation (bottom). Repro-
duced from [23] with permission
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(typically consisting of silica beads) into the device or by directly fabricating

microstructures inside the device to increase the available load capacity of the

device.

As noted above, micro-SPE devices can be fabricated by packing silica beads,

sol–gel immobilized silica beads, photopolymerized monoliths, or modified mag-

netic particles into microfabricated channels [10, 31–43]. For example, Landers and

his research group [32] demonstrated the extraction of PCR-amplifiable DNA from

lysed white blood cells using silica particles packed into a capillary tube; the DNA

recovery was found to be ~70% in a 10 min processing time. The load of DNA into

the device was found to be on the order of 10–30 ng/mg of DNA. To circumvent the

high backpressure introduced by flowing silica beads into a microchannel and to

improve reproducibility, a silica bead/sol–gel hybrid matrix was packed into a glass

microchip (see Fig. 3a) [31, 33]. Other matrices, such as a sol–gel monolith [35] or

photopolymerized monoliths [36] were explored by the same group in an effort to

overcome the aging and shrinkage problems associated with the silica bead/sol–gel

hybrid matrix. Klapperich and coworkers [37–39] used a similar photopolymerized

monolith as a solid-support matrix to confine silica beads within a cyclic olefin

copolymer (COC) microchip to extract a variety of samples, such as lambda

Fig. 3 (a) SEM image of the cross-section of a glass microchip channel packed with silica bead/

sol–gel hybrid at 500�magnification. Reproduced from [33] with permission. (b) SEM image of a

porous polymer monolith filled with silica beads at10,000� magnification. Reproduced from [39]

with permission. (c) Photograph of a 96-well polycarbonate solid phase extraction microfluidic

plate and a commercial 96-well titer plate (left). SEM image of the micropillars that were

fabricated in the purification bed (right). Reproduced from [47] with permission
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(l)-DNA, Gram-positive and Gram-negative bacterial genomic DNA, inoculated

human blood and urine samples (see Fig. 3b).

Issues associated with SPE beds comprised of silica beads or polymerized

polymer monoliths include: (1) residual chaotropic reagents, such as guanidinium

or sodium iodide salts, present in the initial elution phase and interfering

with downstream amplification steps; (2) packing the matrix, which requires a

postfabrication process that can be tedious and demands experienced engineers to

accomplish; and (3) aging and shrinkage of the packing material, which can affect

the efficiency and reproducibility of the extraction process.

Alternatively, one can produce a SPE surface directly in the device via micro-

fabrication techniques. Micropost or micropillar structures can be fabricated inside

the extraction chamber to increase the available surface area, thus enhancing the

load of target material as well as the interaction probability between the solution-

borne nucleic acids and the SPE bed. Christel et al. [44] fabricated, using deep

reactive ion etching (DRIE) and anodic bonding, a micro-SPE device in silicon that

contained high aspect ratio (aspect ratio ¼ structure height divided by structure

diameter) micropillars with a total surface area of 3.5 mm2. The binding capacity of

DNA was found to be 40 ng/cm2 with a 50% extraction efficiency for short (500 bp)

and medium sized (48 kbp) DNAs. Cady et al. [45] extended this work to Escher-
ichia coli cell lysates. To circumvent the tedious DRIE and bonding processes

required for fabricating these high aspect ratio microstructures in silicon, Soper and

coworkers[46] developed a micro-SPE device made from photoactivated polycar-

bonate (PPC). This micro-SPE device contained high aspect ratio (5/1) micropil-

lars, hot embossed from a LIGA-fabricated nickel molding tool. The SPE bed

possessed a total active surface area of 2.3 � 107 mm2. Nucleic acids were selec-

tively immobilized onto the PPC surface, which contained carboxylic acid groups

generated using UV radiation, using an immobilization buffer containing polyeth-

ylene glycol, NaCl, and ethanol. After cleanup using ethanol, the purified and

concentrated nucleic acids were eluted from the PPC surface using water or PCR

buffer. The load capacity and recovery of E. coli genomic DNA were estimated to

be 790 ng/cm2 and 85 � 5%, respectively. This work was followed by a report on

the fabrication of a high-throughput device consisting of 96 micro-SPE beds, each

containing an array of 3,800 20-mm diameter micropillars (see Fig. 3c) [47, 48].

Both genomic DNA and total RNA could be extracted and purified from bacterial

cells seeded into mammalian blood samples.

Another approach for the SPE of nucleic acids is the use of commercially

available nanoporous aluminum oxide membranes (AOM). In a high salt concen-

tration buffer, genomic DNA or RNA will aggregate and bind to the nanoporous

membrane; both nanofiltration and electrostatic interactions contribute to the reten-

tion and purification of the target DNA or RNA. The retained DNA/RNA can be

recovered using a PCR buffer. Kim et al. [49] investigated the extraction of

genomic DNA from blood samples with a recovery of ~90% using an AOM

sandwiched between PDMSmicrochannels. The AOMSPE device was later integrated

to a microchamber PCR device, demonstrating successful amplification of both

DNA from a bacterial sample and RNA from virus samples [50]. The advantages
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of this method included the ability to use high flow rates to shorten processing time

and low protein absorption onto the AOM. However, the handling of the thin and

brittle AOM remains a challenge.

In addition to genomic DNA or RNA purification and preconcentration before an

amplification step, some applications, for example the purification of dye termina-

tor Sanger sequencing products, require high quality DNA free of background

species such as salts, unincorporated primers, dNTPs, and dye-labeled ddNTPs

prior to the electrophoresis step. Soper and coworkers [51] demonstrated the use of

a PPC micro-SPE device for the purification of Sanger sequencing products to

provide high quality DNA free from background species. PPC micro-SPEs were

successfully coupled to capillary gel electrophoresis [54] that also contained a

continuous flow Sanger extension thermal cycler [51, 52].

Mathies and his group [53] purified Sanger extension products using a micro-

chamber containing a sparsely crosslinked polyacrylamide gel copolymerized with

complementary oligonucleotide probes appended onto the target DNA products.

DNA elution was achieved by thermal denaturation of the hybrids. This micro-

chamber was coupled to a Sanger extension chamber and microchip electrophoresis

to form an integrated Sanger sequencing bioprocessor. With a 400-fold reduction in

sequencing reagents and 10- to 100-fold reduction in DNA template required

compared to benchtop approaches, 556 continuous bases were sequenced using

this bioprocessor with 99% accuracy [54].

2.3 Microfluidic Polymerase Chain Reactors

Since the discovery of the PCR in 1986 by Mullis et al., [58] PCR has become a

crucial tool in basic molecular biology discovery, genome sequencing, clinical

research, in vitro diagnostics, and evolutionary studies [59]. PCR is an enzymatic

reaction that allows any nucleic acid fragment to be generated in vitro and in high

abundance. Theoretically, the amount of product doubles during each PCR cycle, as

shown by the following equation:

N ¼ N02
n; (1)

where N is the number of amplified DNA molecules, N0 is the initial copy number

of DNA molecules and n is the number of amplification cycles [60, 61]. Experi-

mentally, the amplification efficiency (E) can range from 0 to 1, and therefore the

true copy number produced is given by:

N ¼ N0ð1þ EÞn: (2)

In PCR, denaturation and annealing are nearly instantaneous events that occur as

soon as the correct temperature is reached (e.g., ~94 �C for denaturation; 50–60 �C
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for annealing) and the extension step is limited only by the kinetics of the polymer-

ase enzyme. Implementation of the thermostable Taq polymerase as a substitute for

the Klenow fragment of E. coli DNA polymerase I [62] has made it possible to

automate the PCR amplification step by using various thermal cycles carried out by

a block thermal cycler. Investigators have shown that Taq DNA polymerase has an

extension rate of 60–100 nucleotides/s at 72 �C [63]. For efficient amplification, a

device with low heat capacity that can transfer heat quickly to the sample and

quickly draw away the heat when cooling is preferable. Most conventional thermal

cyclers have large thermal masses resulting in high power requirements and slow

heating and cooling rates with long reaction times, typically exceeding 1.5 h in spite

of the fact that kinetically, a 500 bp PCR product should be produced in as little

as 5 s.

Due to the intrinsically small PCR chamber volumes and mass, exquisite heat

transfer capabilities can be realized in microfluidic polymerase chain reactors

(micro-PCR) devices that can significantly reduce the processing time compared

to conventional benchtop thermal cyclers. Short thermal cycling times can be

realized and still provide amplification efficiencies comparable to their macroscale

counterparts with designs that are sometimes not conducive to macroscale formats.

Micro-PCR devices have adopted design formats such as chamber-type PCR

devices, in which the PCR cocktail and target are mixed inside a microchamber

and the chamber is then cycled between the various temperatures required for the

amplification process. Another design approach uses the continuous-flow format, in

which the PCR device consists of isothermal zones brought to equilibrium prior to

the amplification process. The PCR cocktail is shuttled between these isothermal

zones either electrokinetically or hydrodynamically to affect the thermal proces-

sing. Another format that has been employed for microscale PCR devices is a

thermal convection-driven PCR device in which a temperature gradient is applied

to a closed reaction chamber and the fluid is shuttled through the temperature

gradient using a Rayleigh–Bénard convection cell. In Sects. 2.3.1–2.3.4, we will

briefly introduce these PCR designs.

2.3.1 Chamber-Type Micro-PCR Devices

In chamber-type micro-PCR devices, a static PCR cocktail containing the target

is repeatedly cycled between three different temperatures: one for denaturation, a

second for renaturation, and a third for polymerase extension, which is similar to

that used in a conventional PCR thermal cycler. Chamber-type micro-PCR devices

consist of either a single chamber or multiple chambers configured on a single

wafer with the appropriate heating modalities to allow thermal cycling. The pri-

mary advantage of these types of microthermal cyclers is the low thermal masses

that must be heated/cooled, providing faster reaction times compared to block

thermal cyclers.
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2.3.2 Single-Chamber Micro-PCR Devices

In 1993, Northrup et al. [64] reported the first PCR microfluidic device, which

consisted of a 50-mL well structure serving as the reaction chamber and was

fabricated in silicon using wet chemical etching. Twenty amplification cycles

were carried out, with the cycling time four times faster than a conventional

benchtop PCR device. In 1994, Wilding et al. [65, 66] developed a silicon/glass

hybrid device that held 5–10 mL of reaction mixture in a chamber, whose perfor-

mance was improved by surface passivation through salinization of the micro-

chamber surface[67] and which was heated using an external copper block.

Single-chamber PCR devices have been widely investigated since these initial

reports [68–77]. However, single-chamber micro-PCR devices possess low

throughput.

2.3.3 Multichamber Micro-PCR Devices

Multiple PCR chambers have been fabricated on a single microfluidic chip and

explored for high throughput PCRs [78–83]. An example of a multichamber

micro-PCR device, the micro-DNA amplification and analysis device, (m-DAAD)
consisted of 16m-DAADs in parallel with each m-DAAD consisting of four micro-

reactors fabricated on a 400 silicon wafer (see Fig. 4). Multichamber micro-PCR

devices [84] have been demonstrated for DNA amplifications of five gene

sequences related to E. coli from three different DNA templates and detected by

TaqMan chemistry with a limit of detection (LOD) of 0.4 copies of target DNA.

2.3.4 Continuous Flow PCR Devices

Another configuration for micro-PCR devices employs a flow-through format with

a “time–space conversion” concept, in which the sample is continuously transi-

tioned through isothermal zones for denaturation, annealing, and extension. This is

in contrast to chamber-type PCR devices, in which heating and cooling occurs on a

static sample with the entire device heated and cooled to the desired temperatures

[79, 83, 85, 86]. The continuous flow PCR (CFPCR) approach allows for short

reaction times because the small-volume fluid elements can be heated or cooled to

the required temperature within 100 ms [59]. In 1998, Kopp et al. [87] reported the

first CFPCR microdevice (see Fig. 5). This device consisted of 20 thermal cycles

comprised of a serpentine channel design whose dimensions were 40 mm in width

and 90 mm in depth, with a total length of 2.2 m, producing a pressure drop of ~14.5

PSI. For DNA amplification, 10 mL of a PCR mixture was hydrostatically pumped

at volumetric flow rates ranging from 5.8 to 72.9 nL/s with a flow-through time of

18.7–1.5 min [87]. The channel walls were silanized with dichlorodimethylsilane to

reduce possible adsorption of the polymerase enzyme (Taq polymerase) and DNA
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onto the glass surface. A zwitterionic buffer and nonionic surfactant were used as

the PCR buffer additives to impart a dynamic coating [88].

Using a 20-cycle spiral microchannel hot embossed into a polycarbonate (PC)

substrate configured for performing CFPCR [89], the PCR cycle time was reduced

Fig. 5 Chip for CFPCR.

Three well-defined isothermal

zones are poised at 95 �C (A),
77 �C (B), and 60 �C (C) by
means of thermostated copper

blocks. The sample is

hydrostatically pumped

through a single channel

etched into a glass wafer. The

channel passing through the

three temperature zones

defines the thermal cycling

process. Reproduced from

[87] with permission

Fig. 4 Photographs of m-DAAD production steps. (a) Front side of a 400 silicon wafer populated

with etched microreactors; 16 m-DAAD are processed in parallel, each consisting of four micro-

reactors. (b) Front-side view of a single m-DAAD (16 � 1 mm2) after bonding a cover plate and

dicing. DNA arrays are printed onto the bottom of the microreactor cavities, but cannot be seen in

this image because of their small size. Holes of 1 mm in diameter are drilled in the cover glass for

the filling of the m-DAAD reactors with reagent. (c) Back-side view of the device with platinum

heater coil and thermoresistors placed at the corresponding area of the microreactor. Reproduced

from [79] with permission
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to the kinetic limit set by the polymerase incorporation rate; 500- and 997-bp

fragments were amplified in a total time of 1.7 min (5.2 s/cycle) and 3.2 min

(9.7 s/cycle), respectively. The amplification efficiency was further optimized

through proper thermal management using numerical models and experiments to

evaluate the effects of different combinations of temperature distribution in a

typical CFPCR device fabricated by hot embossing PC substrates [90]. Chen

et al. [91–93] reduced the footprint of each spiral reactor to 8 mm by 8 mm and

arranged 96 reactors in titer-plate format (12 � 8) for high throughput processing

(Fig. 6).

The attractive features of CFPCR devices consist of: (1) very rapid heat transfer

during the PCR, with run times on the order of minutes; (2) low possibility of

contamination (closed architecture); [4, 10, 94] and (3) facile integration with

various liquid transport processes, such as magneto-hydrodynamic (MHD) actua-

tion [95]. Additional advantages include reduced sample consumption and reagents

(lower cost) and simple integration to other DNA processing devices [11, 96].

A limitation of this approach is the fixed cycle number that can be employed by

the chip, which is dictated by the device layout. To overcome this drawback, Chen

et al. [97] demonstrated the use of a microfabricated PC chip for DNA amplification

in a continuous flow (CF) mode using electrokinetically driven synchronized

pumping (Fig. 7). A 500-bp fragment from l-DNA was obtained with a total time

of amplification of ~18.1 min for 27 cycles.

Fig. 6 High-throughput CFPCR multireactor platform consisting of three functional units: a

fluidic controller for distributing reagents and analyte to the reactors, a CFPCR multireactor,

and a distributed temperature controller. HD denotes the denaturation heaters (90–95 �C), HA

annealing heaters (50–70 �C), and HE extension heaters (70–77 �C). Reproduced from [92] with

permission
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The arrangement of the three temperature zones on most rectangular serpentine

channel CFPCR devices consists of denaturation, extension, and annealing in

that order. Although this arrangement can establish a smooth temperature gradient,

amplification efficiency may degrade because the melted single-stranded DNA

(ssDNA) is likely to form double strands with the template DNA or with their

complementary fragments when passing through the extension zone. To circum-

vent this problem, a novel three temperature zone arrangement in a “circular”

format consisting of denaturation, annealing, and extension has been exploited

[95, 98–100].

The PCR channel for these CFPCR devices can also consist of either capillary

tubes [99, 100] or an on-chip annular channel [95, 101]. The serpentine channel

formats on a monolithic chip can utilize thermal insulation with the aid of air gaps

[102, 103] or by utilizing glass chips with a low thermal conductivity [104, 105].

Recently, a novel spiral channel configuration was also used to perform CFPCR on

a single PC wafer with a circular arrangement of three temperature zones, allowing

for a compact footprint and a minimal number of heaters for temperature control

[106, 107]. CFPCR microfluidics can also use a unidirectional PCR or oscillatory

flow [108].

Fig. 7 (a) Principle of electrokinetic synchronized cyclic CFPCR process. Sample injection (a):
DNA was filled into reservoir 5 and a voltage was applied to the electrodes in reservoirs 5 (GRND
indicates ground) and 6 (+ indicates high voltage input). Sample moved across the reactor channel

to fill the crossed-T injector. Sample cycling (b): Following injection, the sample is shuttled

through the various isothermal zones by moving the position of the applied electric field in a cyclic

fashion as denoted in diagrams 1–4. (b) Schematic view and photographs of the electrokinetically

synchronized CFPCR microchip. The actual microchip, fabricated via replication technology into

PC, is shown in the middle photograph next to the quarter. Poised on the PC chip are electrode

contacts for applying the voltaged in an automated fashion to the various reservoirs. Reproduced

from [97] with permission
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2.4 Microfluidic Thermal Heating Methods

The choice of a heating method for micro-PCR devices is important in achieving

efficient temperature ramping rates. The diversity of materials exhibiting differ-

ences in thermal mass means that different heating methods may be required. At

present, temperature cycling on microfluidic devices can be performed either with

contact or noncontact heating methods. Summarized below are various heating

methods that have been employed in microfluidic devices.

2.4.1 Contact Heating

For contact heating, heaters are fabricated directly within the microchip or are in

contact with the outside of the microchip. Contact heating utilizes an electrothermal

conversion to heat the PCR solution [109]. Contact heating can be achieved through

the use of thin film heating elements, which are mainly fabricated using deposition

techniques; through the use of metal heating blocks, which primarily consist of

inserting a heating cartridge into the metal blocks; or by utilizing Peltier elements.

2.4.2 Thin Film Heating

Heating elements can be fabricated on-chip using thin film deposition. Platinum

[78, 79, 110–114] is the most commonly used material for heating elements due to

its ability to withstand high temperatures, good chemical stability, and ease of

micromanufacturing. Some other metals, alloys, or inorganic compounds have also

been used as thin film heaters in micro-PCR devices, such as Al [70, 81, 82, 115], Ni

[104], W [101], Ag/graphite inks [85], Ag/Pd [102, 116], Ni/Cr [117], Cr/Al [82],

Al2N3 [118], and indium–tin oxide (ITO) [119–121]. Microheaters fabricated by Pt

thin film deposition often require a thin layer of Ti serving as an adhesion layer. The

Ti layer exhibits a high diffusion rate at high temperatures, which can deteriorate

the Pt heater [122]. Commercial thin film resistive heaters [85, 106, 107] have

proven to be efficient and robust for achieving fast PCR cycling, in contrast to

conventional PCR devices.

2.4.3 Metal Heating Blocks

Conventional PCR instruments typically utilize contact heating, which involves a

metal heating block in contact with the sample container, to cycle the temperature

of the PCR solution that is held within a thin-walled polypropylene tube. In spite of

their large thermal mass and slow temperature ramping rates, metallic heating

blocks and Peltier-based thermo-electric (TE) ceramic heating blocks are widely

applied in micro-PCR devices [69, 84, 87, 123–128]. To achieve fast thermal

transition, two [8, 98, 123, 129] or more TE devices can be coupled to thermally

cycle the PCR solution, and a total of six TE devices have been used in a portable
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miniaturized thermal cycling system [84]. The temperature of the peltiers could be

independently controlled and programmed to be at different temperature levels

necessary for effective annealing and denaturation. To ensure good thermal contact

between the TE element and the cycled region of the device, supporting substances

with higher thermal conductivity, such as mineral oil [8, 129] or a metallic thin

wafer [130], can be added to the interface of the TE element. Normally, the TE cell

consists of an array of parallel P–N junctions and each parallel P–N junction

establishes its own temperature differential for a given voltage. The P–N junction

is formed by joining P-type and N-type semiconductors (e.g. silicon) and Peltier-

based TE use the differing behavior of charge carriers in P and N type semiconduc-

tor to move heat. Consequently, a radial temperature gradient on the hot surface of

the TE cell is created, which causes nonhomogeneity of the surface temperature of

the TE cell and compromises the efficiency of the PCR [109]. To achieve a

homogenous temperature distribution across the surface of the TE cell, an oxy-

gen-free thin copper wafer is necessary to redistribute the surface temperature

[126]. Other reliable contact heaters are resistive heating coils [99, 127, 131] and

single-sided flexible printed circuits (FPCs) [132].

It is important to note that the thermal-cycling rate is limited by the thermal mass

of the heating element itself and of the entire micro-PCR device as well. Moreover,

in the case of an external contact element, localized heating is ultimately limited in

terms of lateral resolution by the thermal conductivity of the substrate material. In

the case of on-chip integrated heaters, these devices still require tedious and

complicated micromanufacturing processes, which restrict the flexibility to recon-

figure the PCR design [133].

2.4.4 Noncontact Heating

The inherent problem with contact thermal heaters is their relatively large thermal

mass. More thermal mass is added to the PCR device when contacting the chamber

containing the PCR solution, which hinders fast thermal cycling rates. For the

integration of PCR with mCE, thermal management becomes difficult because

contact resource is regarded as part of the PCR chip and not part of the electropho-

resis chip itself. These restrictions have triggered interest in the development of

noncontact thermal cycling in which the heating is remote from the microfluidic

device and not in physical contact with the PCR chamber [109].

2.4.5 Noncontact Heating Based on IR Radiation

Noncontact heating using IR radiation was first reported by Oda et al. [134] in 1998.

In their work, an IR light, which used a single and inexpensive tungsten lamp as the

noncontact heat source, was used for heating glass microchambers. The authors

achieved temperature ramping rates of 10 �C/s for heating and 20 �C/s for cooling.
In 2000, H€uhmer and Landers [71] reported IR-mediated fused-silica capillary

cycling with nanoliter volumes (160 nL), with improved heating and cooling
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rates of 65 and 20 �C/s, respectively. Giordano et al. [74] developed a novel

polyimide (PI) PCR microchip, which utilized IR-mediated thermal cycling for

the amplification of a 500-bp l-phage DNA fragment in a 1.7-mL chamber with a

total reaction time of only 240 s for 15 cycles. In 2003, Ferrance et al. [72]

presented IR-mediated PCR amplification of genomic DNA using primers defining

a 380-bp fragment of the b-globin gene followed by electrophoretic analysis on a

single glass chip for the analysis of Duchenne muscular dystrophy (DMD) in less

than 15 min for 35 cycles.

2.4.6 Noncontact Heating Based on Hot Air Cycling

Wittwer et al. [135, 136] developed noncontact heating for PCR based on hot air

cycling. In their work, temperature cycling was performed without physical contact

between the heating source and the reaction chamber by rapidly switching streams

of air set to the desired temperature. Due to the low thermal mass of air, a high

temperature ramping rate could be obtained, which has been further improved by

several research groups [68, 112, 113, 137–139].

2.4.7 Noncontact Heating Based on Laser-Mediated Heating

The tungsten lamp is a noncoherent source with large focus projection, which limits

the heating efficiency when applied to microchips with a small cross-section. Laser-

mediated noncontact heating utilizes a photothermal effect produced by a diode

laser coherent light source to heat an absorbing target. Tanaka et al. [140] used a

diode laser to control the temperature of a chemical reaction by heating an absorb-

ing target of a black ink point placed on top of a glass microchip cover plate above

the reaction channel. The integrated glass microchip with noncontact IR laser-

mediated heating has been demonstrated for fast and localized temperature control

under flowing conditions with ultrafast heating and cooling rates of 67 and 53 �C/s,
which is 30 times faster than a conventional device and 3–6 times faster than

electrothermal miniaturized thermal cyclers [133]. This heating method may be

very attractive and desirable due to its high resolution for spatially localized

heating, ease of manipulation along the chip, and its property of being a point

light source. Unfortunately, this heating method has not been applied for tempera-

ture control in microfluidics.

2.4.8 Noncontact Heating Based on Microwave Irradiation

Noncontact heating utilizing a focused microwave source was demonstrated by

Fermér et al. [141]. In their work, a single-mode microwave cavity was used to heat

100 mL of PCR mixture in a 0.5-mL polypropylene tube for 25 cycles. Most

recently, microwave-induced milliliter-scale PCR (see Fig. 8) was reported [142]

for real-time PCR analysis. Although the amount of amplified nucleic acid product
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after 33 cycles indicated incomplete amplification, which was attributed to temper-

ature “over-shooting” at the denaturation phase and subsequent deactivation of the

Taq polymerase [143], microwave heating was quite promising due to the following

properties [141]:

1. Efficiency of the optimized microwave conditions nearly reached 70% that of

conventional PCR

2. Irradiation energy was used to heat only the PCR solution and not a heating

block or the sample containment tube

3. Temperature ramping time was substantially shortened

4. Required temperature was reached almost instantaneously and simultaneously,

allowing for shortening of the incubation time

5. Modern microwave cavities can deliver a uniform field density without

“hot-spots”

2.4.9 Other Noncontact Heating Methods

Other noncontact heating methods have also been described, such as noncontact

heating using a halogen lamp as a low power radiation source for rapid temperature

ramping in a silicon microreaction chamber [144]. This method achieved a rate of

4 �C/s for heating and 4 �C/s for cooling. Another noncontact heating method is

based on induction heating and was first reported by Pal et al. [145]. Induction

heaters are much simpler to fabricate, and heating and cooling rates of 6.5 and

4.2 �C/s can be achieved by optimizing the heater dimensions and frequency. The

advantage of this method is that accurate positioning of the reaction mixture with

respect to the heater is not necessary, deposition steps to pattern thin-film heaters on

the chip are not required, and elaborate percentage/integrator/differentiator (PID)

control is not needed [144].

Fig. 8 Experimental set up for microwave-heated PCR that is used to perform milliliter-scale

PCR utilizing highly controlled microwave thermal cycling. Reproduced from [142] with

permission
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Convectively driven PCR is an alternative thermal cycling process, which was

first reported in 2002 by Krishnan et al. [146]. The authors used a Rayleigh–Bénard

convection cell consisting of a 35-mL cylindrical cavity to perform the PCR

amplification of the b-actin gene (295-bp fragment). Rayleigh–Bénard convection

is generated by buoyancy-driven instability in a confined fluid layer heated from

below [147]. The inherent structure of Rayleigh–Bénard convection-steady circu-

latory flow between surfaces employs two fixed temperature zones to facilitate the

convection-driven sample flow. In contrast to CFPCR, the temperature cycling is

achieved as the fluid continuously shuttles vertically between the two temperature

zones poised for annealing/extension (top, 61 �C) and denaturation (below, 97 �C).
Therefore, there is no need of an external force to drive the fluid through different

temperature zones, simplifying its operation and allowing the implementation of

the desired number of thermal cycles.

3 Analysis Methods of Reaction Products

Following amplification, the identification of amplification products must be per-

formed to read the results and/or to confirm that the correct product was generated.

Analysis techniques that can be used should provide short analysis times, high

sensitivity and specificity, and favorable LODs. A variety of analysis methods have

been successfully demonstrated for microdevice examples, including mCE and

DNA microarrays. While there are a number of alternative techniques for reading

successful PCRs, we will restrict our discussion to these two particular techniques.

3.1 Microcapillary Electrophoresis

The operational advantages of mCE are the high separation efficiency, providing

high specificity, and relatively short analysis times [148–151]. In narrow channels

that possess the capacity to efficiently dissipate Joule heating, electric field

strengths as high as 1 kV/cm can be used. Consequently, the analysis time is

typically one order of magnitude shorter than that found in conventional slab gel

electrophoresis (SGE). Another feature of mCE is that the operational conditions

can be kept constant, defined, and reproducible by filling the separation channel

with fresh electrolyte prior to each analysis. DNA separations employing mCE have

undergone extensive development since its description and demonstration by Manz

et al. [14] and Harrison et al. [152] in the early 1990s. These reports were followed

by demonstrations of mCE for the high resolution separation of ssDNAs in chips

consisting of many separation channels. For example, Woolley and Mathies

[16, 153] reported DNA sequencing separations using a glass mCE device. DNA

was introduced electrokinetically through an injection cross and separated on a

5-cm-long gel-filled microchannel in only 120 s (see Fig. 9). A brief description
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of mCE separation devices used for sorting DNAs will be described in

Sects. 3.1.1–3.1.5 as well as a brief description of the fundamentals associated

with CE in general.

3.1.1 Electrophoretic Mobilities

When a voltage is applied across a separation channel, the analyte migrates with an

electrophoretic mobility and direction that generally depends on its chemical

properties in the background electrolyte (BGE) and the applied electric field

strength, E. The electric field strength is a ratio of the applied voltage (V) and the

total capillary length (Lc) as shown in the following equation:

E ¼ V

Lc
: (3)

By relating the velocity, nep, to E, the electrophoretic mobility (mep) can be

determined using:

Fig. 9 Diagram of an electrophoresis chip indicating the injection procedure. The injection

channel connects reservoirs 1 and 3 and the separation channel connects reservoirs 2 and 4. In
the injection mode (top), a field is applied between reservoirs 1 and 3 causing the DNA to migrate

through the gel-filled intersection toward reservoir 1. In the run mode (bottom), a field is applied

between reservoirs 2 and 4 causing the DNA fragments in the intersection region to migrate toward

reservoir 4 through the gel and into the separation channel. The actual device had 15 electropho-

resis units integrated on each chip. Reproduced from [16] with permission
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mep ¼ nepE�1 ¼ q=ð6pr�Þ; (4)

where q is the net charge on the analyte, r is the Stokes radius, and � is the viscosity
of the BGE. It should be noted that the above equation is valid only for spherically

shaped particles and must be modified for those molecules that adopt alternative

configurations, such as DNAs.

Two electrically dependent phenomena contribute to the net mobility of an

analyte, i.e., the intrinsic electrophoretic mobility and the electro-osmotic flow

(EOF) [154]. The mobility can be evaluated from the electropherogram using the

migration time, tm, of the analyte migrating a distance Ld from the injection point to

a detection point using:

mapp ¼
LdLc
tmV

¼ Ld=tm
E

; (5)

where mapp refers to the apparent mobility, which accounts for the electrophoretic

mobility of the analyte as well as the EOF.

In mCE, the EOF magnitude and direction depend on the charges present on the

surface of the microchannel. For example, glass walls are negatively charged due

to deprotonated silanol groups, which induce an EOF that travels from anode to

cathode. The mapp of an analyte inside a fused silica capillary or a microchannel that

is superficially charged by contact with a solution typically consists of two con-

tributions. The first is the electrophoretic movement of the analyte with respect to

the electrolyte, which is characterized quantitatively by the effective mobility, meff.
The second contribution is the EOF of the liquid with respect to immobile, charged

surfaces, which is characterized by meof The net effective electrophoretic mobility

(meff) can be evaluated from the apparent mobility mapp as follows:

meff ¼ mapp � meof : (6)

The meof can be determined by using a neutral marker to determine teof from:

meof ¼
Ld=teof

E
: (7)

We should note that in most DNA electrophoretic separations, the EOF is

typically suppressed using either linear polyacrylamides covalently attached to

the separation channel wall or dynamic coatings. Therefore, due to the fact that

DNAs are polyanionic, they will exclusively migrate from cathode to anode,

requiring that the electrophoresis analysis should be operated with the injection

end cathodic.

3.1.2 Separation Selectivity

Separation selectivity, S, in electrophoresis is defined as the effective mobility

difference between two migrating components [155], and is expressed as:
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S ¼ Dmeff
mav þ meof

; (8)

where mav is the average of the effective mobilities. For closely migrating analytes,

the average effective mobilities may be replaced by the effective mobility of one

component [156].

3.1.3 Resolution

The resolution of two components can be determined from [157]:

R ¼ Lcðmeff1 þ meff2Þ
4meff1½ððmeff1 Einj tinjÞ2=12Þ þ ð2DL=meff1 EÞ�

1=2
; (9)

where Lc is the channel length, meff1 and meff2 are the effective mobilities of the two

components of interest, Einj is the electric field applied to perform injection, tinj is
the injection time, and D is the average diffusion coefficient of the components.

Depending on which of two regimes is operating, the resolution depends on either

the length of the channel or the square root of the length. In the first regime, band

broadening due to electrokinetic injection dominates and the resolution scales

with length. In the second regime, diffusion contributes primarily to band broaden-

ing, resulting in a square root dependence of R on length. The contribution of the

electrokinetic injection to band broadening can be reduced by microfabrication and

in conjunction with control of voltages on channel arms for determining the shape

and size of the injected plug for short separation lengths [158].

3.1.4 DNA Separation Matrices

Size-based separations of homogeneous polyelectrolytes, such as DNA, are not

possible in free solution electrophoresis [159]. This is due to the proportionality of

the friction hydrodynamic force and total charge of the molecule to its length. The

friction hydrodynamic forces exerted on the free-drained polymer coil while it

moves as well as the accelerating electrostatic force both increase proportionally

with the addition of a nucleotide to the chain. This is why one must typically use a

sieving media, such as a gel or an entangled polymer solution, to obtain size-based

separations of DNA using electrophoresis.

DNA electrophoretic mobilities are highly dependent on the nature of the matrix

in which the separation takes place. For example, in free solution, the DNA

molecules migrate with a mobility that is independent of size [160, 161], because

the charge per unit mass is the same for all DNA molecules. However, the mobility

becomes dependent on molecular mass in sieving gels. The mobility in sieving gels
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is related to the fractional volume f ðCÞ of the matrix available to the migrating

DNAs according to:

m
m0

¼ f ðCÞ; (10)

where, m is the mobility observed in the matrix, m0 is the free solution mobility and f
(C) is the available fractional volume in the gel or entangled polymer solution

[162]. If the sieving mechanism in the matrix is similar to that described by Ogston

[163], f(C) is related to gel concentration, C, as shown in the following:

m
m0

¼ f ðCÞ ¼ e�KC; (11)

where K, the retardation coefficient, is dependent on the macromolecule size [164,

165]. Plots of the logarithm of m/m0 as a function of gel concentration are known

as Ferguson plots [166]. Linear Ferguson plots indicate that the separation takes

place in the Ogston regime, where the average pore radius of the gel is larger than

the radius of gyration of the migrating macromolecule. DNA mobilities in various

sieving media are determined by the interplay of three factors: (1) the relative size

of the DNA molecule with respect to the effective pore size of the matrix; (2) the

effect of the electric field on the matrix; and (3) specific interactions of DNA with

the matrix during electrophoresis [167].

Many different polymers have been investigated as separation matrices, includ-

ing liquefied agarose, cellulose derivatives, dextrans, linear polyacrylamides (LPA)

and their derivatives, poly(ethylene oxides) (PEO) and polyvinyl alcohols. The

solution properties of these polymers are described elsewhere [168–176]. Most of

these polymers provide good separations in certain DNA mass ranges [174, 175,

177]. For example, Njoroge et al. [178] used a 4% w/v LPA gel of ~6.6 MDa as a

sieving matrix in a poly(methyl methacrylate) (PMMA) mCE device and achieved

favorable resolution of PCR fragments of forensic Alu elements varying over a

large size range (199–887 bp). The LPA was suspended in 1� TTE that contained

0.05% (w/v) methyl hydroxyethyl cellulose (MHEC) for EOF suppression in the

PMMA device, and 7 M urea to denature the DNA. Using this matrix, PMMA

microchip separations provided near-baseline resolution for all 20 components of a

900-bp sizing ladder. The separation of large DNA has been improved in sparsely

crosslinked “nanogels” by ~10.4% compared to separation in LPA [179]. Nanogels

are synthesized by incorporating a low percentage (~10�4 mol%) of N,N-methylene

bisacrylamide crosslinker in LPA of high molar mass [180].

For polymers of comparable molar mass, hydrophilic polymers form more

highly entangled networks because each molecule occupies a relatively large

volume in solution [176]. The major differences between DNA separations in

slab gels and entangled polymer solutions is that the entangled polymers are free

to move about in the solution [181], creating dynamic pores in the matrix as they

change interacting partners. The movements of the polymer chains give rise to
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a process called constraint release, which increases the mobility of the DNA

[182–184].

3.1.5 End-Labeled Free-Solution Electrophoresis

Mayer, Slater, and Drouin [185] were the first to quantitatively examine end-

labeled free-solution electrophoresis (ELFSE), also referred to as free-solution

conjugate electrophoresis (FSCE), for the potential of sorting DNA in free solution

without requiring a sieving matrix. Their theoretical model was based on two

assumptions: The first was that the velocity of a hybrid ELFSE molecule (made

of a charged component, the DNA fragment, and an uncharged component, the

drag-tag) is given by the total electrical force applied to the molecule divided by

the total friction coefficient of a free-draining molecule. The second assumption

was that, in free solution, the Einstein relation [186] should relate the diffusion

coefficient, D(M), to the electrophoretic mobility, m(M), of a DNA molecule of size

M [see (14)].

In free solution, a DNA molecule ofM bases behaves as a free-draining coil, and

its m(M) is independent ofM. However, labeling the DNA with a molecular species

having a different charge-to-friction ratio can lead to a size-dependent mobility.

By neglecting the eventual electrostatic and hydrodynamic interactions between

the DNA and the friction-generating label, the free-solution mobility of the end-

label–DNA complex simply equals its charge-to-friction ratio, which is calculated

from the following equation:

mðMÞ � rðM � bÞ
xðM þ aÞ ¼ m0

ðM � bÞ
ðM þ aÞ ; (12)

where a is the friction due to the end-label, x is the friction of one base, �b is the

effective charge carried by the end-label (the negative sign in front of b arises from

the fact that DNA is negatively charged), r is the electric charge carried by one

base, and m0 ¼ r/x, which is the free-solution mobility of a normal free draining

DNA molecule. This equation shows that the mobility of an end-labeled DNA

complex is now a function of the size of the DNA fragment when a 6¼ �b and the

separation is possible with end-labels having a charge-to-friction ratio that is

different from the charge-to-friction ratio of DNA (in practice, M > b is also

required to ensure that all the molecules migrate in the same direction). In

ELFSE, the m(M) of a DNA fragment can also be determined from the following

equation:

mðMÞ ¼ m0
1þ a=M

: (13)

In contrast to classical gel electrophoresis, complexes containing long DNA

fragments will have higher velocities than complexes containing short DNA frag-

ments [185]. By considering the Brownian diffusion as a source of band broadening
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only in free solution, the Einstein relation [186] should relate D(M) to m(M) as

shown in the following expression:

DðMÞ ¼ mðMÞkBT
r M � bð Þ ¼

m0kBT
rðM þ aÞ ; (14)

where kB is the Boltzmann constant and T is the temperature. By assuming that

consecutive end-labeled DNAs have the same intensity and a Gaussian shape, the

minimum migration distance, Lmin(M), required to separate molecules differing in

length by a single base is approximately derived from:

LminðMÞ � pr2
SmðMÞDðMÞ
E @mðMÞ

@ðMÞ
� �2

1þ ð1þ g2Þ1=2
h i� �

; (15)

g ¼ o0E

ðSÞ1=2DðMÞ
� @mðMÞ

@ðMÞ ;

where o0 is the peak width, and S is a numerical factor of order unity and depends

on the efficiency of the detection method [185].

As a proof of concept, Heller et al. [187] used ELFSE for the separation of

double-stranded DNA (dsDNA) fragments by free-solution CE. The drag-tag was

added to the DNA fragments using a method similar to that previously used to study

DNA migration in polyacrylamide gels and polymer solutions [188–190]. The

results shown in Fig. 10 confirmed the predictions [185] that in the absence of

EOF, the end-labeled molecules with longer DNA segments migrate faster than the

shorter ones, and that higher resolution could be observed with a larger label or,

in this case, with two labels instead of one. Using the original Mayer et al.

[185] ELFSE theory to fit the data, the relative friction coefficient, a, for a

streptavidin drag-tag can be estimated by the slope of the straight line obtained

from plotting m0/m
�1 versus 1/M (see inset in Fig. 10). Using the data of Fig. 10, it

was estimated that adding a single streptavidin drag-tag generated a friction equiv-

alent to ~23 uncharged nucleotides, whereas adding two streptavidins generated a

friction equivalent to 54 uncharged nucleotides (inset in Fig. 10a). The potential

of this technique has been demonstrated by the separation of DNA sequencing

fragments [191] and detection of single-nucleotide polymorphisms using electro-

phoresis [192].

Sinville et al. [193] combined an allele-specific ligase detection reaction (LDR)

with FSCE (LDR–FSCE) for multiplexed electrophoretic screening of low-copy

number mutations in a high abundance of wild-type DNA using PMMA microchip

devices. To conduct FSCE separations of LDR-drag tags products, the LDR

discriminating primers were reconfigured to allow for the addition of drag-tags

onto their 50 terminus. Using a dynamically coated separation channel, the PMMA
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mCE device achieved simultaneous detection of four mutant alleles in ~85 s, which

was >7.5 times faster than a commercial capillary system.

3.2 DNA Microarrays

DNA microarrays were first developed in the early 1990s [194–196] and have

become an important tool for high-throughput DNA analysis. A DNA microarray

consists of a collection of oligonucleotide probes attached to a solid support in an

orderly manner, typically a two-dimensional array. The probes readily hybridize to

amplified gene fragments (targets) that are complementary to a specific probe.

Readout of successful hybridization events is accomplished using a fluorescent

dye or other such label attached covalently to the target. The mRNA expression
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Fig. 10 Separation of a 100-bp dsDNA ladder with (a) one or (b) two streptavidin molecules used

as ELFSE drag-tags. The peaks marked 1–10 represent the 100–1,000 bp dsDNA fragments,

respectively. Inset in (a): plot of m0/m
–1 vs. 1/M. Inset in (b): polydispersity of streptavidin as

measured by CE. Reproduced from [187] with permission
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levels or DNA sequence variations from hundreds to thousands of genes can be

interrogated simultaneously. A few recent reviews of microarray technology are

recommended to interested readers [197–201].

The basic elements required for the DNA microarray are the solid substrate, the

attachment chemistry of the probe to the solid support, the approach adopted to

“spot” the probes at particular locations of the two-dimensional array, the method

employed to bring the solution target to the appropriate location of the array

(passive or active), and the readout modality. A brief discussion of some of these

important elements is given in Sects. 3.2.1–3.2.3.

3.2.1 Substrate Materials for Microarray Construction

A variety of solid substrates have been explored for microarrays, such as glass

[202, 203], polymers [69, 98, 204–212], gold [213], optical fibers [214], and micro-

beads [215, 216]. Several issues must be considered in choosing the appropriate

substrate, including the level of scattering and fluorescence background generated

from the substrate, its chemical stability and complexity, the amenability to modifi-

cation or derivatization of the substrate, loading capacity, and the degree of nonspe-

cific interactions [202]. Glass has been widely adopted as a substrate material due to

its favorable optical properties, which are highly desired for signal readout of the

microarray using fluorescence. However, the microarray fabrication process

involved for glass uses siloxane chemistry to tether oligonucleotide probes to the

glass. These siloxane linkages are susceptible to hydrolytic cleavage, especially at

extreme pH values. Recently, polymers have been used as alternative microarray

substrate materials because of their diverse properties that can be selected to suite

different immobilization strategies of probes to the substrate, and the ability to

microfabricate structures in a low cost, mass-production mode for single-use appli-

cations. Polymers that have been used for microarray applications include PDMS

[204, 205], PC [69, 98, 206], PMMA [207–211], and polystyrene [212].

The use of microbeads as substrates for the immobilization of oligonucleotide

probes has also been reported. Fan and coworkers [215] described a dynamic DNA

hybridization approach using paramagnetic beads as a transportable solid support.

DNA targets were immobilized onto beads via streptavidin–biotin linkages for

interrogation with probes that were transported via pneumatic pumping. Their

experiment showed that beads containing DNA targets could be sequentially inter-

rogated up to 12 times with no measurable change in the hybridization signal. Ali

et al. [216] demonstrated a chip-based array composed of avidin-coated agarose

microbeads for the discrimination of single-nucleotide mismatches. In their work,

the biotinylated oligonucleotide probes containing microbeads were selectively

arranged in micromachined cavities localized on silicon wafers, and the fluoro-

phore-conjugated DNA target was a complement to the probe. The microcavities

possessed trans-wafer openings allowing for both fluid flow through the bead

chambers and optical analyses at numerous bead sites. Hybridization times on the
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order of minutes, with point mutation selectivity factors greater than 10,000 and an

LOD of 10�13 M were achieved using this microbead array.

3.2.2 Surface Modification for the Immobilization of Probes

Various surface modification strategies have been used to attach probes to different

solid supports. Oligonucleotide probes can be electrostatically attached to polyly-

sine-derivatized or amino-silanized glass slides, representing a noncovalent

approach [217]. Probes can also be covalently linked to the surface of the array

by brief exposure to UV light [218]. Biotinylated DNA probes can be attached to

streptavidin-coated magnetic beads [215], or thiol-terminated oligonucleotide

probes can be immobilized to gold.

Methods for the end attachment of chemically modified oligonucleotide probes

to a solid substrate have been reported as well. For example, Joos et al.

[203] developed the covalent attachment of amine-terminated oligonucleotide

probes to a glass substrate. Glass slides were derivatized with aminophenyl or

aminopropyl silanes, and amine-terminated oligonucleotides were attached to

the silanized glass with a crosslinking reagent such as glutardialdehyde. Using

this approach, up to 90% of the attached oligonucleotides were available for

hybridization.

Lenigk and coworkers [206] demonstrated the use of bifunctional linkers for the

immobilization of amine-terminated oligonucleotide probes. In their work, a PC

surface was coated with a photosensitive polymer (SurModic’s photoreactive

reagents) followed by 60 s UV irradiation to generate functional groups that

allowed amine-terminated oligonucleotide probes to be covalently attached onto

the surface. Detection of four pathogenic bacteria surrogate strains from multiple

samples was accomplished using this device.

Wang et al. [207] reported the covalent attachment of amine-terminated oligo-

nucleotide probes to a chemically modified PMMA substrate. In their protocol, the

PMMA surface was aminated using a N-lithioethylenediamine solution, where

methyl-ester functional groups were replaced by N-lithioethylenediamine. After

aminolysis, the surface was activated with a homo-bifunctional crosslinker, glutar-

dialdehyde, via a Schiff’s base reaction and was converted to an aldehyde-termi-

nated surface, which allowed for the covalent attachment of oligonucleotide probes.

They found that the oligonucleotide coupling chemistry allowed reuse of the array

>12 times without significant hybridization signal loss.

McCarely et al. [219, 220] described a simplified photomodification protocol of

PMMA and PC substrates through direct and controlled UV exposure of the

substrates in an oxygen-rich environment to yield surface carboxylic acid moieties.

Patterns of carboxylic acid sites could be formed by exposure of the polymers in air

to UV irradiation at 254 nm with a power density of 15 mW/cm2 for ~60 min

without significant physical damage to the polymer surface. The so-formed chemi-

cal patterns allowed for further functionalization to yield arrays or other structured

architectures through covalent attachment chemistry.
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Soper et al. [211] presented the fabrication of DNA microarrays onto PMMA

surfaces using a UV modification protocol as shown in Fig. 11. Briefly, the

PMMA surface was first activated via exposure to UV irradiation, which produced

carboxylic acid functional groups onto its surface. EDC/NHS coupling chemistry

was then used to facilitate the formation of succinimidyl ester intermediates on

the surface, which allowed for the covalent attachment of amine-terminated

Fig. 11 UV activation of PMMA forming surface-confined carboxylic acid groups with the

subsequent attachment of 50 amine-containing oligonucleotides. Reproduced from [211] with

permission
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oligonucleotide probes. Recently, this same group enhanced the density of surface

carboxylate groups by utilizing oxygen plasma treatment to create low density

arrays on the surface of a free-standing, air-embedded PMMA waveguide [209].

3.2.3 Hybridization Efficiency Improvements

Merging microarrays to microfluidics is a step toward building integrated micro-

fluidic systems for genetic analysis. In addition, it can provide significant

reductions in target and probe hybridization reaction times resulting from diffu-

sion-limited hybridization kinetics. Compared to a conventional two-dimensional

hybridization array in a 1 � 1 cm format, hybridization occurring within a micro-

fluidic channel significantly reduces the diffusional distances between the target

molecules and the probes immobilized onto the surface. Shuttling back-and-forth,

the hybridization mixture inside a microchannel can further facilitate mass trans-

port and, thus, reduce hybridization time. Examples demonstrating improvements

in hybridization efficiency using microfluidics have been reported [204, 205, 207,

221–224].

Liu and Rauch [221] investigated DNA hybridization in a microfluidic channel

fabricated from a variety of plastic materials. By oscillating the hybridization

mixture in the microfluidic channel, maximum signal was observed within a

hybridization time of 15 min. Wang et al. [207] reported a low density array

constructed inside a PMMA microfluidic device and used flow-through feed of

the hybridization mixture, which successfully reduced the hybridization time from

~5 h to 1 min and reported an LOD of 10 pM for the identification of low abundance

point mutations (one mutant in 10,000 wild-type DNA molecules) found in a K-ras
oncogene. Erickson et al. [204] developed a theoretical model for electrokinetically

controlled DNA hybridization in microfluidic devices, which predicted that reduc-

ing the height of the microchannel would effectively accelerate the diffusion-

limited reaction kinetics and reduce the time required for the hybridization reaction

to reach steady state. Following numerical simulations, the experimental results

indicated that all processes from sample dispensing to hybridization detection could

be completed within 5 min inside a glass–PDMS microchannel with a height of

8 mm. Yuen and coworkers [205] fabricated a microfluidic device consisting of two

interconnected reaction chambers molded in PDMS on a standard microscope slide

for closed-loop fluidic circulation and mixing. Fluid samples were circulated and

mixed by the rotation of a magnetic stirring bar driven by a standard magnetic

stirrer. A two- to fivefold increase in hybridization efficiency was observed with

fluid circulation. Wei et al. [222] described the use of discrete sample plugs in a

hybrid glass/PMMA microfluidic device for droplet hybridization (see Fig. 12). In

this case, plugs were shuttled back and forth inside a channel sweeping over the

probes, which were thoroughly mixed by the natural recirculating flows, signifi-

cantly reducing the hybridization reaction volume to 1 mL. The total reaction time

was 500 s, and the LOD was 19 amol.
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4 Integrated Microfluidic Systems

The integration of sample pretreatment with analytical processing steps for the

analysis of biological samples has remained the primary goal of mTAS as described

by Manz and coworkers [14] over two decades ago. Many of these visions are

becoming a reality and some of these systems will be described here. As noted

previously, genetic analysis systems are defined as a single wafer or a collection of

wafers seamlessly interconnected that possess two or more processing steps for the

analysis of a genetic sample. Genetic analysis encompasses a large number of

different types of applications, for example, DNA forensics where unique genetic

markers are used for human identification either at crime scenes or in battlefields.

For in vitro diagnostics, mutations in certain gene fragments can be detected and

used to discover the presence of a disease in a particular patient, and also provide

Fig. 12 (a) Droplet shuttle hybridization in a microchannel. P1, P2. . . Pn refer to the probe spots.

(b) Illustration showing that scrambled discrete plugs sweep over different probes in the channel.

80 PM and 80 MM denote the perfect match and mismatch probes, respectively. (c) Microtrench

plate is stacked on a glass microarray slide (right) with a photograph of the assembled device (left).
(d) Signal-to-noise (S/N) ratios for various hybridization formats: 1 shuttle hybridization at 500 s,

sample volume 1 mL; 2 static microfluidic hybridization at 500 s, sample volume 10 mL; 3 flat glass
hybridization at 500 s, sample volume 30 mL; and 4 flat glass hybridization at 18 h, sample volume

30 mL. The target concentration is 90 nM. The left column presents the fluorescence images with

80 PM probe, and the right column presents the fluorescence images with 80 MM probe.

Reproduced from [222] with permission
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information to the clinician on how to treat that patient. In Sects. 4.1 and 4.2 we will

discuss systems that include the sample preprocessing functions followed by either

mCE or microarray readout of the preprocessing steps.

4.1 Integrated Systems with mCE Readout

The analytical challenge in coupling mCEwith front-end sample preprocessing is the

integration of pressure-driven flows required for the front-end with electrokineti-

cally driven flows required for the back-end. In addition, the presence of any residual

hydrodynamic flow during the separation can degrade separation efficiency due

to the parabolic flow profile that is generated, compared to plug flow for electroki-

netic flow. As such, the integration challenge in microfluidics is interfacing PCR

with mCE separation because of sample transfer from hydrodynamic to electroki-

netic flow. The quality of a separation depends, in part, on successful injection

processes. The contribution of the injection process to the height equivalent of

a theoretical plate H can be estimated from the following equation [225]:

H ¼ L2sample

Kl
; (16)

where Lsample is the length of the sample plug along the separation channel, K is the

injection profile factor, and l is the separation length (distance between injection and
detection points). The injection profile factor reflects the peak shape of sample plug

during injection and depends on the injected volume, the injector geometry, and

the method of injection, and can vary between 1 for an exponential-decay injection

and 12 for an ideal sample plug [226, 227]. This implies that the contribution of a

specific injector to the total band broadening may vary by more than a factor of 10.

The injection step usually involves several intersecting channels and many

injection designs have been developed and reviewed [228]. Most designs use

cross- or double-T intersections, proposed initially by Harrison et al. [229, 230]

and Effenhauser et al. [231, 232], respectively. For each injection design, different

injection modes can be employed depending on the electric field sequences and

distributions [233]. The three major limitations for electrokinetic injection are:

1. It is biased toward small DNA fragments with high electrophoretic mobility

thereby complicating injection optimization. For example, unpurified PCR pro-

ducts contain high concentrations of salt and an excess of short unreacted

primers, which can lead to long loading times.

2. The injected sample is small (<1% of the total sample volume), which imposes

unavoidable restrictions on the sensitivity and quantitation of the analysis

[234, 235].

3. The injection time becomes highly variable when one is injecting limiting

amounts of analyte from nanoliter volumes [5, 54].
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The injection methods used in mCE can either be stacking- or extraction-based

methods. Stacking methods such as mediated stacking [236], gated injection [237],

field amplified sample injection [238], the staggered-T configuration [239], field-

amplified sample injection [238], and pressure-driven injection [10, 86] are widely

adopted in mCE because they are simple to implement. Extraction-based techni-

ques, such as membrane filtration [240, 241], SPE [32, 242], liquid–liquid extrac-

tion [243], and bioaffinity purification [53, 244] offer a more scalable platform for

complete sample injection.

One of the first reports of an integrated microchip for DNA analysis was reported

in 1998 by Burns and colleagues [245], which included a resistive heating region

for DNA amplification, a sample loading region, and a gel-based separation region.

This work utilized a single-strand displacement assay [246] with other sample

analysis steps on one device. The system (see Fig. 13a) was fabricated entirely in

Si using standard photolithography and consisted of devices for nanoliter sample

injection, mixing of reagents, amplification or enzymatic digestion of the DNA

sample, gel electrophoresis and, finally, fluorescence detection. The only compo-

nents not situated on the chip were the fluorescence excitation source, pressure

source, and control circuitry. Figure 13b shows the fluorescence image of a 50-bp

ladder separated using mCE with a polyacrylamide gel. The system was demon-

strated to perform an isothermal amplification of DNA using strand displacement

amplification with the DNA target stained with SYBR green.

Waters et al. [20] reported a system that was micromanufactured in glass and

consisted of a rather simple architecture: the microchip used a reservoir machined

into the glass as a reaction chamber to perform, sequentially, cell lysis and a

multiplex PCR amplification. The chip was fabricated using photolithography and

wet chemical etching of the glass substrate. The monolithic chip was placed directly

onto a commercial thermal cycler to allow thermal processing of the sample.

Following PCR, the products were directly injected using a cross-T injector in a

mCE channel and separated in a 1% hydroxyethyl cellulose (HEC) sieving matrix

for size separation. An intercalating dye was used for the fluorescence detection of

the generated DNA fragments.

Obeid and coworkers [128] reported a microsystem fabricated on two glass

plates (each 40 � 45 � 0.55 mm), where a continuous channel network was etched

into the bottom plate by standard photolithography and wet chemical etching,

followed by thermal fusion-bonding of the two plates to form a closed structure.

This system (see Fig. 14a) used a continuous flow concept to demonstrate func-

tional integration of reverse transcription (RT) and PCR (RT-PCR) with operator

selection of the number of amplification cycles to secure the results shown in

Fig. 14b. The RT phase of the measurement involved the synthesis of DNA using

mRNA templates and was performed before DNA amplification to allow quantifi-

cation of mRNAs. The integration of RT and PCR processes within a monolithic

chip is often problematic as RT components can interfere with the subsequent PCR

[59]. Obeid and colleagues[128] tackled this problem by reducing the flow rate at

which reverse transcription was performed so that at the intersection of the RT and

PCR channels, the RT mixture constituted only ~10% of the total PCR volume.
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Fig. 13 (a) Integrated DNA analysis system developed by Burns and coworkers [245]. The

device was made on a Si substrate and included the following elements: fluidic channels, heaters,

temperature sensors, and a fluorescence detector to monitor the generation of DNA products.

The following functions were incorporated into the system: mixing of solutions, amplifying

or digesting DNA, separating the products using mCE, and detecting these products directly

on-chip. Blue liquid sample, green hydrophobic surfaces, purple polyacrylamide gel. The

bottom panel shows an optical micrograph of the device from above. (b) Optical micrograph

of a 50-bp DNA ladder sorted in a 500-mm-wide polyacrylamide gel. Reproduced from [245]

with permission
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The system was demonstrated by performing an amplification of the b-globin gene
from human genomic DNA isolated from whole blood. The RT-PCR products were

analyzed off-chip using agarose gel (2%) electrophoresis and ethidium bromide

staining.

Soper and colleagues [208] investigated the effect of carryover from a primary

PCR on a subsequent LDR in terms of LDR yield and fidelity using a continuous

flow system microstructured on a PC substrate. Using this PC chip, three steps were

Fig. 14 (a) Microfabricated device for CFPCR and RT-PCR in which DNA can be amplified

quickly using the PCR. When a sample is added at either of the PCR inputs, it flows over heating

blocks whose temperatures are set to induce the three steps of PCR consecutively: denaturation,

annealing of the PCR primers, and extension of the primers into complete DNA strands producing

two copies of the original DNA strand. Samples can be extracted from the chip between 20 and 40

PCR cycles at the points indicated. (b) Left: Effect of the cycle number on the concentration of

amplification product in CFPCR with on-chip cycle selection. The input DNA was 107 molecules.

Right: Study of the concentration of the amplification product as a function of the input DNA

molecules. All products were collected at 30 cycles. A 0.23-kbp PSA DNA template was used.

M DNA markers. N negative (no DNA template). Reproduced from [128] with permission
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carried out: (1) amplification of the gene fragments from genomic DNA using PCR;

(2) mixing of the resultant PCR product(s) with an LDR cocktail via a Y-shaped

passive micromixer (see Fig. 15); and (3) ligation of two primers for detection of

mutant DNA in an excess of wild-type sequences (1:1,000 mutant:wild type). It was

found that a post-PCR treatment to deactivate Taq polymerase prior to the LDR

phase of the assay was not essential [247]. The PCR/LDR continuous flow micro-

system was demonstrated by detecting single nucleotide polymorphisms in KRAS
genes, which carry high diagnostic value for colorectal cancers. The PCR/LDR

products were analyzed off-chip using polyacrylamide gel electrophoresis and

ethidium bromide poststaining.

Wang et al. [52] reported a CFPCR chip that consisted of a 20-loop spiral

microfluidic channel hot-embossed into a PC substrate. The CFPCR chip was

interfaced to a solid phase reversible immobilization (SPRI) chip made from UV-

activated PC for purification of Sanger DNA sequencing ladders produced in the

CFPCR chip. The CFPCR chip had three well-defined temperature zones poised at

95, 55, and 60�C for denaturation, renaturation, and DNA extension, respectively.

The system was demonstrated for Sanger cycle sequencing using dye-terminator

chemistry. The CFPCR-SPRI system could prepare a sample for electrophoretic

sorting in less than 30 min. Following CFPCR-SPRI processing, the purified

products were collected into a microtiter plate and directly introduced into a

conventional capillary gel electrophoresis machine for separation and automated

base calling. Average read lengths of 682 bases with a 99% calling accuracy were

reported.

Lagally et al. [79] developed a fully integrated genomic analysis microsystem

that included microfabricated heaters, temperature sensors, and 200 nL PCR cham-

bers directly connected to mCE. The system was microstructured using a hydro-

fluoric acid etching procedure for glass as described by Simpson et al. [248]. The

system was also equipped with PDMS valves and hydrophobic vents to provide

controlled and sensorless sample positioning into PCR chambers connected to

electrophoretic separation channels. The use of microfabricated heaters and tem-

perature sensors created uniform heating over the entire PCR chambers and fast

thermal response times, while minimizing power requirements. The heating and

cooling rates for the PCR were 20 �C/s and the 20 PCR cycles were completed in

10 min. The ramp rates were within the range reported for devices in which the

heating elements are in contact with the PCR chambers [20, 64, 66, 75, 117, 249,

250], but slower than rates reported for noncontact devices [134, 251].

Koh et al. [9] demonstrated a microsystem fabricated using a poly(cyclic olefin)

substrate, which was produced by first creating the desired pattern on a glass plate

using photolithography and wet etching. A layer of metal (100 mm–1 mm) was then

electroplated onto the surface of the glass plate to create a molding tool (an

electroform) from which microstructures were embossed into a poly(cyclic olefin)

resin using compression molding. The resulting microsystem contained a cell

thermal lysis unit along with integrated valves, which could withstand pressures

up to 100 psi, and a PCR device that was directly connected to a CE microchannel

to sort fluorescently labeled PCR products generated from different strains of
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E. coli (a thiazole orange intercalating dye was admixed to label the PCR products

for fluorescence detection). The thermal cycling device also used printed-ink

contact resistors, which allowed heating at 12 �C/s. The system was used to identify

Fig. 15 Topographical layout of a CFPCR/CFLDR device. The microchip possessed channels

that were 50 mm in width and 100 mm in depth with a 400 mm interchannel spacing. The total length

of the thermal cycling channel was 2.28 m and consisted of a 30-cycle PCR (1.57 m long) and a

13-cycle LDR (0.71 m long). The top inset represents a microscope image of the turns of the CF

thermal cycling channel. The bottom inset is an enlarged schematic of the Y-shaped passive

micromixer for mixing the PCR product with the LDR cocktail. Three different Kapton film

heaters were attached to the appropriate positions on the CFPCR/CFLDR chip for providing the

required isothermal zones. Thermocouples were inserted between the microchip cover plate and

the film heaters for monitoring the temperatures. Reproduced from [208] with permission
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E. coli O157:H7 organisms. An LOD of ~6 copies of target DNA was reported

using this system.

Easley et al. [10] developed a microfluidic genetic analysis (MGA) system

fabricated on a glass substrate. The MGA was capable of accepting whole blood

as a crude biological sample for the detection of Bacillus anthracis (anthrax) in

750 nL of whole blood from living asymptomatic infected mice, with the endpoint

generation of a genetic profile. To demonstrated the sample-in-answer-out capabil-

ity of the integrated monolithic chip (see Fig. 16), the blood was mixed with a lysis

buffer and a volume equivalent to 750 nL (containing 15–45 ng of murine DNA) of

whole blood was loaded onto the device with subsequent DNA extraction, a process

which was completed in <10 min. DNA extractions used silica beads (5–30 mm)

that were packed into the SPE domain (see Fig. 16d) against an etched weir filter by

using an applied vacuum and replaced before each analysis. Flow rates employed

for all extractions were 4.16 mL/min. Upon capture of the purified DNA in a 550-nL

PCRmicrochamber, IR-mediated thermal cycling was performed to generate a 211-

bp amplicon found on plasmid pX01 of B. anthracis (11 min processing time for the

PCR). This was followed by pressure-injection of postamplified products into the

separation domain of the chip along with a DNA sizing ladder and, then, electroki-

netic injection into a separation channel for electrophoretic sorting, which was

carried out in<180 s. The entire sample processing could be completed in<30 min

(see Fig. 17).

Thaitrong et al. [252] fabricated a PCR-CE microsystem manufactured on a

glass substrate, whose layout is shown in Fig. 18a. In this work, two types of

injectors were compared: a sidearm injector (see Fig. 18b) that utilized a cross-T

injection mode, and an in-line injector (see Fig. 18c) that employed a ~1-mm

mCE section of crosslinked DNA affinity-capture matrix synthesized in situ by

co-photopolymerizing acrylamide with 50 acrydite-modified oligonucleotide cap-

ture probes [253]. For the in-line injector strategy, the PCR products were captured

and preconcentrated before thermal release and injection. This strategy was demon-

strated with PCR-mCE multiplexed analysis of E. coli K12 and E. coli O157:H7,
where the in-line injector eliminated band broadening and increased the injection

efficiency to ~100%. In addition, the on-chip generated PCR amplicons processed

on this system with an oligonucleotide affinity capture gel exhibited ~3.6-fold

increase in the signal-to-noise ratio, a sixfold increase in resolution, and yielded

separation efficiencies in the range of 2 � 105 plates/m compared to the sidearm

injector [254, 255].

There is need for portable field testing systems to perform DNA typing, micro-

bial forensics, and ensure public health. For example, point-of-use systems are

needed to determine the presence of microorganisms that are potentially harmful to

humans [256]. These applications would benefit from a portable microsystem that

could provide robust, quantitative analyses for the detection of infectious diseases

or analyze DNA forensic samples in a timely manner.

Along these lines, Lagally and coworkers [111] reported an integrated portable

genetic analysis microsystem to perform pathogen detection and genotyping

directly from whole E. coli and Staphylococcus aureus cells. The system contained
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Fig. 16 Microfluidic genetic analysis (MGA) system. (a) Dyes are placed in the channels for

visualization (Scale bar: 10 mm). Domains for DNA extraction (yellow), PCR amplification (red),
injection (green), and separation (blue) are connected through a network of channels and vias. SPE
reservoirs are labeled for sample inlet (SI), sidearm (SA), and extraction of waste (EW). Injection

reservoirs are labeled for the PCR reservoir (PR), marker reservoir (MR), and sample waste (SW).

Electrophoresis reservoirs are labeled for the buffer reservoir (BR) and buffer waste (BW).

Additional domains patterned onto the device included the temperature reference (TR) chamber

and fluorescence alignment (FA) channel. The flow control region is outlined by a dashed box.
Device dimensions are 30.0 � 63.5 mm with a total solution volume<10 mL (Scale bar: 10 mm).

(b) Flow control region. Valves are shown as open rectangles. V1 separates the SPE and PCR

domains. V2 and V5 are inlet valves for the pumping injection, V3 is the diaphragm valve, and

V4 is an outlet valve. (c) Device loaded into the manifold. (d) Intersection between SI and SA

inlet channels, with the EW channel tapering to increase flow resistance (Scale bar: 1 mm).
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a single 200-nL PCR amplification chamber directly connected to a mCE separation

microchannel, with turns to increase its length. The chip was coupled with a

compact electrical control and laser-induced fluorescence (LIF) detector. The

system contained microfabricated Ti/Pt heaters with gold leads on the reverse

side of the chip, Ti/Pt resistance temperature detectors (RTDs) fabricated within

the PCR chamber, and membrane valves to provide controlled sample positioning

within the 200-nL PCR chamber (see Fig. 19). In this work, two novel PDMS

microvalves were assembled on the top surface of the system. These microvalves

exhibited dead volumes as low as 8 nL and were actuated with small pressures and

vacuums [257]. Pt electrodes were also placed within the system, allowing applica-

tion of high voltages without the need for external electrodes. The microsystem was

the size of a microscope slide and was placed into a portable analysis instrument

containing all of the necessary electronics, optics, and control hardware for con-

ducting genetic analyses (form factor was 20.3 cm � 25.4 cm � 30.5 cm). This

microsystem was used to perform a triplexed PCR targeting genes that encode

for 16S ribosomal RNA, the flagellar antigen, and the shiga toxin in E. coli.
Fluorescein-labeled PCR products were electrophoretically analyzed in <10 min.

A portable field testing system for performing human identification via DNA

typing directly at a crime scene can be used to rapidly identify potential suspects. In

the work of Liu et al. [5], a portable forensic genetic analysis system consisting

of two identical PCR-CE systems symmetrically arranged on a 400. wafer for

the amplification and separation of short tandem repeats (STRs) was reported.

The structure of the system was similar to that developed by Lagally et al. [111]

(see Fig. 19), but the design was modified to accommodate field use. The fluidic

chip consisted of a 160-nL PCR chamber, integrated Ti/Pt heaters with gold

leads fabricated on the reverse side of the chip, a Ti/Pt four-point RTD fabricated

within the PCR chamber, and a 7-cm mCE separation channel. The instrument

integrated the following processing steps: PCR thermal cycling, electrophoretic

separation, pneumatic valve fluidic control, and four-color laser-induced fluores-

cence detection. The multiplexing capability was demonstrated using a quadruplex

Y-chromosome STR typing system consisting of the amelogenin gene and three

Y STR loci (DYS390, DYS393, and DYS439). In this work, 35 PCR cycles for the

amplification of all four loci, followed by CE separation and four-color fluores-

cence detection, was completed in 1.5 h. [10]. Liu and coworkers[258] also

demonstrated the capabilities of this portable microsystem for crime scene investi-

gation processes by performing real-time nine-plex autosomal STR analyses at a

mock crime scene to secure male and female STR profiles (see Fig. 20) with 100-

copy sensitivity. In this demonstration, all alleles were sized correctly in 2.5 h with

a standard deviation 	0.8 bp.

�

Fig. 16 (Continued) (e) PCR chamber with exit channel tapering before intersecting with the MR

inlet channel (Scale bar: 1 mm). (f) Cross-T intersection (Scale bar: 1 mm). The relative sizes of

the BR, SW, and BW channels create the difference in volume displacement during the pumping

injection and affect how the resistance is dropped under an applied separation voltage. Reproduced

from [10] with permission
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Mathies and his group [54] reported a nanoliter-scale fluidic bioprocessor

that integrated three processing steps of Sanger sequencing (thermal cycling,

sample purification, and CE) into a single monolithic system. The fluidic system

Fig. 17 Detection of B. anthracis from murine blood. (a) Detector responses during all three

stages of sample processing and analysis are portrayed in terms of total analysis time. The SPE

trace (green) was taken from off-line DNA extraction of the same murine sample and is represen-

tative of the total DNA concentration observed in a typical extraction. The temperature (blue) and
fluorescence intensity (black) represent on-line data, with a total analysis time <24 min. Three

sequential injections and separations were carried out to ensure the presence of amplified product.

(b) Fluorescence data from an integrated analysis of a blank sample (no DNA) control with marker

peaks labeled. The inset represents valve actuation during co-injection, with the PR and MR

pumping inlets indicated by the arrows. (c) Zoomed view of the first separation shown in (a), with

the product peak marked. The second and third runs are overlaid with the time axis cropped. Inset
shows the sizing curve of inverse migration time vs. log(base pairs) with both the sizing standard

peaks (open diamonds) and product (square) plotted for all three runs shown in (a). From these

data, the product was 211 � 2 bp. Reproduced from [10] with permission
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(see Fig. 21a) was microfabricated using a hybrid glass/PDMS wafer with the

following three devices: (1) thermal cycling (TC) device, which consisted of a

250-nL reaction chamber with integrated resistive temperature probes, micro-

valves, and surface heaters; (2) affinity-capture purification chambers for cleaning

up the reaction products prior to electrophoretic sorting; and (3) mCE channels

30 cm in length that was folded via turns 65 mm in width. The pneumatic valves

and pumps were also included in the microsystem. Overall, the system was com-

prised of four-layers, three of which were glass wafers 100 mm in diameter that

contained the fluidic channels and a final layer consisting of a PDMS membrane.

The reaction chambers and mCE channels were etched between two thermally

bonded glass wafers, while channel interconnections and microvalves were formed

Fig. 18 (a) Layout of the PCR-CE microsystem with integrated sample cleanup. Each of the four

analyzers is composed of a three-valve pump for fluidic control, an RTD temperature sensor and

integrated heater for thermal cycling, a 250-nL PCR reaction chamber, etched chambers for

analyte capture and purification, and mCE separation channels 5 cm in length. (b) Expanded

view of the sidearm capture structure. A capture matrix made of 6.5% linear polyacrylamide

(LPA) gel copolymerized with an oligonucleotide capture probe is manually loaded from the

sidearm into the capture chamber. (c) Expanded view of the in-column capture structure. An

in-situ photopolymerized capture matrix made of 5% acrylamide/bis gel copolymerized with

an oligonucleotide capture probe is polymerized in a capture zone (40 mm deep � 120 mm

wide � 1 mm long) directly in-line with the separation channel. Reproduced from [252] with

permission
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by the PDMS and a bottom manifold glass wafer. The system was demonstrated for

complete Sanger sequencing from only 1 fmol of DNA template, with 556

continuous bases sequenced at 99% accuracy (see Fig. 21g), demonstrating read

lengths appropriate for de novo sequencing of human and other complex

genomes. The base-call accuracy estimates were accumulated using PHRED

0.020425.C. [259].

Fig. 19 Mask design for the portable PCR-CE system. The glass microchannels are indicated in

black, the RTD and microfabricated electrodes are in green, and the heater (located on the back of
the device) is shown in red. The PCR chamber is loaded through reservoirs a and b. Reservoir c is
the co-inject reservoir, d is the cathode, e is the waste, and f is the anode. Reproduced from [111]

with permission

Fig. 20 Representative nine-plex STR profiles of (a) 9,947A female and (b) 9,948 male standard

DNA obtained with 100 copies of DNA template in the PCR chamber of an integrated microfluidic

system. Reproduced from [258] with permission
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4.2 Integrated Systems with Microarray Readout

Unitizing the advantages of microchip-based DNA microarrays such as the highly

parallel nature of the readout and the ability to screen DNA sequences with high

specificity, numerous attempts have been made to incorporate front-end sample

processing strategies with DNA microarrays used as the terminal readout step onto

a single microfluidic platform. The front-end processing strategies that are needed

prior to microarray readout are similar in nature to those required for mCE and are

delineated in Fig. 1. The operational differences, in terms of microsystems using

arrays versus mCE include:

1. No need for high voltage power supplies

2. Imaging over relatively larger areas when fluorescence detection is employed

(imaging optics versus point detection of mCE)

Fig. 21 (a) Photograph of the system bioprocessor components showing a DNA processing

system. Colors indicate the location of sequencing reagent (green), capture gel (yellow), separation
gel (red), and pneumatic channels (blue) (Scale bar: 5 mm). Component microphotographs

b (Scale bar: 1 mm), c-f (Scale bars: 300 mm): (b) 250-nL thermal cycling reactor with RTDs;

(c) 5-nL displacement volume microvalve; (d) via hole 500 g in diameter; (e) capture chamber and

cross-injector; (f) taper 65 mm in width that folded the 30-cm channel to minimize turn-induced

dispersion. (g) Base-call accuracies and sequence read length as predicted by PHRED. Percentage

accuracy is related to the PHRED quality score by 100(1 � Pe), where Pe is the probability that the

base call is incorrect and is equal to 1/10Q/10. A one-in-a-hundred error rate is indicated by the

dashed line. PHRED quality scores are plotted at each base position. The thick black line charts

predicted read accuracy at each base position: 100(Basei � S Pei)/Basei, where Basei is base

position. Reproduced from [54] with permission
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3. On-chip heaters to control the temperature of the array, depending on the level of

hybridization stringency required

4. Reduced processing times compared to mCE due to the small diffusional dis-

tances associated with microfluidics

Several examples of front-end process integration and microarrays to form func-

tional microsystems have been reported in the literature [69, 78, 98, 114, 208, 210,

260–262].

One of the initial microsystems reported was by Anderson et al. [69] over a

decade ago. A monolithic biochemical processing unit (BPU) was interfaced to a

GeneChip commercialized by Affymetrix for performing multistep molecular

processing of genomic samples and included extracting and concentrating of

nucleic acids from a serum lysate, amplification (RT-PCR and nested PCR),

enzymatic reactions (fragmentation, dephosphorylation, and labeling), metering,

mixing, and hybridization to the GeneChip. The system was fabricated in PC using

conventional computer-controlled micromachining. Temperatures were controlled

by pressing thermal elements against the thin wall of the PC cartridge, with Peltier

junctions used for heating and cooling. Fluidic manipulation was achieved through

the use of a fluid barrier or hydrophobic membrane in conjunction with a pneuma-

tically controlled diaphragm valve and hydrophobic vent. The system performance

was evaluated using serum samples loaded with HIV virus. Analysis of the Gene-

Chip results yielded an average accuracy of 99.7%, as determined by independent

sequencing.

Liu et al. [98] presented a disposable, monolithic device that integrated PCR and

a DNA microarray. The system was also fabricated in PC using CO2 laser machin-

ing (see Fig. 22a). This system was assembled using a two-step process: First,

thermal fusion bonding of PC was performed at 139 �C and under 2 tons of pressure

for 45 min with a square window for the DNA array left open. Second, following

surface activation and oligonucleotide probe immobilization using a Motorola

proprietary attachment chemistry through the access window, the window was

closed with another piece of properly sized PC using double-sided tape. The

bonding was enforced by applying 2 tons of pressure for 2 min, and then the

edges were sealed with epoxy. During PCR thermal cycling, the PCR device of

the monolithic chip was sandwiched between two Peltier elements to allow thermal

processing of the sample, with temperatures being monitored using thermocouples.

Microfluidic control was accomplished through the use of three external syringe

pumps docked to the system in combination with four on-chip Pluronics polymer

valves and one hydrophobic valve. Asymmetrical PCR amplification and sub-

sequent hybridization analysis of both E. coli and Enterococcus faecalis was

demonstrated. However, the use of PC as the microarray platform generated a

significant amount of autofluorescence, which degraded the detection limits for

fluorescence readout (see Fig. 22b).

To overcome this problem, Hashimoto et al. [208] coupled CFPCR and continu-

ous flow LDR (CFLDR) devices, both fabricated using a PC substrate, with a

universal microarray fabricated using a PMMA substrate, which possesses better
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optical properties with lower autofluorescence levels compared to PC (see Fig. 15).

The chip was generated via microreplication (hot embossing) from metal molding

tools fabricated using high-precision micromilling. The CFPCR/CFLDR chip was

directly attached to thin film heaters for providing the set temperatures for the

isothermal zones, with thermocouples embedded between the cover plate and the

film heaters for monitoring the set temperatures required for both PCR and LDR.

Fig. 22 (a) Monolithic integrated polycarbonate DNA analysis system. The system contained a

serpentine PCR channel (PCR), a hybridization channel (HC), a syringe coupled to a hybridization
wash solution channel, a waste channel coupled to a waste syringe, Pluronic traps (T), one
hydrophobic air-permeable membrane valve (M), four Pluronics valves (V1–V4), two PCR reagent

loading holes (SL), and three external syringe pumps interfaced to reservoirs: sample driving

syringe pump (P1), waste-withdrawing syringe pump (P2), and wash syringe pump (P3). The
dimensions of the system were 5.4 cm � 8.6 cm � 0.75 mm. (b) PCR hybridization results from

the monolithic integrated system. 1 E. coli 221-bp hybridization after amplification. Portions of the

channel are enlarged for better viewing. 2 Fluorescent image of portion of the channel after

E. faecalis amplification and hybridization. 3 Fluorescent image of portion of the channel

after multiplex (E. faecalis and E. coli) amplification and hybridization. Reproduced from [98]

with permission
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In this work, low density universal microarrays were produced on the bottom floor

of a UV-photoactivated PMMA microchannel, with the DNA zipcode probes

attached to UV-generated carboxylic acid groups. PCR amplicons were used as

templates for the allele-specific CFLDR, which produced single-stranded targets

that were uniformly flowed over the universal array to reduce incubation times.

Using a mixed population of genomic DNA as starting materials, one mutant in 80

wild-type sequences could be successfully discriminated in a total reaction time of

50 min, including 18.7 min for PCR, 8.1 min for LDR, 5 min for hybridization,

10 min for washing, and 2.6 min for fluorescence imaging of the low-density array.

The authors also showed the ability to reduce reagent consumption by one order of

magnitude compared to similar benchtop assays.

A self-contained biochip that integrated cell isolation and lysis with PCR ampli-

fication and electrochemical microarray-based detection was described by Liu et al.

[262] The chip was machined in a PC substrate using a conventional computer-

controlled milling machine and included a mixing unit for cell capture using

immunomagnetic beads, a cell preconcentration/purification/lysis/PCR unit, and a

DNA microarray chamber. In this work, fluidic components (e.g., paraffin-based

microvalves, cavitation microstreaming mixers, and electrochemical or thermo-

pneumatic pumps), embedded resistive heaters, and DNA microarray sensors were

coupled to the system to perform DNA analysis of biological samples. Electrical

power, PCR thermal cycling, DNA electrochemical signal readout, and magnetic

elements for bead arrest were controlled by an off-chip instrument. Implementation

of cavitation microstreaming has been shown to achieve cell capture efficiencies on

the order of 73% using immunomagnetic beads and up to a fivefold reduction in

hybridization time compared to passive incubation of the array with solution targets,

as well as improved signal uniformity. Detection of pathogenic E. coli K12 cells

seeded into rabbit blood and single-nucleotide polymorphism analysis from diluted

blood samples were completed in 3.5 and 2.7 h, respectively.

Soper et al. [210] designed a polymer-based modular microsystem that could

accept a crude sample and automatically carry out the entire molecular processing

pipeline in an enclosed fluidic cartridge (see Fig. 23). The multistep assay included

bacterial cell lysis, SPE of genomic DNA from the lysate, PCR amplification, LDR,

and universal DNA array readout. The fluidic cartridge was generated via micro-

replication from the appropriate metal molding tools, which were used to create

structures on both sides of the polymer substrate (i.e., double-sided hot embossing).

The integrated fluidic cartridge was comprised of a fluidic motherboard and two

modules. One module was made from PC and used for SPE, while the other module

was made from PMMA and contained DNA probes patterned on a planar wave-

guide for evanescent excitation. These modules were interconnected to a fluidic

motherboard fabricated in PC and were used for processing steps for thermal cell

lysis, PCR, and LDR. Fluid handling, thermal management, and optical detection

were controlled by off-chip supporting peripherals, which could be packaged into a

small footprint instrument (1 ft3). Identification of multidrug-resistant tuberculosis

(MDR-TB) resulting from Mycobacterium tuberculosis (Mtb) strains in clinical

sputum samples were demonstrated with a detection limit of ~50 bacterial cells
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Fig. 23 Integrated, modular microfluidic chip for TB analysis. (a) Overview of the integrated

system. The system had dimensions 1200 (length) � 1200 (width) � 1200 (height), and all fluid

handling, thermal management, and optical detection were controlled by off-chip supporting

peripherals and assembled into a small form factor instrument. (b) Schematic and photograph of

the fluidic cartridge. The fluidic cartridge was composed of two modules and a fluidic mother-

board. The fluidic motherboard was made from PC and consisted of processing steps for cell lysis,

PCR, and LDR. One module was made from PC and used for SPE of genomic DNA, while the

other module was made from PMMA and contained an air-embedded planar waveguide and the

DNA array. Sample inlet (1), PCR mixture inlet (2), LDR mixture inlet (3), ethanol and air inlet

(4), array wash inlet (5), vacuum connection (6), and waste outlet (7). V1–V6 were on-chip

membrane valves. V2 is positioned next to the SPE module on the cell lysis microchannel and is

not visible in current view. (c) Molecular assay results from drug-susceptible Mycobacterium
tuberculosis (Mtb) strains and drug resistant Mtb strains. 516WT, 531WT and 526WT are probes

targeting drug-susceptible Mtb strains. 516MT, 531MT, and 526MT are probes targeting drug-

resistant Mtb strains. Reproduced from [210] with permission
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from sputum (processing time <40 min). In addition to MDR-TB detection, the

modular fluidic cartridge could be reconfigured for use with other assay formats,

such as PCR-mCE.

5 Concluding Remarks

There have been extensive reports on devices designed to perform a single-step in

the analysis of a variety of nucleic acids, such as DNAs and RNAs. These devices

have been fabricated using a variety of micromanufacturing techniques in different

substrate materials. Devices have been developed for the SPE of nucleic acids from

clinical, environmental, or crime-scene samples employing beads, polymer mono-

liths, or fabricated pillars to produce the desired solid phase. In addition, a plethora

of devices focused on thermal cycling (such as that required for PCR, cycle

sequencing, or allele-specific LDR) have been detailed in the literature and typi-

cally use either a chamber-type approach, in which the chamber and its contents are

cycled between the desired temperatures, or a continuous flow operation, in which

isothermal zones are situated on the chip and the reaction fluid is transported through

these isothermal zones. Devices have also been reported that perform mCE separa-

tion of DNAs using sieving matrices with various channel lengths to reach the

desired resolution demanded of the separation. While these represent innovative

concepts, the complete analysis of different sample types required for genetic

analyses typically requires a number of processing steps (see Fig. 1). Therefore, it

is clear that integration of many of the aforementioned devices to form functional

and autonomously operated systems needs to be undertaken. However, process

integration to form autonomous systems is not simply amatter of “hooking” together

the various devices outlined previously. For example, many of the upstream proces-

sing steps and the reagents they require may be detrimental to those poised down-

stream. Also, some steps demand hydrodynamically driven flow, while others

require electrokinetically driven flow. Another concern is unswept volumes, which

can generate sample carryover artifacts or sample loss, especially when dealing with

ultrasmall sample volumes. Some substrate materials do not accommodate particu-

lar processing steps, and high optical quality materials must be used for assays

employing fluorescence as the detection mode. Finally, some process steps require

thermal control, such as PCR, and these thermally actuated units must be isolated

from those that are sensitive to temperature, such as microarrays.

Several examples of integrated microfluidic systems have been presented herein,

most of which are proof-of-concept demonstrations with only a few examples that

have actually dealt with clinical or “real-world” samples. Unfortunately, many of

these demonstrators of integrated microfluidic systems, while attractive in terms of

their ability to reduce sample processing time and reagent consumption, have only

been utilized in research settings. Some of the more compelling applications for

integrated microfluidic systems, such as in vitro diagnostics, homeland security, or

forensics, will demand systems that can accommodate field analysis and/or one-time
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use operation. For example, in the case of in vitro diagnostics, it will be necessary to

use the entire microfluidic system for a single patient sample, demanding that the

cost of the chip be low. In addition, field analysis applications will require not only

that the chip possesses a small footprint, but also that the support peripherals must

have the same characteristic. These support peripherals include pumps, valves,

reagent reservoirs, electronics, and optomechanics if some type of optical readout

is used. The chip and support peripherals must all be packaged into a small form

factor instrument and must consume minimal amounts of power to enable battery

operation for extended periods of time. All this must be engineered without

sacrificing assay performance in terms of reproducibility, LOD, sensitivity, and

specificity.

Another interesting aspect is related to the manufacturability of the system. For

wide spread commercialization, the fluidic system must be produced in high volume

and at low cost. Chip production not only includes themicrofabrication of the channel

networks, but also chip assembly, integration of various components such as electro-

des, optical elements, and valves and, finally, the surface attachment of necessary

biologics to effect the desired process step. Although microfluidics has shifted from

the use of silicon, glass, and other similar materials that require extensive micro-

fabrication procedures to the use of polymer substrates that can use microreplication

processes (similar to those used to produce CDs and DVDs) to produce the desired

fluidic networks in a high production mode with good fidelity, the challenge still

remains in chip finishing following production of the fluidic network.

The driving force behind the increasing development of integrated microfluidic

systems is certainly due to their potential commercialization, but also in their

diverse applications in such areas as biology, chemistry, and other disciplines that

strongly demand the emergence of new analysis platforms to achieve higher

performance and throughput. Because direct integration of PCR with other sample

preparation protocols, including mCE, fluorescence, and microarrays has been

demonstrated for a wide range of applications (pathogen detection, DNA typing,

and DNA sequencing), these success stories will demand higher functionality at

lower cost and with higher throughput. Such systems offer compelling advantages

such as short assay turnaround times, automated operation, improved operator

protection, lower cross-contamination, reduced human error, and lower overall

assay cost. Minimization of potential carryover contamination from run-to-run is

a key consideration in providing accurate and reliable results and the use of

disposable fluidic cartridges will effectively minimize this risk.
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Abstract Proteomics is a challenging field for realizing totally integrated micro-

fluidic systems for complete proteome processing due to several considerations,

including the sheer number of different protein types that exist within most pro-

teomes, the large dynamic range associated with these various protein types, and the

diverse chemical nature of the proteins comprising a typical proteome. For example,

the human proteome is estimated to have>106 different components with a dynamic

range of>1010. The typical processing pipeline for proteomics involves the follow-

ing steps: (1) selection and/or extraction of the particular proteins to be analyzed; (2)

multidimensional separation; (3) proteolytic digestion of the protein sample; and (4)

mass spectral identification of either intact proteins (top-down proteomics) or

peptide fragments generated from proteolytic digestions (bottom-up proteomics).

Although a number of intriguing microfluidic devices have been designed, fabri-

cated and evaluated for carrying out the individual processing steps listed above,

work toward building fully integrated microfluidic systems for protein analysis has

yet to be realized. In this chapter, information will be provided on the nature of

proteomic analysis in terms of the challenges associated with the sample type and the

microfluidic devices that have been tested to carry out individual processing steps.

These include devices such as those for multidimensional electrophoretic separa-

tions, solid-phase enzymatic digestions, and solid-phase extractions, all of which

have used microfluidics as the functional platform for their implementation. This
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will be followed by an in-depth review of microfluidic systems, which are defined as

units possessing two or more devices assembled into autonomous systems for

proteome processing. In addition, information will be provided on the challenges

involved in integrating processing steps into a functional system and the approaches

adopted for device integration. In this chapter, we will focus exclusively on the

front-end processing microfluidic devices and systems for proteome processing, and

not on the interface technology of these platforms to mass spectrometry due to the

extensive reviews that already exist on these types of interfaces.

Keywords Integrated microsystems � Isoelectric focusing � Microfluidics �
Orthogonality � Proteome � Top-down and bottom-up analysis � Two-dimensional

electrophoresis
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1 Introduction

1.1 The Proteome, Proteomics and Protein Analyses

The word “proteome” was first used in 1994 at the “Two-dimensional electropho-

resis” meeting in Siena (Italy) in reference to the total protein complement of a cell,

tissue, or body fluid [1]. The original definition did not account for the numerous

post-translational modifications that occur, significantly increasing the total number

of different protein types in any entity [2, 3]. It is understood now that the

evolutionary complexity of an organism is governed by the number of gene product

modifications, for example Escherichia coli has ~1.5 times more proteins than

genes, while in humans 10–40 proteins per gene have been estimated [4]. The

proteome of E. coli K12 W110 consists of 4,226 proteins, [5, 6], which is signifi-

cantly less than that expected within one average human cell [7, 8].

Proteomics refers to the study of the proteome in any given organism and is

concerned with the determination of structure, expression, interaction, function,

activity, and localization of all proteins comprising the organism. Most of the

discoveries and studies on proteins have centered on expression because it is

approachable in general, whereas protein structure and function are far from

being understood at a systemic level [9].

1.2 Challenges in Proteomics

Although most recognize the importance of proteomics, securing the extensive

information required on the entire complement of proteins comprising the proteome

is fraught with challenges. These challenges can be categorized according to: (1)

the nature of the sample; (2) current techniques of analysis; and (3) data analysis.
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1.2.1 The Nature of the Sample

The complexity of a proteome is simply overwhelming. The human genome is com-

posed of approximately 3 � 104 genes, [10, 11], which expresses an estimated >106

different proteins in the human proteome [4]. Furthermore, proteins are a very diverse

class ofmolecules: size can range from a few tens of amino acid residues (e.g., toxins) to

several thousands (e.g., human titin is composed of 26,926 amino acids); the isoelectric

point (pI) can vary from 3 to 11; and there is a wide range of hydrophilic or hydrophobic

characteristics [12]. For example, cell membrane-associated proteins contain hydropho-

bic domains making them extremely difficult to analyze using conventional methods

such as isoelectric focusing (IEF). The complexity of the proteome is further com-

pounded by the large dynamic range of many constituents. For example, the dynamic

range of protein concentration in human serum is ~1010 and the dynamic range of

proteins within a single cell can span nearly six orders of magnitude [13]. To further

highlight the challenge posed by sample complexity, let us assume that a particular

protein has a single copy within a cell and that ~10 fmol of a peptide generated from a

proteolytic digestion of a protein is needed to produce a viable mass spectrum for finger

printing, therefore approximately 6 � 1010 cells would be required for the analysis [14].

1.2.2 Current Techniques for Analysis

As noted above, proteomics attempts to determine the identities and quantities of

constituents of the proteome. Unfortunately, typical analytical tools can only quantita-

tively analyze less than 50 constituents simultaneously, which pales compared to

the number of different proteins present in a single sample [15]. Sodium dodecyl

sulfate–polyacrylamide gel electrophoresis (SDS-PAGE) coupled to IEF is the typical

strategy employed to form 2D electrophoresis platforms, which can afford dynamic

ranges of 102–104 and can routinely resolve >2,000 components per gel. In this

method, the IEF is run in the first dimension and sorts components based on their

pI. SDS-PAGE is used in the second dimension to sort components on the basis of

their molecular weights (MWs). However, while the peak capacities of these systems

are impressive, they are well below the 300,000 to 1 � 106 proteins present in a

human proteome. Moreover, IEF/SDS-PAGE requires well-trained personnel, is time-

consuming, and has limited automation potential [16]. Mass spectrometry (MS), which

is the common readout modality used for proteomics, provides a limit-of-detection

(LOD) of ~10�15 moles for peptides and possesses high specificity, but has a limited

dynamic range [17]. Furthermore, there is no amplification technique for proteins, such

as PCR in genomics, and thus, proteins must be analyzed in their native state.

1.2.3 Data Analysis

The number of measurable parameters in proteomics is enormous, requiring a large

number of biological and methodological replicates, which is difficult to attain due
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to the limited number of test subjects, and problems pertaining to statistics and bias

[15]. Bias in protein data analysis is so pervasive that it is viewed as a threat to the

validity of protein biomarkers for cancer diagnostics, where results have been

disputed or poorly reproduced [18, 19]. This issue is apparent when dealing with

large data sets, such as those presented in proteomic analyses. It is inherently easier

to find a correlation irrespective of real cause and effect, due to false positives

probably outnumbering true positives [15]. According to Lay et al. [15], “the failure

of many proteomic studies probably correlates with the failure to consider the

analytical need to define quality standards, including method validation and stan-

dardization”. Unfortunately, due to the lack of quality standards across the board, it

is difficult to compare results generated from various laboratories.

2 Approaches to Protein Analysis

Ideally, a proteomic platform should quantitatively analyze the entire proteome in a

high-throughput fashion and at high sensitivity [20]. Two approaches toward

protein characterization are commonly recognized, namely bottom-up and top-

down strategies (see Fig. 1) [21]. In bottom-up strategies, a protein mixture is

sorted into individual components and the isolated components are enzymatically

digested into peptides with the mass of the individual fragments used to “piece” the

protein back together again. This strategy is also called the “gel approach” because

it relies heavily on the use of 2D IEF/SDS-PAGE to separate the proteins prior to

proteolytic digestion. In the top-down approach, the intact protein mixture is

fractionated into individual components, and then the intact proteins are submitted

for exact mass analysis. Typically, the top-down and bottom-up strategies are

complementary to each other in terms of proteomic coverage [9]. A more concise

description of these techniques follows in Sects. 2.1 and 2.2.

2.1 Top-Down Strategy

In top-down methods, as noted above, intact proteins are subjected to mass analysis

following some type of fractionation step. Several advantages are associated with

this strategy, including the ability to identify translational start/stop sites, mRNA

splice variants, and post-translational modifications because intact proteins are

analyzed directly via MS. In terms of the MS ionization source, electrospray

ionization (ESI) is commonly used for top-down strategies. Also, liquid chroma-

tography (LC), sometimes used for the separation/fractionation of the proteins,

couples naturally to ESI due to the ability to generate continuous sample infusion

into the ESI source from the chromatography column and due to compatibility of

the flow rates [22].
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2.2 Bottom-Up Strategy

Bottom-up proteomics involves the digestion of proteins proteolytically into pep-

tides prior to MS analysis. There are several advantages for using a bottom-up

strategy, most notably it provides the ability to analyze a large number of proteins in

a single analysis. For bottom-up strategies, one can employ a strategy in which the

proteins are exhaustively sorted using, for example, IEF/SDS-PAGE. Conversely,

the proteins can be digested without subjecting the sample to a sorting step and,

instead, digesting the entire protein sample at once, which is sometimes called

“shotgun proteomics” or multidimensional protein identification technology (Mud-

PIT). In this technique peptides are separated using two chromatography steps: a

strong cationic exchange and reversed-phase high performance liquid chromatog-

raphy. The advantages of a high efficiency sorting step prior to proteolytic digestion

is that the proteins can be visualized immediately after SDS-PAGE and protein

profiles can be generated to provide expression information. Also, resolved protein

spots are digested, which results in fewer peptides being fed into the MS and thus

producing simpler peptide mass spectra compared to the MS obtained from a

shotgun analysis.

Fig. 1 Bottom-up and top-down strategies for analyzing proteomic samples. A description of

these two processes can be found in Sect. 2. 2-DE two dimensional electrophoresis, n-D-LC
multidimensional liquid chromatography, PMF Peptide mass fingerprinting, PTM Post-transla-

tional modification, db database. Adapted with permission from Schl€uter et al. [21]
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3 Proteomics: Analytical Challenges and Microfluidics

The term “microfluidics” refers to analytical tools where fluids are driven, either

hydrodynamically or electrokinetically, through microstructured channels. Key

attributes of microfluidics are the high degree of parallelization they offer to

provide high-throughput processing and the integration of different functions

required to analyze a particular sample, providing high levels of process automa-

tion. There are additional advantages: First, microsystems can provide the ability to

analyze ultrasmall sample volumes. Second, the high surface-to-volume ratio

afforded by miniaturized platforms is preferable for solid-phase extractions or

solid-phase microreactions, where analyte–wall interactions are required and the

interaction is diffusion-controlled. Third, short analysis times can be achieved due

to reduced length scales without sacrificing efficiency. For example, short electro-

phoresis development times can be realized that still provide separation efficiencies

comparable to their macroscale counterparts. Finally, microsystems provide the

ability to seamlessly integrate processing steps into a single or multiple chips,

without consequences arising from unswept volumes and, at the same time,

improve process reliability and reproducibility as well as process automation. In

the Sects. 3.1–3.4, a brief introduction to microfluidic platforms that can be used for

the various processing steps of protein analysis will be discussed, including sample

preparation, separation, digestion and mass spectral analysis of the digests.

3.1 Sample Preparation

Before pursuing the appropriate strategy for analyzing a large number of proteins,

the targets must be extracted from the biological matrix to exclude sample impu-

rities that may affect downstream processing steps. In addition, it may be advisable

to select a subset of the proteome to make downstream processing more tractable by

reducing the complexity of the sample input in terms of reducing the number of

components. For example, one may wish to selectively isolate cytosolic proteins

from a group of cells and submit them for processing. Conversely, one can

selectively analyze the membrane-associated proteins, free from the cytosolic

components. Sample preparation can involve, but is not limited to, cell lysis and

target protein solid-phase extraction/selection, preconcentration, denaturing, and

labeling.

To release proteins encased in cells for analysis, the cells, including the cellular

and nuclear membranes, must be destroyed through lysis. Cell lysis can be carried

out in an appropriate solubilization solution [23]. Lysis methods includes two

categories, gentle lysis or vigorous lysis.

Gentle lysis methods are generally employed when the sample of interest

consists of easily lysed cells (such as tissue culture cells, blood cells and some

microorganisms). Gentle lysis methods can also be employed when only one
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particular subcellular fraction is to be analyzed. The most commonly used gentle

lysis methods are osmotic lysis [24], freeze–thaw lysis [23, 25, 26], detergent lysis

[27, 28], and enzymatic lysis [29, 30]. Sometimes these techniques are combined

(e.g., osmotic lysis following enzymatic treatment or freeze–thaw in the presence of

detergent) to provide a more selective and complete lysis process.

Vigorous lysis methods are employed when cells are less easily disrupted, for

example, cells in solid tissues. These methods include sonication [31–33], French

pressure [29, 30, 34], grinding [32, 35–37], mechanical homogenization [24, 25,

38], and glass bead homogenization [29, 30]. Vigorous lysis methods usually result

in complete disruption of the cell membranes and some organelles.

In terms of cell lysis on-chip, Li and Harrison [39] were the first to report cell

lysis through combination of a chemical method using SDS and electrical techni-

ques. Since then, other on-chip lysis methods have appeared, including mechanical

[40], thermal [41], ultrasonic [42], and electrophoretic [43, 44].

When cells are lysed, proteases (enzymes that break peptide bonds in proteins)

are often activated. Degradation of proteins through protease action greatly com-

plicates the analysis by 2D electrophoresis, so action should be taken to avoid this

problem. If possible, it is advisable to inhibit proteases by disrupting the sample

directly into strong denaturants such as 8 M urea, 10% trichloroacetic acid (TCA),

or 2% SDS [45–47]. Proteases are less active at lower temperatures, so sample

preparation at low temperature is recommended. In addition, proteolysis can often

be inhibited by preparing the sample in the presence of Tris base, sodium carbonate

or basic carrier ampholyte mixtures [48, 49].

Because many components of biological samples can interfere with downstream

analysis, it is necessary to remove them. Insoluble substances can be removed by

centrifugation. For 2D electrophoresis followed by MS, it is necessary to remove

salts before analysis. This can be achieved by dialysis, size-exclusion filtering,

protein precipitation, or reverse-phase chromatography [50, 51]. Frequently, abun-

dant proteins, such as albumin or immunoglobulins, need to be removed as well

[13]. Complex samples can also be fractionated before analysis to obtain simpler

subfractions and to decrease the dynamic range of components [13]. Affinity

purification is another powerful approach for reduction of the complexity of a

sample by isolating specific classes of proteins or protein complexes [52]. These

preparation steps are often more time-consuming than the subsequent analysis steps

and influence the sensitivity and discriminative power of MS-based protein identi-

fication [51, 53].

In the case of solid-phase extraction, targets are retained on a stationary phase

either through hydrophobic, electrostatic, or affinity interactions to affect both

preconcentration of the targets and removal of potential interfering components.

In terms of on-chip solid-phase extractions, Kutter et al. [54] modified a glass

surface to create a C18 phase, which was subsequently used to extract appropriate

components that had high retention for this phase. They estimated an enrich-

ment factor of 80. Besides on-chip wall modifications to generate the appropriate

extraction phase, integration of polymeric membranes or monoliths are alternative

methods of producing a high surface-area, solid-phase extraction phase. Through
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simple modifications of only the surface of a wall, a surface-to-volume ratio of

230–781 mm�1 [55] can result and 1,500 mm�1 for three-dimensional (3D) poly-

meric networks occupying the open channel, which can result in increased loading

of the target material. These 3D networks can consist of such materials as poly-

vinylidene difluoride (PVDF), which has been placed at the inlet of a nanospray tip

for protein desalting prior to ESI-MS [56].

As an example of monoliths used for the solid-phase extraction of certain targets,

Mao et al. utilized lectin affinity chromatography to extract glycoproteins [57]. In

this example (see Fig. 2), the monolith consisted of ethylene dimethylacrylate

(EDMA) and glycidyl methacrylate (GMA) monomers UV-polymerized in the

presence of a porogen. Following polymerization, Pisum sativum glutinin was

immobilized onto the monolith to target the glycoproteins. The use of this monolith

was coined “lectin affinity chromatography”. The device was successfully demon-

strated to retain three different glycoproteins, namely turkey ovalbumin, chicken

ovalbumin, and ovomucoid. Electrophoregrams of turkey ovalbumin in the presence

Fig. 2 (a) Monolith of ethylene dimethylacrylate and glycidyl methacrylate monomers UV-

polymerized in the presence of a porogen into a fluidic microchannel. (b) Three high-resolution

SEM images of the monolith used for glycolated protein extraction. (c) Electrophoresis of turkey
ovalbumin analyzed by capillary zone electrophoresis (top graph) and by the polymer monolith

(bottom graph). The separation buffer was comprised of 20 mM HEPES (pH 7.49) and 0.1%

Triton X-100, 1 mM MnCl2 and 1 mM CaCl2. Adapted with permission from Mao et al. [57]
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and absence of the polymer monolith are shown in Fig. 2. As can be seen, the turkey

ovalbumin protein was retained on this extraction phase.

3.2 Protein Separations

Protein separation techniques sort complex protein mixtures into nearly purified

components. The goal is to obtain individual components comprised of a single

protein so that each protein can be easily identified without interference from others.

Separating protein mixtures into individual components is usually impractical if not

impossible, especially when dealing with a complex proteome that contains numer-

ous proteins. Conventional 2D separations involve a charge-based separation, where

proteins are separated on the basis of their pIs in IEF, followed by a size-based

separation, where proteins are separated according to their MW using SDS-PAGE.

This method has the advantage of routinely resolving up to 2,000 proteins, with

reports of up to 5,000 [58, 59] and 10,000 when large-sized gels are used [60]. But,

the process is time-consuming, laborious, and not very reproducible [61, 62].

IEF separates proteins according to their pI and is based on the amphoteric

nature of these molecules. Proteins carry either positive, negative, or zero net

charge depending on the pH of their environment. The net charge of a protein is

the sum of all the negative and positive charges of its amino and carboxylic acid

side chains. The pI represents the specific pH at which the net charge of the protein

is zero. Proteins are positively charged at pH values below their pI and negatively

charged at pH values above their pI. The presence of a pH gradient is crucial to the

IEF technique. In a pH gradient under the influence of an electric field, a protein

will move to the position in the gradient where its net charge is zero. A protein with

a net positive charge will migrate toward the cathode, becoming progressively less

positively charged as it moves through the pH gradient until it reaches its pI, and

vice versa for proteins with negative net charges. This then represents the focusing

effect of IEF, which can concentrate proteins at their respective pIs. IEF performed

under denaturing conditions typically gives the highest resolution.

Commercial carrier ampholyte mixtures are comprised of hundreds of individual

polymeric species with pIs spanning a specific pH range. When a voltage is applied

across a carrier ampholyte mixture, the carrier ampholytes with the highest pI (and

the most negative charge) move toward the anode and the carrier ampholytes with

the lowest pI (and the most positive charge) move toward the cathode. The other

carrier ampholytes align themselves between the extremes, according to their pIs

and buffer their environment to the corresponding pHs. The result is a continuous

pH gradient.

SDS-PAGE is performed in polyacrylamide gels containing SDS. SDS and

proteins form complexes with structures composed of protein-decorated micelles

connected by short flexible polypeptide segments [63]. The result of this structure is

that large amounts of SDS are incorporated into the SDS–protein complex in a ratio

of approximately 1.4 g SDS/g protein. SDS masks the charge of the proteins
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themselves, and the formed anionic complexes have a roughly constant net negative

charge per unit mass. Besides SDS, a reducing agent (e.g., 2-mercaptoethanol) is

typically added to break any disulfide bonds present in the proteins. When proteins

are treated with both SDS and a reducing agent, the degree of electrophoretic

separation within a polyacrylamide gel depends largely on the MW of the proteins.

In fact, there is an approximately linear relationship between the logarithm of the

MW and the rate of migration of the SDS–polypeptide complex. This linear

relationship is only valid for a certain MW range, which is determined by the

polyacrylamide gel composition. The logarithm of the mobility versus the percent

monomer composition (%T) of the gel is also linear. Tris-containing buffers are the
most commonly used buffer systems for SDS-PAGE [64, 65]. This buffer system

separates proteins at high pH, which confers the advantage of minimal protein

aggregation and clean separation, even at relatively heavy protein loads.

The need for utilizing multidimensional separations is a direct consequence of the

sheer complexity of the samples associated with proteomics. Because of this fact, the

peak capacity of any separation platform must be high. The peak capacity (P)
describes the number of components that can be resolved in any given separation

[66]. Unfortunately, P is typically not adequate using a single LC or capillary

electrophoresis (CE) procedure by itself [67]. Therefore, attempts have been made

using different LC or CE modes and a combination of these techniques (multidimen-

sional separations) to generate the required P for proteome analysis [68–71]. A

requirement of any successful multidimensional procedure is orthogonality, which

means that the selected dimensions possess different, but compatible, separation

mechanisms. Furthermore, the subsequent dimension in any multidimensional sepa-

ration should not destroy the resolution achieved by the previous separation [68, 69].

According to Giddings [69], the P of a multidimensional separation is the

product of the peak capacities of its constituent one-dimensional (1D) methods

(P1 . . . Pn). A 2D separation actually generates this theoretically available peak

capacity only if the constituent 1D dimensions are completely orthogonal. A high

degree of retention correlation between the dimensions can reduce a 2D separation

to what is, in fact, a 1D separation with peaks distributed along the diagonal of a

plot of retention times between the constituent dimensions [72]. The information

content of any multidimensional system is the sum of the mean information content

of each individual dimension minus the cross-information [73]. Minimizing cross-

information is therefore important in any multidimensional separation [72].

Changes in migration order and migration time can serve as indicators of

different separation mechanisms responsible for the migration behavior in each

dimension [74]. To evaluate the orthogonality of various dimensions [75–77],

protein migration maps can be constructed. To perform this, the migration times

(MTi) for each protein comprising the separation is acquired in each separation

mode. Then, the normalized migration times (MTi,norm) for both dimensions are

calculated using the following equation:

MTi;norm ¼ MTi �MTmin½ � MTmax �MTmin½ �= ; (1)
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where MTmax and MTmin represent the migration times of the most and least

retained proteins, respectively, for each mode. The orthogonality (O) can then be

calculated using the following equation:

O ¼
X

bins�p
Pmax

h i

0:63Pmax½ �= ; (2)

where
P

bins is the number of bins in the 2D plot containing data points, and Pmax

is the total peak capacity obtained as a sum of all bins [75]. The practical peak

capacity (Np) is usually lower than the theoretical peak capacity because only a

fraction of the surface is utilized for separation [75]. The practical P can be

evaluated using the following equation [75]:

Np ¼ P2D

X

bins
h i

Pmax= : (3)

Microchip separations compared to macroscale separations can offer reduced

analysis times, require minimal sample volumes, and can be automated. In spite of

scaling issues (i.e., the column lengths in microchips are typically shorter than

conventional separation systems), microchip separations can produce high peak

capacities in short time periods. Numerous groups have reported different micro-

chip 2D systems for protein separations [78]. For example, Li et al. reported a chip

for IEF and SDS-PAGE analysis in a plastic microfluidic network [79]. The chip

was made from polycarbonate (see Fig. 3) and could complete the 2D separation in

<10 min using a 2 � 2 cm footprint with a peak capacity of ~1,700. Resolution and

focusing effects generated in the IEF phase of the analysis were maintained into the

second dimension by using an electrokinetic transfer process. In addition, the chip

configuration included a staggered geometry of the upper and lower second dimen-

sion channels (see Fig. 3), which allowed for transfer of the entire contents of the

IEF dimension. The peak capacity of the system could be increased by increasing

Fig. 3 Left: Microfluidic chip for IEF/SDS-PAGE. Center: Chip used for the 2D electrophoretic

separation. The chip was made from a polycarbonate substrate from a Si template via hot

embossing. Right: Paths for the electrokinetic transfer of focused protein bands from the first

(IEF) into the second (SDS-PAGE) dimension. Adapted with permission from Li et al. [79]
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the density of channels in the array. Yang and coworkers [80] reported a 2D IEF/

PAGE separation of E. coli proteins using a PMMA microchip.

Shadpour et al. [81] and Osiri et al. [82] employed SDS micro-capillary gel

electrophoresis (SDS m-CGE) and micellar electrokinetic capillary (MEKC) elec-

trophoresis in the first and second dimensions, respectively, to sort intact proteins

using a poly(methylmethacrylate), PMMA, microchip. A diagram of the microchip

is shown in Fig. 4. The electrophoresis commenced in the first dimension for a

prescribed amount of time and, then, the bands from the first dimension were

sequentially injected into the second dimension for development. The 2D electro-

phoresis system could generate a peak capacity of ~2,600 for proteins isolated from

fetal calf serum (see Fig. 4).

Fig. 4 Left: PMMA-based 2D electrophoresis chip made for the multidimensional separation of

proteins using SDS m-CGE andMEKC. The solution reservoirs were: (a) sample reservoir, (b) sample

waste reservoir, (c) SDS m-CGE buffer reservoir, (d) SDS m-CGE buffer waste reservoir, (e)MEKC

buffer reservoir, (f) MEKC buffer waste reservoir. SDS m-CGE channel: Injection length 10 mm,

separation length 40 mm, effective separation length ¼ 30 mm; MEKC channel: separation length

25 mm, effective separation length 10 mm. Right: 2D separation of a fecal calf serum proteome

using SDS m-CGE/MEKC. The 2D SDS m-CGE � MEKC were performed at 300 V/cm and

400 V/cm, respectively. A 10 s separation time was utilized in the first dimension prior to

performing the serial 10 s MEKC cycles. A total of 159 MEKC cycles was used with a 1 s transfer

time from the first to second dimension. All of the proteins were labeled with a fluorescent dye prior

to the separation. Reprinted with permission from Shadpour and Soper [81] and Osiri et al. [82]
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3.3 Protein Digestion

An integral part of most proteomic processing pipelines is the use of proteolytic

digestion to produce a series of peptides that can be used for identifying the protein

using bottom-up processing strategies [83, 84]. Three different approaches can be

used for proteolytic digestion: in-gel [85], in-solution [86], and solid phase [87]. In-

gel digestion is accomplished by cutting spots from gel electrophoretic bands that

contain the proteins of interest, which are then subjected to in situ digestion [88].

Drawbacks of this method include limited accessibility to the proteins inside the gel

[89] and gel destaining that can cause poor digestion yields due to residual

destaining solvents [90]. Furthermore, the process cannot easily be transitioned to

microfluidic chip formats to realize process automation.

In the second approach, proteins are enzymatically digested in solution. This

approach requires long incubation times due to the need for low proteolytic enzyme

concentrations to minimize autodigestion artifacts and the need to run with rela-

tively high temperatures to achieve high digestion efficiencies [91]. Excessively

high temperatures, enzyme concentrations, and reaction times can also lead to

nonspecific cleavage and deamidation [91–93].

Solid-phase digestion uses proteolytic enzymes that are chemically immobilized

or adsorbed onto the surface of a solid support [94, 95]. This digestion protocol has

the advantages of fast response, low sample consumption, and high throughput

[96], and is easily adaptable to microfluidic chip formats. Solid-phase microreactors

also minimize sample loss during treatment and reduce autolysis products produced

from the proteolytic enzymes [97]. The short diffusion distance for properly

designed reactors and a high enzyme-to-substrate concentration ratio results in

faster digestions than using in-solution digestion [98].

The digestion efficiency of solid-phase microreactors depends on the geometry of

the reactor, the digestion temperature, the composition of digestion solvents, and the

transport velocity of the target proteins through the reactor [98–101]. Also, the

digestion efficiency can be enhanced by physical means such as microwave energy

[102] or ultrasound [103, 104]. Organic solvents can improve digestion efficiency as

well by denaturing the proteins; however, this can be a disadvantage for solid-phase

digestion due to denaturation of the immobilized enzyme by the solvent [105].

The geometry of the microreactor can be an open channel or a 3D structure. An

open channel format is the simplest configuration, but digestion is limited by the

relatively long diffusional distances, which can limit the digestion rate. Diffusion

rates of proteins also depend on their concentrations [106]. Lower diffusion rates

are expected at higher concentrations of proteins, thereby lowering digestion

efficiency due to limited encounter numbers between the surface-immobilized

proteolytic enzymes and proteins. A 3D solid phase reactor format can be config-

ured from a monolithic porous network [6, 107] or from a packed channel [108].

The high surface-to-volume ratio compared to open channels reduces the digestion

time due to smaller diffusional lengths, which allows for more encounters between

the substrate and immobilized enzyme [109]. A microfluidic chip packed with
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trypsin-derivatized beads in a fluidic channel has been reported [108]. The bead-

packed chip provided faster protein digestion and fewer trypsin autolysis products

compared to a homogeneous digestion.

Solid-phase microreactors can be formed in situ by immobilization of enzymes

through covalent attachment to supports or encapsulation within gel matrices [6, 87,

107, 110]. This avoids the difficulties arising from packing beads into microchan-

nels. Monolithic supports for immobilizing proteolytic enzymes can be generated

through a polymerization reaction of a monomer solution into a microfluidic

channel [111]. For example, a porous organic polymer monolithic microreactor

was developed in which trypsin was immobilized within the monolith using azlac-

tone functional groups for covalent attachment of the enzyme [107, 110]. The

sequence coverage of tryptic peptides from myoglobin was determined by off-

line (matrix-assisted laser desorption/ionization (MALDI) and found to be 67% for

a 12 s residence time.

A silica sol–gel monolith containing zeolite nanoparticles has been reported

[87]. This device had a high surface area for the immobilized enzyme, allowing for

a high load within the microreactor. A 0.5 mL volume containing 0.2 mg/mL of the

proteins (cytochrome c and BSA) was digested within 5 s in the microreactor, as

indicated by off-line MALDI-TOF (time-of-flight) MS. The microreactor could be

used repeatedly and the enzyme remained active for more than a month when it was

stored at temperatures below 4 �C.
A pepsin microreactor was developed using a sol–gel monolithic column photo-

polymerized within a fused silica capillary [6]. The column was used for on-line

ESI CE/MS. Although monolithic microreactors are fast and efficient, the process

of their preparation may require more than 24 h and can be difficult to reproduce.

A 3D microreactor can be created using microstructures, such as pillars, within

the reactor channel, which bypasses problems associated with bead packing or

monolith formation in the channel [112, 113]. The channel footprint as well as the

pillars occupying the reactor bed can be produced in polymeric materials, such as

PMMA, using hot embossing or injection molding. Therefore, the entire high

surface-area microreactor can be created in a single step, simplifying device

preparation. Furthermore, the support structures are placed in a desired location

within the device, with a fixed distance between the packing material providing

unrestricted substrate access to the immobilized enzyme.

3.4 Peptide Separation and Mass Spectrometry Analysis

In order to identify the protein, the resulting peptides or intact protein must be fed

into a mass spectrometer. Great progress has been made towards interfacing various

microchips to a mass spectrometer via ionization-based interfaces for ESI and

transfer interfaces to MALDI plates. For example, Musyimi et al. [114] electropho-

retically separated cyctochrome c digests on PMMA microchips coupled to online

MALDI-MS using a rotating ball inlet. Work involving interfacing microchips to
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MS has received significant attention and has spawned extensive research efforts

resulting in numerous publications. Detailed information on this aspect of the

proteome processing pipeline is beyond the scope of this chapter. For more infor-

mation on this topical area, the reader is referred to a recent review [115].

4 Integrated Microsystems for Protein Analysis

According to the theoretical physicist and accomplished author, Freeman J. Dyson,

“new directions in science are launched by new tools, much more often than by new

concepts” [116]. It is believed that integrating various proteomic processes onto a

chip will improve process automation and make the arduous task of proteome

analyses more available to non-trained users. This will improve fundamental dis-

coveries in protein biology, especially in clinical settings where the user needs to

input the sample into the system and get a readout. Various devices performing a

single process in the proteomic pipeline are currently used in isolation, as discussed

earlier. However, several groups have attempted to integrate processing devices

onto a single common microfluidic platform to improve process automation. As a

matter of definition, we define a “device” as a chip that performs a single processing

step, for example cell lysis. Devices can then be integrated using the appropriate

interconnection technology into a single wafer or combined to a control board as

separate devices to form the microsystem, which is composed of two or more

devices.

For a conventional analysis of complex protein samples, the analysis time can be

on the order of several days, the sample volumes required in the microliter–milli-

liter range, the process strategy labor-intensive, and the transfer of sample from one

processing step to the next a source of material loss and/or contamination. In this

context, it is advantageous to consider the use of a fully integrated system, whereby

the sample is moved through processing steps without requiring operator interven-

tion. This would allow for the reduction of material loss, reduce the analysis time,

improve result reproducibility, and eliminate most sample handling by the operator.

These advantages have been highlighted and reviewed by a number of groups

[117–119]. In this section, we will introduce work that has been initiated to realize

the goal of creating fully integrated microsystems for protein analysis.

The ideal system would integrate all of the processing steps into a single

platform to provide efficient and fast analysis of the sample with minimum need

for operator intervention and sample handling. A view of such a system is shown in

Fig. 5. As depicted in Fig. 5, an integrated microsystem would be comprised of

several different processing steps (i.e., devices) including:

1. A device that can lyse the cells once a particular cell type has been selected from

a heterogeneous population if required.

2. Solid-phase extraction device used to select the target molecules from a mixed-

population for preconcentration and purification. This can be used to extract
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all of the proteins comprising the proteome or a specific subclass from the

proteome.

3. A sorting device. The protein mixture can be sorted into discrete components

using a multidimensional separation process, such as 2D electrophoresis, prior to

the proteolytic digestion. Although this can be done using a variety of different

electrophoresis modalities, those depicted in Fig. 5 use SDS m-CGE in the first

dimension and MEKC to sort co-migrating proteins by their hydrophobicity in

the second dimension.

4. Proteolytic digestion device to generate peptides.

5. Introduction of peptides or intact proteins into a mass spectrometer for protein

identification.

We considered platforms wherein two or more protein processing devices were

combined to build the microsystem. Our discussions are primarily focused on the

integration of various processing steps prior to MS analysis. Therefore, the interface

to the MS is not specifically outlined in this discussion nor is it counted as a device

in the system being discussed. This survey will provide several unique perspectives:

(1) processing strategies that can be transitioned to the microscale and challenges

associated with such a transition; (2) challenges with building integrated micro-

systems for protein analysis arising from the complexities of the sample; and (3) the

benefits of automation using microsystems in terms of processing time, limit-of-

detection and system reliability.

Fig. 5 Layout of an integrated microchip for full protein process analysis. The system consists of

a cell lysis unit (1), a unit for the solid phase extraction of the entire proteome or a subpopulation of

the proteome (2), 2D electrophoresis unit to sort the protein mixture into discrete components (3),
solid-phase proteolytic reactors (4), and an on-line interface to MS, either ESI or MALDI
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4.1 Integrated Systems with Two Devices

Foote and coworkers [120] developed a microfabricated system with the ability to

electrophoretically preconcentrate fluorescently labeled proteins prior to their sep-

aration (see Fig. 6). The authors were able to preconcentrate the proteins using a

porous silica membrane situated between adjacent microchannels that allowed for

the passage of buffer ions, but excluded larger migrating molecules, such as

proteins. Preconcentration factors of ~600-fold were achieved using this on-chip

format followed by an electrophoretic separation of proteins with SDS-PAGE.

Using this chip, fluorescently labeled ovalbumin was detected at concentrations

as low as 100 fmol by a combination of field-amplified injection and preconcentra-

tion at the membrane prior to microchip electrophoresis.

In work performed by Yue et al. [121], an integrated glass microfluidic was

reported, which coupled proteolysis with affinity selection. Initial results with

standard phosphorpeptide fragments from b-casein showed selective capture of

the phosphorylated fragments using immobilized metal affinity chromatography

(IMAC) beads packed into the microchannel. Complete selectivity was seen for

angiotensin used as a model, with capture of only the phosphorylated forms.

An integrated poly(dimethylsiloxane), PDMS,microchip for SPE andCE followed

by ESI/TOF MS has been developed and evaluated by Dahlin and coworkers [122].

The microchip (see Fig. 7) was fabricated in a two-level cross design with PDMS cast

over steel wires. Following PDMS polymerization and removal of the wires, 50 mm

Fig. 6 (a) Microchip used for preconcentration and the subsequent electrophoretic separation of

the preconcentrated proteins using SDS-PAGE. (b) Microscopic image of preconcentrator-injector

channels. (c) Cross-section through injector and preconcentrator channels. Reproduced, with

permission, from [120]

278 J.K. Osiri et al.



cylindrical channels were formed and fused-silica capillaries were then inserted into

the structure to produce an interconnection. The inner walls of the capillaries and the

PDMS microchip channels were modified with a positively charged polymer. The

channel at the lower level was packed with 5 mm hyper-crosslinked polystyrene beads

acting as a SPE medium used for desalting. In the upper level channel, microchip CE

was performed. The device was equipped with an emitter tip coated with conducting

graphite to facilitate electrical contact for ESI. Six standard peptide mixtures were

dissolved in physiological salt solution, injected, desalted, separated, and sprayed into

the MS for analysis, with an LOD in the femtomole regime.

In a similar effort to combine preconcentration with electrophoretic separations,

Fortier et al. [123] investigated the analytical performances of a microfluidic

system comprised of an enrichment column, a reversed phase separation channel,

and a nanoelectrospray emitter embedded together in polyimide layers. The authors

demonstrated that the configuration minimized transfer lines and connections and

reduced peak broadening and dead volumes, resulting in good reproducibility of

retention time and peak intensity. The microchip was interfaced to both ion trap and

TOF MS. Measurements were performed for a dilution series of protein digests

spiked into rat plasma samples and provided an LOD of 1–5 fmol.

In another study, Gao and coworkers [124] developed an integrated microchip

system for rapid and sensitive protein identification generated by on-line protein

Fig. 7 (a) PDMS microchip device: A sample inlet channel, B CE channel, C waste channel. (b)

Instrument setup and the connection of the microchip to the ESI/TOF MS. Reproduced from [122]
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digestion and analysis of the digested proteins using transient capillary isotacho-

phoresis/capillary zone electrophoresis (CZE) with MS. A miniaturized membrane

reactor was constructed by fabricating a PDMS microchip and coupling the micro-

fluidic to a poly(vinylidene fluoride) porous membrane with adsorbed trypsin (see

Fig. 8), which produced a large surface area-to-volume ratio through the use of the

porous membrane media with adsorbed trypsin. The residence time of proteins

inside the trypsin-adsorbed membrane, the reaction temperature, and the protein

concentration controlled the extent of protein digestion.

A microfluidic system was described by Wang and coworkers [108] in which an

electrospray interface to MS was integrated to a CE channel and a protein digestion

Fig. 8 (a) Membrane reactor assembly. (b) Setup for performing ESI MS analysis of peptide

mixtures from the trypsin membrane reactor. Reproduced from [124]

280 J.K. Osiri et al.



bed situated on a monolithic substrate (see Fig. 9). To perform the analysis, an

800 mm wide, 150 mm deep and 15 mm long channel served as a reactor bed for

trypsin, which was immobilized on 40–60 mm diameter beads. Separation was

performed in channels feeding a capillary attached to the chip with a low dead-

volume coupler. Then, the sample including melittin, cytochrome c and bovine

serum albumin (BSA), was pumped through the reactor bed at flow rates between

0.5 and 60 mL/min and the application of the system for rapid digestion, separation,

and identification of proteins was demonstrated. A flow rate of 1 or 0.5 mL/min was

found to be adequate for complete digestion of cytochrome c or BSA, respectively,

corresponding to a digestion time of 3–6 min at room temperature.

Hardouin et al. [125] reported a nano-HPLC–chip–MS system that integrated a

sample enrichment column and a nanoscale C18 reversed phase separation column

with a nanoelectrospray tip. The chip was automatically loaded and positioned into

anMS nanospray chamber. To enhance protein identification, the method combined

m/z data generated from the MS with highly reproducible peptide retention times

(relative standard deviation, RSD ¼ 1.2%) from the nano-LC. Proteins were sepa-

rated and digested off-chip prior to the nano-HPLC–chip–MS analysis using con-

ventional 2D IEF/SDS-PAGE, protein spot excision from the 2D gels after

separation, and digestion of protein spots with trypsin. The nano-HPLC–chip–MS

technique was able to analyze and detect as low as 10 fmol of a BSA digest.

Long et al. [126] coupled a preconcentration SPE system to microchip electro-

phoresis in a multilayer PDMS configuration with the various layers separated by a

nanoporous thin membrane. A representation of the system is shown in Fig. 9. The

SPE, carried out in the upper unit, could be performed either by pressure or

electroosmosis pumping. The SPE device was made by loading the upper channel

with a suspension of C18-coated 10 mm silica beads. Sample was delivered to the

bead bed from R1 to R2 (see Fig. 10), followed by washing with 20/80 (v/v)

acetonitrile–borate buffer and, then, elution of concentrated analytes from the

SPE column with 60/40 (v/v) acetonitrile–borate buffer. To introduce an injection

plug into the lower CE device, a 2 s pulse voltage was applied between R2 and R4.

CE detection was monitored by laser-induced fluorescence (LIF). Although the

system was tested with a dye-labeled ephedrine solution, its application could be

Fig. 9 Integrated enzyme reaction bed and CE microchip. Top and side views show a blow up of

the packed trypsin bead. Reproduced from [108]
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extended to proteins as well. Similar systems in the sense of integrating a precon-

centrator to a separation device have been reported [127–132].

An integrated microfabricated system composed of a proteolytic reactor and

chromatographic column with direct interface to ESI-MS was reported by Carlier

et al. [133] The system is represented in Fig. 11 and was fabricated from SU-8. The

chromatographic end of the chip was terminated with a nano-ESI interface. The

digestion module was composed of trypsin covalently attached to a monolithic

polymer, which was also used to prepare a hydrophobic stationary phase for the

separation of peptides prior to MS analysis. Monoliths were made in situ by

photopolymerizing ethylene glycoldimethacrylate (EDMA) monomers in the pres-

ence of lauryl methacrylate (LMA) or butyl methacrylate (BMA) crosslinkers.

4.2 Integrated Systems with Three Devices

Gottschlich et al. [134] developed a microfluidic system that integrated enzymatic

reactions, electrophoretic separation of the reactants from the products, and post-

separation labeling of the proteins and peptides prior to fluorescence detection (see

Fig. 12). Tryptic digestion of oxidized insulin b-chain was performed in 15 min under

stopped flow conditions in a heated channel serving as the reactor, and the separation

was completed in 60 s. Localized thermal control of the reaction channel was achieved

using a resistive heating element. The separated reaction products were then labeled

with naphthalene-2,3-dicarboxaldehyde (NDA) and detected by fluorescence detection.

A PDMS microfluidic system has been reported by Dodge and coworkers [135]

that combined on-line protein electrophoretic separation, selection, and digestion of

Fig. 10 (a) Layout of an integrated SPE-CE multilayer system consisting of a small piece of

nanoporous membrane sandwiched between the upper (continuous line from R1 to R2; R stands for
Reservoir) and lower (broken line from R3 to R4) PDMS layers. (b) Photograph of the multilayer

system. (c) Micrograph and (d) diagram of the packed m-SPE column between two shallow weirs.

Reproduced from [126]
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the protein of interest for subsequent identification by MS (see Fig. 13). The

microfluidic system contained eight valves and a micropump to control fluid

flow. To evaluate the system performance, myoglobin was successfully isolated

from serum, digested, and the proteolytic peptides recovered from the micromixer

for protein identification. Total analysis time from sample injection to protein

identification was ~30 min, with sample volumes in the range of tens of nanoliters.

Huh et al. [136] developed the integrated microfluidic system shown in Fig. 14,

which was used to successfully lyse cells by mixing cells with a lysing buffer at

500 rpm for 10 min. Mixing was made possible by embedding a microdisk in a

microchamber and applying an external rotating magnetic force. Elution buffer was

then introduced into the chamber to shuttle the lysed sample into a fritless SPE

device that was made by in situ photopolymerization of ethylene glycol dimetha-

crylate (EGDMA) and acrylamide monomer solutions. Most cellular debris and

negatively charged proteins fused to a recombinant gold binding peptide (GBP)

from E. coli bound to the SPE surface, allowing up to 60% of the total proteome to

be shuttled to a detection device where GBP-fusion proteins were electrochemically

detected using three gold electrodes integrated into the microchannels.

Herr et al. [137] developed a microfluidic chip for saliva-based analysis of

proteins (see Fig. 15) [137], which allowed for automated measurement of total

salivary metalloproteinase-8 (MMP-8) concentration. The chip performed three

tasks: (1) enrichment of targets from saliva via a size-exclusion membrane inside

Fig. 11 Top: SU-8 based microfluidic system, which includes an enzymatic microreactor, a

chromatographic device, and an integrated ionization emitter tip. Bottom: SEM photograph of a

section of a monolithic phase prepared from LMA/EDMA. Reproduced from [133]
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Fig. 12 (a) Cross-sectional

view of a microchip, heating

element, and thermocouples.

(b) Diagram of the microchip

used for on-chip proteolytic

reactions, separations, and

post-column labeling for

generating fluorescent

moieties. The fluid reservoirs

are: (1) substrate, (2) enzyme,

(3) buffer, (4) sample waste,

(5) NDA, and (6) waste.
Reproduced from [134]

Fig. 13 Integrated PDMS microfluidic system comprising four modules: an injection/separation

module in which pumping was entirely supported by electroosmotics; a protein trapping module; a

circular micromixer where pumping was mechanically achieved; and an enzyme reaction module.

Fluidic channels are in red, actuation channels are in blue-green. Valve actuation channels were

filled with water in order to avoid air entering the fluidic channels through the PDMS membranes.

Integrated valves are numbered from 1 to 6. Reproduced from [135]
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a channel; (2) immunobinding of fluorescently labeled MMP-8 antibodies; and (3)

discrimination of MMP-8 proteins from MMP-8–antibody complexes using a size-

based electrophoretic separation in an on-chip photopolymerized gel. The authors

reported a lower limit of quantitation of 130 ng/mL, which made it possible to

detect MMP-8 in clinical patients; average MMP-8 concentrations in the saliva of

aperiodontally diseased patients was determined to be 623.8 � 204.0 ng/mL

(p < 0.05). The chip was made from glass and was part of a portable analytical

reader with a menu-based user interface, high-voltage power supply connections,

software control, data acquisition and communication components, which were all

integrated into a single platform.

4.3 Integrated Systems with More Than three Devices

Stachowiak et al. [138] coupled an automated sample preparation (ASP) system to a

chip gel electrophoresis protein profiling (CGE-PP) system to execute an autonomous

microfluidic sample preparation and detection of aerosolized bacterial cells and spores

on the basis of protein profiling. The combined system, which was field-deployable,

was capable of differentiating between bacterial organisms. It operated by collecting

Fig. 14 Integrated microfluidic system for on-chip analysis of biomolecules. Fully integrated

microfluidic system showing (a) sample mixing zone for disruption of cells, (c) the sample

purification zone with acrylamide-functionalized SPE packed by in situ polymerization, and (d)

the gold microcircle patterned analysis zone for detection of infectious pathogens. Reservoirs in

the mixing chamber are labeled SI, EB, and LS for sample inlet, elution buffer, and lysis solution,

respectively. Detection reservoirs are labeled RS, CS, andWP for reaction sample, control sample,

and waste port, respectively. (b) Chemical structure of Teflon AF 1600 used for the hydrophobic

film valve (V2). (e) Photograph of the integrated system coupled with a magnetic stirrer. The

cylinder-type micropillar for packing SPE is for removing debris (V3). Device dimension are 10.0

(width) � 18.0 (length) � 5 (height) mm. Reproduced from [136]
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aerosol samples using a collector, preconcentrating the organisms, thermochemically

lysing the bacterial cells or spores, subjecting the resulting proteins to size-exclusion

chromatography prior to fluorescent labeling the proteins with dyes and, finally,

separating the labeled proteins using gel electrophoresis to generate a protein profile.

The entire process strategy was completed in approximately 10 min with a sensitivity

of 16 agent-containing particles per liter of air forBacillus subtilis spores. By profiling
the proteins of pathogenic organisms, the technique could detect any pathogen, unlike

PCR-based or immunoassay-based techniques, which requires the pathogen’s

sequence to be known or monoclonal antibodies available for affinity selection.

Fig. 15 Left: Device layout of immunoseparation chip. Reservoirs are as follows: S sample, B
buffer, SW sample waste, BW buffer waste, mAb* fluorescently labeled monoclonal antibody to

MMP-8. Polyacrylamide gel composition is indicated by grayscale shading (%T and %C are

percentage of total acrylamide and bis-acrylamide cross-linker, respectively). Inset shows a 40�
bright-field image of the size-exclusion membrane. Right: On-chip sample enrichment. (a) Chip

operation scheme. Saliva sample and labeled antibody result in co-enrichment at the size-exclu-

sion membrane. An electric potential is applied across the membrane, causing the enriched species

to elute into the separation channel, thus initiating the electrophoretic immunoassay followed by a

potential switch to omit the membrane from the current path. Current flow is indicated by i. (b)
Electropherograms and gel-like plots resulting after a 5-min enrichment. Protein internal standard

is marked with an asterisk on the electropherograms. Reproduced with permission from [137]
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5 Concluding Remarks

Developing fully integrated multifunctional microfluidic systems for the automated

analysis of complex proteomes using either a top-down or bottom-up strategy will

have significant ramifications in a number of important application areas such as

biomarker discovery, protein biology, and in vitro diagnostics to name a few. The

challenges in designing and fabricating such systems are numerous and include

accommodating the diverse array of different protein types, the large dynamic

range, and the low copy number of some types of proteins. This is just from a

chemical perspective; the engineering requirements of such a system are also

immense and include material selection to optimize the particular processing

step, creating interconnects that have low dead volumes, providing flexibility to

accommodate different process strategies (i.e., top-down or bottom up or some

hybrid strategy) and a proper interface to the mass spectrometer required on the

back-end of the analysis pipeline.

Each processing strategy adopted for proteomics has its own merits and challenges

when contemplating transitioning it to a microchip platform. For example, a bottom-

up approach using a shotgun strategy requires no initial multidimensional electropho-

resis step because all proteins in the sample mixture are digested in one proteolytic

step, but it does require sorting of the generated peptide fragments using a variety of

LC-based methods, which can be difficult to transition to a chip format. On the other

hand, the other bottom-up format requires the digestion of individual proteins that

have been sorted electrophoretically using multidimensional formats and some suc-

cess has been generated in developing such devices. The challenge is in interfacing

the 2D separation with the subsequent proteolytic digestion step when employing a

bottom-up strategy, but this is not required in top-down approaches. The coupling of

2D electrophoresis with proteolytic digestion for a bottom-up approach would require

either the microreactor to be configured such that the digestion time was short enough

to accommodate the spot production rate of the 2D electrophoresis or to generate on-

chip multiple solid-phase microreactors to accommodate the rate of elution of

components from the multidimensional separation. For example, if a 2D separation

generates 131 spots per minute [139], a single solid-phase microreactor would have to

produce complete digestion in <7.6 ms to prevent bottlenecking of the protein

processing. Of course, the use of multiple solid-phase microreactors could provide

longer times for digestion, with the time allocated to this processing step directly

related to the number of reactors included in the system. For a top-down approach, no

proteolytic digestion is required following a fractionation step of the entire protein

sample with the intact proteins fed directly into the mass spectrometer and this would

eliminate this potential bottleneck.

There are also other challenges facing the development of fully integrated

systems for protein analysis. For example, different devices may require different

buffer conditions for their optimized performance; the separation buffer conditions

required to isolate proteins prior to protein digestion are different and might be

incompatible. The integrated chip presented by Yue et al. [121] required different
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pH buffers for trypsin digestion and IMAC enrichment. Thus, when proteins were

transported through the bead-based trypsin reactor prior to transport through the

IMAC beads, 4% acetic acid was pumped through a side inlet to adjust the pH of the

digested protein solution (pH 8.0 to pH 4–5 adjustment). Peterson et al. [140] used

acetonitrile to release accumulated proteins from a SPE bed that was directly

coupled to a proteolytic digestion reactor and reported high protein recovery.

However, the use of pure organic solvents to release the proteins can be impractical

where a separation step follows the extraction because organic solvents may not be

compatible with the subsequent chromatographic process. Also, in many cases,

SDS additives are used to sort proteins by their molecular weight and SDS can

denature proteins, especially proteolytic enzymes used in the subsequent digestion

step. However, it has been reported that trypsin digestion in the presence of 0.1%

SDS results in better sequence coverage compared to digestions obtained without

the use of SDS, but concentrations of 1% SDS completely disrupted the digestion

[141]. Therefore, careful control of the SDS concentration prior to proteolytic

digestion must be undertaken.

There is also an issue of incomplete digestion due to the limited amount of

immobilized proteolytic enzyme associated with solid-phase microreactors. One

way to approach this problem is to provide high surface area microreactors and this

can be achieved by replacing large diameter beads onto which the proteolytic

enzyme has been attached with smaller diameter particles or by immobilization

of the enzyme onto a sol–gel matrix that is formed within the channel [121]. One

can also create solid supports with a high surface area using a pillared architecture

fabricated by microreplication in the same step used to create the fluidic network

[142, 143]. This has the advantages of not requiring additional processing steps

once the fluidic channels have been produced.

Preconcentrating protein samples after extraction and before separation in an

integrated system for proteomic analysis is very important; enough material is needed

for the subsequentMS analysis. For example, an electrophoretic peak volume of 10 pL

is not uncommon in multidimensional electrophoresis platforms using microchips

[81]. If the MS phase of the analysis has a mass detection limit of 1 fmol, the

concentration of each protein required to accommodate the MS would be 0.1 mM in

the 10 pL electrophoretic band. One way to preconcentrate the sample is in the

separation injector [120]. However, peak distortions and loss of resolution during

microchip CE can be observed following long preconcentration times [120]. Solid-

phase extractions can also assist in providing not only preselection of the target

material, but also preconcentration of the target material to accommodate the MS.

Finally, the dead volumes developed when capillary connections and other

junctions to the fluidic chip to provide off-chip processing, such as the interface

to MS, can significantly degrade separation performance and introduce sample

carryover or sample loss. For example, Gao and coworkers [124] estimated

~4 mL for the dead volume associated with their miniaturized trypsin membrane

reactor. As noted above, the typical peak volume associated with microchip elec-

trophoresis is on the order of 10 pL, which demands that nearly all protein proces-

sing post-separation be done directly on-chip so as not to degrade separation
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performance, because these connections can create extra column effects that result

in significant degradation in peak capacity through loss of plate numbers.

To develop a fully integrated chip for complete protein analysis on–chip, a combi-

nation of both bottom-up approaches (dubbed a bottom “combo” approach) has been

considered. This processing pipeline would include the following: (1) cell lysis and

protein solid-phase extraction; (2) moderate peak capacity separation, where the

electrophoretic bands are actually mixtures of components instead of individual

components; (3) digestion of the protein bandmixture, similar in nature to the shotgun

approach except that a smaller subpopulation of the proteome is analyzed; and (4)

multidimensional peptide separations prior to introduction into themass spectrometer.

If one were to implement the bottom combo approach on a mammalian cell proteome,

which contains ~10,000 proteins per cell [7, 8], it would first separate the 10,000

proteins after cell lysis using multidimensional electrophoresis. If we assume that we

were able to resolve ~2,500 proteins using the multidimensional electrophoresis

system [82], each band would contain four different proteins on average. As a typical

example, the tryptic digestion of cytochrome c (104 amino acids) results in about ten

peptides [114], and an average protein contains ~360 amino acids, so wewould expect

to generate roughly 140 peptides for four proteins (for the bottom combo approach). In

addition, having sufficient signal-to-noise ratio is needed for themass spectral readout.

About 1.4 � 10�15 mole is expected from the 10 pL protein peak volume [81]

considering an average concentration of 3 nM for each protein and an average

molecular mass of 46 kDa [81].
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Cells in Microfluidics

Chi Zhang and Danny van Noort

Abstract Microfluidic devices offer a realistic environment for cell cultures as it is

related to scales found in biological systems. The aim is to create more in vivo like

systems, in comparison to 2D plate cultures. Creating 3D cell culture constructs

increase the cell’s functionality. By controlling the microenvironment (e.g., cell

matrix, flow rate, temperature) cell functionality can be increased even more. As

microfluidic devices allow for precise control of the microenvironment, they are a

paramount tool to study stem cells and their differentiation caused by external

factors. We will give an overview of the use of microfluidic devices for some

biological problems, and especially as a cell culture platforms. We focus on 3D cell

cultures and stem cells and their microenvironment.

Keywords 3D cell cultures, Microenvironment, Microfluidics, Stem cells

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297

2 Microfluidic Devices as Cell Culture Platforms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297

2.1 Introduction to Microfluidic Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 298

2.2 Flow Rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 298

2.3 Laminar Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299

3 Microfluidics for Biological Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 300

3.1 Chemotaxis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301

3.2 Quorum Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 302

3.3 Cell Sorting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

C. Zhang

Division of Nanobiotechnology, AlbaNova University Center, Royal Institute of Technology,

106 91, Stockholm, Sweden

D. van Noort (*)

MechanoBiology Institute, Singapore, National University of Singapore, T-Lab, 5A Engineering

Drive 1, 117411 Singapore, Singapore

e-mail: drr.dvn@gmail.com

www.ebook3000.com

http://www.ebook3000.org


4 3D Cell Cultures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

4.1 Importance of 3D Cell Culture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

4.2 Controlling the Soluble Microenvironment in Microfluidics . . . . . . . . . . . . . . . . . . . . . . . 306

4.3 3D Cell Culture Platforms in Fluidics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307

4.4 Drug Screening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 308

4.5 Tumour Spheroids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 308

5 Stem Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310

5.1 Stem Cell Niche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311

5.2 Protein Patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311

5.3 Soluble Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312

5.4 Shear Stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313

6 High-Throughput Multi-array Chip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315

7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318

Abbreviations

mCCA Microscale cell culture analogue

3D-mFCCS Three-dimensional microfluidic cell culture system

ALP Alkaline phosphatase

bFGF Basic fibroblast growth factor

BMSC Bone marrow stem cell

BSA Bovine serum albumin

cDNA Complementary deoxyribonucleic acid

CEPC Circulating endothelial progenitor cell

CNS Central nervous system

CTC Circulating tumour cell

DC Direct current

ECM Extracellular matrix

EGF Epidermal growth factor

EPC Endothelial progenitor cell

ESC Embryonic stem cell

FACS Fluorescence-activated cell sorter

FBS Fetal bovine serum

FITC Fluorescein isothiocyanate

FSS Flow shear stress

GFP Green fluorescent protein

hESC Human embryonic stem cell

hNSC Human neural stem cell

HSC Haematopoietic stem cell

IC50 50% maximal inhibitory concentration

iPS Induced pluripotent stem

mRNA Messenger ribonucleic acid

296 C. Zhang and D. van Noort



MSC Mesenchymal stem cells

PDGF Platelet-derived growth factor

PDMS Polydimethylsiloxane

PEG Polyethylene glycol

PZT Piezoelectric transducer

SMC Smooth muscle cell

TGF Transforming growth factor

UHTP Ultrahigh-throughput

1 Introduction

Microfluidics provides a good basis for biological research, as micro (and nano)

scale is compatible with biological structures and scales. Cells are in the microme-

ter range, typically around 10–15 mm. Compared to conventional cell culture

techniques, microfluidic devices allow for a precise control of microenvironments,

which is especially important when studying stem cell behaviours. Control of the

microenvironment allows for changes (e.g., in flow rate, pH, O2 levels) that

influence mechanical and biochemical factors in a cell and, therefore, cell function-

ality. These controls are readily implementable in microfluidic devices, using

pumps, valves and smart microchannel design.

In this chapter, we will discuss the advantages for microfluidic devices as cell

culture platforms. Then we will introduce 3D cell cultures as a way to overcome the

limitations of the standard 2D cell culture methods, especially in microfluidic devices.

Furthermore, we will show how to control the microenvironment inside the devices

and how it affects cell cultures. Finally, applications in stem cell differentiation

highlight the need of culture techniques and control inside the microfluidic devices.

2 Microfluidic Devices as Cell Culture Platforms

Conventional cell culture techniques have been well established over the last several

decades and essentially consist of immersing cells in a homogeneous culture medium.

The cells are usually maintained in a static environment and have limited cell–cell

interactions [1]. However, in vivo, cells do respond to spatially and temporally

organized signals from the surrounding microenvironment, which consists of neigh-

bouring cells and an extracellular matrix (ECM). In vivo cells exhibit a very distinct

geometry, which is not observed when maintained in conventional cell cultures [2]. In

order to gain more cellular insights to different biological problems, it is important to

perform cellular experiments that more closely reflect the in vivo situation with

extensive cell–cell, cell–matrix and cell–soluble factor interactions [3].
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Different cell culture technologies have been developed to establish a better

cellular microenvironment, thus increasing their functionality. For example, cells

were seeded on surfaces coated with ECM proteins (e.g., laminin, collagen, fibro-

nectin) to stimulate cell–matrix interactions [4, 5]. Also, different cell types were

co-cultured to enhance growth and function [6, 7]. Among the newly emerging

technologies, microfluidic systems allow for precise control of the cellular micro-

environment in cultures [8–10]. Various microfluidic cell culture devices have been

developed to create microenvironments of greater physiological relevance that are

adaptable to high-throughput platforms for biological applications [10–12].

2.1 Introduction to Microfluidic Systems

Microfluidics usually refers to liquid flows generated in chips with microscale

channels, including fabrication, handling and practical use of the chips. Streams of

gases or fluidized solids/particles in microchips are also included in the definition of

microfluidic [8, 13]. Microfluidic channels can be obtained after the process of replica

moulding. Elastomeric materials such as polydimethylsiloxane (PDMS) are often

used to mould against a rigid master, with microscale structures fabricated using

standard photolithography [14]. After bonding the elastomeric material with a sub-

strate surface, the device is connected to liquid reservoirs by tubing and pumps to

deliver a flow to the microfluidic channels [15–17]. The development of clean room

technology made mass production of microscale devices at low cost possible. The

initial motivation of developing microfluidic devices was to significantly reduce

reagent consumption and increase efficiency. Gradually, the low cost of mass produc-

ing the microfluidic devices and their capability to be integrated for large-scale

automation made microfluidic devices ideal systems for commercialisation [18].

Tailor-made microfluidic devices are sold by companies such as Agilent Technolo-

gies, Dolomite and Fluidigm Technology. With the integration of on-chip sensors,

detectors or even optical components, it is possible to perform cell culture, cell sorting

and biological assays on one chip.

2.2 Flow Rates

Fluid flow in microfluidic devices mimics vasculature in vivo [19], therefore the

incorporation of fluid flow to cell cultures allows for efficient exchange of nutrients

and metabolites between cells and culture medium, maintaining a constant cell

culture microenvironment [20, 21]. As such, cellular functions can be enhanced in

microfluidic systems compared to conventional static cell cultures [17]. However,

in microfluidic devices, fluid flow exerts shear stress (FSS), which can modulate

cellular behaviour on the cells. FSS can induce the reorganization of the cytoskele-

ton. Bone marrow stem cells (BMSCs) tend to align in the direction of the shear

vector [22]. Furthermore, primary rat hepatocytes are known to be very sensitive to
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FSS, whereby a FSS higher than 5 dyns/cm2 can impede their liver-specific func-

tions [23]. FSS also plays a role in the extravasations of tumour cells as tumour–

endothelial cell interactions are dependent on shear [24].

Flow rates influence the rate of cell growth inside a perfusion system. For example,

1.0 mL/min flow rate for 1 week resulted in substantial cell death of the MC3T3-E1

osteoblast-like cells, while a lower flow rate increased the viability [25]. Also, the

viability of cell cultures is affected by the flow rate. By controlling the flow rate, the

viability of cell cultures can be optimised [26] (Fig. 1).By using a curvedmain channel,

a gradient velocity, and therefore a gradient, can be generated. Also, by having two

inlets it is possible to create a chemical gradient [27] (Fig. 2).

L929 mouse fibroblast cells in this device changed their morphology due to the

forces exerted on them. A gradient was created by introducing a standard culture

medium with fetal bovine serum (FBS) at one inlet and a serum-free medium at the

other. FBS contains proteins, such as serum albumin, that are needed for cell

survival, division and growth. The cell density and attachment depended on a

combination of sheer stress and FBS concentration [28].

2.3 Laminar Flows

The flows inside microfluidic channels are laminar, meaning that when two or more

parallel flows are inside a single channel, mixing only takes place by diffusion at the

interfaces [29]. This phenomenon gives the possibility to precisely pattern cells and

Fig. 1 Perfusion culture of the cells in a gel-free 3Dmicrofluidic cell culture system (3D-mFCCS).
(a) Representation of a one-pass perfusion culture system. (b) Optimization of perfusion culture

flow rate for maximum cell viability [26]
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their environments using parallel flows of different solutions in microchannels [29,

30]. It allows spatial control of the culture medium itself in a highly controlledmanner

[31]. This method can also be used to study subcellular processes by positioning the

interface between two adjacent flows over a single cell spreading across the floor of the

microchannel [29]. Two different dyes or reactants can be directed to different regions

of the same cell, resulting in different behaviour at either ends of the cell. This

formation of networks by laminar streams is a novel approach for local stimulation

of cells and can also be useful for drug testing applications. When laminar flows

containing different compounds at different concentrations are applied to cell cultures,

data on cellular responses can be rapidly acquired.

The laminar flows within microfluidic channels can also be used to control the

positioning of soluble factors relative to cells [32]. With the incorporation of

gradient generators, a range of concentrations of soluble factors can be generated

by sequential merging, mixing and splitting of two or more inlet flows, each of

which contain a particular environmental stimulus [33]. Therefore, different growth

conditions can be created in parallel or in a combinatorial manner [33]. Such stable

gradients have been used to study cell chemotaxis, yielding insights into neutrophil

migration in response to various concentrations of interleukin (IL)-8 [34].

3 Microfluidics for Biological Applications

Microfluidic systems are promising platforms for fundamental biological studies

such as hepatitis B viral replication [35]; axonal injury, regeneration and transport

in the central nervous system (CNS) [36]; or the control of biochemical and

biomechanical forces to evaluate and quantify capillary growth and endothelial

Fig. 2 Comparison of experimental and computational diffusion results in a curved microchannel

using an osmotic pump: (a) experimental data and (b) computational simulation [27]
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cell migration [37]. Many microfluidic-based systems have been developed as cell

culture platforms. In the rest of this section we give some general applications of

microfluidic devices.

3.1 Chemotaxis

Cells respond to chemical gradients. Depending on the concentration of the chemi-

cal, motile cells will move at different speeds towards or away from the gradient,

depending on whether the chemical is an attractant or repellent. Microfluidic

devices can go beyond traditional chemotaxis assays and enable the quantification

of the cell’s transport parameters.

Ciliates are very motile and a good model system for motility experiments.

Escherichia coli excretes amino acids [38], which can attract ciliates, as bacteria are

their food source. Using a two-chamber system with a connecting channel that is

open/close switchable, it was shown that ciliates move towards or away from

excreted amino acids [39] and could detect 10 pM glycine–proline (Fig. 3) [40].

To simulate an in vivo gradient profile response for lymphocytes, another method

was used that consisted of a Y-shaped device for easy and fast generation of single

and superimposed gradients with diffusive profiles. Chemokines CCL19 and

CXCL12 were selected as they have been shown to regulate lymphocyte homing

in vivo. It was shown that human T cells chemotax toward the CCL19 gradient, but

not the CXCL12 gradient [41] (Fig. 4).

Microfluidic experiments have shown that it is possible to quantify population-

scale transport parameters (chemotactic sensitivity and random motility) of

a population of bacteria. Traditionally, transport parameters have been theoretic-

ally derived from single-cell behaviour using probabilistic models. But, with a

microfluidic capillary it is possible to generate and measure gradients of chemoat-

tractant (a-methylaspartate) while simultaneously capturing the swimming

Fig. 3 (a) Overview of PDMS valve-operated microfluidic device consisting of cell chambers to

load ciliates and chemoattractant or repellent. (b) Initially the ciliates were placed in the left

chamber, while the attractant was loaded in the right chamber. Both chambers were separated from

each other and the outside world by valves [39]
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trajectories of individual E. coli. By measuring swimming speed and bias in the

swimming direction of single cells for a range of chemoattractant concentration

gradients, it was possible to compute the chemotactic velocity and the sensitivity

(Fig. 5) [42].

Another form of “taxis” is galvano- or electrotaxis. An applied electric field with

a strength within the physiological range can induce directional cell migration of,

for example, epithelial cells, endothelial cells, fibroblasts and neutrophils, and

could play a role in cell positioning during wound healing. It was shown that

lymphocytes respond to applied direct current (DC) electric fields. In a simple

microfluidic device, human peripheral blood lymphocytes migrate towards the

cathode in physiologically relevant DC electric fields (Fig. 6) [43].

3.2 Quorum Sensing

A more complex form of chemotaxis involves bacterial social interactions. The

environmental topology of complex structures is used by E. coli to create travelling

waves of high cell density, a prelude to quorumsensing (QS).When cells are grown to a

Fig. 4 Example of gradient generation in a microfluidic device. (a) Generation of a single gradient.

Fluorescence intensities of FITC-Dextran (F-D) at 0 mm and 6 mm below the junction of the

Y-channel are shown. The experimental and theoretical values of the gradient profile at 6 mm are

in agreement. (b) Competing gradients. Fluorescence intensities of FITC-Dextran (F-D) and Texas-
Red-Dextran (T-D) at 0 mm and 6 mm below the junction of the Y-channel are shown. Again, the

experimental and theoretical values of the gradient profiles at 6 mm are in agreement [41]
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moderate density within a confining microenvironment, these travelling waves of cell

density allow the cells to find and collapse into confining topologies, which are

unstable to population fluctuations above a critical threshold. This was first observed

in mazes designed to mimic complex environments, then more clearly in a simpler

Fig. 5 Determination of the chemotactic sensitivity of E. coli. (a) Schematic of the microfluidic

device. Chemoattractant and fluorescein were injected in the microcapillary via inlet C by means

of a passive valve. (b) Flow in the main channel (from A to B) was used to transport E. coli past the
entrance (M) of the microcapillary. (c, d) Epifluorescence images of the microcapillary filled with

a-methylaspartate at t ¼ 0 (c) and t ¼ 45 min (d). (e) Trajectories of E. coli. (f) Concentration
profile obtained from (d) [42]

Fig. 6 (a) Microfluidic device for the visualisation of cell migration in an applied electric field.

(b) Photograph of the microfluidic device. Two identical channels were configured in parallel [43]
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geometry consisting of a large open area surrounding a square (250 � 250 mm) with a

narrow opening of 10–30 mm. It was shown that under nutrient-deprived conditions

bacteria search out each other in a collective manner and confine themselves to highly

enclosed spaces (Fig. 7) [38].

QS is a cell–cell communication mechanism that is used by bacteria during

biofilm formation. Biofilm formation is widely acknowledged to occur through a

sequence of spatially and temporally regulated colonization events. Biofilms are

highly organized structures coordinately formed by multiple species of bacteria. By

developing Pseudomonas aeruginosa PA14 biofilms in microfluidic chambers, the

interplay between the dynamics of biofilm community development, mass trans-

port, and hydrodynamics can be shown [44]. Artificial ecosystems can also be

fabricated in microfluidics. Two E. coli populations communicated bidirectionally

through QS and regulated each other’s gene expression and survival via engineered

gene circuits. This synthetic ecosystem resembles a canonical predator–prey system

in terms of logic and dynamics. The predator cells kill the prey by inducing

expression of a killer protein in the prey, while the prey rescues the predators by

eliciting expression of an antidote protein in the predator. Extinction, coexistence

and oscillatory dynamics of the predator and prey populations possibly depend on

the operating conditions, as experimentally validated by long-term culturing of the

system in microchemostats [45].

Fig. 7 Epifluoresence

images of GFP expression of

E. coli in a random maze.

(a) Cells in the maze

immediately after being

loaded with wild-type E. coli
(RP437). (b) Dynamic

accumulation of cells at 2 h

after the initial loading,

showing accumulation in a

“dead-end” part of the maze.

(c) Accumulation of cells into

several different confining

regions. No clustering is seen

in the open region [38]
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3.3 Cell Sorting

Microfluidic device can be used to sort cells. Fluorescence-activated cell sorter

(FACS) machines have been scaled down to chip size. Single cell manipulation at a

high speed is made possible by the fast response time of an integrated piezoelectric

(PZT) actuator. Cells are sorted on the detected optically expression [46]. Cells can

also be separated in an electric field on the basis of electrically distinguishable

phenotypes [47]. Other cell sorters look at the fitness of the cell. For example,

semen can be fractionated by their ability to swim through interfaces between

adjacent laminar streams into separate streamlines, which enables isolation of

motile, morphologically normal spermatozoa from semen samples [48]. This

resulted in a microscale sperm sorter in which high-quality sperm can be isolated

and used for in vitro fertilization [49].

Microfluidic devices are slowly emerging as new platforms with extensive

applications in cancer biology, clinical oncology, and high-throughput drug screen-

ing routines. These devices are particularly attractive as diagnostic tools, allowing

rapid analysis of only small amounts of patient-derived cells [50]. At certain stages,

cancer cells start migrating through the body. As such there is a need to isolate and

enumerate circulating tumour cells (CTCs) in peripheral blood as it has clinical

relevance in combating cancer [51]. CTCs are associated with the progression of

the disease [52] and, as such, an important indicator of the effectiveness of

treatment methods [53]. Studies have revealed that the shear modulus, stiffness,

size and deformability of cancer cells [54] are distinctively different from blood

cells [55]. Cancer cells within blood samples can also be isolated as blood cells are

more deformable than cancer cells. Flowing blood through a PDMS pillar array

with 5-mm gaps ensures that the more deformable white blood cells, with the same

dimension as the cancer cells, can readily pass through the system. Cancer cells will

be removed from the blood sample, ensuring a high purity of the trapped cancer

cells. In this manner, fast label-free cancer screening can be performed [56].

Blood cells can also be fractionated and isolated from blood plasma without

dilution by using a continuous-flow deterministic array of pillars. By using a narrow

focused hydrodynamic jet, the blood cells can be fractionated as a function of their

diameter. By varying the inter-pillar distances, a wide range of cell sizes can be

continuously separated using this technique [57].

4 3D Cell Cultures

4.1 Importance of 3D Cell Culture

In vivo, cells have interactions with one another and their surrounding ECM. The

ECM acts as a support network containing proteins such as collagen, elastin and

laminin which gives the tissues their mechanical properties and promotes
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communication between cells embedded in the matrix. Receptors on the surface of

the cells, e.g., integrins, anchor to the ECM and attract biochemical cues from the

immediate surroundings [2, 58]. This complex mechanical and biochemical inter-

play is not reproduced when cells are cultured in 2D. 2D cell cultures are generally

used for the maintenance of cells and in biological studies and impose unnatural

geometric and mechanical constraints on cells. 3D cell cultures re-establish cell–

cell and cell–ECM interactions and can mimic real tissue better than conventional

2D cultures [59]. For instance, a 3D culture environment has been found to promote

epithelial polarity and differentiation for breast epithelial cells, a phenomenon not

observed when the cells are cultured in 2D [60]. Primary hepatocytes have been

found to exhibit higher levels of liver-specific functions, such as albumin synthesis,

when cultured in 3D microenvironments, whereas they rapidly de-differentiate and

lose their functions when cultured in 2D [61]. Cancer cells switch from a mesen-

chymal (spindle-shaped cells) to an amoeboid (ellipsoid-shaped cells) motility

pattern when cultured in 3D, an occurrence never observed in 2D [62].

Gene expression profiles of cells grown in 2D and 3D can also be different. For

example, vascular smooth muscle cells (SMCs) grown in 2D and 3D differed for

99 genes. SMCs cultured in 3D showed a higher expression level of matrix

proteins (collagen I and fibrinogen). This indicated that SMCs were more active

in ECM production in a 3D matrix than in 2D [63]. Similarly, microarray analysis

of melanoma cells cultured as 3D spheroids reported an up-regulation of

106 genes and a down-regulation of 73 genes as compared to culture as a 2D

monolayer. In particular, a number of genes encoding for chemokines and pro-

angiogenic factors associated with melanoma progression and metastasis were

reported to be upregulated in 3D spheroids [64]. Generally, cells cultured in 3D

maintain a gene expression profile that is closer to tissues in vivo [58], showing

that 3D cell cultures better mimic the in vivo environment compared to conven-

tional 2D cultures.

4.2 Controlling the Soluble Microenvironment in Microfluidics

Cell cultures in 3D have a more in vivo like behaviour than standard 2D cultures.

Adding a soluble microenvironment to the cell culture increases the functionality of

the cells. Bioactive factors in the microenvironment such as cytokines and growth

factors, must be properly regulated as they are involved in autocrine and paracrine

signalling pathways, which control cell functions such as differentiation (e.g., sonic

hedgehog [65, 66], bone morphogenetic proteins [67, 68]), proliferation (e.g., basic

fibroblast growth factor, bFGF [69]) and apoptosis (e.g., transforming growth

factor, TGF-b1 [70]). However, to temporally and spatially control the soluble

factors in culture medium is difficult under conventional static cell culture condi-

tions due to the large liquid volumes, the constant loss of activity of growth factors

and the accumulation of metabolic waste [71].

306 C. Zhang and D. van Noort



Microfluidics, by contrast, allows for temporal and spatial control over the

soluble microenvironment because of the nature of laminar flow [30, 31, 72].

Other parameters also affect the soluble factor signalling, such as cell density,

exogenous growth factors, medium change frequency or even culture platforms

[73]. Therefore, all these parameters have to be taken into consideration when

designing a microfluidic device for cell culture and the control of the spatial and

temporal environment.

Due to the high surface-to-volume ratio, the phenomena of molecular diffusion

and heat transport in microfluidics resemble those found in vivo. Therefore, soluble

factors in microfluidic devices can be presented in a more physiologically relevant

context [32, 74], providing a more in vivo like cell culture. In key areas of drug

discovery, such as preclinical testing of drugs in living cells, microfluidic devices

can improve the screening results [18]. Their biomimetic nature enables more

convincing data on drug testing while their microscale size allows for easy scal-

ing-up and, hence, high-throughput drug screening possibilities [75–77]. The appli-

cation of biomimicry is not yet found in conventional cell culture systems.

4.3 3D Cell Culture Platforms in Fluidics

Due to the nature of microfluidic devices, they have advantages over conventional

cell culture platforms in terms of enabling precise cell-based assays. The laminar

flow and the high surface area-to-volume ratio created inside microfluidic devices

have made it possible to create a more controllable microenvironment that closely

mimics in vivo situations [32]. Therefore, a number of microbioreactors or micro-

fluidic devices have been developed with the aim of establishing biomimetic

microenvironments for 3D cell cultures. By hydrodynamic focusing, cells sus-

pended in hydrogels were stabilized in a 3D geometry in microfluidic devices for

different biological applications. For instance, Wong et al. have employed this

approach to construct a tuneable 3D microenvironment for cells in order to study

intercellular communications [78], while Vickerman et al. have studied the direc-

tional migration of human adult dermal microvascular cells in response to changes

in their microenvironment [79]. Microscale bioreactors are also found useful in

tissue engineering applications. A perfused multiwell plate with electronic controls

was developed for the 3D culturing of primary rat hepatocytes. The cells remained

viable and functional after 7 days [80]. Microfluidics can contribute significantly to

the construction of large tissues. Microfluidic structures ensure a steady blood

supply, thereby circumventing the well-known problem of providing larger tissue

structures with a continuous flow of oxygen and nutrition and with adequate

removal of waste products [19]. Researchers have engineered a “synthetic capil-

lary” using microfluidic technology. Microfluidic devices can be completely cov-

ered with endothelial cells to generate capillary-like structures that mimic the

microvascular network morphologies [81, 82].
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4.4 Drug Screening

Microfluidic devices are gaining attention as reliable platforms for drug testing.

Due to their compact size and capability to be multiplexed and scaled-up for

high-throughput screening (HTS), assays can be performed in a continuous manner,

allowing for the analysis and isolation of compounds on a single chip. Since

microfluidic channels are closed systems, reactions can take place in a much faster

fashion without depletion of reagents. For instance, an artificial liver sinusoid

within a microfluidic device was engineered for long-term culturing of both rat

and human hepatocytes. For model validation, diclofenac was then used as a drug

for hepatotoxicity testing. The IC50 (the concentration of drug which inhibits 50%

of the cell functions) approached data given in the literature [82]. Gradient gen-

erators can be easily incorporated into microfluidic devices to target cells with

different drug concentrations. Our group has reported the effort towards developing

the HepaTox chip, which allows 3D culture and toxicity testing of hepatocytes [83].

It consists of eight cell culture compartments and a gradient generator for delivery

of different drug concentrations (Fig. 8). The HepaTox chip can readily be used to

determine the IC50 of a given drug. Due to multiplex capability, microfluidic

devices can be assembled into a modular system to mimic physiological situations.

The systemic effect of a drug can be studied by culturing different cell types at the

same time, followed by administration of a drug and evaluation of the pharmacokinet-

ics. Shuler et al. developed an integrated microscale cell culture analogue (mCCA)
specifically for pharmacokinetic studies (Fig. 9) [84–86]. The design is based on a

simplified mathematical representation of the body as a system with several

interconnected compartments with specific flow parameters. The mCCA contained

liver, lung and fat cells to represent organs involved in drug metabolism. Cells were

cultured in a fluidically linked fashionwith culturemediumbeing circulated as a blood

surrogate; the systemic effect of a drug on the cells was then evaluated. The develop-

ment of the mCCA laid the foundation for a realistic in vitro pharmacokinetic model

and provided an integrated biomimetic system for culturing multiple cell types. Based

on these principles, a multi-channel 3D microfluidic cell culture system with com-

partmentalized microenvironments was developed for potential application in human

drug screening [87]. Multiple cell types were cultured on the same chip, but limited

cross-talk between cell culture compartments was found, reflecting the in vivo situa-

tion where different organs have their own particular microenvironments (Fig. 10).

The emergence of more sophisticated microfluidic devices has made it possible to

support or even replace animal models.

4.5 Tumour Spheroids

Within 3D cell culture techniques, tumour spheroids are a more classic approach to

obtain and maintain representations of human tumour models. They have, for
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Multiplexed cell culture chip

Linear concentration gradient
generator

Fluid
inlets

To cell reservoir

Fluid
outlet

Fig. 8 The 3D HepaTox Chip was developed for the simultaneous administration of multiple drug

concentrations. It consists of an eight-channel chip with 3D cell culture and a plug-in concentra-

tion gradient generator for drugs [83]

Fig. 9 Four-chamber

microscale cell culture

analogue . The microfabricated

device comprises two depths,

20 mm (shown in gray) for the
lung and liver chambers and

100 mm (shown in white) for
other tissues and fat, and

includes all channels. The

dimensions of the chambers are

in the order of millimetres [84]
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example, enhanced our understanding of radio- and chemoresistance of the tumours

[88], and of their microenvironmental regulation [89]. Only recently has the produc-

tion of tumour spheroids been explored utilising microtechnology. This gives a

greater control over the size of the spheroid compared to more conventional methods.

The majority of studies on spheroid formation have focused on the use of hepato-

cytes. By using a combination of microfabrication and microcontact printing,

Fukuda et al. developed a spheroid microarray culture system with 700 wells/cm2

[90]. The bottoms of the 300 mmdiameter wells were modified by proteins, resulting

in two different regions: a 100 mm centre of collagen and a non-adhesive region of

polyethylene glycol (PEG) around the rest of the wells. Primary hepatocytes spon-

taneously formed uniform spheroids at the centre of the wells. Using different well

diameters yielded differently sized spheroids, from 180 to 260 mm [91]. In this case,

the wells were entirely coated with PEG. With the aid of perfusion, the microfluidic

system can control the formation of spheroids in such a way that it recapitulates the

in vivo state of vascularised tumours. Also, the delivery of drugs in low volumes can

be achieved in this manner. Systems like that described above can progress towards

production of uniform tumour models that can revolutionise anti-tumour screening

techniques, and even personalise medicine [92].

5 Stem Cells

Stem cells differentiate to any cell type in embryonic and post-natal development. The

term “stem cell” was coined as far back as 1868 to describe a special cell that could

differentiate to all other cell types [93]. Understanding stem cell differentiation is a key

in tissue regeneration. Stem cells are increasingly implanted in defective organs,

replacing defunct cells in a bid to regenerate the organ [94]. Mechanical, chemical

and spatial cues determine the stem cell fate and can be readily controlled in micro-

fluidic devices, as has been shown in the previous sections (Fig. 11). As such, stem cells

can be used as in vitro models for drug screening and to understand their development

as a function of the microenvironment. Embryonic stem cells (ESCs) are isolated from

Fig. 10 (a) Multichannel 3D microfluidic cell culture system consisting of four chambers with 3D

cell constructs, representing four organs potentially involved in drug toxicity studies. (b) Cells are

cultured in a closed-loop with medium being circulated as a blood surrogate [87]
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the inner cell mass of blastocyst-stage embryos. They were first derived from mouse

embryos [95–97], followed by the derivation of primate [98, 99] and human [100, 101]

ESC lines. Recently, an alternative method for deriving pluripotent cells by retroviral

transduction of a combination of embryonic genes into somatic cells (iPS cells) was

reported byYamanaka’s group [102, 103], followed by several other groups [104–106].

5.1 Stem Cell Niche

It has been shown that stem cell self-renewal and differentiation rates are influenced

by their microenvironment, termed stem cell niche [107, 108]. The stem cell niche

consists of the following components: (1) extracellular matrix [109]; (2) biochemical

factors including cell–cell and cell–matrix interactions, localized soluble stimuli and

gradients of soluble factors like growth factors and glucose concentration [110, 111];

(3) physico-chemical factors including temperature, pH, and oxygen availability

[110]; and (4) mechanical stimuli, including compression tension and shear [112].

Changing any of these factors will lead to other differentiation pathways and pheno-

types.

5.2 Protein Patterns

Surface topology and spatial constraints determine the stem cell fate aswell. Although

protein patterns are not in the realm of microfluidics yet, it is worthwhile to contem-

plate that the stem cell’s fate is influenced by its constrictions. By patterning fibronec-

tin on a surface in a defined shape it is possible to influence cell differentiation. MSC

were placed on two shapes, a star and a flower shape. The star shape resulted in more

Fig. 11 Overview of the possible uses for a multiplexed microfluidic cell culture system. Input
can be used for control of the stem cell nice and drug testing. The gradient generator creates a
concentration profile of the input factors. The cell culture chamber is a perfusion chamber.

Analysis involves monitoring the output of the device, which can include imaging with appropriate

biomarkers, analysis using inline sensors or standard laboratory equipment [74]
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stress fibers along the edges and the MSC differentiated preferentially in osteoblasts,

while the MSCs on the flower shape differentiated into adipocytes (Fig. 12) [113].

5.3 Soluble Factors

As has been mentioned in the section on 3D cell cultures (Sect. 4), soluble factors

play an important part in cell functions, and in the case of stem cells, on the cell fate.

Microfluidics can help to study the responses of stem cells towards the soluble

factors in a precise controlled extracellular microenvironment.

A gradient generator can be used to optimise the proliferation and differentiation of

stem cells in culture as ameans to establish the concentration of soluble factors needed

for optimal culture. After a week of culturing human neural stem cells (hNSCs) in a

constant flow of a growth factor mixture containing epidermal growth factor (EGF),

fibroblast growth factor 2 (FGF2) and platelet-derived growth factor (PDGF). The

Fig. 12 (a–c) Immunofluorescent images of cells in flower and star shapes stained for F-actin

(green), vinculin (red) and nuclei (blue). (d) Immunofluorescent images of cells in flower and star

shapes stained for myosin IIa. (e) Fluorescent heatmaps of cells stained for myosin IIa as a

quantitative measure of contractility. Scale bar: 20 mm [113]

Fig. 13 “Christmas tree”

gradient generator. (a) Top

view of the microfluidic

device consisting of gradient-

generating and observation

portions. (b) 3D

representation of the

observation portion in which

cells are exposed to gradients

of chemoattractant [34]
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proliferation rate increased 6.8-fold, while the differentiation of hNSCs into astrocytes

decreased (from 40% to 15%) over increasing concentration of the growth factor [114]

by using a “Christmas tree” gradient network (Fig. 13) [34]. Similarly, it was shown

that neural progenitors derived from human endometrial cancer (hEC) cells could be

differentiated into neurons and generated a complex neural network. The neural

progenitors were exposed for 8 days to stable concentration gradients of various

signalling molecules (sonic hedgehog, FGF8, and bone morphogenetic protein 4).

The average numbers of both neuronal cell body clusters and neurite bundles were

directly proportional to sonic hedgehog concentrations in the gradient chip [27].

Not only can growth factors be presented in such a fashion, but nutrients and oxygen

as well, which were presented to murine ESCs [115].

5.4 Shear Stress

Apart from chemical cues, shear stress also plays an important part in the prolifera-

tion and differentiation process of stem cells [116]. Continuous microfluidic perfu-

sion systems not only offer control over the cell–media interaction but the

mechanical forces applied during flow as well. As such, the flow rate has to be

Fig. 14 Microfluidic array for a logarithmical perfusion device. (a) Photo of the four-channel

device filled with fluorescein. The chip has four loading outputs (gray arrows) and two input tubes
(one for loading cells and one for perfusion; black arrows). (b) Photo of multilayer 4 � 4 device

filled with fluorescein. (c) Gene expression during dynamic fluid flow versus no-flow fold-change

values at 30 min (filled bars) and 1 h (open bars) post-flow [21]

Cells in Microfluidics 313

www.ebook3000.com

http://www.ebook3000.org


optimised to the favourable growth conditions for stem cells. Conventional systems

applying such a mechanical force require the use of large cell culture surfaces, large

liquid volumes, and bulky hydrostatic and compressive loading methods [117].

By using a logarithmic range of flows over four culture chambers, it was shown

thatmurine ESCs only proliferated at higher flow rates, as did 3T3 fibroblasts (Fig. 14)

[21]. It was demonstrated that circulating endothelial progenitor cells (CEPCs) can be

used for cardiovascular revascularization, generation of non-thrombogenic vascular

grafts, and endothelialization of cardiovascular tissue engineered implant [118]. A

microfluidic platform (EPC chip) was developed that is capable of capturing EPCs,

mediated by the interaction of EPCswith immobilized antibodies under variable shear

stress. This device could provide a platform for isolating progenitor cells for tissue

engineering applications and cell-based revascularization strategies, as well as vali-

dating these cell populations as biomarkers in cardiovascular disease [119].

Oscillatory fluid flow is a potent signal capable of regulating stem-cell differen-

tiation. Applying cyclic mechanical loads to the skeleton will result in increased

bone formation. These loads lead to dynamic pressure gradients and oscillatory

flow of the interstitial fluid inside the bone, which, in turn, exposes the cells resident

in the bony matrix to oscillatory fluid shear stress [120]. Loading induced oscilla-

tory fluid flow has the potential to upregulate multiple transcription factors involved

in distinct lineage pathways. For the purpose of developing regenerative medicine

therapeutics, it is not only necessary to determine if specific mechanical cues elicit

progenitor differentiation, but also the mechanism by which a cell transduces the

physical signal into a cell fate commitment. It has been demonstrated that exposure

to oscillatory fluid flow, a predicted mechanical signal in mature bone, regulates

progenitor cell differentiation via the activation of the RhoA–ROCKII pathway.

Additionally, it has been shown that tension within the actin cytoskeleton is

required for the activation of mechanosensors or signalling mechanisms involved

in the transduction of dynamic fluid flow into cell fate decisions [121].

By using a microfluidic device it can also be shown that the sheer stress can

increase the proliferation of osteoblasts. A microfluidic device was designed with

150-mm repetitive channels and 300 mm chambers in PDMS. The use of PDMS

ensures a good exchange with the cell culture [122, 123]. The microdevices make

dynamic cell culture conditions inside a microstructured geometry possible. The

proliferation and differentiation of osteoblastic cells (MC3T3-E1) were then

measured inside the microdevices under static and dynamic conditions, and the

results were compared with conventional cultures on a PDMS-coated Petri dish. It

was found that the cell viability was around 85% up to 1–2 weeks for shear stress

value under 5 mPa, while the activity of alkaline phosphatase (ALP), the enzyme

marker for osteoblasts, was also increased 7.5-fold [124]. The MC3T3-E1 could

also be successfully cultured in a glass microchip. The advantage of a glass chip is

that the screening of ALP activity can be performed with modified osteoblasts

expressing green fluorescent protein (GFP). It was found that in the case of

differentiation medium containing bone morphogenetic protein 2, the ALP activity

in the culture supernatant was enhanced 10-fold in the microchannel compared with

static conditions in a 48-well dish [125].
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6 High-Throughput Multi-array Chip

Stem cell culture will in future become the source of cells for preliminary drug

screening, reducing the need for costly animal experiments [126, 127]. To address

the problem of scalability, there is a need to perform tests on stem cells in a highly

parallel fashion. Microfluidic devices offer this possibility, while limiting the

amount of reagents and exercising precise control over the external cues. High-

density microfluidic arrays with 24 � 24 cell chambers have been used for cell

Fig. 15 Arrayed single cell

culture. Images of cells

cultured within the

microfluidic arrays are

shown. Cells were cultured

under continues perfusion

with an average velocity of

25 mm s�1 for over 24 h [130]

Fig. 16 Single-cell mRNA extraction microfluidic device, filled with food dye for illustration. All

flow channels are filled with yellow food dye, multiplexer control channels are filled with red dye,
collection and waste channels are in blue. Insets 1–4 show enlargements of four important areas of

the chip. After loading the cell suspension from the cell input inlet, single-cells are captured in the

cell lysis module (inset 1) within the flow channels (blue). The pump valves are green. The
separation valve is black. The lysis buffer is yellow [133]
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cytotoxicity studies [128], while a 16 � 16 array of 10 nL chambers has been

developed for gene expression studies using fluorescent reporter genes [129].

Single cells can also be studied in high-throughput fashion. Approximately 100

cells growing on trapping sites (Fig. 15) have been observed for over 24 h [130].

These high-throughput methods have also found their way into stem cell studies.

Quake’s work has demonstrated the possibility of using complex devices incorpor-

ating pumps and valves on a chip to control the distribution of reagents [131]. They

have shown that human MSCs can proliferate and differentiate and that the cell’s

motility can be affected in such a device [132]; later they developed a microfluidic

device to study the gene expression profiling in a single hESC. They measured the

absolute numbers of three mRNAs by translating them to cDNA on the same device

(Fig. 16) [133]. This method showed that hESC colonies are highly heterogeneous

cell populations regulated by different gene networks.

As with tumour spheroid production, multiarray chips were also used to produce

hESC aggregates. An anisotropically etched mould in silicon was used as a tem-

plate for pyramid-shaped PDMS wells for high-throughput production of aggre-

gates (Fig. 17) [135]. These chips were used to generate spatially and temporally

synchronised hESC aggregates, which can be used for further fundamental studies

in early human development processes. Another method used PEG-coated wells

Fig. 17 Micropatterned surfaces allow ultrahigh-throughput production of size-specified aggre-

gates. Surfaces patterned were generated in (a) poly(dimethylsiloxane) (PDMS) with wells of (b)

100, 200, 400 and 800 mM2. (c) Sections of PDMS textured with 400 mM wells were inserted into

wells in a 24-well plate. A single-cell suspension of hESCs was dispensed into the microwells.

After 24 h, the well contents were imaged, extracted and re-imaged. (d) Aggregates were formed

only in the presence of 10 mM of the ROCK inhibitor Y-27632, in the presence or absence of

centrifugation. Scale bars: 400 mM [134]
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with a diameter of 150 mm [134]. The harvested aggregates had a viability of more

than 95%. Other microwells of 100–130 mm in diameter have been fabricated by

hydrogel casting to a PDMS mould printed with PEG-modified Protein A. This

technique transfers the PEG into the bottom of the hydrogel microwells (Fig. 18). It

was shown that self-renewal of haematopoietic stem cells (HSCs) and long term

blood reconstitution can be induced by exposing the cells to either soluble or

tethered proteins [136].

7 Conclusion

Microfluidic devices are well suited to support 3D cell cultures, while controlling

their microenvironment. This allows for precise control over the viability, growth and

differentiation of cells or stem cells. In the right microenvironment, cells will be

functional and as such can be used as platforms for drug toxicity studies. The use of

human cell lines, or better still, hESCs to mimic in vivo complex structures in vitro

will enhance drug screening and reduce the need for animal testing. Microfluidics has

the advantage over other systems in that they can be readily used to simulate human

(disease) models, using precious human cells. This will have an advantage for drug-

related studies because animal models do not accurately capture human physiology.

96-well plate
or any other

format

400 microwells/well

120 µm

96 hr

0 hr

c

Fig. 18 Hydrogel microwell arrays can be placed on the bottom of any standard well plate to

culture single haematopoietic stem cells and track their behaviour [136]
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For example, if Michael Shuler’s work on animal-on-a-chip [84] had been

implemented earlier, the fatal side effects of the drug Naphthalene could have been

prevented because it would have not passed the preliminary studies. This example

shows the advantages of such systems and motivates us to continue with the study of

cells in microfluidics.
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Microfluidic Platform for the Study

of Caenorhabditis elegans

Weiwei Shi, Hui Wen, Bingcheng Lin, and Jianhua Qin

Abstract Caenorhabditis elegans is a well-established model organism for the

study of various biological areas. However, the procedures generally used for this

worm are limited by the low throughput, low automation, and imprecise delivery of

external stimuli. Microfluidics technology is emerging as an attractive and enabling

platform to overcome these problems. In this review, we summarize the current

microfluidic approaches for the investigation of behavior and neurobiology in

C. elegans, and discuss the trends of future development.
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Abbreviations

6-OHDA Neurotoxin 6-hydroxydopamine

C. elegans Caenorhabditis elegans
MPP+ 1-Methyl-4-phenylpyridinium ion

MPTP 1-Methyl-4-phenyl-1,2,3,6-tetrahydropyridine

PD Parkinson’s disease

PDMS Polydimethylsiloxane

RNAi RNA interference

1 Introduction

Caenorhabditis elegans has become a well-established model organism since the

pioneer work introduced by Brenner in 1963 [1]. Since its establishment as a model

organism, C. elegans has been an invaluable tool for biological research. An

immense spectrum of questions can be addressed using this small nematode,

making it one of the most versatile and exciting model organisms. C. elegans has
many unique features, including small size (1 mm long, 50 mm wide), hermaphro-

ditic, cell constant (959 in the adult hermaphrodite), transparent body, short life

cycle (about 3.5 days at 20�C), and ease of cultivation on agar or in liquid.

Moreover, C. elegans is the first multicellular organism that has a completely

sequenced genome, and its genome is surprisingly similar to that of humans (40%

homologous). Despite having a simple nervous system (comprised of only 302

neurons), C. elegans exhibits complex neuronally controlled behavioral modalities

(e.g., associative learning and the response to noxious stimuli) [2–6]. All of these

characteristics have made C. elegans an attractive model organism in genetics,

neurobiology and some other areas. At present, it is widely used in the study of cell

apoptosis, RNA interference (RNAi), aging, and drug discovery [7–9].

Although C. elegans has several unique advantages for the study of animal

biology, automated methods that have been applied to this model organism are

still few. Conventionally, the operations of C. elegans is usually performed on a

Petri dish or multiwell plate, which is handled manually and is time-consuming.

The worms are often cultured on agar or in liquid in large numbers, and the various

behaviors of worms in response to external stimuli have to be analyzed after

multiple procedures that include worm culture, stimulation, washing, sorting, and

detection steps. During this process, the procedures generally used are often limited

by low throughput, low automation, and the imprecise delivery of external stimuli.

For fluorescence imaging analysis, the individual worm has to be handled by

picking with a platinum wire and immobilizing with glue or anesthesia, and this

method potentially suffers from low efficiency and potential damage to the worm

after gluing. Therefore, it is desirable to explore a reliable, automated, and easily

integrated technique for C. elegans high-throughput assay.
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Advances in the application of microfluidics technology to biological assays

help to automate otherwise time-consuming experiments. In recent years, micro-

fluidics technology is emerging as an attractive and enabling platform for the study

of C. elegans, including their behavior and neurobiology [10–17]. The unique

properties of this technology lie in several aspects: first, the dimension of micro-

fluidic channel is a perfect match with the size of the tiny worm. Second, the ability

to manipulate small amounts of liquid makes it suitable for the manipulation of a

single worm or the precise delivery of external stimuli. Third, the use of transparent

materials such as polydimethylsiloxane (PDMS) allows for optical imaging. Last,

the capability to realize large scale integration makes it possible to handle a large

population of worms in parallel or in series for high throughput assay or screening

in drug discovery.

In this review, we aim to illustrate the current microfluidic approaches for the

investigations of behavior and neurobiology in C. elegans. The two kinds of

microfluidics-based platforms, channel and droplet formats for worm manipula-

tions, will be covered and the related applications offered by this technology will be

demonstrated.

2 C. elegans Manipulations on Microfluidics Platforms

2.1 C. elegans Manipulation in Microchannel Format

Worm manipulation in channel microfluidics format is the basis for diverse types of

applications in C. elegans research. The unique properties with this format include:

(1) The commonly used material, PDMS, is gas permeable, transparent, nonfluo-

rescent and biocompatible, and is suitable for worm handling and culture [18]. (2)

Complex structures for different applications are easily fabricated by soft lithogra-

phy [19, 20]. (3) The delivery of accurate stimuli (chemical, temperature, and

mechanical) to individual worm is more controllable. (4) Multiple functional

units can be assembled and diverse manipulations of worms can be processed

automatically and sequentially. At present, several worm manipulation methods

offered by channel-microfluidics have been proposed such as worm immobilization

[21–28], cultivation (gas/liquid) [29–31], controllable stimulation [32–37], screen-

ing [28, 38], locomotion sensing [39, 40], etc.

2.1.1 C. elegans Immobilization

Immobilization is required for the stable imaging analysis in C. elegans neuron

studies. Channel microfluidics provides a flexible, gentle, and reversible mechani-

cal manner for worm immobilization instead of the conventional “glue” method [41,

42], thus avoiding the side-effects of glue or anesthesia. Currently, there are mainly
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two mechanical immobilization methods, which we called “tapered channel” and

“microvalve control” methods. The former mainly makes use of channel geometry

to immobilize individual worms. A parallel microfluidic channel array with a

decreasing width (usually narrowed to ~10 mm) and a constant height (usually

30–50 mm) was designed to trap individual worms in the narrower regions of the

channels. Hulme et al. [21] (Fig. 1a) fabricated a microfluidic device consisted of an

array of 128 wedge-shaped microchannels to immobilize worms and a branching

network of distribution channels to deliver the worms to the array. With this device,

the researchers realized rapid immobilization of a large number of worms (more

than 100 worms within 15 min) without mechanical damage. Also, Allen et al. [22]

used a similar microfluidic chip to facilitate long-term fluorescence imaging of the

immobilized C. elegans. The latter method mainly makes use of a microvalve to

realize flexible control of the individual worms, which potentially enable the

parallel or reversible immobilization of multiple worms automatically. In this

method, the microvalve often contain a deformable PDMS membrane and a pres-

sure control channel, and the deflection of the PDMS membrane is utilized to

restrict the worm’s movement when a proper pressure (gas/fluidic) is applied to

the control channel (Guo et al. [23] and Ma et al. [26] (Fig. 1b). There are also some

other C. elegans immobilization methods including cooling (~4�C) [28] (Fig. 2b),
and increasing the CO2 concentration [25] of the C. elegans environment on

microfluidic chip, by which C. elegans lose their locomotion activities and become

immobilized. In comparison with the mechanical methods, cooling and CO2 meth-

ods result in complete immobilization of the worms. Also, some assistant

approaches such as suction channel [24, 27] (Fig. 1c) and temperature-sensitive

gel [31] have been developed for immobilizing C. elegans on microfluidics.

Fig. 1 Different methods for worm immobilization on a microfluidic platform: (a) tapered

channel array [21]; (b) microvalves [26]; and (c) suction channel array [27]
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2.1.2 Long-Term Cultivation

Long-term cultivation and maintenance is crucial for the investigation of many

aspects of C. elegans, such as aging. Channel microfluidics provides a potential

platform for the long term study of worms and this is mainly due to the capability to

enable the exchange of nutrition and excreta of worms in microchannels, and the

gas permeability offered by the PDMS material for necessary oxygen supply to the

worms. Kim et al. [29] and Hulme et al. [30] realized long-term culture of

C. elegans on microfluidic chips. The former researchers established a microfluidic

cultivation system in which centrifugal force was utilized to drive liquid, and the

processes of feeding and waste removal were accomplished automatically. The

population of C. elegans cultivated in the chip was monitored over a period of 14

days. The latter used a constant flow of Escherichia coli suspension to deliver food
and remove the waste of the worms continuously. The worms were cultured in the

chambers individually, and the body size and locomotion were characterized for

20 days.

2.1.3 Microenvironment Construction

C. elegans can sense and respond to even tiny changes (mechanical or chemical) in

its environment acing as a sensor. By using a well-designed microfluidic chip, the

mechanical microenvironment of C. elegans can be constructed and their move-

ment pattern or scope be restricted. By using the properties of channel microflui-

dics, various precise chemical stimuli could be delivered to C. elegans in any time,

type and concentration. Lockery et al. [32] and Park et al. [33] used a PDMS/agar

micropillar array to mimic the soil structure where C. elegans lived in the wild, and
studied different patterns of the locomotion of worms. Gray et al. [36] (Fig. 2a) and

Zimmer et al. [37] investigated the behavior of C. elegans in response to different

concentrations of O2 on different PDMS/agar hybrid chips. Qin et al. [43] estab-

lished several microfluidic mazes and investigated the exploration and learning

behaviors of wild-type C. elegans and the dopamine-poor mutant, cat-2. Zhang

et al. [44] use a four-choice maze to study the olfactory preferences of C. elegans.
Chronis et al. [34] and Chalasani et al. [35] realized the accurate and switchable

deliver of buffer or odor stimuli to the worm’s nose.

2.1.4 Sorting and Screening

C. elegans is an ideal model organism for the study of pathology and pharmacol-

ogy, the evaluation of its characteristics in a high-throughput manner is significant

for drug screening. Chung et al. [28] (Fig. 2b) fabricated a multivalve-integrated

microfluidic device that could identify the phenotype features of the tested

C. elegans and manipulate the worm positioning automatically with customized

software. Within this device, high-throughput worm screening based on
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morphological and intensity features was achieved at a rate of several hundred

worms per hour. On this basis, Crane et al. [38] changed the automatic classification

of worms into human decision-making and made the screening more flexible for

unidentified mutants.

2.1.5 Locomotion Sensing

C. elegans has demonstrated free mobility behavior in liquid and on agar, and the

mobility properties can be sensed by the micropillar-based mechanical sensor in

channel microfluidics. Park et al. [39] fabricated micrometer-scale piezoresistive

cantilevers as force–displacement sensors, and measured the mechanical properties

of C. elegans. For the same purpose, Doll et al. [40] used SU-8 force sensing pillars

to characterize the scale of interaction forces that worms generated during their

locomotion.

2.2 C. elegans Manipulations in Microdroplet Format

Droplet microfluidics is emerging as an attractive platform for biology research

[45, 46], and it has also been explored in the study of C. elegans in recent years. By
using this method, the generated array microdroplets can serve as microreactors and

have unique benefits for the flexible and high-throughput operations of individual

Fig. 2 (a) PDMS/agar hybrid chip enables the gradient generation of O2 concentrations for

investigating the behavior of C. elegans in response to different concentrations of O2 [36]. (b)

Multivalve-integrated microfluidic device that can manipulate worm position and screen mutant

worms automatically [28]
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C. elegans. Firstly, the droplet size can be flexibly controlled ranging from nano-

liters to microliters, which suits worm assay during all the developmental stages

(from embryo, egg, and larvae to adult). Secondly, the generation, transportation,

and manipulation of droplets are precisely controlled and can achieve dispersal

and delivery of individual worms. Thirdly, the high-throughput and high-content

characters of droplet microfluidics are more suitable for the analysis of large-scale

worms or large-scale experimental conditions at single animal resolution. Clausell-

Tormos et al. [47] encapsulated worm eggs into aqueous droplets in a gas-perme-

able PTFE tubing, and observed different stages including egg hatching, worm

growing and egg laying within the droplet. Shi et al. [48] (Fig. 3) integrated a

T-junction droplet generator and a droplet mechanical trapping array in a micro-

fluidic chip; realized automatic and continuous operations including droplet gener-

ation, individual worm encapsulation, and droplet trapping sequentially; and

investigated the mobility defects of C. elegans L1 larva induced by neurotoxin

MPP+ on this platform. In their recent study [49], a novel floatage-based droplet

trapping method was developed, and the microfluidic platform was improved by

coupling with a droplet floatage trapping array and a tapered channel immobiliza-

tion array. With this improved microfluidic chip, the studies of movement and

fluorescence features of individual worms could be investigated. In their experi-

ment, the mobility defects, dopaminergic (DAergic) neuron degeneration, and

increase in oxidative stress of adult C. elegans under the treatment of neurotoxin

6-OHDA were observed.

Fig. 3 Droplet-based microfluidic device integrated with a T-junction droplet generator and a

droplet mechanical trapping array. With this device, individual C. elegans can be encapsulated

into microdroplets and, after the droplets are trapped, the mobility behavior of the worms can be

investigated at single-animal resolution [48]
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3 Applications in the Investigations of C. elegans Behavior
and Neurobiology

Based on the proposed microfluidics platforms and incorporated functional elements,

diverse types of biological applications, including studies on behaviors and neurobi-

ology, have been demonstrated by using C. elegans as a model organism. Because the

worms can sense diverse kinds of stimuli, such as touching, temperature, chemicals

and ions, there is increasing interest in the characterization of the corresponding

behavioral phenotypes including locomotion, chemotaxis, thermotaxis, feeding,

egg-laying, and mating etc. These studies are extremely useful for the screening of

mutants, exploring the relationship between gene and neural circuit functions and

behaviors, and screening therapeutic drugs for neurodegenerative diseases.

3.1 Behavior Studies

3.1.1 Mobility Behavior

Determining the mobility patterns is important for characterizing various C. elegans
behaviors, including chemotaxis, electrotaxis, learning etc. On agar, wild-type

C. elegans crawl on the smooth surface and produce sinusoidal waves along the

body; in liquid, swimming of wild-type worms is usually characterized by a C-shaped

posture [50]. By using microfluidics, the format for the normal movement of

C. elegans was easy to investigate, and the various complex movement behaviors

in relevant microstructures (microchannels and micropillar array, etc.) could be

explored as well.

In 2005, Lange et al. [51] investigated the behavioral effects of spaceflight on

C. elegans in a microfluidic shadow imaging system. The activity of C. elegans in
liquid environment as a function of ambient temperature was measured, and an

increase in stroke frequency with temperature was found. In 2008, Shi et al. [48]

(Fig. 4a) used an array to disperse and deliver individual worms, restrict their

movement within the droplets, and study the mobility behavior induced by neuro-

toxin MPP+ of individual L1 larva that were encapsulated in microdroplets. The L1

stage worms showed an obvious mobility defect after treatment of MPP+: stroke

frequency decreased and omega- and tetanic-shape increased. Ma et al. [26]

(Fig. 4b) trapped individual C. elegans young adults in a microfluidic channel

array by switching the microvalve at the entrance, and characterized the mobility

behavior of adult worms in response to MPP+. It was found that the untreated

worms exhibited free movements, with more often sinewave-shape and C-shape

movement states in the imaging channels, whereas the worms after MPP+ treatment

were subjected to mobility defects, such as slow, titanic, and coiled movements.
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Lockery et al. [32] (Fig. 4c) and Park et al. [33] constructed micropillar structures in

microfluidic chips to mimic the natural soil environment where C. elegans live in
the wild, and investigated the mobility behavioral of the worms in this “artificial

soil”. These works showed the unique advantages of manipulating individual

C. elegans and the capability for parallel analysis of microfluidic platform.

Fig. 4 Characterization of C. elegans behaviors on different microfluidic platforms. (a) Droplet-

based microfluidic chip for encapsulating individual worms and studying their mobility defects

induced by neurotoxin [48]. (b) Microvalve-based microfluidic device for investigating the

mobility behavior of individual adult worms [26]. (c) Micropillar structures in microfluidic chip

to mimic the natural soil environment and investigate the mobility behavior of the worms in this

“artificial soil” [32]. (d) The worm’s movement in response to alternating electric fields in a

straight channel [52]. (e) Complex U-maze and continuous T-maze chip for investigating the

exploring and associated learning behaviors of C. elegans [43]
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3.1.2 Chemotaxis and Electrotaxis

C. elegans can display behavioral responses to external stimuli, for example

chemical gradients and electric fields, which are called chemotaxis and electrotaxis,

respectively [53, 54]. By using microfluidics, the range and conditions of the

applied stimuli can be controlled in a precise, flexible and repeatable way, and

the corresponding responses of large-scale C. elegans can be detected in real-time

[36, 52, 55, 56].

Gray et al. [36] established a hybridized PDMS/agar chip, and generated a stable

concentration gradient of oxygen in the chamber to study the behavioral responses

of C. elegans to oxygen, and found that the worms exhibited a strong behavioral

preference for 5–12% oxygen, avoiding higher and lower oxygen levels. Rezai et al.

[52] (Fig. 4d) described the worm’s movement response to alternating electric fields

in a straight channel and demonstrated that 1 Hz and higher frequency of alternating

current field can localize worms in the channel. This method could be used for

precisely controlling, directing, and transporting worms in C. elegans studies on
microfluidic platforms.

3.1.3 Learning

Behavioral plasticity is the unique characteristics of C. elegans due to its simple

nervous system and complex behavioral modalities. By using the microfluidic

platform, study of the learning behavior of C. elegans has been carried out through

a variety of chip designs. On a PDMS/agar hybridized microfluidic chip, Zhang

et al. [44] explored the pathogenic bacteria-induced aversive olfactory learning in

C. elegans, and studied the role of serotonin in the ADF chemosensory neurons

involved in C. elegans learning. Qin et al. [43] (Fig. 4e) presented a complex

U-maze and a continuous T-maze chip with PDMS and agar, and investigated the

exploring and associate learning behaviors of C. elegans, and demonstrated the

effects of dopamine on learning by evaluating the behavior of the cat-2 mutant in

the continuous T-maze assay. This work introduced microfluidic mazes as a

valuable new tool that could potentially encourage the research of C. elegans
behavior.

3.2 Neurobiology Studies

Despite owning a simple nervous system comprised of only 302 neurons, the

neurotransmitters, synaptic proteins and ion channels of C. elegans are highly

conserved with human beings. Moreover, owing to the transparent body of

C. elegans, the characteristics of neurons relying on the neuron fluorescence imag-

ing can be investigated conveniently. Combined with the unique features,

the microfluidic platform has been widely studied in the area of neurobiology on
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C. elegans, including neuron activity, neuron ablation and regeneration, and neuron

degeneration [14, 17]. Furthermore, human neurodegenerative diseases (like Parkin-

son’s disease and Alzheimer’s disease) models of C. elegans have been established

successfully through methods such as transgenic, mutant screening and drug inducing

[57–60]. Some related researches on pathogenesis and drug screening have also been

carried out.

3.2.1 Neuron Activity

Neuron activity is a fundamental area of study in neuroscience. By using the newly

emerged fluorescent calcium indicators, calcium transients in individual neurons in

living C. elegans can be tracked, and the activity of C. elegans nervous system can

be monitored accordingly [61]. Combined with simultaneous behavior analysis, the

behavior mechanisms of C. elegans can be studied at the neuronal level. Currently,
various microfluidic devices have been developed for the study of C. elegans
neuronal–behavior analysis [34, 35, 37, 62]. With these devices, the precise control

of the delivered stimuli and environment of C. elegans can be achieved, and

the neural functional imaging and corresponding behavior information can be

investigated simultaneously.

Chronis et al. [34] realized the neural functional imaging of individual

C. elegans in two microfluidic chips. In the first microfluidic chip (Fig. 5a), a single

worm was trapped in a channel that was slightly wider than the worm body, the

calcium transients in the AVA neurons were imaged, and the relationship between

the activity of AVE neurons and the direction of the traveling body wave of

C. elegans were investigated. In the second microfluidic chip, a single worm was

immobilized in a tapered channel with its nose exposed to a flowing stream, and the

calcium changes in ASH neurons were monitored. By switching the flow between

stimulus and control solutions, the relationship between ASH neuron activity and

the olfactory behavior of C. elegans were studied. Also, Chalasani et al. [35] used a
similar design to characterize the role of C. elegans olfactory neurons (AWC) and

interneurons (AIB and AIY) in information processing of food- and odor-evoked

behaviors. Zimmer et al. [37] (Fig. 5b) developed a specialized imaging micro-

fluidic device to deliver O2 stimuli to adult worms that were immobilized in a two-

layer PDMS chip and studied the calcium transients in individual URX and BAG

sensory neurons responding to O2 upshift and downshift. The results indicated that

URX and BAG were activated by increases and decreases in O2 levels, respectively.

3.2.2 Neuron Degeneration

Due to the unique properties of its nervous system,C. elegans has beenwell studied for
establishing models of human neurodegenerative diseases (like Parkinson’s disease,

PD) and revealing the pathological mechanisms of these diseases [57–60]. Neurotox-

ins 6-hydroxydopamine (6-OHDA), 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine
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(MPTP) or 1-methyl-4-phenylpyridinium ion (MPP+, the activemetabolite ofMPTP)

have been used to inducing DAergic neuron degeneration in C. elegans and to

simulate many symptoms of PD, like slow movement, rigidity, and tremor. Combin-

ing the established C. elegans PD model with microfluidics technology, it is possible

to find the pathogenesis of PD and discover potential preventive and therapeutic drugs.

Ma and others [26] (Fig. 6a) investigated the mobility defects and DAergic

neurons degeneration in individual mutant UA57 worms induced by MPP+ on a

program-controlled microvalve-based microchannel array. The possible mechanism

of these symptoms were discussed, and it was found that the mobility defects of

C. elegans are closely related to DAergic neurons loss caused by MPP +. This was

the first time that the mobility behavior and DAergic neurons features of individual

C. elegans had been monitored simultaneously in real-time. Then, on an integrated

droplet-based microfluidic device, Shi et al. [49] (Fig. 6b) characterized three

types of response, including mobility defects, DAergic neurons degeneration, and

oxidative stress increase, in UA57 and CL2166 worm strains induced by 6-OHDA.
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Fig. 5 Monitoring the activity of nervous system and simultaneous behavior of C. elegans.
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body wave of C. elegans in a microfluidic channel [34]. (b) Calcium transients in individual URX

and BAG sensory neurons of C. elegans respond to O2 upshift and downshift [37]
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The results indicated that the increased oxidative stress might be involved in the

process of neuron degeneration, leading to mobility defects.

3.2.3 Neuron Ablation and Regeneration

In neuroscience, understanding of the biological functions and regeneration

mechanisms of specific neurons plays a vital role in developing new therapies for

human neurological disease. Aiming at this problem, several researches were

carried out by the newly emerged femtosecond laser surgery for severing axons

(axotomy) in C. elegans [63]. This process often requires complete immobilization

of the worms and precise control of the environment. In such a case, microfluidics is

an ideal platform for neuron ablation operations and investigation of the subsequent

axonal regeneration activity.
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Fig. 6 Neurotoxins (a) MPP+ and (b) 6-OHDA induced degeneration of DAergic neurons in

mutant UA57 worms [26, 48]
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Guo et al. [23] (Fig. 7a) and Zeng et al. [24] (Fig. 7b) fabricated microvalve-

based and tapered-channel-based microfluidic devices for providing the precision

immobilization of C. elegans required by the surgery; they then severed axons with
a femtosecond laser pulse and investigated the subsequent axonal regeneration.

Chung and others [64] used the cooperation of a cooler and microvalves to restrict

the movement of C. elegans, and exploited software to realize automatic image

identification and cell ablation.

4 Conclusion and Perspective

The unique properties of microfluidics technology have proved it to be as an

important platform for the study of the morphology, development, behavior, and

neurobiology of C. elegans. Although great progress has been made in this area, the

investigations are still in the early stages. Some crucial issues should be considered

in terms of technically challenging and practical application. The design and

performance of microfluidic platforms have to be improved to meet the requirement

of biological research, and will ensure successful applications. The new microflui-

dic approaches have to be explored to interface with the existing system for a

versatile, automated, and high-throughput assay. Also, the new applications have to

be identified by the collaboration of scientists from bioengineering, MEMS, micro/

nano and biomedical sciences. We believe the utility of this technology will offer

invaluable biological information in future.
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