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Preface

Progress in all areas of the pharmaceutical sciences, from drug discovery and

biopharmaceutics to drug delivery and pharmaceutical technology, has long been

strongly connected to the development and application of analytical techniques.

Without the development of HPLC and its application to plasma samples, there

would be no plasma concentration time curves and no development of the concept

of bioavailability. Without solid-state analytical techniques, like X-ray powder

diffraction and thermal analysis, the importance of the solid-state form of a drug

on its pharmaceutical performance could not have been studied, let alone under-

stood, to name but two examples. This list could continue endlessly. But analytical

techniques have also evolved as pharmaceutical questions have been more clearly

stated. An example for this is the continuous development of dissolution testing,

initially used for the quality control of dosage form, to now also having physiolog-

ically relevant dissolution testing aiming to understand the performance of a dosage

form in vivo.
This book brings together a large range of analytical techniques of specific

relevance to the pharmaceutical sciences. The techniques are introduced to under-

stand their theoretical background, but also to highlight their pharmaceutical

applications. The book therefore, we hope, is equally interesting and enlightening

for skilled experts in the field of pharmaceutical sciences, as for young and

beginning researchers, including undergraduate and postgraduate students.

In our attempt to try to bring order into the plethora of analytical techniques

available today for the pharmaceutical scientist, we have divided the techniques in

this book according to their principle of measurement. The reader will find chapters

on spectroscopic techniques, diffractometric techniques, thermal techniques, sepa-

ration techniques, and many more. Whilst many methods probing the molecular,

particulate and bulk level are included, we are not claiming to have covered all

techniques available. We have aimed to collect the major techniques of particular

value to the pharmaceutical scientist today, techniques that formed the basis and

introduced other techniques. We further elaborate by explaining how their use in

drug and dosage form research should be facilitated.
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The pharmaceutical sciences and the analytical sciences will continue to be

intertwined in a fruitful and beneficial co-evolution ultimately to the benefit of

patients and society. We hope that through you, the reader, this book can make a

small contribution to this.

Copenhagen, Denmark Anette Müllertz
Glasgow, UK Yvonne Perrie

Copenhagen, Denmark Thomas Rades
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Chapter 1

UV/Vis Spectrophotometry and UV Imaging

Jesper Østergaard

Abstract The present chapter describes typical instrumentation and principles of

UV/Visible spectrophotometry and UV imaging measurements. The absorption of

light as a function of wavelength depends on the structural properties of molecules

as well as the solvent in which they are dissolved, including solvent polarity, pH,

temperature and the presence of complexing agents. The absorbance measured for

an analyte can be linearly related to concentration through Lambert-Beer’s law.

Instrument related and chemical parameters causing deviations from Lambert-

Beer’s law are discussed in relation to quantitative applications of spectrophotom-

etry. Practical issues to be considered in quantitative analysis are briefly covered, as

is the use of UV/Vis spectrophotometry for compound identification and physico-

chemical profiling, including pKa and kinetic studies. Recent UV imaging equip-

ment facilitating spatially (2D) resolved absorbance measurements in real-time is

described and selected applications in drug dissolution and release testing

reviewed.

Keywords Absorbance • Dissolution/release testing • Drug quantification •

Kinetics • Lambert-Beer’s law • Physicochemical profiling • Spectrophotometer •

UV imaging • UV/Visible spectrophotometry • UV/Visible spectroscopy

1 Introduction

Light is electromagnetic radiation characterized by a number of waves having

different wavelengths or photons carrying varying amounts of energy. Pharmaceu-

tical applications of ultraviolet-visible (UV-vis) spectrophotometry concern light in

the wavelength range 190–800 nm. The relevant ultraviolet (UV) range is from

190 to 400 nm and the visible region, recognized by the human eye, is from 400 to

800 nm. Light is characterized by the wavelength λ defined as the distance between
two crests of a wave and the energy of the light (E) is related to the wavelength by:

J. Østergaard (*)

Faculty of Health and Medical Sciences, Department of Pharmacy, University of Copenhagen,

Universitetsparken 2, Copenhagen 2100, Denmark
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E ¼ ch

λ
ð1:1Þ

where h is the Planck’s constant and c is the speed of light. Consequently, light with
different wavelengths holds different amounts of energy; the lower the wavelength

the higher the energy. This has implications for the interaction of light with matter.

Molecules absorb light when the incident photon possesses energy equal to the

energy difference between two allowed states of the valence electrons. Thus

absorption of light occurs when energy from the photon promotes an electron to a

higher energy state. The exited molecules give up the absorbed energy through the

radiation of heat returning to their initial ground state. The ability of a molecule to

absorb light as a function of wavelength is represented in a UV-visible absorption

spectrum and will depend on the molecular structure. Functional groups and

structural elements absorbing light are termed chromophores. The UV-visible

spectrum may be helpful in compound identification and for determination of

physical chemical properties. However, the main application of UV-vis spectro-

photometry is related to the quantification of compounds.

2 Principles of Measurement

2.1 Lambert-Beer’s Law

The absorption of UV and visible light is quantitatively described by the laws of

Lambert and Beer. According to the law of Lambert, each layer of the medium

through which the light is passing absorbs an equal fraction of light which is

independent of the intensity of the incident light; thus, along the light path there

is an exponential decay in the light intensity. Beer’s law states that the amount of

light absorbed is proportional to the number of chromophores present in the

medium that the light is passing through. In other words, the amount of absorbed

light is proportional to the concentration of the absorbing species (chromophores).

These two laws are often combined into what is often referred to as Lambert-Beer’s,
Beer-Lambert’s or simply Beer’s law:

log10
Io
I

� �
¼ log10

1

T

� �
¼ A ¼ εbc ð1:2Þ

where Io is the intensity of the incident light, I is the intensity of the transmitted

light, T is the transmittance given by (I/Io), A is the absorbance, ε is the molar

absorption coefficient (unit: L mol�1 cm�1), b is the light path (the length of

medium through which the light is passing; commonly given in cm), and c is the

concentration of the absorbing molecule (mol L�1). Lambert-Beer’s law is valid

only if the light is monochromatic, that is, the radiation is of only a single

4 J. Østergaard



wavelength. The laws of Lambert and Beer apply to mixtures containing several

absorbing molecules (1, 2, 3 . . . n) provided interactions between the molecules

affecting their spectra are absent:

A ¼ ε1bc1 þ ε2bc2 þ ε3bc3 þ � � � þ εnbcn ð1:3Þ

Frequently, different concentration units are applied. It may be convenient to use

the specific absorbance (A1 %
1 cm

�
for conversion between absorbance and concentra-

tion when the molecular weight (Mr) is unknown or the concentrations given in

gram or milligram per volume:

A ¼ A1 %
1 cmbc ¼

10ε

Mr
bc ð1:4Þ

As will be apparent from the following the absorbance of molecule is dependent on

the solvent, pH, molecular interactions, and temperature in addition to structure and

wavelength.

2.2 Deviations from Lambert-Beer’s Law and Sources
of Error

The proportionality between absorbance and concentration inferred by Eq. (1.2) is

not always observed, causes for deviation from Lambert-Beer’s law may be of

chemical as well as instrumental origin (Fifield and Kealey 2000; Hage and Carr

2011; Sommer 1989). At high drug or analyte concentrations (typically >0.01 M)

deviations from linearity may be observed due to refractive index changes and

because the close proximity of the absorbing molecules will affect their charge

distribution and lead to alterations in their absorptivity. Furthermore, the com-

pounds should not take part in reactions, such as self-association reactions and

chemical degradation which may lead to changes in absorbance. Particles present in

the sample will also lead to deviations from Lambert-Beer’s law due to light

scattering.

Experimentally it is not possible obtain monochromatic radiation. In practice the

sample is exposed to polychromatic radiation of a certain wavelength range (Δλ),
the more narrow the band of wavelengths, the better since polychromatic radiation

leads to deviations from Lambert-Beer’s law. This deviation is most significant

when there is a large variation in the molar absorption coefficient ε as indicated in

Fig. 1.1. Consequently, for quantitative work, a relatively narrow wavelength range

where there is only a small change in absorptivity should be selected; this is

normally found at the absorption maximum. A compromise is sought since a narrow

slit width (spectral bandwidth) leads to a low energy throughput and thereby

reduced sensitivity due to signal-to-noise degradation. On the other hand, an overly

1 UV/Vis Spectrophotometry and UV Imaging 5



large slit width of the monochromator (or band pass of a band pass filter) will lead to

deterioration of spectral details (G€or€og 1995; Sommer 1989).

Deviation from Lambert-Beer’s law can also occur due to stray light. This is

light that reaches the detector without having passed through the sample due to light

scattering within the instrumentation or light entering from outside the instrument.

As apparent from Eq. (1.5) stray light will give rise to negative deviations from

Lambert-Beer’s law:

A ¼ log10
Io þ Is
I þ Is

� �
ð1:5Þ

where Is is the stray light intensity. Errors due to stray light are most predominant at

wavelengths where the intensity of the light source is low.

3 Instrumentation

The basic components for UV/Visible spectrophotometry include a light source, a

wavelength selector, a sample compartment (often a cuvette or flow cell) and a

detector. Two optical configurations are applied normal optical setup where wave-

length selection occurs before the light passes the sample and the reverse optical

configuration where dispersion of the light occurs after the sample. Two basic types

of detectors are used, photomultiplier tubes or semiconductors, the latter including

photodiodes and charge coupled devices. Below the basic features of common types

of spectrophotometers (single beam spectrophotometer, double beam spectropho-

tometer and array detector spectrophotometer) and a relatively new UV imaging

instrument are outlined.

Fig. 1.1 Effect of wavelength selection and polychromatic light on calibration curves. Left, UV
absorbance spectrum. Right, calibration curves

6 J. Østergaard



3.1 Single Beam Spectrophotometers

The classical single-beam UV spectrophotometer commonly employs deuterium

arc (160–375 nm) and tungsten-halogen (350–2500 nm) lamps as the light sources.

A monochromator is placed between the light sources and the sample for selecting a

narrow wavelength range to be passed through the sample. The intensity of the light

escaping the sample is measured using a photo multiplication tube or a photodiode

(Fig. 1.2). For absorbance measurements to be made according to Eq. (1.2) mea-

surement of Io and I is needed. However, the light will to some extent be reflected

and/or absorbed at the interfaces encountered in the spectrophotometer, e.g., the

walls of the sample cuvettes, leading to a decrease in light intensity. Since we are

interested in the absorbance of a drug substance dissolved in a suitable solvent or

solution (reference), the decreases in light intensity not related to the analyte are

taken into account by measurement of the light intensity passing through the sample

relative to a measurement performed using an identical cuvette containing only the

solvent. In the single-beam instrument these measurements must be made one at a

time which requires that the absorbance of the blank is adjusted to zero followed by

measurement of the sample. Thus with aid of the instrument the absorbance is

determined according to:

A ffi log10
Iref

Isample

� �
ð1:6Þ

rather than Eq. (1.2). Iref and Isample are the intensities of the light transmitted

through the reference (sample holderþ solvent) and sample (sample

holderþ solution), respectively. It is crucial for measurements in the single-beam

instrument that all other parameters, than the drug substance (analyte) concentra-

tion, are kept constant. Thus, the solvent/solution as well as the sample container

(often a cuvette) should be the same or similar to avoid errors. This also put

demands to the constancy of the radiation output of the light source, the detector

and the electronics since the measurement of the sample of interest and the

reference are separated in time. To compensate for variation in light intensity

provided by the lamp, some systems have an electronic compensation system, a

so called split-beam arrangement, diverting part of the light before passing the

sample allowing stabilization of source intensity (Rouessac and Rouessac 2007).

3.2 Double Beam Spectrophotometers

In the classical double-beam UV-vis spectrophotometer (Fig. 1.2), the time gap

between reference and sample measurement is eliminated. Using a chopper the

beam is split into two parallel beams, one passing through a reference cell and the

other through the sample cell (Fig. 1.2). This setup, where the absorbance values of

1 UV/Vis Spectrophotometry and UV Imaging 7



the reference and sample are measured simultaneously allows measurements to be

done faster and with greater accuracy since error due to drift is eliminated. High

performance instruments are usually equipped a deuterium arc and a tungsten-

halogen lamp, a double monochromator for reducing stray light and allow for the

selection of spectral bandwidth. The scanning of an absorbance spectrum may take

several minutes since the wavelength scan is achieved by the monochromator

Fig. 1.2 Schematic representation of the general design of a (a) single beam spectrophotometer

with split-beam design, (b) double beam spectrophotometer, and (c) photodiode array

spectrophotometer

8 J. Østergaard



physically rotating. Overly fast recording speed may lead to distortion of the

absorbance bands and displacement of maxima (G€or€og 1995).

3.3 Photodiode Array and Charge-Coupled Device
Spectrophotometers

Many newer spectrophotometers do not have a monochromator and photo multi-

plication tube but rely on the reversed optical design utilizing a photodiode array

(PDA) or a charge-coupled device (CCD) detector for wavelength selection and

detection. A photodiode is a photosensitive element capable of measuring the

intensity of light striking it. A schematic representation of a PDA UV-vis spectro-

photometer is shown in Fig. 1.2. The sample is irradiated with polychromatic light

which after transmission through the sample hit a reflection grating which disperses

the light onto the array according to wavelength. Each photodiode measures the

light intensity for a defined wavelength interval depending on its position in the

array. The PDA can be read very fast as compared to spectrophotometers using a

scanning monochromator for wavelength selection allowing UV-vis spectra to be

recorded within ~100 ms as compared to �1 min. The wavelength resolution of

PDA spectrophotometers is determined by the number and size of the photodiodes.

CCDs utilize different photosensitive elements and are increasingly replacing

PDAs as detectors in spectrophotometers. The performance of CCDs is better

approaching that photomultiplier tubes (Skoog et al. 1998). In addition, CCDs are

two-dimensional thus providing more detector elements, pixels. PDA and CCD

spectrophotometers are often made in single-beam configuration utilizing either a

deuterium arc and a tungsten-halogen lamp or a xenon arc lamp as the light source.

3.3.1 Micro-volume Spectrophotometers

In traditional UV-vis spectrophotometers, a quartz cuvette or flow cell is used for

maintaining the well-defined light path needed for quantitative work. However,

cuvette-free spectrophotometers are available with variable, short light paths min-

imizing the need for sample dilution of concentrated samples as well as allowing

measurements to be performed with minute sample volumes (0.3–2 μL) (Implen

GmbH 2014; Picodrop Ltd 2014; Thermo Fischer Scientific Inc 2014). This type of

spectrophotometer is of interest when the sample volume is sparse and finds wide

use in protein quantification and nucleic acid analysis. Figure 1.3 exemplifies one of

the strategies taken in micro-volume spectrophotometry.
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3.3.2 UV Fiber Optic Probes

Optical fibers have led to the development of additional types of spectrophotome-

ters. Among these UV-vis fiber optic probes, often comprising a pulsed Xenon lamp

and an array detector, have attracted a lot of interest, particularly in relation to

dissolution testing and pKa determination. Figure 1.4 shows the schematic of

Fig. 1.3 Schematic representation of micro-volume spectrophotometer measurement cell design

(Implen NanoPhotometer). A droplet (0.3–3.5 μL) is pipetted on the window and positioning of the

cap ensures a well-defined light path. White light passes through the sample twice due to reflection

at the mirror in the cap. The spectrophotometer uses a monochromator placed between the sample

compartment and the detector for wavelength selection. Reproduced with courtesy of Implen

GmbH
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Fig. 1.4 Schematic representation of fiber optic probe spectrophotometers. Fiber optic probe

systems utilizing (a) monochromator and (b) PDA/CCD detector. Schematic representations of (c)
selected probe designs. Modified from Inman et al. (2001) and Rouessac and Rouessac (2007)
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UV-vis fiber optic probe designs. Special light shield designs facilitate the use of

optic probes for absorbance measurement even in the presence of normal/outside

light. With the use of array detectors, real time monitoring with full range UV-scans

can be achieved with the additional benefit of eliminating sample handling. Since

sample filtration is not performed in in situ concentration monitoring using fiber

optic probes as normally done in off-line UV/Vis spectrophotometric or HPLC

analysis special attention has to be directed at matrix effects. In addition to light

absorbed by the analyte, the apparent absorbance may change due to particulates

originating from excipients as well as the analyte (drug) subject to investigation.

Procedures have been developed capable of taking into account effects of particles

scattering light (Wiberg and Hultin 2006). However, awareness is rising that

nanoparticulates (excipient or drug) capable of both absorbing and scattering UV

light represent a complex scenario (Van Eerdenbrugh et al. 2011).

3.4 UV Imaging

The types of spectrophotometers discussed so far are designed for absorbance

measurements in homogeneous solutions. UV imaging instrumentation has

occurred which facilitates spatially resolved absorbance measurements (Østergaard

et al. 2010, 2014a). The key components of the commercially available UV imaging

instruments are a pulsed Xe lamp, a band pass filter for wavelength selection, fiber

optic cable, a quartz flow cell or cuvette and a 7� 9 mm2 complementary metal

oxide semiconductor (CMOS) censor chip as sketched in Fig. 1.5. The censor array

composed of 7� 7 μm2 pixels (photosensitive elements) is used to provide the

spatial resolution and consequently only a single wavelength can be applied. Most

CMOS sensor chips are not sufficiently sensitive to light at wavelengths below

~250 nm and the system utilizes a special Actipix® technology for converting light

from the UV range to the visible range upon emergence from the sample prior to

striking the array. The working wavelength range explored for the system is

200–640 nm, thus, the instrument is not limited to the UV wavelength range. The

configuration is in most aspects similar to a single-beam spectrophotometer in the

sense that reference images have to be attained prior to inserting and imaging the

sample subject to study.

4 Applications of UV/Visible Spectrophotometry

4.1 Qualitative Analysis

Which compounds absorb light in the UV and visible wavelength range and what

determines the appearance of their absorbance spectrum? As discussed above the
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absorption of UV and visible light is due to the excitation of electrons to higher

energy levels. Excitation of electrons in C-H and C-C single bonds requires a lot of

energy and is restricted to wavelengths below 185 nm (the vacuum UV region).

Compounds that absorb light in the UV-vis range above ~185 nm contain electrons

taking part in chemical bonding and are shared by several atoms, or, unshared

electrons localized about an O, N, S or halogen atom. The saturated functional

groups containing O, N, S or halogen atoms are termed auxochromes because they

exhibit limited absorbance themselves but significantly affect the absorbance of a

molecule (shifting λmax towards longer wavelengths and increasing ε) when the

unshared electron pair can interact with aromatic rings or conjugated double bonds.

Functional groups absorbing light are called chromophores. Double and triple

bonds, e.g., C¼C, N¼N, C¼N, C¼O, C�C, and C�N are examples of chromo-

phores. They have relatively weak absorbance above 200 nm when occurring

isolated. If the chromophores are separated by at least two single bonds, interaction

between the chromophores is absent and the spectrum approximates the sum of the

spectra of the individual chromophores. However, the conjugation of chromo-

phores, allowing delocalization of the π-electrons, leads to shift of the absorbance

a

b
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Fig. 1.5 Schematic representation of commercially available UV imaging instrumentation. (a)
Key components of the instrument. (b) Side view of flow cell. With permission from Springer

ScienceþBusiness. Copyright ©2010 (Østergaard et al. 2010)
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maxima (λmax) towards longer wavelengths (bathochromic shifts) and increased

absorptivities (hyperchromic shifts) (Fifield and Kealey 2000; G€or€og 1995;

Rouessac and Rouessac 2007; Skoog et al. 1998). The following terminology is

commonly applied when describing changes in UV spectra due to environmental or

structural changes leading to changes in electron distribution of a molecule:

Bathochromic (red) shift: shift of λmax towards longer wavelength

Hypsochromic (blue) shift: shift of λmax towards shorter wavelength

Hyperchromic shift: increase in absorptivity

Hypochromic shift: decrease in absorptivity

Molar absorption coefficients vary in the range 0–105 in UV-vis spectrophotom-

etry. The magnitude of ε depends on the size of the chromophore and the proba-

bility that a collision with the photon leads to excitation/transition. It follows from

above that compounds having many double and triple bonds, aromatic rings and O,

N and halogens tend to absorb light strongly. Based on semi-empirical rules it is

possible to estimate or calculate λmax from structural properties for a number of

molecules (G€or€og 1995). This may, however, be of limited value in practical work.

The environment to which the molecule is exposed will affect the shape of the

spectrum. Important environmental parameters include temperature, pH, ionic

strength, solvent properties (refractive index, polarity, permittivity, donor power

or acid-base properties), chemical equilibria, and presence of surfactants or com-

plexation agents. The absorbance spectrum of a compound may depend on instru-

ment parameters slit width and scanning speed, broad band passes and high

scanning speeds leading to the distortion of the spectrum (Sommer 1989).

Due to the dependence of the absorbance spectrum on the molecular structure

alluded to above, UV-visible spectrophotometry may be helpful in compound

identification. UV-vis spectrophotometry is included in the pharmacopoeia as a

secondary method for compound identification. It may be applied together with one

or two additional methods for compound identification as an alternative to infrared

(IR) spectroscopy which is the primary method. Absorbance spectra have less

features and details and UV spectrophotometry, thus, is less specific than IR

spectroscopy. By comparison to a reference spectrum it is possible to render

probable that the material is the intended substance or not and to assess whether

it may be contaminated with impurities absorbing light in the UV or visible range

(Hansen et al. 2012). Furthermore, absorbance spectra serves as an important

starting point for development of quantitative analytical methods using spectro-

photometry or separation techniques, e.g., HPLC or capillary electrophoresis (CE),

applying UV-vis detection.

4.2 Quantitative Analysis

The basis for quantitative spectrophotometric analysis in the UV-visible range is

Lambert-Beer’s law (Eq. (1.2)). Frequently, a calibration curve is first constructed
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by measurement of standard solutions of known concentrations at a selected

wavelength (often λmax) providing suitable sensitivity. This is followed by mea-

surement of the absorbance of the compound of interest, the analyte, under similar

conditions. It is important that the matrix of the standards and samples is identical,

e.g., with respect to solvent composition, pH and temperature, otherwise significant

errors may be introduced. In cases where it is not possible to prepare standard

solutions matching the composition of the sample matrix, the procedure of standard

addition may be applied. In standard addition, known quantities of the pure analyte

are added to the sample while the absorbance of the sample is measured before and

after addition of the analyte. In this way calibration is done in the sample minimiz-

ing possible matrix effects and the analyte is quantified using Lambert-Beer’s law
(Hansen et al. 2012; Skoog et al. 1998). For complex samples, separation of the

sample components prior to spectrophotometric analysis as in HPLC or CE is often

the preferred approach although quantitative analysis in multicomponent systems

as covered briefly below may constitute a feasible option.

For determination of the content or purity of pharmaceutical raw materials UV

spectrophotometric assays are described in the pharmacopoeia. Detailed examples

and guidance on how to perform such assays can be found elsewhere (Hansen

et al. 2012; Watson 2005). The content range specified for a well-defined chemical

compound is strict and depends to a large extent on the precision of the analytical

method applied. For UV spectrophotometric assays the range is often 97.0–103.0%

(w/w) because three times the standard deviation is within 3%. The upper limit is

above 100% because of the analytical uncertainty and lack of specificity and may

be lower to accommodate the presence of impurities (Hansen et al. 2012). Assays

for content can usually be performed with better precision using titration (range

99.0–101.0%) or HPLC (range 98.0–102.0%). Convenience, simplicity of opera-

tion and method development, and instrument availability may merit the use of

UV-vis spectrophotometry. For verification of instrument performance the wave-

length scale, absorbance scale, resolution and stray light limits should be checked

(Council of Europe 2014).

UV-vis spectrophotometry may be applied to determine the quantitative com-

position of samples containing multiple analytes. It is a prerequisite that the

individual spectra of the analytes are known and that the absorbance values for

the individual analytes are additive, i.e., that Eq. (1.3) is valid. In the simplest case,

a solution containing two components 1 and 2 at concentrations C1 and C2,

measurement at two wavelengths λa and λb is sufficient for quantification. From

standard solutions of known concentrations of the individual analytes the wave-

lengths λa and λb are selected and the molar absorption coefficients εa1, ε
a
2, ε

b
1 and ε

b
2

are determined. Solving the set of two simultaneous equations upon measurement

of the absorbance of the sample at λa and λb (b is the light path of measurement

cuvette, often 1 cm):

λa: Aa ¼ εa1 bC1 þ εa2 bC2 ð1:7Þ
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λb: Ab ¼ εb1 bC1 þ εb2 bC2 ð1:8Þ

will provide the composition of the sample in form of C1 and C2. A similar

procedure is feasible for three-component systems but becomes impractical and

inefficient when additional compounds are present. The approach works well when

the UV-vis spectra of the analytes are very different; close similarity of the

individual analyte spectra will lead to less precision since small measurement errors

can lead to large variations in the result. Impurities not taken into account constitute

an additional source of error. The simple approach illustrated above is hardly used

today, quantitative analysis software is applied and a large number of data points

from the spectra are utilized providing increased selectivity and accuracy in addi-

tion to convenience. In addition to multi-wavelength linear regression analysis,

methods based on partial least squares, principal component regression or multiple

least squares find use in multi component quantification (G€or€og 1995; Perkampus

1992; Rouessac and Rouessac 2007; Sommer 1989).

To conclude this section it is worth to note that a variety of more specialized

spectrophotometric approaches for quantification has been established, e.g., differ-

ence spectrophotometry, derivative spectrophotometry, dual-wavelength spectro-

photometry and spectrophotometric titration (G€or€og 1995; Perkampus 1992;

Sommer 1989).

4.3 Physicochemical Properties

4.3.1 pKa Values

As alluded to above, a change in solution pH often affects a change in absorbance

spectrum of a drug substance. Figure 1.6 shows the pH dependent changes in the

absorbance spectra of pyridoxine HCl (pKa 4.90; 8.89 (Avdeef 2012)). The deter-

mination of ionization constants and pKa values is possible from such absorbance

changes. Two isobestic points are indicated in Fig. 1.6. At such intersection points

in the spectra the molar absorptivities of the two forms are identical, consequently

this wavelength cannot be used for pKa determination. The apparent acidity con-

stant (mixed constant) for a monoprotic acid HA is given as:

K
0
a ¼

aHþ A�½ �
HA½ � ¼ aHþα

1� α
ð1:9Þ

where aHþ is the hydronium ion activity, [HA] and [A�] are the concentrations of HA
and A�, respectively, and α is the degree of dissociation (α¼ [A�]/([HA]þ [A�]).
The absorbance of a solution containing the acid HA and the conjugate base A� at the

total concentration Ct¼ [HA]þ [A�] is:
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A ¼ εHAb HA½ � þ εA�b A�½ � ð1:10Þ

The absorbance, AHA, of a solution containing HA entirely at the acidic form

(Ct¼ [HA]) is given by:

AHA ¼ εHAbCt ð1:11Þ

and, similarly, for the absorbance, AA� , for a solution containing HA entirely on the

deprotonated form (Ct¼ [A�]):

AA� ¼ εA�bCt ð1:12Þ

The absorbance of a solution containing HA and A� may be expressed in terms of

the total acid concentration and the degree of dissociation, α:

A ¼ εHAb 1� αð ÞCt þ εA�bαCt ð1:13Þ

which upon insertion of Eqs. (1.11) and (1.12) leads to:

A ¼ 1� αð ÞAHA þ αAA� ð1:14Þ

Substitution of Eq. (1.14) into the acidity constant (Eq. (1.9)) and rearrangement

leads to:

Fig. 1.6 UV spectra of pyridoxine at various pH
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pK
0
a ¼ pH � log

AHA � A

A� AA�
ð1:15Þ

Equation (1.15) allows the determination of the mixed pK
0
a from solutions of HA

on its fully protonated and deprotonated forms and a solution of known pH when a

wavelength for detection can be found where the acid and base forms have different

absorptivity (Connors 1987; Perkampus 1992). Thermodynamic pKa values can be

determined by inclusion of the Debye-Hückel equation. For polyprotic compounds,

such as pyridoxine HCl, the procedure outlined here requires the pKa values to

differ four units. Again, effective advanced data analysis procedures utilizing the

entire absorbance spectra have been developed (Avdeef 2012; Tam and Takács-

Novák 1999, 2001).

4.3.2 Equilibrium Constants and Complexation

UV and visible spectrophotometry can be applied broadly to the characterization of

equilibria and complexation phenomena. The determination of acidity constants

touched upon in the previous section can be considered a special case hereof.

Frequently, molecular interactions lead to changes in electron distribution and

consequently altered absorbance spectra. Spectrophotometry has for instance

been used for determination of drug substance—cyclodextrin complexation

(Connors 1987; Mura 2014). Connors has detailed approaches and equations for

data analysis (Connors 1987).

4.3.3 Kinetics and Reaction Monitoring

Spectrophotometry is a powerful method for monitoring chemical reaction kinetics,

provided that there is proportionality between absorbance and concentration for

both reactants and products, i.e. adherence to Lambert-Beer’s law, and that there is

an experimentally satisfactory difference between the absorbance of the reactants

and the products (Connors 1990; Jencks 1987; Perkampus 1992). The experimental

conditions can often be selected in a manner that the reaction under investigation

follows pseudo first order kinetics and under such conditions determination of the

rate constant or half-life is particularly convenient. For the reaction:

R ! P ð1:16Þ

the initial conditions (t¼ 0) are [R]¼ [R]0 and [P]¼ 0 and mass balance consider-

ations define

R½ �0 ¼ R½ � þ P½ � ¼ P½ �1 ð1:17Þ
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where [R]0 is the reactant concentration at t¼ 0 and [P]1 is the product concen-

tration when the reaction has come to completion. Lambert-Beer’s law provides the

relations below:

A0 ¼ εRb R½ �0 ð1:18Þ
A1 ¼ εPb P½ �1 ð1:19Þ

At ¼ εRb R½ � þ εPb P½ � ð1:20Þ

where A0, At and A1 are the absorbance of the reaction mixture at t¼ 0, t¼ t and

t¼1. The absorbance values can be substituted into the integrated first order

equation:

ln
R½ �
R½ �0

¼ �kt ð1:21Þ

leading to Eq. (1.22a) or (1.22b) depending on A0 or A1 attaining the larger value:

ln
At � A1
A0 � A1

¼ �kt ð1:22aÞ

ln
A1 � At

A1 � A0

¼ �kt ð1:22bÞ

The determination of the pseudo first order rate constant for the hydrolysis of ethyl

phenyl carbonate in alkaline solution by UV spectrophotometry is shown in Fig. 1.7

(Østergaard and Larsen 2007). The UV spectra of ethyl phenyl carbonate, the

reaction products and phenolate are shown in Fig. 1.7a. The change in absorbance

as a function time at the selected wavelength 287 nm and data analysis in accor-

dance with Eq. (1.22b) are depicted in Fig. 1.7b, c, respectively. The hydrolysis of

ethyl phenyl carbonate and a series of related carbonate esters was investigated in a

prodrug context with the aim of characterizing the susceptibility towards hydrolysis

in a wide pH range and generation of pH-rate profiles. UV spectrophotometry is

well-suited for these simple systems where reactants and products are well defined.

Analysis at several wavelengths, for instance using a diode array spectrophotom-

eter, increases confidence that secondary reactions are not occurring during incu-

bation (the determined rate constant should be independent of the wavelength).

However, for complex reactions the use of a separation method such as HPLC may

be advantageous in elucidating the reaction processes, although also more labor

intensive. Perkampus describes rate equations in which concentration has been

substituted with absorbance for second order reactions as well as consecutive and

parallel reactions (Perkampus 1992). Also, special equations have been derived for

the systems where it is not feasible to follow the reaction to completion (Connors

1990; Jencks 1987; Perkampus 1992).

UV-vis spectrophotometry is feasible for kinetic studies lasting less than 1 min

to hours and even days. In kinetic experiments, the mixing of the reactants leads to a
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dead-time (perhaps 5–10 s in a cuvette-based spectrophotometer) in which reliable

data cannot be obtained. Special stopped-flow spectrophotometers should be

applied for monitoring very fast processes where effective mixing allows monitor-

ing of reactions on the millisecond scale. For experiments lasting for longer periods

of time special cuvettes or cells should be used to prevent vaporization and

Fig. 1.7 Application of UV

spectrophotometry to

monitor the hydrolysis of

ethyl phenyl carbonate in

0.01 M NaOH at 37 	C. (a)
UV spectra of ethyl phenyl

carbonate (1.1 � 10�4 M) in

H2O (gray trace) and upon

incubation in 0.01 M NaOH

(black solid trace) and of

phenol (1.0 � 10�4 M) in

H2O (dotted trace) and in

0.01 M NaOH (dashed
trace). (b) Absorbance at
287 nm as a function of time

for reaction mixture initially

containing 1.0 � 10�4 M

ethyl phenyl carbonate in

0.01 M NaOH at 37 	C. (c)
Plot of ln(A1�At) versus

time (equivalent to

Eq. (1.22b) for

determination of the rate

constant kobs). Data from

Østergaard and Larsen

(2007). Note: Only one of
six experiments conducted
in parallel is shown. Hence,
the relatively few data
points and lack of data
points in the early phase of
the reaction due to the time
required for starting and
mixing six solutions
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instrument drift must be avoided. Good temperature control is often maintained by

the use of a water bath and circulating water. Investigation of kinetics by spectro-

photometry is attractive because spectrophotometers capable of operating several

cells at the same time are available and handling and disturbance of the sample

subject to study are avoided. The sample, however, has to be photochemically

stable.

Enzyme kinetics is a related huge area of application of UV/Vis spectrophotom-

etry. Accounts on the use of spectrophotometric assays for characterization of

enzyme catalyzed reactions is given elsewhere (John 1992).

4.3.4 Dissolution Testing

In formulation development and as a part of quality control dissolution testing is

widely employed and therefore deserves special mentioning. The USP dissolution

testing apparatus 2 is the most commonly used device for oral solid dosage forms.

Traditionally, samples are withdrawn manually over time and analyzed by HPLC or

spectrophotometry. The approach is labor intensive, prone to operator errors and

provides limited number of data points on the dissolution profile due to sample

capacity limitations (Lu et al. 2003; Mirza et al. 2009; Wiberg and Hultin 2006;

Zhang et al. 2013). Consequently, fiber optic probes (Sect. 3.3) have received a

great deal of attention by providing continuous monitoring of the dissolution

process and improved data precision by eliminating manual steps. Changes in the

hydrodynamic conditions due to immersion of the fiber optic probe into the

dissolution medium must be anticipated. Turbid media may also represent an

issue to which attention must be directed. Various types of dedicated instrumenta-

tion and software provide a large degree of user friendliness and efficient use of the

information captured in the recorded UV spectra from dissolution testing.

5 Applications of UV Imaging

Spectroscopic imaging methods providing spectrally, spatially, and temporally

resolved information is increasingly used in pharmaceutical research including

drug dissolution and release testing (Kazarian and Ewing 2013; Kempe

et al. 2010; Mantle 2013; Windbergs et al. 2009). UV imaging offers a comple-

mentary approach for conducting dissolution and release testing, relative to Fourier

transform infrared (FTIR), coherent anti-Stokes Raman scattering (CARS),

terahertz and magnetic resonance imaging (MRI) by focusing on molecules in

solution or in the dissolved state. Selected applications of this comparatively simple

format for chemical imaging are presented in the following. A detailed review can

be found elsewhere (Østergaard et al. 2014a).
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5.1 Drug Dissolution

The dissolution of lidocaine from a single crystal into phosphate buffer, pH 7.4,

exemplifies the opportunities associated with UV imaging in relation to dissolution

testing (Østergaard et al. 2011). Figure 1.8 shows a lidocaine crystal (~3 mm in

length) mounted in a flow-through dissolution cell. The flow-through cell was filled

with buffer prior to stopping the flow while UV imaging was performed at 254 nm.

The UV absorbance maps (images) obtained show the spatially resolved distribu-

tion of lidocaine next to the crystal. The absorbance values represent apparent

lidocaine concentrations because of averaging across the light path (b¼ 3 mm).

Figure 1.8 shows the appearance of natural convection in the cell due to density

gradients forming during dissolution of lidocaine. Concentrated, dense lidocaine

solution drops to the bottom of the flow-through cell leading to the asymmetric

concentration distribution. The image in Fig. 1.8 is constructed from the read out of

~50,000 pixel units (4� 4 pixel binning). The quantitative attributes of UV spec-

trophotometry are maintained in the imaging setup and the amount of lidocaine

dissolved was calculated from the UV images (Østergaard et al. 2011). In Fig. 1.8,

the lidocaine crystal is readily apparent, however, the ability to detect only at one

wavelength at a time constitutes a limitation of the imaging approach. Having a

single wavelength available only, may make it difficult, and sometimes not

Fig. 1.8 UV imaging of lidocaine dissolution from single crystal positioned vertically in 0.067 M

phosphate buffer, pH 7.4. UV images obtained at 254 nm in flow cell, (a) immediately upon filling

of the cell (t¼ 0 min), (b) 2 min upon arresting flow, (c) 5 min upon arresting flow, and (d) during
flushing the cell with phosphate buffer. With permission from John Wiley and Sons. Copyright

© 2011 Wiley-Liss, Inc. (Østergaard et al. 2011)
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possible, to differentiate between absorbance, light scattering and physical blocking

of light. Thus interpretation of images from dissolution and release experiments

involving complex matrixes may be challenging.

Currently the main application of the commercially available UV imaging

systems is in dissolution imaging utilizing a flow-through setup (Østergaard

et al. 2014a). The Sirius SDI UV imaging instrument is essentially a flow-through

alternative to the miniaturized rotating disk intrinsic dissolution testing instrumen-

tation with imaging functionality. It should not be compared to the USP apparatus

4 because the small size will not allow introduction of most intact formulations,

such as tablets and capsules, into the system.

Figure 1.9 shows typical UV images obtained during dissolution imaging utiliz-

ing the setup illustrated in Fig. 1.5 (Østergaard et al. 2014b). A compact of the drug

theophylline (~3 mg) is placed in the shaded region of the image with the surface of

the compact flush with the bottom of the flow cell. Dissolution of theophylline from

the compact is seen as an increased absorbance downstream from the compact

position. Real-time imaging at the sample surface provides information on drug

dissolution as well as additional possible dissolution related processes such as

compact disintegration, swelling and precipitation events. Using the molar

Fig. 1.9 Selected UV

absorbance maps for the

dissolution of theophylline

anhydrate in water as

studied by UV imaging with

in situ Raman spectroscopy

at 1.0 mL/min and 297 nm.

Intense red color indicates

high absorbance and the

contours represent the

iso-absorbance lines. With

permission from JohnWiley

and Sons. Copyright© 2014

Wiley Periodicals, Inc. and

the American Pharmacists

Association (Østergaard

et al. 2014b)
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absorptivity of the drug and knowledge of flow rate and profile dissolution rates can

be calculated from the images leading to dissolution rate versus time profiles.

Dissolution UV imaging is still in its infancy; however, the most important appli-

cations appear to be ranking of solid forms (polymorphs, hydrates, salts, cocrystals)

according to their dissolution rate/behavior for guiding form selection (Boetker

et al. 2011; Gordon et al. 2013; Hulse et al. 2012; Niederquell and Kuentz 2014;

Østergaard et al. 2011, 2014b; Qiao et al. 2013). Also, troubleshooting or problem

solving in cases of unexpected dissolution behavior seem to be an important

application. To this end the combination of UV imaging with in situ Raman

spectroscopy appears particular promising since both information of the solution

phase and the solid phase is obtained (Østergaard et al. 2014b).

5.2 Drug Diffusion and Release

Provided that the matrix is (sufficiently) transparent at the selected wavelength UV

imaging may also constitute an approach for studying drug diffusion and release in

gel matrixes. Hydrogels based on the non-ionic poly(ethylene oxide)-poly

(propylene oxide)-poly(ethylene oxide) (PEO-PPO-PEO) triblock copolymer

Pluronic F127 and on agarose have been applied to UV imaging examining

low-molecular weight, peptide and protein diffusion and release behavior (Jensen

et al. 2014; Ye et al. 2011). Drug diffusion and release can be studied in quartz cells

by positioning the drug-loaded gel or formulation in contact with the acceptor

medium which may be a blank hydrogel or an aqueous solution. Real-time absor-

bance measurement provides spatially (2D) and temporally resolved absorbance

maps which with the use of a calibration curve can be converted into concentration

maps or images. Image analysis together with Fick’s second law form the basis for

extracting release rates for various types of formulations and determination of

analyte diffusion coefficients (Gaunø et al. 2013; Jensen et al. 2014; Østergaard

et al. 2010; Pajander et al. 2012; Ye et al. 2011, 2012). Applications of this kind are

very much in their infancy, however, with the advent of larger area imaging

systems, UV imaging is likely to become an attractive approach in formulation

development giving direct insights into concentration gradients and release pro-

cesses in real-time.

6 Conclusions and Perspectives

UV and visible spectrophotometry is a widely used analytical method in pharma-

ceutical research and most likely will continue to be so. Different types of spectro-

photometers are available, however, they have in common that are relatively easy to

use and provide data, which are easy to evaluate and interpret with short measure-

ment times. Lambert-Beer’s law relates absorbance to concentration and provides
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the basis for quantitative measurements. Quantification is the main application of

UV-vis spectrophotometry, but it also finds use in physicochemical profiling of

drug substances such as pKa determination and kinetic studies. Furthermore, the

appearance of absorbance spectra and molar absorption coefficients are helpful in

compound identification. UV imaging providing spatially and temporally resolved

absorbance measurements has recently been introduced and holds promise in the

monitoring of drug transport processes, concentration gradients and related events

in drug dissolution and release studies.
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Chapter 2

Fluorescence Spectroscopy: Basic
Foundations and Methods

Luis A. Bagatolli

Abstract Fluorescence spectroscopy is a powerful experimental tool used by

scientists from many disciplines. During the last decades there have been important

developments on distinct fluorescence methods, particularly those related to the

study of biological phenomena. This chapter discusses the foundations of the

fluorescence phenomenon, introduces some general methodologies and provides

selected examples on applications focused to disentangle structural and dynamical

aspects of biological processes.

Keywords Light absorption, fluorescence emission • Fluorescence lifetime •

Fluorescence polarization • FRET • Fluorescence instrumentation •

Fluorophores • Raster imaging correlation spectroscopy

1 A Brief Historical Overview

The oldest known recorded observations on bioluminescent phenomena in nature

were made in China, dating roughly from 1500 to 1000 BC regarding glow-worms

and fireflies; however, until the full flowering of alchemy in Europe (sixteenth and

seventeenth centuries) no effort was directed at understanding and applying knowl-

edge of such phenomena. Luminescence is the spontaneous emission of radiation

from a substance. Particularly, the process involves emission of radiation from

species in electronically (or vibrationally) excited states not in thermal equilibrium

with its environment (Lakowicz 2006; Valeur and Berberan-Santos 2013). There

are various types of luminescence and they are classified according to the mode of

excitation. For example, fluorescence and phosphorescence are luminescence phe-

nomena in which the excitation mode corresponds to absorption of light (one or

more photons) (Lakowicz 2006; Valeur and Berberan-Santos 2013). Thus, to

understand fluorescence (or phosphorescence) we need to concern ourselves with

how molecules interact with electromagnetic waves (Jameson et al. 2003).
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The phenomenon of fluorescence was first described by N. Monardes in 1565.

He reported a blue color emerging from an infusion prepared with wood of a

Mexican tree called “Coatl” (in Nahuatl language), “Palo Azul” (in Spanish,

“blue stick”), or “Lignum Nephriticum” (“kidney wood”, scientific name

Eysenhardtia polystachya). Infusions of this wood (known to Mesoamericans

prior to the European invasion) are still used to treat renal and urinary conditions

(Fig. 2.1a). This spontaneous emission of radiation was studied by R. Boyle (1664)

Fig. 2.1 (a) A picture from a market in Tepoztlán (Mexico) showing how the “Palo Azul” is

commercialized. The sign (in spanish) reads “. . .for kidneys (ri~nones), urinary pain and burning

sensation (mal de orin) and kidney stones (calculos renales)”. (b) A piece of this wood is immersed

in a basic solution (NaOH) and after a few minutes the fluorescent compound is extracted. Note

that a fluorescent signal also emerges from the surface of the wood (which is dry). (c) Addition of

HCl to the solution. The dark areas are the result of a quenching mechanism caused by the decrease

of the pH where the acid was added. (d) Addition of NaOH pellets to the solution (white arrows).
The fluorescence recovery near the pellets is caused by the increase in the local pH. The images in

(b), (c) and (d) were taken using a UV lamp as excitation source. The picture included of the

Mexican market was kindly provided by Rosario Colin
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and I. Newton (1665), among others, in the mid-1600s but its physical basis was not

understood (Valeur and Berberan-Santos 2013). Boyle described an interesting

property of this infusion, which is the quenching of the fluorescence by addition

of acid and its restoration by addition of alkali, constituting one of the first reports

on pH indicators (Fig. 2.1b–d). The compound responsible for this phenomenon

was identified centuries later and reported to be an end product of a spontaneous

oxidation of a flavonoid present in the plant (Acuna et al. 2009). Similarly,

phosphorescence was described in 1602 by V. Casciarolo, an Italian shoe-maker.

After calcination of a heavy stone (Bologna stone) he noticed that the stone

spontaneously glowed after exposure to daylight. The stone contains barium sulfate

that after reduction by coal yields barium sulfide, a phosphorescent compound

(Valeur and Berberan-Santos 2013). The phenomenon was discussed by Galileo

Galilei, among others, who described it “. . .as a certain quantity of fire and light to

which the stone was exposed being trapped in the stone and then slowly released

from it”, comparing light absorption to that of water by a sponge. As will be

discussed later, the best parameter to distinguish phosphorescence from fluores-

cence is precisely the time scale in which emission occurs after absorption of light.

It was not until the mid-1800s when J. Herschel and G.C. Stokes provided a

more systematic description of the fluorescence phenomenon (Lakowicz 2006;

Valeur and Berberan-Santos 2013). Using quinine sulfate,1 Stokes demonstrated

that the spontaneous emission of radiation occurs at wavelengths longer than that of

the excitation light (a phenomenon presently known as the “Stokes shift”). It was

Stokes who coined the term fluorescence to describe this light-induced lumines-

cence. Solid theoretical foundations of fluorescence spectroscopy were not, how-

ever, established until the middle of the twentieth by pioneers including Enrique

Gaviola, Jean and Francis Perrin, Peter Pringsheim, Sergei Vavilov, Theodore

F€orster, Alexander Jablonski, and more recently Gregorio Weber (Jameson 1998).

A complete chronological list with names and their contributions can be found in

Valeur and Berberan-Santos (2013, p. 4).

2 Foundations of the Fluorescence Phenomenon
and Typical Fluorescent Parameters

The energy of a photon and therefore the frequency (ν) of the radiation (emitted or

absorbed) is given by the Bohr frequency condition:

hν ¼ ΔE ð2:1Þ

1 This compound gives the particular bitter flavor to “tonic water”. Due to the presence of quinine

sulfate, this beverage emits blue light when it is illuminated with a UV excitation light source.
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where ΔE is the energy difference between two electronic states and h is the

Planck constant. This relation is often expressed in terms of the wavelength of the

radiation as:

h
c

λ
¼ ΔE ð2:2Þ

where c is the speed of light and λ is the wavelength. Notice that the energy is

inversely proportional to the wavelength, e.g. ultraviolet (UV) radiation has a

shorter wavelength than infrared light (IR), therefore higher energy.

As mentioned, fluorescence is a spontaneous emission of radiation -preceded by

absorption of light- from electronically (or vibrationally) excited states species

which retain spin multiplicity. This definition generally applies to aromatic organic

molecules (conjugated systems) involving π! π* and n! π* transitions (for a

more detailed explanation using molecular orbital theory see Valeur and Berberan-

Santos (2013, Chap. 2)). Once a molecule is excited to higher energy electronic

states (“excited states”, S1, S2) it can release this excess of energy by emitting light

(fluorescence) therefore returning to the ground state (So). However, it is important

to consider that there are many other possible pathways for this energy loss or

de-excitation (such as intramolecular charge transfer, conformational changes,

energy transfer and other radiationless decay pathways) that compete with fluores-

cence. Consequently, the efficiency with which a molecule emits fluorescent light

depends on the rate of fluorescence emission relative to the rate of all other

deactivation processes. Figure 2.2 shows a Perrin-Jablonski diagram for molecules

(which is an extension of the Bohr-Grotrian diagram for atoms proposed in the

1920s), which illustrates the different processes that can occur between absorption

and emission of light. The transitions between distinct states are depicted as colored

vertical lines. When an electronic transition takes place it is accompanied by the

excitation of vibrations of the molecule, that is, during absorption (~10 fs) the

nuclei are static but the electrons have acquired extra energy, thus generating

coulombic forces among the nuclei (Franck-Condon principle). The time scale of

the absorption process is fast compared with fluorescence (femtosecond versus

nanoseconds) and absorption usually promotes electrons to higher vibrational levels

of the electronic excited states (S1, S2). Upon absorption, the system experiences a

non radiative process named internal conversion (10�12 s or less) which relaxes the

system to the lowest vibrational level of S1 (Fig. 2.2). The energy released during

this particular process is generally transferred to the surrounding media

(e.g. solvent). The system finally reaches the ground state (S0) in few nanoseconds

by emitting light (fluorescence), typically reaching higher vibrational levels in the

ground state, and quickly relaxes (10�12 s) to lower vibrational levels reaching

thermal equilibrium. Alternatively, the system may experience a type of transition

called intersystem crossing, which involves a change in spin multiplicity (occurring

in 10�10 s). This process leads to the phenomenon of phosphorescence (Fig. 2.2).

The characteristic emission of phosphorescence occurs at a much longer time

scales, in the order of micro to milliseconds. If the temperature of the system is
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very low, the time of the phosphorescence decay can reach minutes. Some impor-

tant general rules can be elaborated from the Perrin-Jablonski diagram as will be

discussed in the following sections.

Absorption of light can also occur by the simultaneous absorption of two or more

photons of low energy (infrared light). This phenomenon is termed multiphoton

excitation and was theoretically predicted by Marie Goeppert-Mayer early in the

1930s (Lakowicz 2006; Valeur and Berberan-Santos 2013; Diaspro et al. 2006;

Ustione and Piston 2011; Bloksgaard et al. 2013). The probability of the occurrence

of this phenomenon is particularly low (“forbidden” in quantum mechanical terms)

compared to one photon absorption, but achievable using specialized lasers as

excitation sources. This mode of excitation also leads to fluorescence, and it is

exploited in fluorescence microscopy since it possesses an inherent sectioning

effect (Diaspro et al. 2006; Ustione and Piston 2011; Bloksgaard et al. 2013).

One of the characteristics of multiphoton absorption is that the radiation absorbed

is of longer wavelengths than the fluorescent emission, exactly the opposite of what

happens in one photon absorption.

To conclude, it is noteworthy to mention that practically all fluorescence data

required for any research project will fall into one of the following categories:

fluorescence lifetime, fluorescence quantum yield, fluorescence excitation and

emission spectra, or fluorescence polarization. Some general aspects of these

distinct (but related) categories will be discussed in the following subsections,

including a brief introduction to absorption and derivation of the Beer-

Lambert law.

ν

ν
ν

Fig. 2.2 Perrin-Jablonski diagram illustrating different processes occurring between absorption

and emission of light. The time scale of the different processes is indicated in the figure. See text

for details
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2.1 Absorption and the Beer-Lambert Law

Absorption of light is a central process in fluorescence spectroscopy. Some funda-

mental properties of this phenomenon are captured in the Beer-Lambert law, which

connects the magnitude of light absorption with the concentration of absorbing

species in solution. Let us consider a collimated beam of monochromatic light with

intensity I0 striking a solution containing a given absorbing molecule. After passing

through the path length b of the sample, which contains n light absorbing mole-

cules/cm3, the intensity of the light reduces to I (Fig. 2.3). Consider now a cross-

section of the sample having an area S and an infinitesimal thickness dx placed at a

distance x from the surface. The number of absorbing species in this selected

portion of the sample is represented as the product of n, S and dx as ¼nSdx. Let σ
be the effective cross section2 for the absorbing molecules in cm2. The area fraction

where light gets absorbed due to each absorbing species (i.e. the fractional area for

each molecule) would be ¼σ S= and consequently, the total fractional area where
light gets absorbed for all molecules present in the selected portion of the sample

would be represented by the product ¼nSdx� σ S¼σndx= . If Ix is the light entering the

selected infinitesimal portion of the sample, and the light absorbed is dI, the light

exiting this infinitesimal portion would be ¼Ix – dI (Fig. 2.3). The fraction of light

absorbed then would be ¼dI
Ix .

This quantity is directly proportional to the fractional

area occupied by all the molecules in the slab, thus

dI

Ix
¼ �σndx ð2:3Þ

where the negative sign is placed to indicate absorption of light. If we integrate

Eq. (2.3) from x¼ 0 to x¼ b, where b is the path length (in cm), we get:

I0 I

dx

b

total area (S)
absorbing species

Ix Ix - dl

x

Fig. 2.3 A diagram

representing a hypothetical

absorbing system used to

derive the Beer-Lambert

law (see text)

2 Absorption cross section is a measure of the probability of light absorption occurring in a given

compound.
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ln
I0
I
¼ σnb ð2:4Þ

Equation (2.4) is the Beer-Lambert law. Transforming the number of molecules per

cm3 to concentration (using Avogadro’s number and converting cm3 to liters) we

obtain:

ln
I0
I
¼ 6:023� 1020σcb or log

I0
I
¼ 6:023� 1020σ

2:303
cb ð2:5Þ

If the absorption cross section is related to the molar extinction coefficient (ε)
(as ε ¼ 2:614� 1020σ ), Eq. (2.5) transforms to the well know Beer-Lambert

equation as:

A ¼ εcb ð2:6Þ

In Eq. (2.6), A is the absorbance (or optical density; logI0I ). This parameter has no

dimensions, therefore the units of ε are M�1 cm�1.

This law governs the amount of light that will be absorbed in terms of the

number of absorbing species, the intensity of their absorption and the distance the

light travels through the sample. Too high absorbance can be detrimental to

correctly measure the concentration of given absorbing species, also compromising

accurate measurement of fluorescence. For instance, fluorometers are designed to

detect fluorescent light (which is isotropically emitted) in an orthogonal configura-

tion, i.e. the detectors are placed at 90� respect to the incident excitation beam (see

section 4), with the emission optics typically focused in the center of the cuvette.

This geometry allows a more complete elimination of the unabsorbed excitation

light from the fluorescence signal. However if the sample has a high absorbance, the

excitation light will be strongly absorbed near the wall of the cuvette (Fig. 2.4),

Fig. 2.4 Light absorption and the inner filter effect. The cuvettes contain solutions of Rhodamine

B in ethanol and are excited with a green laser. The corresponding absorbance in these solutions

(left to right) are 0.04, 1, 3 and >30. Reprinted from Jameson et al. (2003), with permission from

Elsevier
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resulting in a weak emission intensity at the center of the cuvette even though the

concentration of the fluorescent compound3 is high. Moreover, this phenomenon

can cause a distortion of the shape of the emission spectrum due to self-absorption

of fluorescent light, particularly at wavelengths where emission and absorption

spectra overlap. This is known as the “inner filter effect” and must be taken into

account to perform adequate fluorescence measurements (Lakowicz 2006; Valeur

and Berberan-Santos 2013; Jameson et al. 2003). A practical way to avoid this

effect is to keep the absorbance of the sample below ~0.1. If this is not possible,

fluorescence measurements in highly absorbing samples require other strategies,

such as the use of special cuvettes with different geometries or shorter path lengths

(for details see Lakowicz (2006), Valeur and Berberan-Santos (2013), and Jameson

et al. (2003)).

2.2 Fluorescence Lifetimes and Fluorescence Quantum
Yields

The fluorescence lifetime (τ) and fluorescence quantum yield (ΦF) are characteris-

tic parameters of the fluorescence decay. The former refers to the average time a

fluorescent molecule resides in the electronic excited state and defines a window of

observation of dynamic phenomena. In other words, processes occurring in time

scales similar to that of the fluorescence lifetime can affect the fluorescence decay

and consequently be detected. Representative examples are those fluorophores that

respond to solvent relaxation and polarity, such as the case of 6-acyl-2-dimethyla-

minonaphtalene compounds (PRODAN, LAURDAN) (Weber and Farris 1979), or

the case of 1-anilino-8-naphthalenesulfonate (1,8-ANS) that changes its character-

istic lifetime from picoseconds in water to ~16 ns when bound to serum albumins

(Bagatolli et al. 1996a) (see Sect. 5).

The lifetime of the excited state is defined as:

τ ¼ 1

Γþ knr
ð2:7Þ

where Γ and knr are the rates of radiative and non radiative decays, respectively. knr
is the sum of all non radiative decays competing with fluorescence. The lifetime of a

fluorophore in the absence of non-radiative processes is called the intrinsic or

natural lifetime (τn) and it is defined as:

τn ¼ 1

Γ
ð2:8Þ

3 which will be referred to as “fluorophores” in the rest of this chapter (notice that this type of

molecules can be also referred as “fluorescent probes”, or “fluorescent dyes”).
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This parameter can be theoretically calculated from the absorption spectra, extinc-

tion coefficient and the emission spectra of the fluorophore (see below) using the

Strickler-Berg equation (Strickler and Berg 1962):

τ�1
n ¼ 2:88∗10�9n2 v�3

f

D EZ
Δva

ε vð Þdln vð Þ ð2:9Þ

where

v�3
f

D E
¼

Z
Δve

F vð Þdv
Z
Δva

F vð Þv�3dv
ð2:10Þ

n is the refractive index, ε is the molar absorption coefficient, Δve and Δva
correspond to the experimental limits of the emission and absorption bands (S0
and S1 transitions), respectively, and F(v) describes the spectral distribution of the

emission of photons per wavelength interval. Equation (2.9) does not consider

interactions of fluorophores with the medium (solvent) and other deactivation

processes, so the agreement of the calculated values with those obtained experi-

mentally is generally not better that 20% (Jameson et al. 2003).

The fluorescence quantum yield, in turn, refers to the fraction of excited mole-

cules that return to the ground state emitting fluorescence photons. It is defined as

the rate of the fluorescence emission divided by the sum of the rates of all

deactivation processes:

ΦF ¼ Γ
Γþ knr

ð2:11Þ

Considering Eqs. (2.7) and (2.8), Eq. (2.11) can be expressed as:

ΦF ¼ τ

τn
ð2:12Þ

If the incidence of non-radiative deactivation processes is small, the value of the

experimental lifetime will approach the natural lifetime and ΦF will tend to

1, indicating that every photon absorbed by the molecule is transforming into a

fluorescence photon. The use of fluorophores with a high ΦF is experimentally

convenient since fluorescence photons can be easily detected at low fluorophore

concentrations (generally as low as 10�9 M using a fluorometer). A practical way to

measure ΦF of a given fluorophore is by comparing its fluorescence yield with a

standard, see Lakowicz (2006), Valeur and Berberan-Santos (2013), and Jameson

et al. (2003). Tables listing quantum yields of various fluorescent molecules

(including standards) can be found in Valeur and Berberan-Santos (2013,

pp. 272 and 522).
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2.3 Fluorescence Emission Spectra

The wavelength dependence of the fluorescence emission can be analyzed by

constructing a spectrum, which reports the intensity of the emitted light versus the

wavelength (or alternatively frequency). This can be mathematically expressed as:

Z1

0

Fλ λð ÞdλF ¼ ΦF ð2:13Þ

where Fλ(λ) represents the fluorescence spectrum, which is characteristic of a given

compound in particular conditions. Generally the fluorescence spectrum is reported

together with the corresponding absorption spectrum as shown in Fig. 2.5a. In
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Fig. 2.5 (a) Normalized absorption and emission spectra of perylene in benzene. (b) Simplified

Perrin-Jablonski diagram illustrating the mirror image rule
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solvents, these spectra exhibit broad and somehow structure-less bands (and not a

discrete line at a given wavelength as Fig. 2.2 may suggest), which means that each

electronic state consists of an almost continuous manifold of vibrational levels. If

the energy difference between the low vibrational levels of S0 (and S1) is low

enough (v ~ 500 cm�1), excitation can then occur from a vibrationally excited level

of the S0 state (Valeur and Berberan-Santos 2013), which explains why the absorp-

tion spectrum can partially overlap the fluorescence emission spectrum (see

Fig. 2.5a). In any case, the energy gap between the electronic states S0 and S1 is

much larger than between vibrational levels, so the likelihood of finding a molecule

in S1 at room temperature is nearly zero.

As mentioned above, the most conspicuous difference between the absorption

and the fluorescence spectrum of a given compound is their relative position on the

wavelength axis, i.e. the Stokes shift (see Fig. 2.5a). This property is explained by

the energy difference of the corresponding electronic transitions (see Fig. 2.2). As

expected from Eq. (2.2), the absorption spectrum is located at shorter wavelengths

because the magnitude of ΔE associated with the light absorption process is larger

than the ΔE of fluorescent emission.

Another important feature of the fluorescence emission spectrum is that its

position on the wavelength axis is generally independent of the wavelength used

for excitation. This phenomenon has been called Kasha’s rule and is a consequence
of vibrational relaxation among the excited electronic states (internal conversion,

Fig. 2.2). A consequence of the internal conversion is that fluorescence generally

originates from the lowest vibrational levels of S1. However, some exceptions to

the rule have been reported, as for example azulene which emits fluorescence

mostly from S2 (Murata et al. 1972). Finally, it is interesting to notice that the

characteristic absorption and fluorescence spectra of some aromatic hydrocarbons

(e.g. perylene, anthracene, naphthalene) show vibronic structures, which are

specular (Fig. 2.5a). This is interpreted as evidence of similar energy spacing

between vibrational levels (along with Franck Condon factors which determine

the relative intensities of the vibronic bands) of S0 and S1 (Fig. 2.5b), causing the

apparent symmetry of the absorption and emission spectra. This effect is known

as the “mirror image rule”. However, it is important to remark that changes in

fluorophore geometry or charge distribution between the excited and ground

states often degrade this phenomenon.

To summarize, the fluorescence emission spectrum gives information of all

plausible processes occurring during the excited state. The emission spectrum is a

fingerprint of a given fluorophore in particular environmental conditions (polarity,

temperature, viscosity, pH, ionic strength, etc.) and constitutes a very interesting

piece of information to examine potential changes occurring in the local environ-

ment of the fluorophore. As an example, the fluorescence response of 6-propionyl-

2-dimethylaminonaphtalene (PRODAN) to the polarity of different solvents

(Weber and Farris 1979) is shown in Fig. 2.6.
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2.4 Fluorescence Excitation Spectra

The excitation spectrum is defined as the fluorescent intensity measured as a

function of excitation wavelength at a constant emission wavelength. Generally,

this is strongly related to the fluorophore’s absorption spectrum, i.e. identical in

shape to the absorption spectrum, provided that there is a single species in the

ground state. However, if several species are present, or a sole species exists in

different forms in the ground state (tautomeric forms, complexes or aggregates) the

excitation and absorption spectra are no longer superimposable. Some particular

fluorescent molecules, such as the Ca2þ indicator fura-2 (Johnson 2010a), shows Ca
2þ concentration dependent changes in the excitation spectrum. This phenomenon

is used to determine changes in Ca2þ cellular levels using ratiometric approaches

(Isasi et al. 1995), i.e. the fluorescence intensity ratio measured between two

excitation wavelengths at a fixed emission wavelength.

Fig. 2.6 Technical fluorescence spectra of PRODAN solutions excited at 350 nm. The successive

maxima correspond (from left to right) to cyclohexane, chlorobenzene, dimethylformamide,

ethanol, and water. The heights do not reflect relative fluorescence yields. Reprinted with permis-

sion from Weber and Farris (1979). Copyright (2013) American Chemical Society
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2.5 Fluorescence Polarization

The polarization state of fluorescence emission is an important aspect studied since

the mid-1800s. In the 1920s F. Weigert found that the fluorescence emission of

fluorescent molecules dissolved in glycerol (a very viscous solvent) was partially

polarized (Valeur and Berberan-Santos 2013; Jameson et al. 2003). The observed

extent of depolarization was found to be dependent on the molecular size and the

viscosity of the media, and therefore related to molecular rotations. An important

contribution to the understanding this behavior is the work of F. Perrin, who in 1926

derived an equation (now known as the Perrin equation) relating polarization to

molecular size, fluorescence lifetime, temperature and solvent viscosity (Perrin

1926). During the 1950s G. Weber made several important contributions (theoret-

ical and experimental (Weber 1952)) to the understanding of fluorescence polari-

zation, with interesting applications to the study of biological systems.

Fluorescence polarization measurements are based on the principle of

photoselective excitation of fluorophores by polarized light. If the incident light is

linearly polarized the probability of excitation is proportional to the cosine square

of the angle between the fluorophore’s absorption transition moment4 and the

electric vector of the excitation light. Under these conditions, fluorophores with

their absorption transition moments aligned parallel to the electric vector of the

excitation light will be favorably excited. Thus, a solution of fluorophores illumi-

nated by linearly polarized light will render an anisotropic distribution of excited

fluorophores, with a concomitant anisotropic fluorescence emission (Fig. 2.7). Any

changes in the direction of the transition moment happening during the fluorescence

lifetime of the excited state will cause this anisotropic distribution to decrease,

inducing a partial or total depolarization of the fluorescence emission light. Com-

mon sources of depolarization are non-parallel absorption and emission transition

moments, molecular motion (particularly rotational diffusion, see Fig. 2.7), or

transfer of the excitation energy to a chemically identical molecule with different

orientation (homo-molecular resonance energy transfer). Fluorescence polarization

measurements thus, provide an excellent tool to explore molecular mobility

(e.g. rotation of macromolecules), molecular shape and size (proteins), macromo-

lecular interactions (protein-protein or protein-ligand), fluidity of a given medium

and order parameters in lipid bilayers (see (Lakowicz 2006; Valeur and Berberan-

Santos 2013; Jameson et al. 2003; Weber 1952; Eftink 1994)). For example, a

widely used technique for clinical analysis for drugs or metabolites is a fluorescence

polarization -based immunoassay that uses a special instrument commercialized by

Abbot, i.e. the Abbot TDx apparatus (Jameson et al. 2003).

4 A transition moment is the electric dipole moment associated with the transition between two

electronic states. In general the transition dipole moment is a complex vector quantity. Its direction

gives the polarization of the transition, which determines how the system will interact with an

electromagnetic wave of a given polarization.
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Relevant mathematical expressions for polarization (P) and anisotropy (r) (both
parameters describe the same phenomenon) are:

P ¼ III þ I⊥
III þ I⊥

ð2:14Þ

r ¼ III þ I⊥
III þ 2I⊥

ð2:15Þ

where III and I⊥are the fluorescence intensities of the vertically and horizontally

polarized emission, when the sample is excited with vertically polarized excitation

light. In order to measure these parameters a fluorometer equipped with polarizers

is required (see Sect. 4 below). Further information on this topic can be found in

more comprehensive sources, such as Lakowicz (2006), Valeur and Berberan-

Santos (2013), Jameson et al. (2003), and Jameson and Ross (2010).

2.6 Other Useful Fluorescence Related Methods

2.6.1 Quenching of Fluorescence

The measurement of a decrease in the fluorescent intensity of a given fluorophore

by addition of ions (Cu2þ, I�) or other molecules (acrylamide, O2) offers a wealth

of information. Two processes are involved in this type of phenomenon: (i) a

collisional process occurring during the excited state lifetime, named collisional

polarized
excitation

Photoselective
excitation

Rotational Difussion
(during the lifetime) 

polarized
emission

unpolarized
emission

Fig. 2.7 Photoselection effect and the outcome of molecular rotation in the polarization of

fluorescence emission light
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quenching, characterized by a concomitant decrease of the fluorophore’s fluores-
cence lifetime (i.e. the excited state is depleted by collisions of the quencher with

the fluorophore, decreasing the probability of fluorescence emission); and (ii) the

formation of complexes in the ground state, named static quenching, that does not
affect the lifetime of the fluorophore. For the former mechanism (collisional

quenching) kinetic information of the process can be gleaned using the Stern-

Volmer equation:

τ0
τ
¼ F0

F
¼ 1þ kqτ0 Q½ � ð2:16Þ

where F and F0 are the fluorescence intensity of the fluorophore in absence and

presence of the quencher, kqis the bimolecular quenching constant, τ0the fluores-

cence lifetime of the fluorophore in absence of the quencher and Q the concentra-

tion of the quencher. If the quenching process is static equation (2.16) is modified

to:

F0

F
¼ 1þ Ks Q½ � ð2:17Þ

where Ks is an association constant (Lakowicz 2006).

The accessibility of fluorophores to quenchers can be used to determine the

location of fluorophores on membranes (Bagatolli et al. 1995) or proteins (Eftink

and Ghiron 1981). Additionally, this approach can be used to study membrane or

protein dynamics (Lakowicz 2006). For example, in 1973 Lakowicz and Weber

reported an O2 quenching study using a series of distinct proteins (Lakowicz and

Weber 1973a, b), revealing that these macromolecules undergo rapid structural

fluctuations on the nanosecond time scale. The general conclusion derived from this

study was that the functional properties of proteins are not properly represented by

rigid models that do not include rapid structural fluctuations, which was the

accepted view in 1973.

2.6.2 F€orster Resonance Energy Transfer (FRET)

This phenomenon is based on non-radiative transfer of energy between two mol-

ecules, called donor and acceptor. The transfer of energy is operated by a dipole-

dipole interaction that depends on the distance between the molecules, the relative

orientation of the dipoles and the extent of overlap between the emission spectrum

of the donor and the absorption spectrum of the acceptor. The donor is always a

fluorophore while the acceptor does not need to be fluorescent. A complete theory

of resonance energy transfer via dipole-dipole interactions was developed by

Theodor F€orster in 1946 (Clegg 2009). This process may happen also between

identical molecules and it is called homo-FRET (for a comprehensive review of

homo-FRET see (Jameson et al. 2003)). The rate of energy transfer (kT) is given by:
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kT ¼ 1

τd

R0

R

� �6

ð2:18Þ

where τd is the fluorescence lifetime of the donor in the absence of acceptor and

R the distance between the centers of the donor and acceptor molecules. R0 is the

F€orster critical distance at which 50% of the excitation energy is transferred to the

acceptor and is defined as:

R0 ¼ 0:211 n�4ΦFdκ
2J

� �1=6 ð2:19Þ

where n is the refractive index of the medium (usually between 1.2 and 1.4), ΦFd is

the fluorescence quantum yield of the donor in absence of acceptor, k2 is an

orientation factor for the donor/acceptor dipole-dipole interaction and J is the

normalized spectral overlap integral between the donor fluorescence emission

spectrum and the acceptor absorption spectrum.

The efficiency of energy transfer (E) can be expressed as:

E ¼ kT

kT þ
X
i 6¼T

ki
ð2:20Þ

where kT is the rate of transfer and ki are all other deactivation processes.

Experimentally, E can be calculated from the fluorescence lifetimes or emission

intensities of the donor determined in absence (τd and Fd respectively) and presence

(τdaor Fda respectively) of the acceptor as:

E ¼ 1� τda
τd

or E ¼ 1� Fda

Fd
ð2:21Þ

The distance between the molecules that constitute a given FRET pair can then be

calculated, knowing the corresponding F€orster critical distance R0, as:

R ¼ 1

E
� 1

� �1=6

R0 ð2:22Þ

Distances can generally be measured between ~0.5 R0 and ~1.5R0. The information

obtained from this method is analogous to a hypothetical “spectroscopic ruler”,

allowing the determination of distances between molecules from 10 to 100 Å!
Typical applications use of FRET to monitor protein-protein interactions (e.g. one

labeled with the donor and the other with the acceptor) or structural changes of

macromolecules labeled with the donor-acceptor pair at different positions

(Coutinho et al. 2007). Further reading (including examples) can be found in

Lakowicz (2006), Valeur and Berberan-Santos (2013), and Clegg (2009).
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2.6.3 Fluorescence Fluctuations-Based Approaches

The fluorescence properties and methods presented in the previous subsections can

also be implemented in fluorescence microscopy, where the phenomena can yield

spatially resolved information (Lakowicz 2006; Valeur and Berberan-Santos 2013).

Spatial resolution provides information not available from classical fluorescence

spectroscopy experiments in a cuvette, where only average bulk-sample informa-

tion is obtained. Several fluorescence microscopy methods have been developed

that rely on the analysis of fluorescence fluctuations. These approaches have

become increasingly popular in the last few years (Lakowicz 2006; Valeur and

Berberan-Santos 2013; Digman and Gratton 2012; Jameson et al. 2009), offering

very interesting applications on structurally complex specimens such as cells and

tissues (Digman and Gratton 2012; Jameson et al. 2009; Brewer et al. 2013). Here

particular emphasis will be placed on one of these methods, called raster imaging

correlation spectroscopy (RICS), and illustrate this method with an example in

Sect. 5. RICS provides spatially resolved information on the diffusion coefficients

of fluorophores using the temporal and spatial information inherent to the fluores-

cence scanning confocal image5 (Digman and Gratton 2012; Digman et al. 2005a,

b). The principle of the technique is best explained by considering a diffusing

fluorescent particle during scanning confocal image acquisition. Because of its

inherent diffusion and the finite time of the scanning system, this fluorescent

particle can be detected in multiple pixels, leading to a characteristic spatial

distribution of the signal. Thus, information on the particle’s travels in the sample

can be obtained using a 2D spatial correlation analysis of the image, which provides

information on diffusion coefficients of fluorophores from the regions of interest.

Additionally, the technique also provides information on the number of fluores-

cently labeled particles in the sample. For this type of analysis the physical

characteristics of the laser scanning confocal microscope (such as the pixel dwell

time, line scanning time, and pixel size) must be known (Digman and Gratton 2012;

Digman et al. 2005a, b). Moreover, the joint diffusion of molecules (which implies

spatial colocalization of these molecular species) can be studied using cross-

correlation RICS (cc-RICS). This approach can detect for example, whether two

distinct fluorophores diffuse together or not (Brewer et al. 2013). The spatial

resolution in this type of experiments is ~250 and ~600 nm in the radial and axial

directions, respectively.

5 The principle of confocal imaging was patented in 1957 byMarvin Minsky and aims to overcome

some limitations of traditional wide-field fluorescence microscopes, which lack resolution in the

axial direction. A confocal microscope uses scanned point illumination and a pinhole in an

optically conjugate plane in front of the detector to eliminate out-of-focus signal. As only light

produced by fluorescence very close to the focal plane a section with variable width (in the order of

0.6 μm or more) can be obtained.
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3 Fluorescence Markers and Reporters

Many different types of fluorophores have been characterized to perform studies in

biological systems. This includes a large selection organic molecules (which is the

main focus in this chapter) as well as some inorganic compounds (e.g. quantum dots

(Lakowicz 2006; Valeur and Berberan-Santos 2013)). Fluorophores are used,

generally in very low amounts, to stain certain structures (tissues, cells, or other

materials), as a substrate for enzymatic reactions, as sensors (whose fluorescence

decay is affected by processes in the local environment of the fluorophore) or

covalent tags of macromolecules serving as affinity markers or bioactive reagents

(e.g. antibodies, peptides).

Depending on whether they are constituent parts of the systems under study,

fluorescent molecules can be divided in two families. The first contains naturally

occurring fluorescent compounds which can be analyzed directly in the systems of

interest. Representative examples are the aromatic amino acids phenylalanine

(ex/em 260 nm/282 nm), tyrosine (ex/em 280 nm/305 nm) and tryptophan (ex/em

280, 295 nm/305–350 nm); green fluorescent protein (GFP, see below); and cofac-

tors such as NADH (Ex/Em 340/460 nm), FADþ (ex/em 450 nm/540 nm) and

porphyrins (ex/em 550 nm/620 nm). A typical experimental application with such

fluorophores is the use of the fluorescence emission spectra of aromatic amino acids

to monitor denaturation of proteins (or interactions involving these macromole-

cules). This experimental strategy is based on the polarity sensitive nature of the

fluorescence emission spectrum, which drastically changes when the structure of

the protein is unfolded (Eftink 1994).

The second family is composed of fluorophores that are added to the system

under study. The number of molecules in this family is very large and continuously

growing (Johnson 2010b) and comprises fluorescent markers -that can be

non-covalently or covalently attached to macromolecules- and fluorescent

reporters, i.e. molecules sensitive to pH or other ions (e.g. Ca2þ, Kþ, Naþ),
oxidation states, polarity or membrane potential. Examples of these compounds

are rhodamine, fluorescein, dialkylcarbocyanines (e.g. DiI, DiO), perylene, pyrene,

Cy3, Cy5, DAPI, DPH, parinaric acid, 1,8-ANS, LAURDAN, PRODAN, or the

Bodipy, Atto and Alexa derivatives (just to mention few, see Fig. 2.8 for some

examples). One of the many examples of applications of extrinsic fluorescent

molecules is the case of the amphiphilic fluorophore LAURDAN (Bagatolli

2013), which is used to study structural and dynamical aspects of artificial and

biological membranes. The fluorescence decay of LAURDAN is responsive to

water dipolar relaxation processes, which drastically depend on membrane lateral

structure. For example, during a phase transition process in model bilayers, the

lateral packing of the membrane changes from a crystalline-ordered to a liquid-

disordered structure, disturbing the associated interfacial water dynamics. During

this process LAURDAN fluorescent emission shows a shift in the emission maxi-

mum of ~50 nm (from blue to green), making it a very sensitive tool to study

membrane lateral structure (Bagatolli 2006, 2013; Parasassi and Gratton 1995;

Parasassi et al. 1998). LAURDAN is chemically related with PRODAN, whose
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spectral response to solvents is shown in Fig. 2.6. PRODAN is also used to study the

lateral structure of membranes (Parasassi et al. 1998) and also to monitor confor-

mational changes in proteins (Lasagna et al. 1996).

To conclude with this section fluorescent proteins, which comprise a special

subfamily of extrinsic fluorophores, will be briefly discussed. Recent progress in

understanding protein interactions (and protein distributions) in cellular systems

has been largely based on labeling methods making use of the green fluorescent

protein (GFP) (Tsien et al. 1998). GFP is a protein composed of 238 amino acids

(26.9 kDa), isolated from the jellyfish Aequorea victoria, which exhibits bright

green fluorescence when exposed to blue light. GFP has a major absorption peak at

395 nm and a minor one at 475 nm. Its emission peak is at 509 nm, which is in the

lower green portion of the visible spectrum. In cell and molecular biology, the GFP

gene is frequently used as a marker by genetically fusing GFP to the protein of

interest. The GFP gene can be introduced into organisms and maintained in their

genome through breeding, injection with a viral vector, or cell transformation. This

strategy constitutes an important advantage when compared with the use of regular

fluorescent markers, where targeting a specific protein inside a cell is virtually

impossible without disrupting the cell. To date, the GFP gene has been introduced

and expressed in many bacteria, yeast and other fungi, fish (such as zebrafish),

Fig. 2.8 Representative selection of extrinsic fluorescent molecules, including a membrane

marker (Rhodamine-DPPE), a polarity sensitive fluorophore (PRODAN), a Ca2þ indicator (fura-

2), a DNA marker (DAPI) and a thiol reactive probe (Alexa Fluor® 488 C5-maleimide) which is

use to label proteins containing cysteine residues
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plant, fly, and mammalian cells, including human, and used to produce biosensors

in modified forms (Tsien et al. 1998). Martin Chalfie, Osamu Shimomura and Roger

Y. Tsien were awarded the 2008 Nobel Prize in chemistry “for the discovery and

development of the green fluorescent protein, GFP”. This strategy also encom-

passes the use of other fluorescent proteins from other organisms, or mutations on

GFP, that give access to different fluorescent colors.

4 Some Instrumental Considerations

Fluorometers are general-purpose instruments designed to measure fluorescence

spectra, polarization and/or lifetime. A typical fluorometer includes a light source, a

specimen chamber with integrated optical components, and high sensitivity detec-

tors (Fig. 2.9). Recalling that fluorescence light is isotropically distributed in space

(it can be detected in all directions); the optical paths for excitation and emission

light detection are placed along the orthogonal axis (“T” configuration, see

Fig. 2.9 Schematic diagram of a fluorometer (revised with permission from commercial literature

from ISS, Champaign, IL). The principal components include the xenon arc lamp, excitation and

emission monochromators, three slots to adapt band pass (BP) filters, a quartz beam splitter, a

quantum counter solution (Qc), three photomultiplier tubes (PMT) and three calcite prism polarizers
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Fig. 2.9). This orthogonal arrangement ensures minimal leakage of excitation light

into the fluorescence emission detection side. Common excitation sources used in

commercially available fluorometers are Xenon Arc Lamps, which provide a

relatively uniform intensity over a broad spectral range from the UV to the near

IR. Alternatively, monochromatic light sources such as light emitting devices

(LEDs, e.g. diodes, laser diodes and lasers) are used as well, particularly for

dynamic measurements (e.g. fluorescence lifetimes). High sensitivity photodetec-

tors are commonly used in fluorometers, such as photomultipliers (allowing acqui-

sition in analog or photon counting mode) or charged coupled device cameras (see

Lakowicz 2006, Chap. 2)). For spectral measurements monochromators or band

pass filters are placed in the excitation and emission light path to select specific

spectral bands (see Fig. 2.8) (Jameson et al. 2003). Some commercial equipment

such as the one described in Fig. 2.9 also includes polarizers, allowing fluorescence

polarization or anisotropy measurements (Sect. 2.5).

4.1 Steady State Fluorescence Excitation and Emission
Spectra

There are some practical aspects concerning measurements of fluorescence spectra

that are important to recognize. One of them is illustrated in Fig. 2.10, which

corresponds to an emission scan obtained in absence of fluorophores using simply

water. In this particular case the excitation wavelength was placed at 300 nm.

Different peaks are apparent in this “fluorophore-less” spectrum, corresponding to
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Fig. 2.10 Emission scan from 250 to 700 nm with excitation at 300 nm, peaks correspond (from

left to right) to Rayleigh scatter (300 nm), Raman scatter (334 nm), second order Rayleigh

(600 nm) and second order Raman (668 nm)
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Rayleigh scatter of the excitation light and the Raman scatter of water. Under

particular experimental conditions these effects can alter the shape of emission

spectra. The Rayleigh scatter is prominent precisely at wavelength regions

corresponding to the excitation wavelength, and it is generally avoided by choosing

appropriate spectral bands for the acquisition of fluorescence spectra

(e.g. excluding the excitation wavelength). Additional long pass band filters exclud-

ing the excitation wavelength can be placed in front of the detector to minimize this

effect. The Rayleigh scatter is particularly important in turbid samples

(e.g. membrane suspensions), and its effect can be circumvented by different

strategies involving alternative cuvette geometries or cuvettes with shorter optical

lengths (Lakowicz 2006; Jameson et al. 2003). The Raman effect corresponds to a

quasi-elastic scatter of water (O-H stretching mode) and this peak may become

relevant when very low concentrations of fluorophores (or fluorophores with a low

ΦF) are used. An important feature of the Raman peak is its dependence on the

excitation wavelength, something that does not occur for fluorescence (recall

Kasha’s rule discussed in Sect. 2.3)). A simple equation to identify the position of

the water Raman peak is given by the following equation:

1

λR
¼ 1

λEx
� 0:00034 ð2:23Þ

where λR and λEx are the Raman and excitation wavelengths respectively (Jameson

et al. 2003). Another important instrumental factor known as Wood’s anomaly,

refers to a surface plasmon polariton process occurring on the surface of the

diffraction gratings placed in the monochromators (Jameson et al. 2003; Maystre

2012). This phenomenon that results in a wavelength dependent -horizontally

polarized- additional signal may affect the shape of fluorescence emission spectra.

It can be eliminated by placing the emission polarizer in a vertical position.

Although different adjustments can be implemented by the user concerning the

acquisition of fluorescence emission spectra (Jameson et al. 2003), the fluorometer

manufacturers generally provide correction files that can correct the output data for

slit size, position of polarizers, Wood’s anomalies, etc.

The acquisition of excitation spectra also requires corrections since the energy

response of the excitation source (lamps) is not constant along the UV-visible- near

IR range. This correction is generally performed with a quantum counter, usually a

concentrated solution of Rhodamine B in ethylene glycol, which has a linear

fluorescence emission response in a broad excitation wavelength range

(200–600 nm). The idea behind this procedure is to perform a simultaneous

ratiometric measure between the fluorescence intensities of the sample and the

quantum counter at the different excitation wavelengths. By applying this proce-

dure, any energy fluctuation coming from the excitation source will be eliminated

during the acquisition of the excitation spectra. The quantum counter is generally

placed in a reference channel in the fluorometer, as indicated in Fig. 2.9. A complete

list of quantum counters with proper references can be found in Lakowicz (2006,

pp. 52). Last but not least, it is important to consider that cuvettes used to measure

fluorescence have intrinsic absorption properties depending on the cuvette material.
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For example, quartz cuvettes are required to measure absorption and fluorescence in

the UV spectral range since glass or plastic absorb light at these wavelengths. The

same considerations apply to solvents used in the experiments since many organic

solvents show strong light absorption, particularly in the UV region.

4.2 Fluorescence Lifetimes

There are two different ways to measure fluorescence decays, termed “time

domain” and “frequency domain” techniques (Lakowicz 2006; Valeur and

Berberan-Santos 2013; Jameson et al. 2003). The former directly measures the

time decay of fluorescent emission after a short pulse (shorter that the lifetime) of

excitation light. The latter indirectly measures the lifetime by analyzing the extent

of demodulation and phase shift of the fluorescence light with respect to a modu-

lated excitation light. The frequency domain method will be briefly referred to

below. For further reading on the theoretical, experimental and instrumental aspects

of these methods (Lakowicz 2006; Valeur and Berberan-Santos 2013; Jameson

et al. 2003; Gratton et al. 1984) are highly recommended.

In multifrequency domain measurements the fluorophore is excited by a light

source oscillating at a high frequency (generally in the MHz range to overlap the

nanosecond time range of fluorescence lifetimes) (Gratton et al. 1984). The resul-

tant fluorescence signal is also modulated at the same frequency but, since there is a

finite fluorescence lifetime, is phase-delayed and amplitude-demodulated. The

phase delay and modulation ratio contain the lifetime information of the

fluorophore (equations are included in Fig. 2.11) and can be measured using

heterodyning or homodyning detection techniques (Gratton et al. 1984). A typical

data representation is shown in Fig. 2.11 (inset). Measurements generally require

the use of fluorescence lifetime standards. Further details regarding experimental

considerations (polarization effects, proper selection of standards) and more com-

prehensive instrumental information can be found in Lakowicz (2006), Valeur and

Berberan-Santos (2013), and Jameson et al. (2003).

Generally, the time dependent fluorescence intensity decay can be described as:

I tð Þ ¼ αe�
t
τ ð2:24Þ

where It is the intensity at time t, α is a normalization term (the pre-exponential

factor) and τ is the lifetime. This expression assumes that the decay is

monoexponential (63% of the molecules have decayed prior to t¼ τ and 37%

decay at t> τ), which is not always the case (sometimes two or more exponents are

required to properly fit the data). Other models used to fit fluorescence decays make

use of Gaussian and Lorentzian distributions (Alcala et al. 1987a, b, c). More

recently, an approach named “phasor analysis” which offers a “model free analysis”

has proven very useful to perform lifetime analysis (both in cuvette and microscopy

experiments) (Digman et al. 2008; Stefl et al. 2011). To conclude with this section it
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should be mentioned that fluorescence lifetime measurements can also be

performed in a fluorescence microscope. This technique is called fluorescence

lifetime image (FLIM) (van Munster and Gadella 2005) and allows spatially

resolved lifetime information. This information is particularly useful to study

complex specimens such as cells or tissues, where the degree of labeling cannot

be easily controlled. In contrast to fluorescence intensity, fluorescence lifetime is

independent of the probe concentration (Bloksgaard et al. 2013), providing a direct

indication of changes in the fluorophore’s environment.

5 Pharmaceutical Applications

5.1 Human Serum Albumin: Drug Interactions Studied by
Fluorescence Methods

1-Anilino-8-naphthalenesulfonate (1,8-ANS) is a fluorescent molecule that binds

with high affinity to hydrophobic surfaces of proteins (Hawe et al. 2008) as well as

membranes (Slavik 1982). The fluorescence properties of this molecule are
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(M) with the lifetime are included at the top of the figure. The inset illustrates two simulations

assuming single exponential decays of 1 and 10 ns respectively, where the evolution of M and ϕ
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extremely sensitive to polarity. For example, the ΦF of 1,8-ANS is very low in

water (ΦF¼ 3.5� 10�3) compared with methanol (ΦF¼ 0.21) or bound to nonpolar

surfaces of proteins (ΦF¼ 0.67 for bovine or human serum albumins) (Bagatolli

et al. 1996a, b) (Fig. 2.12a). Thus, these properties make 1,8-ANS well suited for

determining the affinity of hydrophobic ligands to their corresponding binding

proteins (Hawe et al. 2008).

The interaction of 1,8-ANS with serum albumins was first reported in 1954 by

G. Weber (Weber and Laurence 1954) and in many papers since (Weber and Young

1964; Weber and Daniel 1966; Daniel and Weber 1966). This section will concen-

trate on one study performed with human serum albumin (HSA) using frequency

domain fluorometry (Bagatolli et al. 1996a). This work showed that HSA has two

distinguishable fluorescent sites, depending of the ANS/serum albumin ratio.

Above a 1:1 mol ratio of 1,8-ANS:HSA, the fluorescence emission spectra can be

resolved into two components: (i) component 1 with a fluorescence lifetime of 16 ns

(ΦF¼ 0.67) and a ~λmax of 478 nm (which is dominant below the 1:1 mol ratio); and

(ii) component 2 with an average fluorescence lifetime of 3 ns (ΦF¼ 0.11) and a

~λmax of 483 nm. This information allowed fitting the binding of the fluorophore

with a model of two independent binding sites, with dissociation constants of

Fig. 2.12 (a) Molecular structure of 1,8-ANS and a picture comparing the fluorescent response of

1,8-ANS in water and in a solution of human serum albumin. From this picture the increase in the

fluorescence quantum yield of the probe in presence of the protein is apparent. (b) Displacement of

1,8-ANS by diazepam. The graph shows the steady state fluorescence spectra of the fluorophore

bound to HSA in the absence (a) or in the presence of 25 μM (b), 100 μM (c), or 150 μM (d)
diazepam. 1,8-ANS and HSA concentrations were 12.5 μM and 1.25 μM, respectively. The

calculated dissociation constant for diazepam was 1� 10�5 M. Adapted from Bagatolli

et al. (1996b)
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1.15� 10�6 M (capacity of 1 mol of 1,8-ANS per mol of HSA, site 1) and

1.27� 10�5 M (capacity of 2.34 mol of 1,8-ANS per mol of HSA, site 2). The

fluorescent site 1 was related to the IIIA subdomains of the protein (He and Carter

1992) and is implicated in the binding of many different drugs (such as diazepam

or aspirin) (Bagatolli et al. 1996a). One of the results of this study was an easy

steady-state method to perform competition experiments with different drugs

interacting with HSA (see Fig. 2.12b) (Bagatolli et al. 1996b). This approach

offered several advantages over classical methods such as equilibrium dialysis

techniques: it is faster, cheaper, and requires a simple mathematical treatment to

extract dissociation constants. It has also been successfully applied to study the

interaction of herbicides with serum albumins (Rosso et al. 1998).

5.2 Do Liposomes Penetrate Skin?

Liposomes have been suggested as delivery systems for drugs through the skin

(Cevc 1997, 2003, 2004; van Kuijk-Meuwissen et al. 1998). Although studies

applying different techniques have been conducted to document the penetration

of liposomes into skin such as transmission electron microscopy (Bouwstra and

Honeywell-Nguyen 2002; Honeywell-Nguyen et al. 2004, 2006), tape stripping

(Honeywell-Nguyen et al. 2004), laser scanning confocal and multiphoton excita-

tion fluorescence microscopy (van Kuijk-Meuwissen et al. 1998; Alvarez-Roman

et al. 2004; Cevc et al. 2002; Carrer et al. 2008; Simonsson et al. 2011), no

conclusive evidence has been presented so far to answer how exactly it is that

liposomes facilitate transdermal penetration of drugs. Recently, ccRICS has been

applied to evaluate the integrity of liposomes during transdermal penetration

experiments (Bloksgaard et al. 2013; Brewer et al. 2013). As mentioned above

(Sect. 2.6) this technique can determine whether or not two different fluorescent

species diffuse together. The strategy presented in this work is based on the

production of liposomes labeled with two different fluorophores (Brewer

et al. 2013), one placed in the liposome membrane and another in the liposome

lumen (summarized in Fig. 2.13a); a high cross correlation is expected between the

two fluorescent signals if, and only if, the liposomes are intact and the “cargo”

travels with the vesicle. While a maximum extent of cross correlation is observed

for liposomes in buffer, a sporadic cross correlation was obtained on the surface of

the skin and, interestingly, no cross correlation at all was measured within the skin

stratum corneum (SC; the outermost layer of skin where the barrier function of the

tissue occurs) as indicated in Fig. 2.13b (Brewer et al. 2013). Remarkably, measures

within the SC showed that the diffusion coefficients measured for both fluorescent

labels were not different in presence of absence of liposomes. In addition, RICS

measurements in the presence of liposomes showed that the number of fluorescent
molecules obtained for the membrane marker differ between buffer and the skin

SC. This observation rules out cargo leakage from the liposomes, suggesting that
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liposomes start to burst as soon as the they reach the skin surface (Brewer

et al. 2013). Finally, it was also shown that when liposomes are injected in the

skin directly below the SC, the cross-correlation is maintained. All these results led

to the conclusion that the integrity of liposomes is highly compromised by the skin

barrier. With regard to the spatially resolved information provided by imaging,

RICS allows to construct diffusion maps of fluorophores in the tissue at different

depths (Fig. 2.14). This capability of the technique provides relevant information to

explore tissue heterogeneity (Bloksgaard et al. 2013; Brewer et al. 2013).

Fig. 2.13 (a) Sketch of doubly labeled liposomes and the corresponding fluorescence fluctuations

for both fluorophores (black and blue lines) when liposomes are intact or destroyed by the addition

of detergent. (b) A graphical representation summarizing the RICS results showing the cross-

correlated signal in buffer (far from the skin surface), the sporadic cross-correlation at the skin

surface and the lack of correlation deep into the skin stratum corneum
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6 Concluding Remarks

Fluorescence spectroscopy embraces a broad number of different methodologies

allowing the study of different physical processes in biological systems. The

contents presented in this chapter are intended to introduce basic concepts, includ-

ing few useful experimental tips for beginners in the field, mostly related to cuvette

experiments. Readers with an interest in these topics may wish to consult more

comprehensive sources such as Principles of Fluorescence Spectroscopy (third

edition) by J. Lakowicz or Molecular Fluorescence: Principles and Applications
(second edition), an excellent text by B. Valeur and M. N. Berberan-Santos

((Lakowicz 2006; Valeur and Berberan-Santos 2013) respectively, quoted through-

out this chapter). Additionally, many advanced fluorescence topics (including

fluorescence microscopy-based approaches) are also covered in the series Topics
in Fluorescence Spectroscopy (Volumes 1–6, edited by J. Lakowicz, Kluwer

Academic Publishers), and several volumes of Methods in Enzymology (Volumes

246, 278 and 360) have dealt with issues in fluorescence spectroscopy.

Acknowledgments The author wants to thanks the Danish National Research Foundation (which

supports MEMPHYS-Center for Biomembrane Physics) and Drs. David Jameson and Roberto

Stock for the critical reading of this manuscript.

Fig. 2.14 Spatially resolved diffusion (diffusion maps) of ATTO 647N Streptavidin at 2 μm under

the stratum corneum (SC) surface. ATTO 647N Streptavidin is a water soluble protein covalently

labeled with the ATTO 647N fluorophore. (a) Intensity image of the SC. The white box indicates

the area where diffusion was measured. (b) Diffusion coefficient map positioned on top of the

corresponding intensity image showing the spatial distribution of the diffusion coefficients of

ATTO 647N Streptavidin. Note that diffusion is not homogeneous across the sample. Adapted

from Brewer et al. (2013)
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Chapter 3

Mid and Near Infrared Spectroscopy

Gabriele Reich

Abstract Vibrational spectroscopy in the mid (MIR) and near infrared (NIR) range

provides structural information on virtually any organic compound and thus pre-

sents many interesting perspectives in both qualitative and quantitative analysis.

These two techniques are powerful analytical tools for the identification and

molecular characterization of pharmaceutical raw materials, intermediates and

final dosage forms. NIR spectroscopy being fast, noninvasive, multiparametric,

robust and easy to interface with a process, perfectly matches the measurement

system requirements within the process analytical technology (PAT) framework.

This chapter focuses on modern pharmaceutical MIR and NIR applications and

covers (1) basic principles of both techniques including recent advances in instru-

mentation, sampling and data processing, (2) characterization of solid drug mole-

cules and excipients, (3) nondestructive analysis of solid oral dosage forms,

(4) secondary structural analysis of protein therapeutics, and (5) real-time process

monitoring and control in drug substance and drug product manufacture. Strategies

of MIR and NIR signal processing and multivariate NIR method implementation

are highlighted and practical challenges of specific applications discussed. Finally,

theoretical and practical aspects of NIR in vivo applications are briefly reviewed.

Overall, the analytical versatility of infrared spectroscopy to be applied in various

fields of pharmaceutical development, production and quality control is demon-

strated and potential benefits and limitations of the distinct wavelength regions are

scrutinized.
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1 Theoretical Background, Instrumentation and Data
Analysis

1.1 The Origin of Mid and Near Infrared Spectra

Infrared (IR) spectroscopy uses the spectral range between 12,500 and 20 cm�1,

which can be further subdivided in the far-IR (FIR: 400–20 cm�1), the mid-IR

(MIR: 4000–400 cm�1) and the near-IR (NIR: 12,500–4000 cm�1) (Fig. 3.1).

Spectral signals in the MIR and NIR range are absorption bands as a consequence

of molecular vibrations. Sample absorbance is recorded at each wavelength

(nm) and, except for dispersive NIR instruments, plotted against the inverse of

the wavelength, i.e. the wavenumber (cm�1).

Absorbance in the MIR range originates from two types of fundamental vibra-

tions, namely stretching and bending (Chalmers and Griffiths 2001; Griffiths and

De Haseth 2007). The vibrational frequencies can simplistically be described by a

mechanical ‘balls-on-spring’ model and correlated with molecular parameters

based on a harmonic oscillator approximation by considering the strength of the

bond and the mass of the atoms as main variables. As molecular systems according

to quantum mechanics can only have some discrete energy levels with transitions

solely between adjacent levels, the radiation energy for a fundamental vibration to

occur should match exactly the difference between the ground level (υ¼ 0) and the

first excitation level (υ¼ 1). However, energy match is not sufficient. For a vibra-

tion to be active in the MIR, a molecular interaction of the electrical oscillating field

of the electromagnetic wave is required. As this is only possible, if the vibration

induced displacement of the atoms also induces a modulation of the molecular

dipole moment, the electric field vector of the radiation must oscillate with the same

frequency as the molecular dipole moment. As a consequence, MIR spectroscopy is

specifically sensitive to polar functionalities (Table 3.1).

Frequency and intensity of the absorbed radiation depend on the strength of the

bond, the atoms the molecule is composed of, the extent of the dipole moment

Fig. 3.1 Infrared spectral regions within the electromagnetic spectrum
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change and the chemical environment. Hence, position, intensity and width of MIR

absorption peaks provide information about the molecular structure of the sample

including inter- and intramolecular interactions such as hydrogen bondings. As

absorbance is strong in the MIR range, most samples have to be diluted or measured

in the attenuated total reflectance (ATR) mode (see Sect. 1.2). In addition, mea-

surements in the mid-IR are very sensitive to water, i.e. the strong water band

around 3700–3000 cm�1 can obscure absorption bands from other groups thus

potentially providing problems to measurements of aqueous samples. The use of

a purge gas such as nitrogen is therefore compelling. On the other hand, peaks are

numerous providing an absorption pattern, i.e. a spectral fingerprint that is unique

for each material. Thus, MIR spectroscopy is an analytical technique that has

traditionally been applied in many fields of pharmaceutical drug product develop-

ment and manufacture. Historically most important is its use for the chemical

identification of raw materials including drug substances, excipients and packaging

materials. Innovative MIR applications will be outlined in Sects. 3, 4 and 6.

Table 3.1 Characteristics of mid and near infrared spectroscopy

Mid infrared spectroscopy Near infrared spectroscopy

Vibrations Fundamentals Overtones

Combinations

Wavenumber range 4000–400 cm�1 12.500–4000 cm�1

Radiation (Light source) Polychromonatic radiation (Globar tungsten)

Spectral principle Absorption

Absorption coefficient High Low

Absorbance peaks Numerous and well resolved Broad and overlapped

Selection rules Change in dipole moment Change in dipole moment

Anharmonicity

Functionalities Polar groups X-H groups (i.e. CH/OH/

NH groups)

Structural selectivity High Low

Quantitative measurements Beer’s law

Sample preparation Dilution required (e.g. KBr)

(except ATR-IR)

Not required

Sample size Small volume (μl) Large

Low thickness (μm) Thickness up to cm

Monochromator Detection

principles

FT-IR Grating

FT-IR

AOTF

Diode-array

Light-fiber optics Chalcogenide or AgCl (<10m) Quartz (>100m)

Limited

Probes ATR Transmission

Transflection

Diffuse reflectance
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Absorption bands occurring in the NIR region originate from overtones and

combinations of fundamental vibrations of –CH, –NH, –OH and –SH groups. In

addition to a change in the dipole moment, key features determining their frequency

and intensity are anharmonicity and Fermi resonance. Additional electronic transi-

tions may occur in the short-wave NIR region, the so-called Herschel region

(12,500–8500 cm�1; 800–1200 nm), which due to its very high optical transparency

is almost exclusively used for biomedical applications and thus also called the

‘window of body’ (see also Sect. 8). Most of the pharmaceutical NIR applications

are performed in the region 1200–2500 nm which is dominated by absorption bands

resulting from overtones and combinational vibrations. In the following, the phys-

ical basis of their origin will be briefly described.

The energy curve of an oscillating molecule is strongly affected by intramolec-

ular interactions resulting in non-symmetric vibrations around the equilibrium

position and non-identical spacings between the energy levels that a molecule can

attain. This situation can be described by the quantum mechanical model of an

anharmonic oscillator (Fig. 3.2). Selection rules for anharmonic systems do not

exclude transitions with Δυ> 1. Thus, transitions with Δυ¼ 2 or 3 are possible,

although with lower probability at higher quantum number (υ). NIR overtone bands

originate from such multilevel energy transitions that occur at multiples of the

fundamental vibrational frequency according to their degree of anharmonicity

(Reich 2005; Siesler 2008). Combination bands, on the other hand, result from

vibration interactions. Their frequencies are the sums of multiples of each

interacting frequency. The degree of anharmonicity is determined by the mass

difference between the atoms of a covalent bond and the local electronic environ-

ment, i.e. the molecular dipole moment resulting from the impact of neighbouring

groups and hydrogen bondings. As a consequence, anharmonic vibrations induce a

modification of the dipole moment that is not linearly dependent on the nuclear

displacement.
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Fig. 3.2 Anharmonic

oscillator model
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The NIR region is dominated by absorption bands arising from vibrations of X-H

bonds with a high dipole moment and a large interatomic mass difference, and thus

a large anharmonicity. The overtone and combination band pattern is further

complicated by effects resulting from coupling or resonance between vibrations

of the same functional group, which makes band assignment difficult. Fermi

resonance, for instance, occurs between a fundamental vibration and an overtone

at low frequency difference. It leads to a significant band splitting with a greater

separation of the two peaks and an intensification of the overtone band. Moreover,

resonance effects between combination bands and high order overtones of hydro-

carbons have to be considered.

In conclusion, NIR absorption bands are typically broad, overlapping and

10–100 times weaker than their corresponding mid-IR bands. The low absorption

coefficient is an advantage, since it permits a high penetration depth and thus

nondestructive measurements of strongly absorbing and highly scattering samples

such as solids. Band shifts associated with inter- and intramolecular hydrogen

bondings are even more pronounced than in the mid-IR. On the other hand,

sensitivity and selectivity are low and call for multivariate data processing to relate

spectral information to specific sample properties. Absorption and scatter effects

contained in diffuse reflectance and transmittance spectra can be used to simulta-

neously evaluate chemical and physical sample characteristics. However, scatter

effects resulting from random physical sample variations may also pose analytical

problems to be managed in method development. Key features of MIR and NIR

spectroscopy are summarized in Table 3.1.

1.2 MIR Instrumentation and Sampling

FT technique: Modern MIR spectrometers are Fourier transform infrared (FTIR)
instruments (Griffiths and De Haseth 2007). Due to their improved acquisition

mode and overall performance, they have almost entirely replaced dispersive

instruments. The main optical part of an FT-IR spectrometer is the interferometer.

A common instrumental setup is the two-beamMichelson interferometer consisting

of two mutually perpendicular plan mirrors and a beam splitter. The radiation beam

coming from the light source is collimated by a mirror or lens and directed to the

interferometer, where it is split into two parts by the beam splitter. One part

propagates to the fixed mirror, is reflected there and thus travels back to the beam

splitter. The other part is directed towards the movable mirror, where it is also

reflected back. The two split beams are recombined at the beam splitter and directed

out to be focused on the detector.

As the split beams are spatially coherent, they interfere upon recombination. The

interference pattern, i.e. the radiation intensity of the recombined beam is a function

of the optical path difference and thus the position of the movable mirror. A plot of

light intensity (I) versus the optical path difference (d) produces the interferogram,

which is recorded by the detector. As each wavelength (λ) produces its own
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interference pattern, the interferogram contains the spectral information necessary

to be transformed by Fourier analysis from a time domain into a frequency domain,

i.e. into a spectrum. Advantages of the FT technique are rapid data collection and a

high signal to noise (S/N) ratio, which is important for accurate measurements. In

rapid scan FT instruments the movable mirror is moved at a maximum speed of

10 cm/s providing a time resolution of 10 m s at 12 cm�1 optical resolution.

In a special type of FTIR spectroscopy, named photoacoustic spectroscopy
(FTIR-PAS), the interferogram is recorded by an acoustic detector. Intensity mod-

ulated IR radiation available in form of the interferogram generates heat waves in

the sample, which is placed in a cavity cell filled with a transfer gas (e.g. helium).

The heat waves induce sound signals in the surrounding transfer gas, which can be

detected by a sensitive microphone (Wartewig and Neubert 2005). Advanced FTIR

and FTIR-PAS spectrometers allow the interferogram to be recorded in a step scan
mode, i.e. the movable mirror is stopped at different positions to obtain time-

resolved intensity measurements. The time resolution is limited by the response

time of the detector, but can be in the order of nanoseconds. With FTIR-PAS,

frequency modulation at each mirror position enables controllable depth profiling

of the sample.

Two-dimensional (2D) FT-IR spectroscopy is a new tool to study transient

molecular structures and dynamics by monitoring excitation and subsequent relax-

ation processes caused by external perturbations (Noda 1990; Baiz et al. 2012a, b).

A vibrational spectrum is spread over two frequency axes to provide information

about vibrational couplings by means of cross peaks. Hence, the 2D approach

allows enhancement of spectral resolution, which is very useful to study structural

connectivity such as in proteins. Ultrafast lasers are used to perform measurements

within picoseconds or faster.

Sampling techniques for measurements in the mid-IR strongly depend on the

chemical, physical and spectral characteristics of the sample and the parameter to

be determined. Three main setups are in common use: (1) transmission, (2) attenu-

ated total reflectance (ATR), and (3) diffuse reflectance (DRIFT) (Griffiths and De

Haseth 2007). Additional configurations for specific applications comprise PAS and

chemical imaging (CI) or hyphenated techniques such as TG-IR. The development

and use of fiber optics for real-time measurements continues to grow. In the

following the basic principles of transmission, ATR and DRIFT measurements

will be briefly explained and their practical pros and cons discussed.

Transmission measurements are feasible with liquid and solid samples. Due to

the high absorbance coefficient in the mid-IR region, solid samples have to be

diluted with a nonabsorbing substance such as KBr and pressed into a pellet. For

pharmaceutical applications it is important to consider that the high pressure

applied in pellet formation may lead to structural artefacts (see also Sect. 3). Liquid

samples are presented in ZnSe, BaF2 or CaF2 cuvettes. A short pathlength of

typically 5 μm is required when dealing with aqueous protein solutions, since

water exhibits strong absorption bands in the mid-IR, which overlap the amide I

band and some of the side chain bands of proteins (see also Sect. 6).
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In the ATR setup the sample is placed in direct contact to an internally reflecting

material with a high index of refraction (e.g. ZnSe). The light beam that is

transmitted through the ATR element is reflected at the crystal/sample interface,

thereby penetrating a few microns into the sample. The evanescent wave can

interact with the sample resulting in absorption so that the light reaching the

detector contains sample information. The intimate contact between the sample

and the ATR element is, however, crucial. The ATR setup can be mounted onto a

benchtop instrument or implemented in an immersion probe. With the benchtop

setup small amounts of liquids, semi-solids and powders can be analyzed. Different

designs of the ATR cell including configurations for diffusion studies are available.

Due to the low penetration depth of the MIR light into the sample, the optical

pathlength is small enough to allow aqueous solutions to be measured. The method

is quick and no sample preparation is needed. With an ATR immersion probe real-

time monitoring of chemical reactions and crystallization processes is feasible (see

Sects. 4.1 and 4.2). As the sampling depth in an ATR setup is very small, it does not

allow measurements throughout the bulk sample. This is, however, an advantage,

when dealing with slurries in crystallization processes to ensure that crystallized

material does not interfere with the liquid phase signal.

In a DRIFT setup, IR radiation reflected from rough sample surfaces is collected.

In principle, the incident light is partly reflected by the sample surface (i.e. specular

reflectance), partly scattered, and partly transmitted into the sample. The transmit-

ted part may be absorbed or diffracted, resulting in diffusely scattered light.

Contrary to the specularly reflected part, which is usually eliminated by the

DRIFT accessory, the diffuse reflected light collected over various angles thus

contains absorptivity information from the sample. Due to the measurement prin-

ciple, DRIFT spectroscopy can be used for noninvasive evaluation of solid samples

including characterization of polymorphic forms (see Sect. 3.2). Ideally, minimal

sample preparation is required. However, results may be compromised by very

large particles or a very wide particle size distribution affecting spectral quality or

by strongly absorbing compounds that require dilution with KBr.

1.3 NIR Instrumentation and Sampling

A NIR spectrometer is basically composed of a light source, a monochromator, a

sample holder or a sample presentation interface, and a detector (Reich 2005).

Different instruments can be distinguished according to their optical configuration,

the light source (e.g. a tungsten-halogen lamp or super-luminescent LEDs), the type

of detector (e.g. PbS, InGaAs), the scan rate, the measuring mode, the sampling

technique, the vibration tolerance and the protection against environmental condi-

tions such as dust, humidity and solvents (Workman and Burns 2008). Various

optical configurations are available to separate the polychromatic NIR radiation

into monochromatic frequencies. Broadband, discrete filter photometers and light-

emitting diode (LED)-based instruments only cover a selected narrow spectral
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range of approx. 50–100 nm. Diffraction gratings, interferometers, diode arrays,

acousto-optical tunable filters (AOTF) and micro-electro-mechanical systems

(MEMS) optical tunable filters provide full range spectra. Selection of the appropriate

configuration strongly depends on the application to be performedwith the instrument.

The most important criteria to be considered comprise the required S/N ratio, photo-

metric and wavelength accuracy, spectral resolution, potential stray light effects and

measurement speed. The decision for a specific instrumental setup, i.e. spectrometer

and sampling configuration strongly depends on the sample type, the required analyt-

ical sensitivity and reliability, ease of use and potential implementation needs. The

latter aspects require laboratory and process analyzers to be distinguished.

NIR laboratory analyzers intended for pharmaceutical off-line or at-line quality

control measurements require a high analyte sensitivity, whereas measurement

speed is of lower importance. For raw material identification purposes, hand-held

miniaturized NIR spectrometers based on e.g. a thin-film linearly variable filter

(LVF) as the dispersive element have gained popularity (Sorak et al. 2012; Alcala

et al. 2013). State-of-the-art lab instruments for reliable quantitative analysis are

FT-NIR spectrometers. The appropriate spectral sampling technique is determined

by the optical properties of the sample matrix, i.e. transparent samples are measured

in transmittance mode, whereas the analysis of turbid liquids or semi-solids and

solids may be performed in diffuse reflectance, diffuse transmittance or

transflectance mode, depending on the absorption and/or scatter characteristics of

the sample (Reich 2005). In case of solids, spectral quality is further affected by the

sample presentation. This issue will be discussed in more detail in Sect. 2.1.

Process analyzers are intended for on-line or in-line measurements to provide

real-time process information. Fast and rugged NIR instruments are thus required,

preferably with no moving parts to enable numerous scans per second without being

sensitive to vibrations. Established NIR analyzer formats for real-time PAT appli-

cations include the scanning grating monochromator, the grating polychromator

photodiode array spectrometer, AOTF analyzers, and process FT-NIR instruments

(Simpson 2010). AOTF analyzers are extremely fast (100 scans/s), whereas FT

instruments provide the best spectroscopic performance and long-term spectral

reproducibility. Emerging technologies further comprise compact MEMS-based

grating and FT spectrometer devices (Simpson 2010). Selection of the appropriate

process analyzer technology certainly depends on the process dynamics, the

required accuracy, the intended flexibility and the environmental conditions. Inter-

facing is another demanding aspect to be considered when implementing a PAT

application. Various NIR probe designs for on-line and in-line analysis of solids or

clear to opaque liquids including contact and non-contact configurations with

sampling options in reflectance, transmission or transflectance mode are commer-

cially available. For pharmaceutical PAT applications, the ability of separating the

spectrometer from the point of sampling at a long distance by means of quartz light-

fiber optics or applying multiple remote control points is certainly an advantage of

NIRS over MIRS (see Table 3.1). Practical challenges associated with the imple-

mentation of real-time PAT applications in both drug substance and drug product

manufacture will be discussed in Sects. 4 and 7, respectively.
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1.4 Spectral Data Analysis

MIR Signal Processing: Absorbance bands in the mid-IR are often directly

interpretable due to peak specificity resulting from characteristic vibrations of

certain atomic groups at typical, so-called ‘group’ frequencies, regardless of the

structure of the rest of the molecule. Band assignment based on these group

frequencies can therefore be used to diagnose certain functional groups and struc-

tural moieties. On the other hand, absorption bands in the range <1500 cm�1

mainly result from strongly coupled vibrations that are specific for a single mole-

cule. The spectral pattern of this ‘fingerprint’ region is therefore especially useful

for chemical identification purposes.

Identification of a substance is usually performed by visual or computer-aided

comparison of the IR absorption spectrum of the sample with a reference spectrum

from a spectroscopic library or a reference sample. Prerequisite for a proper

diagnose is that both spectra were measured under the same conditions. Quantita-

tive analysis is generally feasible, since absorption intensity in the mid-IR is

proportional to the concentration of the absorbing component. Lambert-Beer’s
law can be applied directly, if well resolved absorption bands have been identified.

Complex overlapping bands representing different structural features such as

those found in FT-MIR spectra of proteins call for resolution enhancement prior to

band assignment. Common approaches are Fourier self-deconvolution (FSD)

(Byler and Susi 1986) or the use of second derivative spectra. Once the underlying

features have been resolved, a curve fitting procedure can be applied to estimate

quantitatively the area of each component representing a certain secondary struc-

ture. Challenges associated with the use of resolution enhancement and curve fitting

for protein secondary structural analysis will be discussed in Sect. 6.1. Alterna-

tively, the ‘spectral correlation coefficient’ based on absorption intensities may be

calculated (Prestrelski et al. 1993) or a comparison of the ‘area of overlap’ between
baseline-corrected and area-normalized second derivative spectra may be

performed to quantify overall MIR spectral similarity (Kendrick et al. 1996).

Peak fitting of non-deconvoluted spectra followed by multivariate regression is an

additional approach that may be applied (Vonhoff et al. 2010). Overall, it can be

concluded that in mid-IR spectroscopy band assignment is still more popular than

multivariate data analysis.

Multivariate NIR Data Analysis: Since NIR spectra are typically composed of

broad overlapping absorption bands which contain chemical and physical sample

information, the analytical raw data are hardly selective. Qualitative or quantitative

analysis therefore require multivariate classification or regression based calibration

modeling to be performed. To selectively relate spectral variables to specific

sample properties, it is usually necessary to eliminate, reduce or at least standardize

the influence of interfering information contained in the spectra and enhance

relevant information from the analyte by signal preprocessing prior to calibration

modeling. In the following, the most frequently applied mathematical and multi-

variate statistical methods for NIR data processing will be shortly discussed. For a
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more detailed treatise of the subject matter the reader is referred to the comprehen-

sive textbooks of Martens and Naes (2001) and Naes et al. (2002) and the more

recent reviews of Xiabo et al. (2010) and Rajalahti and Kvalheim (2011).

Data Pretreatments: Scatter effects and path length variations, resulting from

variable physical sample properties or sample collection, and hardware or process

noise are the most prominent spectral interferences compromising the prediction

performance of an NIR method. Scatter-induced baseline offsets can be effectively

reduced by e.g. multiplicative scatter correction (MSC) or standard normal variate

(SNV). Normalization algorithms are applicable to compensate for baseline shifts

and intensity differences resulting from path length variations. Derivatives remove

constant offsets and provide a better resolution of overlapping peaks. However, to

avoid amplification of spectral noise, derivation should be applied only in combi-

nation with Taylor or Savitzky Golay smoothing algorithms. A special pretreatment

algorithm, which removes non-correlated, systematic variation in the spectral data

set X that is orthogonal to the response data set Y and thus of no predictive value, is

Orthogonal Signal Correction (OSC). OSC can effectively reduce the complexity of

multivariate NIR calibration models by using correlated variation only. Overall,

proper selection of the pretreatment strategy is crucial for the results obtained from

NIR measurements, since signal preprocessing strongly affects the robustness of a

NIR method whether qualitative or quantitative.

Multivariate classification methods: In qualitative NIR analysis, multivariate

classification methods, also known as pattern recognition methods, are used to

group samples with similar chemical and/or physical characteristics according to

their spectral similarity. Unsupervised classification methods do not require any a

priori knowledge about the samples within a class. They simply produce clusters

and thus provide valuable information about subpopulations within a spectral data

set. Classification can be performed by hierarchical methods leading to a dendro-

gram or visually by principal component analysis (PCA). PCA decomposes the

spectral data matrix into orthogonal components whose linear combinations

approximate the original data. The new variables are called principal components

(PC), latent variables (LV), eigenvectors or simply factors, and account for the

largest possible variance in the data set. The PCs are obtained in a sequential way

with each PC being described by a score vector and a loading vector. The score

value indicates how a certain spectrum is related to other sample spectra in that

PC. Score plots thus reveal characteristic patterns (i.e. clusters, trends or outliers) in

the spectral data. The loading vector provides information about spectral features

captured by the corresponding PC. Loading plots can therefore be applied to

interpret the patterns observed in the score plot. Since scores and loadings contain

the covariance structure of a spectral data set, PCA enables different sources of

variation to be easily recognized and spectral variability to be efficiently reduced to

only a few PCs capturing the dominant variation pattern. Some other multivariate

methods such as soft independent modeling of class analogies (SIMCA) and

principal component regression (PCR) therefore rely on PCA to perform classifi-

cation or regression.
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For pharmaceutical identification and/or qualification purposes, supervised clas-
sification methods are applied to construct spectral libraries with a training set of

samples of known category membership, thus providing pre-specified classification

rules that are used to allocate unknown samples to the most probable subgroup.

Supervised classification methods can operate either in the wavelength space or in a

factor space. In any case, mathematical criteria have to be established for param-

etrizing spectral similarity. Similarity can be expressed by either a correlation

coefficient (CV) or a distance measure such as the Euclidian orMahalanobis distance.

The correlation coefficient is a rather robust parameter for identity testing, while

distance-based methods also enable product qualification to be performed. Algo-

rithms comprise linear discriminant analysis (LDA), quadratic discriminant analysis

(QDA), K nearest neighbours (KNN), SIMCA and partial least squares discriminant

analysis (PLS-DA). What they have in common is the need to define a threshold for

discriminating between classes or evaluating spectral similarity or dissimilarity.

Challenges associated with the threshold definition will be discussed in Sect. 2.2.

Multivariate regression methods: For quantitative analysis, the multivariate

information contained in NIR spectral data requires multivariate calibration model-

ing based on reference data. Method development comprises several critical steps

which will be discussed in more detail in Sect. 2.1. Herein, the most prominent

algorithms used to relate the spectral variations to the analytical target property will

be briefly explained.

The most frequently applied regression methods are principal component regres-

sion (PCR) and partial least squares regression (PLSR). Both methods try to

establish a linear relation between the spectral information and the analytical target

property based on reference values. PCR uses the PC scores, i.e. the largest

variation in the spectrum to perform regression on the sample property to be

predicted, whereas PLSR decomposes both the spectral data matrix X and the

response matrix Y into latent variables that reflect the maximum covariance

between the two. The advantage of PLS regression modeling over PCR is obvious,

namely to find the variables in X that best describe the related response values Y to

be predicted. With both methods, the optimum number of latent variables is crucial

for the model robustness and highly dependent on the sample characteristics and the

analytical target parameter. If spectral data and target property are not linearly

related, non-linear calibration methods such as locally weighted regression (LWR),

artificial neural networks (ANN) or support vector regression (SVR) have to be

applied. For further details concerning LWR and ANN, the interested reader is

referred to the textbook of Naes et al. (2002).

Multivariate curve resolution (MCR) is an alternative approach to PCA and PLS

for multivariate spectral data analysis, when calibration samples are not readily

available or difficult to prepare such as in pharmaceutical production settings. In

MCR, also known as soft modeling or mathematical resolution, it is assumed that

each spectrum can be described as the sum of N pure underlying spectra. The purpose

of the MCR modeling procedure is to estimate the pure underlying spectra for each

spectrum. Hence, the advantage ofMCR as compared to PLS is that a calibration data

set is not strictly required. Moreover, model interpretation is often easier.
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2 Practical Challenges of Multivariate NIR Method
Implementation

Implementation of a multivariate NIR method comprises the following distinct steps:

1. Definition of the analytical target parameter(s)

2. Selection of the appropriate instrumental setup and sampling strategy

3. Multivariate calibration model development

4. Method validation

5. Method transfer to routine use

6. Model maintenance

Challenges inherent to the development of reliable and robust multivariate NIR

methods depend on the analytical target and the complexity of the system to be

analyzed. Defining the scope and purpose of the analysis and considering a priori

knowledge prior to calibration development is thus important in both qualitative

and quantitative NIR methods to properly select a representative calibration sample

set, determine the adequate spectral acquisition and sampling mode and choose the

appropriate spectral data processing algorithms to compensate for potential inter-

fering spectral effects and provide sample classification or quantification. Subse-

quent validation of the calibration model is another demanding step for method

implementation and routine use. This section is intended to discuss the most critical

issues to be considered in qualitative and quantitative NIR method development,

validation, transfer and maintenance.

2.1 Qualitative Analysis

Within the pharmaceutical supply chain, nondestructive qualitative NIR analysis

based on supervised classification algorithms (see Sect. 1.4) plays a major role for

the identification and qualification of both raw materials and dosage forms. Spe-

cifically critical in qualitative NIR method development is (1) the variable selection

step, (2) the choice of the classification algorithm and (3) the threshold definition to

ensure adequate selectivity (Blanco and Romero 2001; Alvarenga et al. 2008).

Interpretation of scores and loadings obtained from a PCA usually helps with

variable selection and identification of analyte-specific spectral regions for subse-

quent classification modeling. For the specific identification of an active pharma-

ceutical ingredient (API) in a solid dosage form, distance-based supervised
methods operating with the first few PCs as input variables usually provide good

prediction performance and long-term accuracy, i.e. high robustness. In case of raw

material identification and qualification, size-independent and robust correlation
methods are well suited to construct the general identification library. To further

distinguish between similar compounds in subcascading qualification libraries,

distance-based methods are again more suitable.
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Irrespective of the modeling method, the most crucial step in terms of selectivity

is the definition of the threshold value being the boundary assigned to a specific

group of the library. Setting the appropriate threshold is an iterative procedure to be

performed in conjunction with the external validation, i.e. the threshold value is

successively changed until an acceptable identification performance of the inde-

pendent validation samples is achieved. If the threshold thus defined does not allow

the desired selectivity to discriminate between similar compounds, a smaller

sublibrary should be used to define the appropriate threshold.

Finally, for a qualitative NIR method to comply with the validation criteria given

in the ICH Q2 documents (ICH Q2 (R1) 2005), specificity and robustness must be

proven. Distance-based classification methods operating in the dimension-reduced

factor space are usually more specific and robust as compared to correlation

methods operating in the wavelength space. The latter provide, however, the

advantage to easily update the library by incorporating new variabilities, e.g. new

products or additional spectra of an existing product.

2.2 Quantitative Analysis

Selectivity, accuracy and robustness are key elements of a quantitative NIR

method. Due to the multivariate nature of NIR spectra including chemical and

physical sample information, method development requires a thorough understand-

ing of all variables affecting method performance.

A high signal-to-noise ratio is, for instance, needed for assaying a low dose API

in a complex powder or tablet formulation, whereas spectral resolution is not a

major issue when determining physical characteristics such as tablet hardness

primarily associated with baseline shifts (Reich 2005). Selection of the appropriate

spectral sampling strategy depends on the optical properties of the sample matrix,

the analytical target parameter and the specific application (i.e. static or dynamic).

When dealing with powders, granules or pellets measured in reflectance mode,

prediction accuracy strongly depends on the spectral reproducibility, i.e. sample

homogeneity and compactness (Reich 2005). The reflectance mode is well suited

for the analysis of tablet coatings (see Sect. 7.7) and capsule shells (Reich 2005). It

reveals, however, some limitations when measuring highly inhomogeneous tablets,

multilayer tablets or tablets with a thick coating, since the spectral information

depth is limited (Saeed et al. 2011). The same is valid for nondestructive capsule

content analysis. Transmittance measurements usually scan a larger volume of the

dosage form and thus provide a better overall quantitative description of a tablet or

capsule fill matrix. In fact, improved accuracy and robustness of tablet and capsule

assays performed in transmittance mode have been reported, despite a reduced

wavelength range being available for the analysis (Xiang et al. 2009a, b; Warnecke

et al. 2013).

The greatest difficulty in developing a robust quantitative NIR method is the

selection of a representative calibration sample set. In fact, the sample set should
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span a sufficiently wide concentration range of the analytical target parameter and

emcompass all expected chemical and physical variabilities to enable the selective

prediction of real life, e.g. production samples with normal and abnormal target

characteristics. In case of drug content determination, ICH guidelines (ICH Q2

(R1) 2005) recommend to use a range of �20% around the nominal value for

calibration modeling. In addition, collinearity between concentration values of API

and excipients should be kept as low as possible to avoid pseudo-correlations

(Xiang et al. 2009c). In case of low dose products, this can be accomplished by

statistically designed placebos with excipient concentrations in the range of �5%

of their nominal value (Blanco and Peguero 2010).

Since intra-batch and batch-to-batch variability in pharmaceutical production

are usually low, normal production samples are not sufficient to span the concen-

tration range of the analyte required for calibration modeling. Sample manufacture

with variable API and/or the excipient concentrations well above and below the

target value is usually not applicable in the production setting. On the other hand,

only production samples contain the spectral signature of the production process

that is necessary to reflect physical matrix variability (Cogdill et al. 2005a). In view

of this technically and economically challenging situation, various approaches have

been proposed to efficiently design and manufacture calibration samples for the

development of robust quantitative NIR calibration models to be applied in routine

production. Those include the combination of lab and production samples (Blanco

and Peguero 2010), the use of laboratory samples only with process-related phys-

ical matrix variability being included via calculation of a process spectrum (Blanco

et al. 2011) or modeling strategies based on reduced sample sets with artificial data

augmentation and/or orthogonal projections (Pieters et al. 2013). In any case,

statistically designed experiments are highly recommendable to define the compo-

sition and number of calibration samples.

The reference method has to be carefully selected, since the accuracy of the

reference method determines the accuracy of the NIR method. For content unifor-

mity analysis, the sample size of the reference analysis should be comparable with

the spectral sample size (see also Sect. 7.1). Moreover, the time between the NIR

measurements and the reference analysis can be crucial. Moisture content determi-

nation, for instance, requires reference analysis to be performed directly after NIR

analysis, i.e. without any lag time (see also Sect. 4.3).

Multivariate calibration modeling is the next step in method development. The

goal is to selectively relate the spectral information to the sample properties of

interest, i.e. the reference values. Since variable positioning, packing density and/or

process-related variations in physical sample characteristics result in wavelength

dependent baseline shifts, normalization and/or derivative transformations are

usually required for reliable and robust calibrations to be developed, especially

when measuring content uniformity of solids. On the other hand, baseline correc-

tion should be made with care when determining physical sample characteristics

such as particle size, tablet porosity or hardness. In either case, spectral pretreat-

ments prior to regression modeling are crucial and should be performed based on

scientific rationales.
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As outlined in Sect. 1.4, the algorithms most frequently used for quantitative

NIR calibration modeling are principal components regression (PCR) and partial

least squares regression (PLSR). Both methods allow several parameters of interest

to be modeled and thus to be determined simultaneously. In addition, they can

handle noise-related variability and collinearity of spectral data. The choice of the

calibration method is mainly determined by the sample characteristics and the

number of components to be simultaneously analyzed. PLS usually leads to more

parsimonious calibration models of higher precision, since the first few PLS factors

are most correlated to the parameter of interest and less prone to errors. For large

data sets, PLS is often faster to implement and optimize than PCR. When dealing

with very complex systems, enhanced variations of the PLS algorithm, namely

interval variable selection (IVS)-PLS or orthogonal signal correction (OSC)-PLS

can improve prediction performance by further reducing the complexity of the

model (Abrahamson et al. 2003; Blanco et al. 2001). Other options to select the

optimal number of latent variables are net analyte signal (NAS) correction

(Sarracuga and Lopez 2009; Pieters et al. 2013) or pure-component projection

(PCP) (Cogdill and Anderson 2005). NAS splits the information of the spectral

matrix X in contributions related to the analyte and those related to other sources of

variability. PCP utilizes the spectral information of pure sample constituents.

Quadratic versions of the PCR or PLS algorithms can be useful to model

non-linear phenomena. When a large variation of chemical and physical variables

has to be managed such as in QbD-based product development, deconvolution by

parallel factor analysis (PARAFAC) prior to regression is also an option (Alcal�a
et al. 2009). Alternatively, LWR or ANN (Chalus et al. 2007; Chen et al. 2001) can

be favourably applied for non-linear calibration modeling.

Regardless of the regression algorithm applied, the goal is to find the most

accurate and precise calibration model possible. Statistical indicators for a prelim-

inary estimate of the goodness of fit are R-squared (R2
cal), the root mean squared

error of calibration (RMSEC) and the bias. Once outliers have been identified, the

optimal number of factors in the model have to be determined by an internal test-set

or leave-one-out cross validation procedure. The next step is the “real” NIR method
validation based on independent samples, which is intended to assess how well the

selected calibration model will perform on future samples in routine use. In robust

calibration models containing all sources of expected variation, the root mean

squared error of prediction (RMSEP) is equal or nearly equal to the root mean

squared error of cross validation (RMSECV) and both validation approaches

recommend more or less the same number of factors to determine the best model.

In fact, the optimal number of factors depends on the model complexity and the data

set used to determine the model.

Statistical indicators such as R2
cal, R

2
pred, RMSEC, RMSECV, RMSEP, slope,

intercept and bias certainly do not provide all quantitative information needed to

comply with the general pharmaceutical regulatory requirements on method vali-

dation comprising specificity, accuracy, precision, valid range of application,

robustness (ICH Q2 (R1) guideline 2005) and suitability of the method for its

intended use (Ph. Eur. 2.2.40). In fact, in chemometric statistics no information is
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given about the suitability of the method for its intended use or the range over which

the method can provide results of acceptable accuracy (De Bleye et al. 2012).

Hence, additional approaches are needed to address these issues. One such ICH

compliant approach summarized in so-called accuracy profiles (Mantanus

et al. 2009) is based on ß-expectation tolerance intervals defining the “interval

where an expected proportion of NIR results will fall with a defined probability ß”

(Chavez et al. 2013). If the ß-expectation tolerance limits are within the acceptance

limits, a method can be considered as valid over the whole concentration range. A

few practical applications of this approach have already been described in the

literature (Mantanus et al. 2010a, b). The method is especially valuable for PAT

applications to ensure “quality, reliability and accuracy of the individual results for

the intended purpose of the NIR method” (De Bleye et al. 2012).

A problem with many calibrations is that the conditions used for calibration

modeling are somewhat different to the measurement conditions in routine analysis.

Eventually calibration maintenance, also referred to as calibration transfer, is
needed. Calibration transfer operations can be classified as either data transforma-

tion or model update techniques (Blanco et al. 1998; Cogdill et al. 2005a;

Bouveresse and Campbell 2008). Data transformation techniques include signal

processing and empirical methods such as direct orthogonalization (DO) algorithms

and regression-based transformations (e.g., direct standardization (DS) or piece-

wise direct standardization (PDS)). DO algorithms reduce undesirable spectral

variation not associated with the analyte, whereas DS and PDS estimate a transfer

function to predict the spectral information of a master instrument from a slave

instrument. Empirical data transformation is useful for planned events such as

calibration transfer to a new instrument or instrument maintenance (Cogdill

et al. 2005a; Sulub et al. 2008; Boiret et al. 2011). Major challenges are the design

of the calibration transfer data set and the selection of the appropriate algorithm.

Model updating is required, if model performance in routine analysis is or starts

getting poor, since a subset of variations such as a change in the API or excipient

source, effect of routine wear of processing equipment or changes in environmental

conditions during the NIR measurements has not been included in the model. To

correct for the new spectral variances, additional sample spectra have to augment

the primary calibration. Efficient model updating, however, requires proper

weighting of the new samples with techniques such as the Tikhonov regularization

(TK) to minimize the number of samples needed to update the new conditions. The

TK approach has been successfully applied by Farrell et al. (2012) to improve the

performance of a NIR lab calibration model for API content determination of

tablets in full production.

Overall, it is obvious that industrial implementation of a pharmaceutical NIR

application is an iterative and multistep procedure. Current perspectives of the

regulatory authorities regarding NIR method development, validation and mainte-

nance have been outlined in the EMA guideline on the ‘use of NIRS by the

pharmaceutical industry and the data requirements for new submissions and vari-

ations’ (EMA 2014) and the most recent U.S.F.D.A. draft guidance on the ‘devel-
opment and submission of near infrared analytical procedures’ (U.S.F.D.A. 2015).
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3 Application in Solid-State Characterization of Drug
Molecules and Excipients

The majority of pharmaceutical drug products are solid dosage forms. Hence, most

raw materials and intermediates in pharmaceutical development and production are

solid compounds. Typically, APIs are manufactured in a stable crystalline form.

The amorphous state has attracted considerable interest as a means to improve the

dissolution rate and thus enhance bioavailability of poorly water-soluble, e.g. BCS

class II APIs. Moreover, excipient grades with tailored solid-state characteristics

such as amorphous/crystalline ratio, particle size and/or water content have gained

importance. Since processability, stability and bioavailability of pharmaceutical

solids are closely related to their solid-state properties, adequate methods for their

analysis should be available.

A variety of molecular and particulate level analytical techniques have been

described for the identification, characterization and quantification of diverse solid-

state forms including polymorphs and solvates and/or to determine the degree of

crystallinity in an amorphous compound. Typically, a combination of techniques is

required, as no single method can provide all information about the solid-state form.

The same is true for the analysis of bulk level properties. Vibrational spectroscopy

plays a major role in solid-state analysis on a molecular level. Contrary to MIRS,

NIR spectra can provide additional information on particulate and bulk level

properties, e.g. particle size and moisture content.

Within the last two decades, numerous research papers and reviews have been

published noting the potential and limitations of MIRS and NIRS as applied to

pharmaceutical solid- state characterization. Off-line, at-line and in-line applica-

tions have been described and their analytical performance as compared to other

techniques has been demonstrated. In the following, a representation of some of

these applications will be provided and the rationale behind the different

approaches will be outlined. In this section, the focus will be on lab analysis

only, whereas real-time PAT applications for monitoring moisture content, solid-

state transformations and particle size during pharmaceutical unit operations in API

and drug product manufacture will be discussed in Sects. 4 and 7, respectively.

3.1 Determination of Water Content and Hydration State

Evaluation of batch-to-batch variability and/or storage-induced changes in water

content and/or the state of hydration is part of pharmaceutical raw material qual-

ification. Nondestructive NIR transmittance and reflectance measurements are a

reliable and efficient noninvasive alternative to traditional methods for the deter-

mination of both water content and state of water.

Due to the large anharmonicity of the OH-bonds of water, the NIR absorption

bands of water are strong with five maxima at 760, 970, 1170, 1450 and 1940 nm for
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bulk water. The most intense band at 1940 nm results from the combination of OH

stretching and bending vibrations; the band at 1450 nm can be assigned to the first

overtone of the OH stretching vibrations. The specific band to be used for water

detection and quantification depends on the required level of sensitivity and selec-

tivity. Since the exact positioning of the O–H bands depends on the hydrogen

bonding intensity, band shifts are indicative of molecular interactions. This feature

allows water-solid interactions to be investigated with NIRS, i.e. bulk water to be

distinguished from bound water and bound water including hydrates to be deter-

mined. In addition to a slight shift towards higher wavelengths, hydrate water bands

are sharper than bulk water bands, since the energetic state of water molecules

within a crystal lattice is rather uniform. NIRS is thus a powerful technique to

distinguish between different hydrates or the anhydrate and the hydrate form of the

same compound (Zhou et al. 2003; Higgins et al. 2003; Cao et al. 2006).

Considering the overall high sensitivity to water, it is not surprising that NIR

moisture content determination of pharmaceutical solids, including APIs, excipi-

ents and drug products, has been described extensively in the literature. MLR and

PLSR calibration modeling as well as peak area analysis (Brülls et al. 2007) have
been used for NIR moisture assays. Earlier work has been comprehensively

reviewed by Blanco et al. (1998) and Luypaert et al. (2007) and hence, will not

be outlined in detail herein. Instead, the lessons learned from these applications and

some of the results obtained in more recent studies will be briefly discussed.

The NIR detection limit for moisture assay was demonstrated to be as low as

0.04% (Grohganz et al. 2010a). Method accuracy is comparable with KFT refer-

ence analysis, i.e. usually not an issue. NIR measurements are certainly more

adequate than KFT when dealing with highly hygroscopic compounds (Zhou

et al. 1998; Stokvold et al. 2002), since noninvasive measurements can be

performed through glass bottles and vials, i.e. the sample can be kept inside the

tightly closed packaging material without being exposed to ambient air at any time.

This clearly reduces measurement errors resulting from handling and transfer of

samples as required in lab analysis and allows stability testing to be performed in a

reliable and efficient manner (Stokvold et al. 2002). The high NIR sensitivity to

moisture and the noninvasive nature of the method enable a very low moisture

content of spray- and freeze-dried materials to be determined with a prediction

accuracy in the range between 0.08% (Stokvold et al. 2002) and 0.5% (Yip

et al. 2012). The large difference in method accuracy between different applications

reflect the impact of potential spectral interferences resulting from a ‘natural’
process-induced variation in cake density, morphology and solid-state characteris-

tics not represented in the calibration sample set and/or in ‘artificially moisturized’
calibration samples. In case of mannitol, for instance, the formation of different

polymorphic forms including a metastable hemihydrate strongly depends on the

conditions used to adjust the moisture content. In fact, Grohganz et al. (2009,

2010a, b) could demonstrate that NIR spectral features attributed to the moisture

content of freeze-dried mannitol or mannitol containing products are typically

found in the loadings of the higher PCs (PC4 or PC5), whereas differences in

density, morphology, polymorphic and/or pseudopolymorphic forms account for
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most of the variation and are thus observed in the first PCs. This clearly emphasizes

that large ‘natural’ sample sets and an algorithm such as PLS, which can find

covariability between NIR spectral data and reference data, are needed for robust

moisture calibration modeling. Successful method development and validation for

NIR moisture assay of freeze-dried mannitol containing products with an RMSECV

of 0.149% in the moisture range of 0.15–4.27% has been reported by Grohganz

et al. (2010b).

Yip et al. (2012) proposed an alternative multivariate approach called Main and

Interactions of Individual Principal Components Regression (MIPCR) to improve

the NIR model performance with only a limited set of calibration samples by

including interaction terms accounting for spectral interferences affecting the

water related absorption bands. The MIPCR approach was found to be applicable

for total moisture assay even in the presence of artificially modified mannitol

samples. Interestingly, the state of hydration and its impact on the observed

structural interferences has not been elucidated, although qualitative and quantita-

tive analysis of the different states of water in freeze-dried mannitol has already

been described earlier by Cao et al. (2006).

Nondestructive identification and quantification of the hydrate form of two drug

compounds, forming single and multiple hydration states depending on the storage

conditions, has been described by Higgins et al. (2003). Detailed analysis of the OH

band shifts in combination with multivariate classification of the NIR spectra

enabled the mechanism of hydration to be elucidated, the different hydrogen

bonding pattern of the different hydrate forms to be distinguished and thus the

conditions for stability of the drug substance to be identified. The spectral differ-

ences between anhydrate and hydrate form(s) in the water band region have been

widely used for noninvasive stability screening of drug molecules such as

azithromycin (Blanco et al. 2005), caffeine (Krzyzaniak et al. 2007) and

imidafenacin (Uchida and Otsuka 2011). A fully validated NIR method for the

nondestructive quantification of storage-induced transformations of azithromycin

with a limit of quantification comparable to XRPD has been reported by Blanco

et al. (2005).

NIR spectral changes beyond the water band resulting from structural differ-

ences between the hydrate and anhydrate form have also been used for identifica-

tion and quantification purposes (Higgins et al. 2003; Vora et al. 2004). This

approach has also been applied to elucidate the structural reorganisation of theoph-

ylline upon dehydration and rehydration in a study with the hyphenated DVS-NIR

technique, which combines gravimetric data obtained from dynamic vapor sorption

(DVS) with spectral data from NIRS (Vora et al. 2004).

Spectral differences between the anhydrate and the hydrate from(s) of a com-

pound in the mid-IR are usually observed as shifts in the fingerprint region.

Hydrates reveal an additional water absorbance band at approx. 3200–3400 cm�1

depending on the hydrogen bonding intensity. Due to the wealth of information

contained in the MIR spectra, the method has been used extensively to detect solid-

solid transformations of channel-type hydrates. Most of the studies have been

performed with a diffuse reflectance setup, although particle size effects on spectral
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quality have to be considered. The work published has been summarized in the

reviews of Joergensen et al. (2009), Heinz et al. (2009) and Chieng et al. (2011). An

example demonstrating the potential of DRIFTS is given by Kojima et al. (2008).

The authors used XRPD, TG/DTA and DRIFTS to characterize the hydrate forms

of ampicilline and nitrofurantoin. DRIFTS, being sensitive to changes in hydrogen

bonding between water and API, could detect hydrate formation before XRPD.

Overall, it is obvious that NIRS is a powerful tool for the assessment of hydrate

forms, since NIR spectra are even more sensitive to different hydrogen bondings

than MIR spectra. On the other hand, MIR spectroscopy is well suited to detect

subtle structural differences between the hydrate and anhydrate form of the same

compound and/or to determine slight conformational changes during multiple

solid-state transformations. Hence, it is still a valuable tool in early development

especially when combined with DSC such as in the one-step simultaneous

DSC-FTIR microspectroscopy described by Lin (2015).

3.2 Identification and Quantification of Polymorphic Forms

X-ray powder diffraction (XRPD) is certainly the most straightforward analytical

technique for polymorph identification on the particulate level, since it provides

direct information on the crystalline lattice. MIR spectroscopy, on the other hand,

can provide distinct information about the molecular structure and conformation

including intra- and intermolecular interactions, i.e. the hydrogen bonding pattern

of a solid organic compound. Hence, it is a valuable and sensitive tool to charac-

terize different polymorphic forms on the molecular level. It has been widely used

as an alternative or a complementary technique to Raman spectroscopy to discrim-

inate between different polymorphs on both, the qualitative and quantitative level.

Numerous MIR applications usually in combination with XRPD and DSC can be

found in the scientific literature. An extensive list of early papers is given in the

review of Bugay (2001), whereas later work has been summarized and carefully

reviewed by Heinz et al. (2009) and Chieng et al. (2011). The following discussion

will focus on a few examples to demonstrate the potential and challenges of MIR

applications in polymorphic analysis.

The MIR spectrum of a solid crystalline material is complex with only a certain

percentage of the spectral information being readily interpretable. Hence, direct

band assignment to certain molecular features is usually not feasible. Multivariate

analysis of MIR spectral data, however, provides versatile options for polymorph

screening and qualitative characterization of different polymorphic forms. Multi-

variate calibration modeling has also facilitated the quantitative characterization of

the polymorphic composition of crystalline pharmaceutical bulk material. Braga

and Poppi (2004), for instance, used PLSR in combination with NAS to determine

the polymorphic purity of carbamazepine. Calibration modeling based on XRPD

reference data was performed with binary mixtures in the range of 80–100% (w/w)

of form III in I measured in diffuse reflectance mode. The maximum absolute error
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of the validated method was 2%. Various multivariate methods, namely multivar-

iate statistical process control (MSPC), SIMCA and OSC have been applied prior to

PLS regression to estimate the complex polymorphic composition of sulfathiazole

bulk material with a prediction error comparable to the XRPD reference method

(P€ollänen et al. 2005).

The diffuse reflectance setup used in the aforementioned studies has been the

most important sampling technique in quantitative polymorph analysis, since the

measurements are noninvasive and the polymorphic forms remain intact due to

limited sample preparation. However, reproducible sample homogeneity and con-

sistent particle size of all constituents are issues to be considered, when developing

a quantitative assay. The ATR mode requires less material and very little sample

preparation. Disadvantages of the method are the low penetration depth of the MIR

radiation and potential artefacts resulting from pressure-induced transformations.

The combination of a variable temperature stage with MIRS, such as in hot-stage

FTIR or DSC-FTIR microspectroscopy, is certainly the prime setup for polymor-

phic transformation studies in early development (Hsu et al. 2010; Wang

et al. 2010a; Lin 2014).

The opportunity to measure noninvasively through glass bottles and use remote

fiber optics for in-line applications has directed the interest towards NIR spectros-

copy for both, polymorph screening and quantification. The number of publications

noting NIRS in these fields has grown significantly over the last 15 years. An

extensive list of papers can be found in the review of Chieng et al. (2011). Early

studies revealed the reliability of NIR/PCA for fast polymorph screening (Aaltonen

et al. 2003) and demonstrated, for instance, that polymorphs of sulfathiazole in

binary mixtures can be determined down to 0.3% w/w (Patel et al. 2001). Within

the last decade, several studies have been conducted to compare the performance of

NIRS with XRPD (Ziémons et al. 2011) and/or other spectroscopic techniques such

as Raman (Heinz et al. 2007; Kogermann et al. 2007; Croker et al. 2012),

ATR-FTIR (McArdle et al. 2005) or a combination of the two (Hu et al. 2010;

Sch€onbichler et al. 2013). In addition, hyphenated NIR/Raman spectroscopy has

been evaluated (Aaltonen et al. 2007a). Lessons learned from these studies will be

briefly summarized hereafter.

NIRS is well suited for quantification of polymorphs in binary and ternary

mixtures and often outperforms other spectroscopic techniques. McArdle

et al. (2005) could demonstrate that NIRS offers significant advantages in quanti-

tative accuracy and is also more convenient to use than both ATR-IR and XRPD.

Sch€onbichler et al. (2013) observed pressure-induced polymorphic transitions with

ATR-IR spectroscopy thus providing evidence that ATR-IR is often not the appro-

priate method. Some authors even revealed a slight advantage of the NIR method

over Raman in both accuracy and limit of detection (Heinz et al. 2007; Hu

et al. 2010; Croker et al. 2012; Sch€onbichler et al. 2013). The complementary

information obtained from hyphenated Raman/NIR techniques in conjunction with

PCA (Aaltonen et al. 2007a) or PLS-DA (Kogermann et al. 2007) is valuable when

complex phase transformations occur including multiple anhydrate/hydrate forms.

In those cases, the sensitivity of NIRS to water and hydrogen bondings can provide
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the information necessary to distinguish between the hydrate and anhydrate form

(s), whereas Raman spectroscopy reveals information about intramolecular differ-

ences of the molecular backbone.

To date, most of the quantitative NIR studies have been performed with

well-characterized model compounds such as carbamazepine, indomethacin or

sulfathiazole. Nevertheless, the results clearly indicate that NIRS is a reliable

alternative to XRPD. In a comparative study using accuracy profiles, a statis-

tical approach based on ß-expectation tolerance intervals, the interchangeabil-

ity of the two methods has been demonstrated for binary polymorphic mixtures

of fluconazole (Ziémons et al. 2011). The huge potential of in-line NIR

applications for monitoring process-induced polymorphic and/or pseudopo-

lymorphic transformations during API and drug product manufacture will be

outlined in Sects. 4 and 7.

3.3 Cocrystal Characterization

Within the last decade, pharmaceutical cocrystals composed of an API and at least

one additional component have gained increasing interest to address technological,

biopharmaceutical and stability issues (Qiao et al. 2011). As for any crystalline

material, XRPD is the standard analytical method to identify new cocrystal forms.

Spectroscopic analysis can provide complementary information to better under-

stand the molecular interactions and determine the functional groups being

involved in the cocrystal formation. Since cocrystal formation is usually based on

structural units of homo- (e.g., acid-acid) or heterosynthons (e.g., acid-amide) that

are stabilized by hydrogen bonds, mid-IR spectroscopy is a powerful tool to

characterize cocrystals and distinguish cocrystals from salts. Depending on the

intermolecular interactions, spectral changes relative to the parent solids range

from only slight band shifts to clearly different spectral features. Molecular char-

acterization of cocrystals by means of MIR has been reported for e.g. benzamide-

benzoic acid (Brittain 2009), carbamazepine-saccharin (Jayasankar et al. 2006),

piracetam-dihydrobenzoic acid isomers (Liao et al. 2010), indomethacin-saccharin

(Basavoju et al. 2008; Zhang et al. 2012a, b) and theophylline-citric acid (Lin

et al. 2013). ATR-IR in combination with XRPD and DSC allowed the mechanisms

underlying carbamazepine-saccharin cocrystal formation upon cogrinding and stor-

age to be investigated (Jayasankar et al. 2006). Spectral analysis provided valuable

information regarding the different rates of cocrystallization between the hydrated

and the anhydrous form of carbamezepine as well as the impact of water and

process-induced amorphous phases on storage–induced transformations. Childs

et al. (2007) used MIR analysis in combination with single crystal data to distin-

guish between cocrystal, salt and complex formation of theophylline with various

coformers. Different polymorphic forms of carbamazepine-saccharin and

carbamazepine-nicotinamide cocrystals have been determined by a combination

of MIRS and XRPD. In a recent paper, XRPD, DSC, ATR-IR and Raman
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spectroscopy were compared in terms of quantification of ibuprofen-nicotinamide

cocrystals and its co-formers (Soares and Carneiro 2014). In this study, Raman

spectroscopy revealed the most precise PLS results, since the differences between

the physical mixture and the cocrystal were more distinct in the Raman spectra than

in the MIR spectra.

Cocrystal screening and quantification with NIRS has also been reported,

although to a lower extent. One reason for this is the lower selectivity of the

method as compared to MIR or Raman spectroscopy, which makes direct assess-

ment of cocrystal formation more difficult, especially when dealing with different

solid-state forms of the API. In a study performed by AllesØ et al. (2008), for

instance, positive verification of indomethacin-saccharin cocrystal formation by

NIRS/PCA was feasible only when including a set of reference samples

representing different solid-state combinations, e.g. the two different polymorphs

and the amorphous form of the API in physical mixtures with the guest molecule.

In contrast, Raman spectroscopy allowed straightforward interpretation of the

sample spectra and thus direct assessment of cocrystal formation including solid-

state-transitions.

The successful application of NIRS for real-time monitoring of co-crystal

formation has been reported by Kelly et al. (2012) and Sarraguca et al. (2014).

Kelly et al. (2012) used a high temperature probe to monitor the formation of

ibuprofen-nicotinamide cocrystals during solvent free continuous crystallization in

a twin screw extruder. Second derivative spectra revealed band shifts related to the

hydrogen bonds formed between ibuprofen (O-H/C¼O) and nicotinamide (NH and

NH/C¼O) upon cocrystal formation. PLS calibration modeling was performed

based on XRPD reference data and reliable predictions were obtained by excluding

temperature effects on the spectra. NIR on-line monitoring of furosemide-adenine

cocrystallization by solvent evaporation has been described recently (Sarraguca

et al. 2014). The main events during the cocrystallization process, namely nucle-

ation and solvent evaporation were clearly distinguished in a score plot thus

contributing to a better understanding and control of the process. PCA could

distinguish between furosemide, adenine and the cocrystal, the formation of

which was verified by XRPD and ATR-IR. Both, ATR-IR and NIRS identified

the carboxyl acid group of furosemide and the amine group of adenine as the

functional groups involved in hydrogen bondings upon cocrystal formation. Over-

all, it is obvious that MIRS and NIRS are valuable tools to evaluate cocrystal

formation on a molecular level.

3.4 Assessment of Crystallinity and Amorphous State

Process- and/or storage-induced recrystallization is one of the major issues to be

considered when dealing with amorphous solids. Crystalline materials, on the other

hand, may be accidentally rendered partly amorphous by mechanical and/or ther-

mal stress. In either case, significant changes in material performance have to be
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expected. Hence, analytical methods capable to detect and/or quantify subtle

changes in the amorphous/crystalline ratio, preferably in a fast and nondestructive

manner, are required in both early development and later production (Shah

et al. 2006; Einfal et al. 2013).

Typically, the amorphous form of a given drug molecule or excipient gives rise

to MIR and NIR spectra that differ significantly from their crystalline counter-

parts. The spectral differences are mainly related to conformational and

intermolecular differences. The amorphous state is characterized by a wider

range of conformations as compared to the crystalline state which typically

leads to a band broadening in both, MIR and NIR spectra. Moreover, the differ-

ences in local intermolecular interactions, i.e. the overall hydrogen bonding

pattern between amorphous and crystalline solids are reflected by characteristic

band shifts and intensity differences. In fact, MIRS and NIRS in conjunction with

MVDA are valuable tools to probe the amorphous state on a molecular level

and/or provide quantitative information on the degree of crystallinity of a solid

compound.

Numerous studies have been performed to compare MIRS and/or NIRS with

Raman spectroscopy in terms of sensitivity to identify and characterize subtle

structural differences in amorphous and crystalline phases, method accuracy and

limit of detection (Heinz et al. 2007, 2008; Savolainen et al. 2007a, b). Moreover,

hyphenated techniques such as gravimetric dynamic vapor sorption (DVS) in

combination with NIRS have been reported as a fast and reliable means to evaluate

stress-induced changes in the amorphous/crystalline ratio (Moran and Buckton

2009). Readers interested in a comprehensive coverage of the different topics are

referred to some excellent review articles (Shah et al. 2006; Heinz et al. 2009;

Chieng et al. 2011; Einfal et al. 2013). Hereafter, some examples will be discussed

in more detail.

MIR spectroscopy is a powerful analytical tool in early development to learn

more about the distinct differences in the hydrogen bonding pattern and strength

between the crystalline and amorphous state of the same compound or structurally

related compounds (Tang et al. 2002; Kaushal et al. 2008). MIRS can also provide

molecular information to improve the understanding how downstream processing

and storage conditions will impact the chemical and physical stability of amorphous

drug molecules. Studies based on DRIFT measurements in combination with

XRPD comprise the evaluation of milling (Chieng et al. 2006, 2008; Zhang

et al. 2009) and comilling effects (Chieng et al. 2009). In situ measurements in a

controlled humidity transmission cell have been performed to investigate the effect

of relative humidity on the recrystallization kinetics of amorphous nifedipine (Chan

et al. 2004) and nitrendipine (Chan et al. 2007). Peak heights were used to monitor

the devitrification process and the conversion of a transient crystalline form to the

stable crystalline form in a semiquantitative manner (Chan et al. 2004). Quantifi-

cation of the amount of undesired amorphous cyclosporine in crystalline samples

based on FT-MIR transmittance measurements in conjunction with multivariate

PLS calibration modeling has been reported by Bertacche et al. (2006). Recently,

ATR-IR has been applied to co-amorphous naproxen and indomethacin systems to
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characterize their molecular interactions (L€obmann et al. 2011). In a second study,

vibrational modes from theoretical calculations could be matched with the exper-

imentally observed MIR spectra (L€obmann et al. 2013).

NIRS has been successfully applied to quantify the amorphous/crystalline ratio

of various model compounds including sucrose, lactose, indomethacin and

miokamycin. PLS calibration modeling based on binary mixtures revealed that

low amounts of amorphous and crystalline material can be determined to within

1% and 0.5% (w/w), respectively (Fix and Steffens 2004). Good overall agreement

between NIRS data and XRPD data has been demonstrated by several authors. The

high sensitivity of NIRS to low levels of crystallinity is specially valuable when

measuring lyophilized compounds through glass vials (Bai et al. 2004). Reliable

NIR quantification of the amorphous form and two different polymorphs of indo-

methacin in ternary mixtures has been demonstrated by Heinz et al. (2007). More-

over, the sensitivity of NIRS to conformational changes and variation in

intermolecular bondings enabled amorphous indomethacin samples prepared by

milling, quench-cooling and spray-drying to be distinguished (Savolainen

et al. 2007a). Recent papers describe the use of NIRS to quantitatively monitor

the conversion of sulfathiazole and sulfamerazine polymorphs into the amorphous

form during cryomilling (Hu et al. 2013; Macfhionnghaile et al. 2014). NIRS has

also been applied for in situ stability testing of amorphous indomethacin, i.e. to

monitor the transformation to different polymorphs when stored in 96-well plates at

low or high relative humidity (Otsuka and Tanabe 2012). Another interesting

application in early drug development is the real-time NIR monitoring of the

recrystallization kinetics of small amorphous drug particles during acoustic levita-

tion (Rehder et al. 2013). High speed NIR measurements enabled the fast solid-

solid transformations to be detected and quantified with adequate accuracy by

means of MCR.

Due to the sensitivity of NIR spectra to water, challenges associated with the

general hygroscopicity of an amorphous material and the different water-solid

interactions of the crystalline and amorphous state have to be considered, when

developing a quantitative calibration model for monitoring solid-solid transfor-

mations. On the other hand, a combination of gravimetric and spectroscopic

measurements on the same sample can provide the information necessary to

understand the mechanism and kinetics of water uptake and/or release during a

phase transformation and its impact on the transformation kinetics and dynamics. A

modulated DVS/NIR technique, for instance, was applied to elucidate the variable

crystallization behavior of spray-dried amorphous trehalose samples prepared from

solutions of different solute concentration (Moran and Buckton 2009). NIR spectra

revealed differences in the extent of hydrogen bonding upon modulated exposure to

high relative humidity. These differences were closely related to a different short-

range order in the amorphous samples. The outcome of this study significantly

improved the understanding how structural manipulation upon spray-drying can

impact the ability of amorphous trehalose to crystallize when exposed to high relative

humidity.
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4 Use as Real-Time PAT Tools in Drug Substance
Manufacture

In 2004, the United States Food and Drug Administration published the process

analytical analytical technology (PAT) guidance for industry (USFDA 2004a) and

the final report on pharmaceutical cGMPs for the twenty-first century (USFDA

2004b) to promote significant changes in the development and manufacture of

pharmaceuticals. Since then, much progress towards multivariate process monitor-

ing for real-time detection of failures and improved operational control has been

made in both, primary and secondary manufacture. Hereafter, a brief description

how MIR and/or NIR sensors can be successfully implemented in API manufactur-

ing is provided and a few applications in process development and routine produc-

tion are discussed. PAT tools in secondary manufacture are outlined in Sect. 7.

4.1 Reaction Monitoring

The chemical synthesis of an API usually comprises multiple steps and the reaction

mixtures of each step may contain transient species in multiple phases, which

makes physical sampling and off-line analytics challenging. In situ analysis,

instead, can provide the real-time information facilitating screening and optimiza-

tion of reaction conditions, identification of steady state in flow chemistry reaction

monitoring, evaluation of catalyst deactivation kinetics and reaction end point

control.

Spectroscopic methods have been widely applied to API reaction monitoring

usually in combination with e.g. FBRM and mass spectrometry to gain information

from the liquid, solid and gas phase, respectively. MIRS is certainly the primary

spectroscopic PAT tool in API reaction monitoring due to its high specificity, but in

recent years, the number of NIR applications has also been growing significantly.

Within the last two decades, numerous papers have been published describing the

use of ATR-FTIR or NIR probes for real time API reaction monitoring and control.

Reaction types investigated include alkylation (Wiss et al. 2005; Wiss and Ermini

2006; Cervera-Padrell et al. 2012), epoxidation (Ge et al. 1995), esterification

(Blanco et al. 2006a, 2007) and hydrogenation (Marziano et al. 2000; Andanson

et al. 2010; Kiefer et al. 2012). Most of the published work reports on laboratory

scale applications during development aiming to improve yield, control product

quality and/or ensure operational safety. A few papers also describe end point

determination and process verification in the production scale (Wiss et al. 2005;

Wiss and Ermini 2006; Cervera-Padrell et al. 2012; Clegg et al. 2012).

The availability of highly flexible and miniaturized ATR-IR immersion probes

based on robust fiber optics with high chemical and pressure resistance has

extended the versatility of the applications with respect to the experimental setup

and the reaction volume ranging from 1 mL to litres (Heise et al. 2003; Blum and
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John 2012). Applications in a nitrogen or argon purged glove box (Minnich

et al. 2007) as well as in miniaturized flow reactors are feasible (Chanda

et al. 2013). Moreover, the use of ATR-FTIR probes for exothermic reaction

monitoring under cryogenic conditions such as in the synthesis of organolithium

intermediates has been reported (Li 2010; Lumpi et al. 2012). Temperature induced

spectral artefacts leading to differing thermal expansion coefficients of the probe

materials can be corrected by fast Fourier transformation (FFT).

The availability of rugged NIR spectrometer and low cost, robust NIR probes

with a high sample penetration depth in combination with the opportunity to use

longer fiber-optics as compared to MIRS has promoted industrial NIR applications

in API reaction monitoring (Wiss et al. 2005). In conjunction with MVDA, the

method can be highly selective as demonstrated in several papers (Blanco

et al. 2006a, 2007). Moreover, transfer to the production area is facilitated (Wiss

and Ermini 2006). A recent example is the successful development and industrial

implementation of a robust in-line NIR method for monitoring and control of the

continuous synthesis of an API intermediate by a Grignard alkylation reaction

(Cervera-Padrell et al. 2012). API synthesis can now be performed with signifi-

cantly higher yields and lower impurity levels. Overall, it can be concluded that

both, ATR-IR and NIR probes are adequate tools for real-time monitoring of many

chemical reactions relevant to API synthesis. The individual choice certainly

depends on the specific process constraints and the required specificity and/or

selectivity.

4.2 Crystallization

Crystallization is one of the most critical steps during API manufacture, since it

determines the purity and physical characteristics of the drug molecule. Design of a

robust crystallization process thus requires a thorough understanding of how the

operation conditions affect the outcome with respect to the desired polymorph,

crystal shape and particle size. In situ analysis is favourable, since analytical

artefacts associated with sample isolation can be minimized. Numerous papers

have been published describing the use of MIR or NIR spectroscopy usually in

combination with focus beam reflectance measurements (FBRM) for real-time

monitoring of crystallization processes. The advances made within the past

20 years have been comprehensively reviewed and discussed by Yu et al. (2007)

and Nagy and Braatz (2012). Most of the published work has been performed in

laboratory scale for screening and optimization of operational conditions. Only a

few more recent papers describe setups for production scale operations (Nagy and

Braatz 2012; Nagy et al. 2013; Sanzida and Nagy 2013; Helmdach et al. 2013;

Simone et al. 2015).

ATR-FTIR probes in conjunction with MVDA are the prime tool for in-situ

solubility measurements in cooling and anti-solvent crystallization thus enabling

the level of supersaturation to be determined. The rationale behind this approach is
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the fact that only the liquid solution being in close contact with the probe is

measured without interference from crystal formation. Within the last decade,

there has been an evolution from simple to more complex applications of the

ATR-FTIR method most often in combination with FBRM or PVM to identify

the onset of nucleation (Zhou et al. 2006; Nagy et al. 2008; Kee et al. 2009, 2011;

Barrett et al. 2010; Duffy et al. 2012). Raman spectroscopy may provide comple-

mentary information to further characterize the polymorphic form and/or determine

polymorphic transitions in the process slurry (Sch€oll et al. 2006).
Closed-loop supersaturation control of crystallization processes based on

ATR-FTIR in-situ measurements has been reported by Alatalo et al. (2010), Barrett

et al. (2010) and Duffy et al. (2013). Calibration transfer between process scales has

recently been described by Helmdach et al. (2013). The authors established a

univariate model based on peak integration which could be transferred from the

lab to the pilot plant. Application of indirect hard modeling (IHM) could success-

fully compensate for variable operation parameters such as water vapor inside the

spectrometer, variable bending radius of the moving fiber optics and minor encrus-

tations of the sensor. Method implementation in the pilot plant was thus feasible

without time-consuming and cost-intensive modifications of the existing setup,

i.e. the ATR-IR probe was simply connected to a transmission flow cell within a

loop to the reactor.

As an alternative to ATR-IR measurements, the use of NIR transflectance probes

for the determination of solute concentrations during crystallization is gaining

increasing interest, especially for production scale operations. This trend can be

explained by the fact that NIR fiber optic probes are cheap and more robust and

versatile than ATR-IR setups. However, unlike ATR-IR, spectral information is

strongly affected by solid matter, an issue that has to be considered in calibration

development (Zhou et al. 2006; Li et al. 2008; Kadam et al. 2010). In principle, the

NIR spectral information gained in one single measurement from both, the solution

and the solid phase can be used to simultaneously predict the solute concentration,

the solvent and/or anti-solvent composition, the onset of crystallization and the

polymorphic form. The use of in situ NIRS in combination with a new genetic

algorithm and support vector machine approach for the simultaneous characteriza-

tion of multiple properties of the solid and the liquid phase during seeded and

unseeded cooling crystallization of L-glutamic acid has been demonstrated by Ma

and Wang (2011). Schaefer et al. (2013) used an on-line NIR configuration with a

transmission probe to control an industrial seeded API crystallization process by

monitoring both the API concentration and the residual solvent content. The PLS

models developed at lab scale were tested in the industrial pilot plant and validated

according to the ICH Q2 (R1) guideline, using the accuracy profile approach

(Schaefer et al. 2014). It is worth mentioning that this method has been approved

by the European Medicines Agency (EMA).

Despite a lower specificity for structural differences of polymorphs as compared

to Raman probes, NIR setups were found to be capable to detect polymorphic

transformations in addition to nucleation and crystal growth, even in the presence of

water (Simone et al. 2015). Overall, it is evident that complementary PAT tools are
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favourable for the robust detection of CQAs in API crystallization processes. To

select the optimal sensor configurations, a composite sensor array (CSA) capable to

integrate and analyze the signals from different sensors has recently been developed

(Simone et al. 2015). In fact, the CSA concept proposed by the authors is a step

forward towards implementation of automated decision support and control sys-

tems in API crystallization processes.

4.3 Drying

Critical quality attributes (CQAs) to be controlled upon API drying are the residual

content of moisture and/or organic solvents and the solid-state form. In spray

drying, particle size and morphology and, in case of poorly water-soluble drug

substances, the amorphous state may be additional characteristics to be controlled.

NIR spectroscopy is a reliable in-line technique for real-time end point control

of drying processes (Hicks et al. 2003; Märk et al. 2010; Schneider and Reich

2011a, b). It enables product moisture content or residual organic solvents to be

quantified and solid-state transformations to be monitored in a noninvasive

manner (Zhou et al. 2003; Kogermann et al. 2008; Touil et al. 2012). Hence,

disadvantages and risks associated with manual sampling followed by lab analysis

with Karl Fischer titration (KFT), gas chromatography (GC) or loss on drying

(LOD), especially when dealing with hygroscopic or cytotoxic compounds, can

be avoided.

Schneider and Reich (2011a) describe the successful application of in-line NIRS

for monitoring and control of both water and organic solvent content of two model

substances in a rotating suspension dryer, which combines centrifugation, washing

and thermal drying in one filter basket. Though NIR method implementation was

challenging due to equipment and process constraints, the information gained from

the process trajectories were valuable to control the process and ensure product

quality. The advantage of using a noninvasive in situ NIRS sampling approach for

monitoring the moisture content upon filter drying of a cytotoxic compound has

been demonstrated by Hicks et al. (2003). Despite significant variability in wet

cake density during optimization of the workup, i.e. filtration procedure, the PLS

calibration model based on KFT reference data covering the range of 0–15%

moisture content revealed a SEP of 0.99% w/w, indicating adequate method

accuracy. Märk et al. (2010) used an on-line NIRS setup to monitor the fluid

bed drying (FBD) process of an antibiotic substance. Assay, water content and

residual solvent were recorded simultaneously with high accuracy based on PLS

models developed with HPLC, KFT and GC as reference methods. The system

proved to work stable and could be automated to a certain extent for process end

point determination.

Regarding method accuracy, spectral effects induced by the process dynamics

and reference sampling issues were found to be most critical. The impact of air

dynamics in a fluid bed dryer (FBD) on NIR spectral quality has been described by
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Green et al. (2005). Schneider and Reich (2011b) showed that the influence of

spectral uncertainty on the prediction error of NIR measurements resulting from

high-frequency fluctuations can be dominant at a low S/N ratio. The authors

provide an efficient optimization approach to reduce spectral uncertainty to a

minimum. The approach was successfully applied to a challenging NIR in-line

method in a rotating suspension dryer for monitoring water and ethanol content of a

model substance (Schneider and Reich 2011a). Sampling issues in FBD were

investigated in detail by Green et al. (2005) and more recently by Heigl

et al. (2013). Both studies reveal that the way in which reference sampling is

performed has a significant impact on the accuracy of the NIR in-line method

accuracy. Most crucial are the downtime between thief-probing a sample and its

actual analysis and the sample amount available for reference analysis (Heigl

et al. 2013). This is especially important when measuring residual volatile organic

solvents (Schneider and Reich 2011a, b).

In conclusion, it is evident that multiple NIR in-line measurements are more

representative of the drying process than temporally sparse off-line tests and more

straightforward with respect to end point control. The low penetration depth

compared to other methods such as microwave resonance technology can be

compensated by the measurement frequency. An additional advantage of using

in-line NIRS for end point control of an API drying process is the opportunity to

simultaneously monitor the conversion to the preferred solid-state form.

Zhou et al. (2003) were the first who described in-line NIR monitoring of a

drying process with concomitant distinction between surface and bound water of a

drug substance forming different hydrates. The study revealed that NIRS can serve

as a reliable PAT tool to ensure that the desired hydrate form is achieved. Since

then, NIR monitoring of API dehydration upon FBD has been reported extensively,

although mainly for granules rather than pure APIs (see Sect. 7.2). However, the

lessons learned from these studies clearly indicate that in-line NIRS in combination

with MVDA is a straightforward and reliable PAT approach to monitor and control

drying induced pseudopolymorphic transformations.

An in-line NIR method to simultaneously monitor moisture content, dehydration

and polymorphic transformation of theophylline upon stirred bed vacuum drying

has recently been described by Touil et al. (2012). In this study, reliable quantifi-

cation of the different solid state forms based on PLS calibration modeling was first

demonstrated. The real-time NIR spectral information could then be used to

investigate the impact of process parameters on both, the drying and the solid-

state transformation kinetics. This enabled a detailed insight into the dehydration

and transformation process. In addition, the input parameters of a process controller

could be identified.

The utility of NIRS for at-line solid state analysis of spray-dried products

including determination of moisture content, particle size and amorphous content

has also been demonstrated (Savolainen et al. 2007a; Maltesen et al. 2012). Hence,

noninvasive real-time monitoring of these CQAs during the process should be

feasible by means of a NIR probe at the glass vessel of the spray-dryer.
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5 Application on Solid Oral Dosage Forms

Manufacture of solid oral dosage forms such as tablets and capsules comprises

multiple steps, each having an impact on the final drug product performance. Hence,

to assess the status of the product and finally confirm batch release, fast at-line, in-line

or on-line analysis of the critical quality attributes (CQAs) in different steps across the

manufacturing process is helpful in both development and routine production. More-

over, efficient stability testing heavily relies on rapid analytical procedures.

The dual dependence of the NIR signal on chemical and physical sample

characteristics allows various analytical targets (i.e. CQAs) to be simultaneously

determined in a nondestructive manner. Although sometimes quite challenging,

determination of chemical, physical and even related biopharmaceutical CQAs

from one single NIR measurement is feasible and reliable when properly performed

(Reich 2005; Anderson et al. 2008). In fact, NIR identification and quantification of

the API in intermediates and finished dosage forms may comprise solid-state

characterization, i.e. analysis of polymorphic or pseudopolymorphic form composi-

tion (Blanco and Villar 2003; Blanco et al. 2005). NIRS is also gaining some

importance for the molecular characterization of drug/polymer interactions in solid

dispersions of poorly soluble drugs (Rahman et al. 2010a, b; Zidan et al. 2012), which

has traditionally been performed by FT-MIR spectroscopy (Taylor and Zografi 1997;

Liu and Desai 2005; Huang et al. 2011; Karolewicz et al. 2012). The moisture content

of powders, granules, pellets, tablets and capsules can be reliably determined with

NIRS, as reviewed by Luypaert et al. (2007) and reported by Mantanus et al. (2009)

and Corredor et al. (2011). The potential of NIRS for nondestructive quality control

and stability testing of hard and soft capsules including shell/fill interactions and shell

crosslinking has been verified by Reich (2005). Off-line and at-line measurements to

simultaneously determine blend uniformity (BU) and particle size of pharmaceutical

powder blends or granules and content uniformity (CU), hardness, coating thickness

and/or dissolution of tablets have also been widely demonstrated (Blanco

et al. 2006b, c; Chen et al. 2001; Cogdill et al. 2005a, b, c; Reich and Frickel 1999,

2000; Frickel and Reich 2000; Reich 2000a, b, 2001; Moes et al. 2008; Tabasi

et al. 2008a, b, c; Weißner 2006, Weißner et al. 2006a, b; Wu et al. 2013).

In the following, the potential of MIRS and NIRS for characterizing solid disper-

sions and the rationale behind the NIR approach to measure particle size, tablet

hardness and drug dissolution including challenges to be managed when the measure-

ments are performed in the lab settings will be discussed in more detail. Lessons that

can be learned from lab measurements, including method constraints and limitations,

are also valuable for real-time PAT applications, which are discussed in Sect. 7.

5.1 Molecular Characterization of Solid Dispersions

Solid dispersions based on hydrophilic or amphiphilic polymers have gained

increasing interest as a formulation platform for poorly water-soluble drug
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molecules. In product development, FT-MIR spectroscopy is a well-established

analytical tool to characterize solid dispersions, i.e. to probe the nature and extent of

molecular interactions between polymer and API. The rationale behind this

approach is a shift and broadening of the absorption bands of functional groups

forming hydrogen bonds upon interaction. Changes in wavelength, band width

and/or intensity can also provide information on the solid-state form of both drug

substance and polymer. Hence, FTIR spectra can be used to identify molecular

interactions directly after production and evaluate stability, i.e. the tendency of the

amorphous API to recrystallize upon storage. Numerous papers report on the

successful application of FT-MIR spectroscopy in combination with other analyt-

ical techniques such as XRPD, DSC and DVS to investigate drug/polymer combi-

nations including indomethacin/PVP (Taylor and Zografi 1997), nifedipine/PEG

(Huang et al. 2011), carbamazepine/Soluplus® and carbamazepine/ hydromellose

acetate succinate (Alshahrani et al. 2015). MIRS has also been applied as comple-

mentary analytical technique to characterize drug/cyclodextrin inclusion com-

plexes. Studies comprise, for instance, omeprazole/methyl-beta-cyclodextrin

(Figueiras et al. 2007), loratedine/hydroxypropyl-beta-cyclodextrin (Lin

et al. 2010) and gemfibrozil/dimethyl-beta-cyclodextrin (Aigner et al. 2012).

Recently, NIR spectroscopy in combination with MVDA has gained importance

in stability studies e.g., to detect drug recrystallization including polymorphic

transformations (Maniruzzaman et al. 2014) and to quantify drug crystallinity

upon storage (Zidan et al. 2012). NIR in-line applications are expected to be

extremely useful to monitor phase transformations during production, e.g. in hot

melt extrusion as demonstrated by Maniruzzaman et al. (2014). This latter aspect is

discussed in more detail in Sect. 7.4.

5.2 Challenges of Particle Size Determination

NIR measurements of particle size in diffuse reflectance rely on particle size

dependent scatter effects resulting in nonlinear baseline shifts. However, reliable

quantitative calibration modeling is usually not an easy task, since correlation of

spectral information with particle size is often hampered by complex interrelated

material and particle size dependent absorption and scatter effects (Burger

et al. 1998; Shi and Anderson 2010). In fact, different chemometric approaches

have to be applied depending on the application, i.e. the mean particle size, the

particular particle size distribution, the refractive indices and the absorption prop-

erties of the particulate matter under investigation. Most crucial for NIR quantifi-

cation of mean particle size are large particle size differences. This can be attributed

to the fact that particle size effects on the absorption coefficient are more pro-

nounced for small particles (�90 μm) than for large particles. Moreover, sample

presentation is of utmost importance, since spectral reproducibility is strongly

affected by sample compactness. Considering these issues, it is obvious that

NIRS is not the first choice when accurate particle size measurements are required.
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NIR spectra can, however, provide a rough estimate of the particle size when the

method is anyhow used for the determination of other CQAs. In addition, the

multivariate spectral information can be used to predict the performance of

granules or powders upon further processing (Otsuka et al. 2003; Otsuka and

Yamane 2009).

5.3 Nondestructive Tablet Hardness Testing

Nondestructive NIR hardness testing of tablets has been described by several

groups (Blanco et al. 2006b, c; Tabasi et al. 2008a; Weißner 2006; Weißner

et al. 2006b; Wu et al. 2013). Early work has been thoroughly reviewed by Reich

(2005). Reflectance as well as transmission measurements have been reported. Both

methods are generally applicable; due to density variations in different regions of

the tablet, hardness is, however, better predicted by transmission measurements

(Reich 2000b, 2001).

Spectral effects that can be used for calibration development depend on the

range of hardness levels to be included in the model and the tablet ingredients.

Irrespective of the formulation, a “primary” spectral effect of wavelength-

dependent baseline shifting with increasing hardness resulting from a decrease in

tablet porosity is observed at low hardness levels (Fig. 3.3). At higher hardness

levels, a pressure-induced “secondary” spectral effect, namely a peak shifting

arising from changes in interparticular and/or intermolecular bondings can be

Fig. 3.3 NIR reflectance spectra of tablets with different hardness levels
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observed. The secondary effect strongly depends on the material properties, being

most pronounced with excipients such as microcrystalline cellulose grades that

reveal a pressure-induced plastic deformation (Reich 2000a, b, 2001).

Primary effects can be favourably modeled by reducing the relevant spectral

information to slope and intercept, i.e. a best-fit line through each spectrum. This

approach based on reflectance spectra was found to be insensitive to slight formu-

lation changes (Kirsch and Drennen 1999). Multivariate PCR or PLS methods

(Shah et al. 2007; Tanabe et al. 2007; Tabasi et al. 2008a, b, c; Weißner 2006)

and ANN (Chen et al. 2001; Wu et al. 2013) have been applied to both transmission

or reflectance spectra to model additional secondary effects. These models are

certainly more sensitive to formulation changes, since they also rely on material

specific spectral effects. Indeed, differences in primary and secondary spectral

effects can be used in tablet formulation and process development to better under-

stand the consolidation characteristics of different formulations (Reich 2000a, b,

2001). To this end, a global calibration model including eight different excipients

has been developed by Weißner et al. (2006b).

5.4 Nondestructive Prediction of Dissolution Performance

Prediction of drug dissolution from NIR spectra of immediate release (IR) tablets

relies on formulation and/or pressure induced differences in tablet morphology

(i.e. particle size, density, porosity) and interparticular bondings (Blanco and Alcala

2006; Donoso and Ghaly 2005; Freitas et al. 2005; Otsuka et al. 2007; Weißner

et al. 2006a; Weißner et al. 2007). Since IR tablets are usually manufactured with

tight tolerances, quantitative modeling of drug dissolution of commercialized IR

tablet products is usually challenging without additional lab samples. To reduce the

calibration effort, augmentation of the calibration sample set with samples from

stability, i.e. samples stored under ICH conditions has been reported in the litera-

ture. However, this approach should be performed with care, since temperature-

and/or moisture-induced spectral effects are different from e.g. pressure-induced

spectral effects and thus not always applicable to reflect the dissolution perfor-

mance under normal storage conditions. Thus, a qualitative NIR “conformity”

approach is often a better option to verify drug dissolution of IR tablets.

Contrary to IR tablets, the dissolution performance of IR capsule products is

often related to microstructural features of the capsule shell (Reich 2004). Nonde-

structive NIR determination of storage-induced disintegration and/or dissolution

changes of hard and soft capsules therefore usually relies on chemical changes

resulting from capsule shell crosslinking (Gold et al. 1997, 1998; Reich 2005).

Since rate and extent of crosslinking are affected by shell formulation, fill compo-

sition and storage conditions (i.e. temperature, relative humidity), development of

reliable quantitative calibration models requires a thorough understanding of the

impact of all variables on both capsule crosslinking and NIR spectra. Spectral

interferences to be considered are variable moisture effects and temperature-

induced structural changes not related to crosslinking (Reich 2005).
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Quantitative NIR calibration modeling is usually easier to perform when dealing

with modified release (MR) film coated tablets. Since drug dissolution rate of film

coated MR tablets depends on film thickness and uniformity, samples taken from

various time points during the manufacturing process can be used for calibration

development. Applications based on both transmission and reflectance spectra have

been described in the literature (Kirsch and Drennen 1995; Reich and Frickel 1999;

Frickel and Reich 2000). The latter approach however, may not be applicable to

tablets with a very thick coating containing a high amount of pigments.

In case of matrix tablets, drug release rate usually depends on the concentration

and distribution of a sustained release polymer used as filler and/or binder. More-

over, pressure-induced physical effects may contribute to the dissolution profile.

Interpretation of PCA scores and loadings can be helpful for variable selection to be

used in quantitative NIR calibration modeling (Tabasi et al. 2009). Multilayer

tablets containing an immediate release (IR) and a controlled release (CR) layer

are most challenging, since NIR spectral information from both layers are required

for dissolution modeling. A successful industrial NIR application has been reported

by Weißner et al. (2006a). Robust calibration models for the prediction of the

sustained release profile based on reflectance spectra from the CR layer could be

developed with samples from production and stability testing. Moreover, batch-to-

batch variability of the initial dissolution rate could be attributed to a variable

distribution of the disintegrant in the IR layer (Weißner 2006).

5.5 Simultaneous Determination of Multiple CQAs

Considering the NIR applications outlined above, the potential of the method

becomes obvious, namely to allow several CQAs such as identity, drug content,

hardness and dissolution of solid oral dosage forms to be determined from one

single nondestructive measurement. The multivariate NIR spectral information,

however, may cause analytical problems, if not adequately handled. This is due

to the fact that each CQA, if not the analytical target, has to be considered as an

interfering parameter in the calibration development process. In fact, most chal-

lenging is how to achieve the required selectivity and accuracy for each analytical

target parameter in a certain application. Examples of robust and reliable industrial

NIRS calibrations for the simultaneous determination of drug content, tablet hard-

ness and drug dissolution of three tablet products with different release profiles,

namely IR tablets, enteric coated tablets and sustained release multilayer tablets,

can be found in the PhD thesis of Weißner (2006). In case of the IR tablet product,

the validated method gained FDA approval. Moreover, excipient-independent

models have been developed for both NIR drug assay and tablet hardness determi-

nation with the potential to be applied in early product development followed by

transfer to production.

3 Mid and Near Infrared Spectroscopy 95



6 Application in Protein Formulation Development

6.1 Evaluation of Protein Secondary Structural Changes
and Beyond

One of the major challenges when formulating protein therapeutics is to preserve a

‘native-like’ structure of the protein during processing, shipping and upon long

term storage. Biopharmaceutical product development therefore requires the appli-

cation of complementary analytical techniques that enable local and global struc-

tural perturbations to be evaluated. MIR spectroscopy is a well-established

analytical tool for estimating secondary structural changes of proteins in solid

and solution state (Manning 2005). The technique has been applied in stability

testing of aqueous protein solutions (Dong et al. 1990; Fabian et al. 1993; Jiang

et al. 2011), in formulation and process optimization of freeze-dried (Carpenter

et al. 1998; Chang et al. 2005; Abdul-Fattah et al. 2007; Al-Hussein and Giesseler

2013), spray-dried (French et al. 2004; Maury et al. 2005; Schüle et al. 2007) and
spray-freeze-dried (Constantino et al. 2002) products as well as in controlled

release product development (Van de Weert et al. 2000; Jorgensen et al. 2003;

McFearin et al. 2011).

The rationale behind this approach is the conformational sensitivity of the MIR

absorption bands of the protein backbone, the so called normal modes (A, B, I-VII)

of the amide group. Most widely used for protein secondary structural analysis is

the amide I band between 1600 and 1700 cm�1 originating from the C¼O

stretching vibration of the amide group. The conformational sensitivity of the

amide I band includes hydrogen bondings and coupling between transition dipoles.

Hence, protein secondary structural features such as α-helix, β-sheet, turns and

random coil display distinct amide I frequencies (Barth and Zscherp 2002; Barth

2007).

Due to the overlap of water bands and the amide I protein bands, accurate

subtraction of the water spectra resulting from traces of water vapor in the air

and/or the sample solution itself is inevitable for a reliable protein secondary

structural analysis. Modern FT-MIR spectrometers with a high S/N ratio enable

high quality difference spectra to be obtained even for proteins in highly diluted

aqueous solutions. When measuring in transmission mode, a small cell path length

(e.g. 5–10 μm) and a protein concentration of >10 mg/mL are recommended.

Noninvasive measurements in both solid and solution state became feasible with

the ATR sampling technique. In fact, the low amount of sample required for

analysis (typically in the range of 10–100 μg), the short measuring time and a

high time resolution (down to 1 μs with moderate effort) have certainly been

recognized as important advantages of the FT-MIR technique. Noteworthy is, that

for comparative measurements it is mandatory to apply the same physical sampling

mode (Van de Weert et al. 2001).

MIR signal processing is, however, less straightforward when dealing with

proteins rather than small drug molecules. This is due to the fact that proteins are
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usually composed of various domains of different secondary structural elements.

The amide I band is thus a complex composite of these structural features. Since the

band width of the contributing components is usually greater than the separation

between the maxima of adjacent peaks, individual component bands are overlapped

and not resolved. Spectral analysis therefore requires mathematical methods to

resolve the individual bands. Common approaches can be classified into:

(1) methods based on band narrowing and decomposition of the broad amide I

band into its components or (2) multivariate techniques, i.e. pattern recognition

methods. Since most pharmaceutical applications still rely on procedures of the first

category, their strengths and weaknesses will be briefly discussed.

To enhance the resolution of the amide I band of a protein, i.e. to decompose the

overlapped peaks into their principal bands, two procedures have been widely used,

namely Fourier self deconvolution (FSD) and calculation of the second derivative
of the absorption spectrum. Since both procedures amplify the spectral noise, the

degree of band narrowing is limited by the S/N ratio of the spectrum. This means

that the full width of half height (FWHH) of the bands has to be greater than the

resolution of the instrument. A high S/N ratio is therefore required for resolution

enhancement with FSD or derivation. An issue potentially encountered with both

FSD and derivation of amide I spectra is the disproportional amplification of water

vapour induced bands. Careful purging of the spectrometer with dry air or nitrogen

is thus inevitable when analyzing proteins.

The FSD method, first proposed by Kauppinen et al. (1981), provides the

advantage to preserve the profile, area and position of the bands and therefore

allows ‘real’ quantitative calculations. On the other hand, its application requires

the setting of the FWHH of the line shape function and the truncation frequency of

the apodization function, which is practically restricted, since the FSD algorithm

deconvolves all bands with the same FWHH of the line shape function, irrespective

of their bandwidths. Thus, derivation is often preferred, since it does not require any

a priori information about the FWHH of the individual bands of each component.

A widely applied method to extract quantitative information from resolution-

enhanced amide I spectra is curve fitting, initially proposed by Byler and Susi

(1986). This procedure provides fractional areas of the bands assigned to different

secondary structural features by iterative adjustments of height, width and position

of the individual component bands with best fit being achieved by assuming that the

components have Gaussian band shapes. Band narrowing by means of FSD

followed by curve fitting analysis reveals some limitations for the assessment of

the absolute content of secondary structural elements, since the choice of the input

parameters is subjective. It is, however, a valuable procedure in pharmaceutical

product development to assess relative secondary structural changes associated

with the manufacture and storage of protein pharmaceuticals.

An alternative approach to evaluate protein stability issues is the evaluation of

the overall spectral similarity or dissimilarity in the amide I region. A straightfor-

ward and reliable method of this category is the calculation of the ‘area of overlap’
of baseline-corrected area-normalized second derivative spectra (Kendrick

et al. 1996). Method qualification to be included in regulatory filings has been
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described by Jiang et al. (2011). In certain cases, it might be more reasonable to

simply compare the relative height and width of a single ‘marker’ band, instead of

evaluating the global spectral similarity. An additional opportunity to avoid arbi-

trary spectral deconvolution is the use of chemometric data processing, i.e. to

perform multivariate calibration modeling of the non-deconvoluted FTIR spectra.

Interestingly, PCA or PLS have not been widely applied in FT-MIR secondary

structural analysis, although Vonhoff et al. (2010) clearly demonstrated the feasi-

bility and reliability of such an approach.

Within the last three decades, numerous papers have clearly demonstrated the

great potential of FT-MIR spectroscopy for biopharmaceutical product develop-

ment. Challenges associated with the application on antibody formulations and

polymeric protein delivery systems will be highlighted and discussed in Sects. 6.2

and 6.3.

NIR applications in secondary structural analysis of protein formulations are

still limited, although the sensitivity of the method to structural changes of various

types of proteins in solid and solution state has been demonstrated (Bai et al. 2005;

Izutzu et al. 2006). Bai et al. (2005) reported that structural changes of two different

model proteins upon freeze-drying with different concentrations of sucrose were

clearly reflected in NIR bands assigned to amide A/I, A/II, B/II and CH stretching

modes. Moreover, thermal-induced perturbations of freeze-dried proteins could be

verified. Multivariate PLS calibration modeling revealed a good correlation

between the NIR data and the FT-MIR spectral information of the amide I band.

Izutzu et al. (2006) used seven different proteins in solid and solution state to

confirm the reliability of NIRS for the distinction of secondary structural features.

Besides hydrogen-bonding patterns being specific for each protein, normalized

second-derivative solvent-compensated NIR spectra of the proteins in aqueous

solution suggested characteristic bands in the combination and first overtone region

indicative of α-helix or β-sheet structures. In addition, NIR analysis was capable to

assess thermal unfolding and subsequent intermolecular β-sheet structure formation

of heat-treated bovine serum albumin in both solution and the freeze-dried state.

The use of NIRS as a PAT tool in freeze-drying to detect formulation and process

induced structural perturbations of a model IgG in real-time has recently been

described by Pieters et al. (2012). Details of this application are outlined in

Sect. 7.8.

FT-MIR spectroscopy will certainly remain the primary tool for protein struc-

tural analysis in early development. However, NIR measurements clearly reveal

some distinct advantages for formulation screening, in routine quality control and

long-term stability testing. In fact, NIR reflectance measurements can be performed

directly through the closed glass vial (Kamat et al. 1989; Muzzio et al. 2011) with

no instrument purging and/or maintenance of a dry environment around the sample

being required, thus reducing analysis time and minimizing potential artefacts that

may arise from sample preparation and/or inaccurate data processing. Contrary to

MIRS, the dual nature of NIR spectra provides physical and chemical sample

information and thus enables product CQAs other than the protein secondary

structure such as moisture content (see Sect. 3.1) and solid state characteristics

98 G. Reich



(see Sects. 3.2 and 3.4) to be determined simultaneously. Qualitative and quantita-

tive analysis of complex formulations is certainly facilitated by means of multivar-

iate processing of the NIR spectral data. This latter aspect has been evaluated in a

few studies in terms of formulation and process optimization. In formulation

screening of freeze-dried products, for instance, the use of NIRS for simultaneous

investigation of several CQAs has been verified by Grohganz et al. (2010b). Ver-

satile samples could be classified according to their excipient composition, mois-

ture content and solid-state form of mannitol thus enabling adequate formulations

to be selected. Lee et al. (2011b) applied NIRS to investigate the polymorphic

variation of spray-dried mannitol as a function of particle size and in the presence

low levels of lysozyme used as model protein. Simultaneous determination of

moisture content and aerodynamic particle size of spray-dried insulin powders for

pulmonary delivery by means of NIRS has been reported by Maltesen et al. (2012).

The study was designed to gain process understanding and replace traditional

analytical techniques. The use NIR chemical imaging for high-throughput screen-

ing of freeze-dried protein formulations in well plates has recently been described

by Trnka et al. (2014). Overall, it is obvious that NIR spectroscopy is a versatile

analytical tool for the noninvasive characterization of protein formulations, since

multiple CQAs can be recorded simultaneously. Its potential in this field has

certainly not been fully exploited yet.

6.2 Challenges of Antibody Formulations

Monoclonal antibodies (mAbs) represent the leading group of biopharmaceutical

products. As multidomain proteins with structurally independent regions, their

stability profile is rather complex. A major issue is their tendency to aggregate

during downstream processing, shipping and/or upon long-term storage with dis-

tinct ‘hot spots’ following different pathways. To gain insight into the local and

global conformational and colloidal effects contributing to the overall structural

stability of a specific mAb, an array of complementary analytical tools has to be

applied (Neergaard et al. 2014; Cerasoli et al. 2014). Since FT-MIR spectroscopy is

specially sensitive to changes in the intra- and intermolecular β-sheet pattern, it can
be used as a versatile tool to provide information about population averaged

secondary structural changes of mAb formulations.

MIR spectra of antibody molecules with preserved native structure usually

reveal two characteristics bands in the amide I region, namely a strong one at

1630–1640 cm�1 and a weak one at 1680–1690 cm�1 reflecting the presence of an

intramolecular antiparallel β-sheet structure (Murphy et al. 2012). Additional bands

at 1670 cm�1 can be ascribed to turns. Temperature-induced conformational

changes of mAbs in aqueous solution are usually reflected by an intensity decrease

of both β-sheet bands with a concomitant shift of the 1630–1640 cm�1 band to

lower frequencies. A band at 1615–1625 cm�1 is indicative of an intermolecular

β-sheet structure of aggregates that are formed upon heat treatment (Hawe
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et al. 2009). Indeed, extensive secondary structural changes associated with

temperature-induced unfolding and precipitation have been assessed for IgG anti-

bodies (Hawe et al. 2009; Cerasoli et al. 2014; Telikepalli et al. 2014). A high-

throughput thermal stability assay based on ATR-FTIR imaging has been described

by Boulet-Audet et al. (2014). Furthermore, it could be demonstrated that extensive

stirring also leads to aggregates with non-native structural features (Telikepalli

et al. 2014), while freeze-thawing and shaking usually provides aggregates with a

more or less preserved, i.e. native-like secondary structure (Hawe et al. 2009;

Joubert et al. 2011; Telikepalli et al. 2014).

FT-MIR spectroscopy has also been applied to evaluate secondary structural

changes of antibodies upon freeze- or spray-drying (Andya et al. 2003; Abdul-

Fattah et al. 2007; Schüle et al. 2007; Tian et al. 2007; Wang et al. 2010b; Murphy

et al. 2012), shipping-like stress (Telikepalli et al. 2015) and long-term storage in a

freeze- or spray-dried form (Cleland et al. 2001; Chang et al. 2005; Maury

et al. 2005; Park et al. 2013). Distinct drying-induced secondary structural pertur-

bations towards enhanced β-sheet structure resulting from harsh process conditions

or an inadequate formulation are clearly reflected in the amide I spectral region.

Studies with model IgGs and therapeutic mAbs or fragments also revealed that a

more or less “native-like” secondary structure can be preserved upon freeze- or

spray-drying when antibodies are formulated with an adequate amount of stabilizer,

e.g. sucrose, trehalose, surfactants (Chang et al. 2005; Abdul-Fattah et al. 2007).

Moreover, a correlation between retention of a native-like secondary structure upon

drying, as determined by FTIR, and storage stability in the solid state has been

demonstrated (Maury et al. 2005, 2012; Abdul-Fattah et al. 2007).

Subtle secondary structural differences resulting from different formulations

and/or perturbations upon long-term storage are best reflected by a detailed exam-

ination of different amide I bands, i.e. by comparing the frequency shift and

bandwidth of more than one β-sheet marker band of the FTIR spectrum. The

rational behind this approach is the different sensitivity of the low (�1640 cm�1)

and high (�1680 cm�1) frequency band of the antiparallel β-sheet motifs of

antibody molecules to various types of distortions (Demird€oven et al. 2004). The

low frequency band (�1640 cm�1) is sensitive to distortions along the hydrogen

bond direction between different strands of the β-sheets (e.g. number of strands,

degree of twisting of the β-sheets and hydrogen bond strength), whereas the high

frequency band (�1680 cm�1) reflects distortions along the strand direction.

Interestingly, only a few studies have yet focused on multiple marker bands within

the amide I envelope when evaluating antibody formulations with respect to their

long term stability (Cleland et al. 2001; Abdul-Fattah et al. 2007; Murphy

et al. 2012).

Distinct differences in the relative intensity and bandwidth of the high and low

frequency β-sheet bands of a monoclonal antibody (i.e. rhuMab HER2), when

freeze-dried in the absence and presence of stabilizers, have been described by

Cleland et al. (2001). Compared to the stabilizer-free product, formulations

containing sucrose or mannitol revealed a higher intensity of the low frequency

(�1640 cm�1) band, a slight red shift and a reduced bandwidth of the high
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frequency band (�1680 cm�1). Although not discussed further within this paper,

the spectral effects clearly indicate effects over the entire β-sheet structure with less
distortion of the ß-strands upon addition of sucrose or mannitol.

Upon spray-drying of IgG solutions, Maury et al. (2005) revealed an intensity

increase of the β-sheet bands at the cost of the 1661 cm�1 band reflecting turns.

Noteworthy is that obvious structural differences between formulations with and

without sorbitol, reflected by quantitative differences in the relative peak area of the

high and low frequency β-sheet bands, have not been discussed either, although

drying-induced aggregation was remarkably different between the two

formulations.

In a study with different formulations of a model IgG1 antibody, Abdul-Fattah

et al. (2007) emphasized that the β-sheet ratio, i.e. the intensity ratio between the

1690 cm�1 band and the 1640 cm�1 band, was more sensitive to secondary

structural changes caused by the drying method (i.e. spray-drying, freeze-drying,

foam drying) than the correlation coefficient. However, frequency shifts and

changes in bandwidths have not been evaluated.

A detailed examination of the amide I spectral region including changes in band

position, peak height and bandwidth of both the high and low frequency β-sheet
band was performed by Murphy et al. (2012) in a study designed to evaluate the

effect of sucrose and sorbitol on the stability of a lyophilized IgG1 antibody. A red

shift of the high frequency band upon addition of increasing amounts of sucrose,

consistent with the observations made by Cleland et al. (2001), reflects reduced

distortions along the strand direction in the presence of a lyoprotectant. The

observed decrease in the bandwidth of both β-sheet bands with increasing amounts

of sucrose clearly indicates a greater homogeneity across the entire β-sheet struc-
ture when the sugar content is increased, likely arising from a decreased molecular

mobility. Since the trend in bandwidth narrowing was further amplified upon

addition of sorbitol, a substance known to dampen β-relaxations, it can be assumed

that the spectral changes reflect both reduced global and local fluctuations in the

β-sheet structure when the IgG is embedded in a sucrose/sorbitol matrix. This

interpretation is consistent with FTIR data on carboxy-myoglobin indicating that

the protective effect of stabilizers can be explained by a strong coupling of the

protein surface to the surrounding stabilizer matrix (Giuffrida et al. 2004). Evidence

that local rather than global perturbations are often responsible for mAb aggrega-

tion has recently been provided by hydrogen/deuterium exchange mass spectrom-

etry (HDX-MS) (Manikwar et al. 2013; Moorthy et al. 2014).

Overall, it can be concluded that the potential of MIR spectroscopy in protein

formulation development including mAbs has not been fully exploited yet. The

combined use of the hydration water bending modes and protein spectral features

other than the amide I band can certainly provide additional information about

protein dynamics in the solid state and thus improve our understanding of matrix

effects (Cordone et al. 2005; Cottone et al. 2005; Mallamace et al. 2014). Moreover,

local conformational changes in distinct Fc and Fab regions of mAbs, not detectable

in classical FTIR spectra, may be reflected by 2D-FTIR spectroscopy optionally

combined with site-specific H/D exchange (Demird€oven et al. 2004; Lefèvre
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et al. 2004; Kammerzell and Middaugh 2007; Kammerzell et al. 2009; Baiz

et al. 2012a, b). This can certainly improve our understanding of conformational

effects on mAb aggregation pathways. In addition, it can be expected that NIR

spectroscopy will gain further importance as PAT tool in mAb lyophilization (see

Sect. 7.8).

6.3 Noninvasive Analysis of Polymeric Protein Delivery
Systems

Being noninvasive, FTIR spectroscopy is also an interesting tool for evaluating

protein secondary structure within biodegradable polymeric delivery systems such

as PLGA films (Carrasquillo et al. 1999; van deWeert et al. 2002) and microspheres

(Fu et al. 1999; Yang et al. 1999; van deWeert et al. 2000; Keles et al. 2014). Model

proteins such as hen egg lysozyme (Fu et al. 1999; van de Weert et al. 2000, 2002)

and bovine serum albumin (BSA) (Fu et al. 1999) and therapeutically relevant

proteins such as recombinant human growth hormone (rhGH) (Carrasquillo

et al. 1999; Yang et al. 1999; Keles et al. 2014) have been investigated with respect

to their tendency to unfold and/or aggregate during the encapsulation process

and/or upon release.

Fu et al. (1999) performed a quantitative study based on FSD and Gaussian curve

fitting applied to FT-MIR transmission spectra obtained from lysozyme and BSA in

solution, as freeze-dried powders and within PLGA microspheres. In this study, the

authors provided evidence that KBr pellet formation and subtraction of the inter-

fering PLGA matrix background did not create any spectral artefacts compromising

protein secondary structural analysis. It is, however, important to note that the

polymer background cannot be fully eliminated by subtraction of the spectrum of

blank microspheres, since the spectral characteristics of blank microspheres and the

polymer matrix of protein-loaded microspheres are not identical. Within the micro-

spheres, both proteins revealed a significantly reduced α-helix content as compared

to the lyophilized powder, thus indicating conformational changes upon encapsu-

lation. The spectral data also evidenced that trehalose (at a 1:10 ratio of protein:

sugar) was able to fully preserve the α-helix content of BSA within the PLGA

microspheres, whereas the lysozyme secondary structure could not be stabilized at

the equivalent protein:sugar ratio.

Van de Weert et al. (2000) used qualitative FTIR measurements to demonstrate

the tendency of lysozyme to form aggregates when entrapped in biodegradable

polymers thus compromising the release profile. In a first paper, the authors used

different measurement modes, namely transmission to analyse the protein confor-

mation and ATR, PAS and FTIR imaging to elucidate the protein distribution on the

surface and within the PLGA microsphere matrix. Irrespective of the measuring

mode, a characteristic band of non-covalent aggregates at 1625 cm�1 was observed

in the second derivative spectra corresponding to protein adsorbed to the cavity
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walls inside the microspheres. Formation of intermolecular β-sheet aggregates was
also detected by FT-MIR when lysozyme was entrapped in PEG-based amphiphilic

multiblock copolymer films (Van de Weert et al. 2002). Contrary to PLGA micro-

spheres, quantitative protein release was observed indicating that aggregation was

reversible.

A different FT-MIR approach to screen formulations with respect to their effect

on conformational changes and aggregation of rhHG upon microencapsulation and

under release conditions has been demonstrated by Yang et al. (1999). Second

derivative amide I spectra obtained after successful PLGAmicrosphere background

subtraction were used to compare the protein secondary structure of dried and

rehydrated samples of different composition. A significant loss of the native

α-helical structure was observed upon microencapsulation, even in the presence

of mannitol, trehalose or zinc-precipitation. Upon rehydration complete rhGH

refolding to the native structure was detected for the trehalose formulation and

the zinc-precipitated rhGH. On the contrary, excipient-free and mannitol containing

rhGH microspheres revealed intermolecular β-sheet formation, i.e. aggregation

during rehydration.

A recent application describes the use of ATR-IR imaging for in situ monitoring

of hGH release from single PLGA microparticles during dissolution in D2O. With

this setup, the hGH release mechanism and the impact of gamma-irradiation on the

release kinetics could be elucidated (Keles et al. 2014). The use of NIRS in

combination with MVDA for noninvasive in situ monitoring of matrix hydration,

polymer degradation and protein release profiles from PLGA matrices has been

demonstrated by Sch€onbrodt (2004) and Reich (2005). Real-time in situ monitoring

of both polymer degradation and protein release of polyethylene glycol acrylate

(PEGA) hydrogel nanoparticles by means of a fiber-optic ATR-FTIR probe has

been reported by McFearin et al. (2011). The feasibility of nondestructive NIR

protein quantification within lipid matrices has also been demonstrated (Sch€onbrodt
et al. 2006). Overall, it is obvious that both mid and near infrared spectroscopy are

versatile tools for characterizing controlled release protein delivery systems.

7 Use as Real-Time PAT Tool in Batch and Continuous
Drug Product Manufacture

Currently, NIRS is the most versatile analytical technique for in-line and on-line

monitoring of pharmaceutical manufacturing processes. It has been successfully

applied in both batch and continuous manufacture to gain process understanding

and enable process control. Applications comprise real-time monitoring of unit

operations in solid drug product manufacture including powder blending, high

shear wet granulation, fluid bed operations, hot melt extrusion, freeze-drying, roller

compaction, pelletization, encapsulation, tabletting, coating and packaging. Chal-

lenges in pharmaceutical NIR process monitoring and control encompass:
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• the probe design

• the mechanical and optical probe interface

• adequate location(s) and number of sensors within the process equipment

• the process environment and dynamics

• the analytical target parameter(s)

• the sampling strategy, e.g. data collection, measurement speed, sample size

• multivariate data processing and interpretation

• adequate reference samples and accuracy of reference data

• data utilization and storage

In the following sections, specific challenges and options related to the imple-

mentation and application of a NIRS method for real-time monitoring of the most

relevant unit operations in pharmaceutical secondary manufacture will be

highlighted and the most recent and prominent literature data discussed. Detailed

information on earlier work can be found in review articles of Reich (2005),

Räsänen and Sandler (2007) and De Beer et al. (2011a).

7.1 Blending

Powder blending is one of the most critical unit operations in the manufacture of

solid dosage forms. Traditional off-line analyses to assess blend homogeneity are

time consuming, destructive and often hampered by sampling errors. Moreover,

they usually do not provide all the real-time information needed to understand and

effectively control the process such as whole matrix fingerprinting including

information about excipient blending performance. Considering these disadvan-

tages, the value of implementing noninvasive and multivariate in-line methods such

as NIRS for blend monitoring is obvious: namely to provide process trajectories of

single components, i.e. API and excipients or the whole powder mix and to

determine the blending end point in real-time.

Within the last two decades, numerous NIR applications for real-time monitor-

ing of batch blending processes including bin blender, V-blender, Y-blender and

Nauta mixer have been described and extensively reviewed by Reich (2005),

Räsänen and Sandler (2007) and De Beer et al. (2011a). Recent reports are also

dealing with applications to continuous powder blending processes (Vanarase

et al. 2010; Martı́nez et al. 2013; Vanarase et al. 2013; Colón et al. 2014). In the

following the most critical issues to be considered when developing an in-line NIR

method for a batch or a continuous blending process will be outlined and discussed

in more detail.

For the accurate and precise estimation of blending end-points, multiple NIR

sampling points at different locations of the blender are highly recommended, since

it has been demonstrated that only information from multiple positions allow a

temporally and spatially resolved process monitoring (El-Hagrasy et al. 2001; Shi

et al. 2008; Scheibelhofer et al. 2013). This allows, for instance, zones with
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different mixing kinetics to be identified (Scheibelhofer et al. 2013). Of particular

importance for a reliable evaluation of blend homogeneity is the estimation of the

sample size being analysed by the NIR sensor relative to the size of the final dosage

form. The spectral sample size depends on the NIR sampling optics, the spectral

acquisition mode and the powder properties. The beam size of the NIR probe

determines the sample area being illuminated, whereas the blend composition

affects the wavelength dependent penetration depth of the NIR radiation. Powder

movement during dynamic spectral acquisition further enlarges the sample volume

being analysed as compared to a static measurement, but also enhances potential

sources of error and thus measurement uncertainties. Since measurement speed is

not an issue for modern NIR instruments, the state-of the-art NIR sampling strategy

for the assessment of blend homogeneity is the dynamic spectral acquisition mode

at a speed that allows spectral averaging to compensate for interfering spectral

fluctuations. Considering these constraints, it is evident that the impact of spectral

sampling effects and powder blend properties on the effective sample size should be

considered prior to NIR method development.

Equally challenging to method development is the selection of an appropriate

data processing strategy and the adequate statistics to reliably estimate process

variations and blending end-points. In fact, numerous qualitative and quantitative

NIR methods have been developed and evaluated for their potential use in blend

end-point determination of batch processes. Depending on the algorithm applied,

different answers related to the blend composition will be obtained.

Qualitative methods simply rely on time-dependent changes of spectral features

reflecting compositional changes. One of the most common approaches is to

calculate the Moving Block Standard Deviation (MBSD) between consecutive

spectra (Sekulic et al. 1996; Storme-Paris et al. 2009; Momose et al. 2011). Spectral

data are arranged in a time by wavelength matrix and the standard deviation (SD) of

the intensity values is determined over a predefined time window or block, followed

by the calculation of a mean value over all wavelengths. Finally, the mean SD is

plotted as a function of time and the blending end-point is determined as the time

interval at which the SD profile reaches a minimum value. Other approaches for the

qualitative assessment of powder blend homogeneity comprise the use of

e.g. principal component analysis (PCA), dissimilarity indices, SIMCA (Sekulic

et al. 1998), Hotelling’s T2 statistics (Maesschalck et al. 1998), and principal

component modified bootstrap error-adjusted single-sample technique

(El-Hagrasy et al. 2006).

Puchert et al. (2011) presented a multivariate approach called Principal Com-

ponent Scores Distance Analysis (PC-SDA). The method comprises a PCA of

pretreated spectra followed by the calculation of Euclidian distances between PC

scores as a function of blend time and the determination of MBSDs of successive

PC scores distances in a multidimensional space. This approach enables the esti-

mation of a time-window during blending in which spectral variability decreases to

a preset minimum, i.e. below a threshold value. To develop a solid statistical

rationale for blend end-point determination based on QbD principles, predefined

spectra with low variability from normal production samples are used as calibration
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set to compute a 95% confidence interval which describes the boundary of a

multivariate target end-point space, i.e. the overall design space for blend homo-

geneity (Fig. 3.4). Hotelling’s T2 statistics is then applied to monitor and report

blend homogeneity in a straightforward univariate manner, which is useful for

pharmaceutical dossiers and QbD filings. The method is easy to implement in an

industrial setting, since it can be applied when only production samples are avail-

able for calibration modeling. As for other qualitative approaches, the method

provides information on the homogeneity of the ‘whole’ formulation, while ensur-

ing that a possible absence of the API or an excipient will be noticed.

Quantitative approaches based on a regression model ensure specificity to the

parameter of interest, i.e. the API and/or an excipient, since each individual

component in the formulation can be modeled independently. This provides the

advantage to assess time-dependent deviations from target concentrations

(Fig. 3.5). Hence, selective PLS regression models are valuable for a more detailed

understanding of the mixing behavior of individual formulation components or

whenever quantitative results are needed. Quantitative NIR model development is,

however, time-consuming, cost-intensive and laborious, as it requires specially

Fig. 3.4 PC-SDA method: (a) score plot of NIR calibration and prediction set with 95%

confidence interval and (b) corresponding Hotellings T2 chart with the proposed design space

for blend homogeneity

106 G. Reich



designed calibration sample sets covering concentration variations beyond the

normal operating conditions. Careful validation has to be performed to calculate

the appropriate number of PLS factors and ensure model parsimony. A lean PLS

approach to be applied in early product development has been evaluated by Bakri

et al. (2010). From a time and cost perspective, mixed strategies combining a

qualitative method to evaluate global homogeneity and a regression model to

predict the API concentration may be straightforward. For such an approach,

MCR is a versatile option, since qualitative and quantitative modeling is feasible

depending on the mathematical constraints selected (Igne et al. 2014). In fact,

selection of a suitable NIR blend control strategy for a batch blending process is

a case by case decision, which should be made by carefully considering the pros and

cons of the different approaches. A comprehensive list of the most prominent

modeling strategies including statistics to estimate blend homogeneity in batch

blending processes is given by Puchert et al. (2011).

To date, only a few studies describe NIR applications for monitoring continuous

blending processes with both single or multi-point NIR probes being mounted at the

outlet of the blender. Contrary to batch processes, an NIR method to be used in

continuous blending has to monitor blend variations after steady state has been

achieved (Vanarase et al. 2010). Method precision is thus extremely important,

which implies that the analytical error should be known and kept as small as

possible (Martı́nez et al. 2013; Vanarase et al. 2013). To this end, parameters that

might interfere with the accuracy and precision of the NIR results have to be

identified and carefully evaluated (Colón et al. 2014; Martı́nez et al. 2013). Spectral

sensitivity to changes in mass flow and rotation speed, for instance, have to be

included in the calibration model. When blend uniformity is assessed by the RSD,

the number of scans to be averaged has to be optimized according to the sample size
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Fig. 3.5 Real-time NIR quantification of drug substance at 5% w/w target concentration during a

powder blending process in a bin blender
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of interest. Variograms and fast Fourier transform (FFT) analysis are effective tools

to investigate blend variability and optimize the NIR sampling rate (Colón

et al. 2014).

7.2 Wet Granulation

Wet granulation is a dynamic particle size enlargement process consisting of three

distinct subphases, e.g. mixing, granulation and drying. It is usually performed in a

fluidized bed granulator or a high shear mixer. Regardless of the technology

applied, the granulation phase is a complex combination of several overlapping

processes, namely (1) wetting and particle nucleation, (2) consolidation and particle

growth, and (3) attrition and breakage. Hence, process development and control

inevitably requires real-time assessment of CQAs. The cross-sensitivity of NIR

spectra to chemical and physical sample properties offers the possibility of simul-

taneously determining moisture content, particle size, content uniformity and solid-

state characteristics, thus enabling real-time process adjustments and end point

determination based on a single measurement. Hereafter, the potential of NIRS

for monitoring wet granulation processes will be highlighted and critical issues

discussed.

Fluid Bed Granulation: Fluid bed granulation (FBG), if under control, is a very

efficient process, since it allows mixing, granulation and drying to be performed in

a single unit operation (Burggrave et al. 2013). Development of an in-line NIR

method is, however, a challenge due to the dynamic complexity of the process

including the sample heterogeneity with dramatic morphological changes as a

function of process time. Reliable collection of NIR spectra is extremely challeng-

ing during the initial phase, since probe fouling, i.e. contamination of the probe

head is likely to occur. Solutions to this problem include the use of an air supply

system or a special interface design. A comparison between three interface config-

urations, namely (1) a sensor head measuring through a side window, (2) a reflec-

tion fiber probe inserted in the process chamber, and (3) the same fiber probe with a

pan collecting the product in front of its window, was recently performed in our

own lab (Schneider and Reich 2012). Best results were achieved with the sensor

head (1) followed by the inserted fiber probe (2).

With a suitable probe design and interfacing, reliable spectral information for

moisture profiling throughout the different process stages can be obtained, provided

that the spectral sampling rate is in accordance with the process dynamics and

reference sampling and analysis for PLS calibration modelling are performed in an

appropriate way (Green et al. 2005; Heigl et al. 2013). Identification of the distinct

subphases (Rantanen et al. 2001) and process end point determination (Findlay

et al. 2005; Peinado et al. 2011) are thus feasible. Moreover, spectral changes

associated with the loss of water upon fluid bed drying (FBD) can be favourably

used to provide information on API dehydration. Successful in-line applications in

this field have been described by e.g. Räsänen et al. (2003) and Aaltonen
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et al. (2007b). To reflect sample heterogeneity during the granulation process,

multipoint NIR methods with several probes at different locations of the process

chamber, as reported by Leskinen et al. (2010), are certainly recommendable.

Moreover, formulation- and process-induced changes of the reflection and refrac-

tive properties of the granules should be considered during method development

(Rantanen et al. 2000). The challenge of industrial NIR method validation

according to ICH Q2 (R1) guidelines, when dealing with a dynamic fluidized bed

process, has recently been discussed by Peinado et al. (2011).

Approaches to simultaneously determine changes in moisture content and par-

ticle size during FBG and/or FBD have been described by Findlay et al. (2005),

Nieuwmeyer et al. (2007) and Alcala et al. (2010). In the first two applications, PLS

model accuracy for particle size determination was strongly affected by the dynam-

ically changing moisture content of the granules. In the work of Alcala et al. (2010),

NIR spectral information during the spraying phase was found to be dominated by

particle size changes. This allowed PLS models for the determination of three

different classes of particles, namely large, medium and small size to be developed.

However, accuracy was also an issue indicating that in complex dynamic wet

granulation processes accurate particle size determination from real-time NIR

spectra remains challenging and calls for complementary PAT tools such as

focused beam reflectance measurements (FBRM). In fact, a combination of several

analyzers such as NIR and Raman spectroscopy (Aaltonen et al. 2007b), NIRS and

FBRM (Tok et al. 2008), or multipoint NIR probes, acoustic emission and a flash

topography particle size analyser (Leskinen et al. 2010) can be valuable for

enhanced process knowledge and control (Lourenco et al. 2012; Burggrave

et al. 2013).

High shear wet granulation: NIRS is also a valuable PAT tool for fingerprint-

ing high shear wet granulation (HSWG) processes. Rantanen et al. (2005) could

demonstrate that in-line NIRS in combination with MVDA can be used to monitor

the granulation progress and detect the end point of each process stage, namely

mixing, spraying and wet massing. Score plots were used to distinguish between the

individual subphases. For a better understanding of the chemical and physical

changes occurring throughout the process, each stage was analyzed separately by

distinct interpretation of the PC loadings. The RMS value of the scores of all

contributing PCs was used to evaluate homogeneity of major and minor compo-

nents in the mixing phase. In the spraying phase, spectral information is dominated

by the water addition. Thus, a PLS regression model could accurately determine the

amount of water in the wet mass. To gain information related to the particle growth

in the wet massing phase, OSC was applied to remove the water contribution from

the NIR signal. A rough estimate of the mean particle growth was thus feasible.

However, robust PLS models for granule size determination with high accuracy

could not be achieved. Due to the interacting variables changing the optical

properties of the granules during wet massing, it is difficult to selectively extract

the physical information related to the particle size distribution. Once again, this

clearly indicates the limitations of in-line NIRS for particle size monitoring in wet
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granulation processes. Nevertheless, in-line NIR data from a high shear granulation

process have been used to predict granule and tablet properties, e.g., mean particle

size, porosity and hardness (Luukkonen et al. 2008). Moreover, NIR determination

of polymorph conversion of an API in wet granulation has been described by Li

et al. (2005).

The benefits of a combination of chemical information from in-line NIR spectra

and physical information from impeller torque and temperature measurements for

enhanced process understanding have been described by Jorgensen et al. (2004a, b).

Due to the sensitivity of NIR spectra to both bulk and hydrate water, spectral

changes during wet granulation can provide additional information on potential

anhydrate/hydrate transformations. Only recently, Otsuka et al. (2014) used real-

time NIR spectra to simultaneously monitor the dynamic changes of the moisture

content within the formulation and the corresponding anhydrate/monohydrate

transformation pathway of theophylline during HSWG at different temperatures.

Process parameters could be effectively adjusted and controlled based on the

multivariate NIR measurements comprising quantification of water adsorbed to

the formulation ingredients and theophylline monohydrate formation.

Twin screw granulation: Twin screw granulation (TSG) is a continuous alter-

native to HSWG. For a better understanding and control of the TSG process,

implementation of complementary PAT tools for real-time monitoring of CQAs

has recently been described (Fonteyne et al. 2012, 2013). NIR spectroscopy was

found to be an appropriate technique for monitoring the moisture content of the

granules (Chablani et al. 2011) and the solid-state properties of the API (Fonteyne

et al. 2013). Only recently, the potential of NIR chemical imaging as a research tool

for visualization and understanding of the granulation liquid mixing and distribu-

tion during continuous TSG has been demonstrated (Kumar et al. 2014; Vercruysse

et al. 2014). Actually, more real-time studies with different PAT tools are needed to

fully understand the impact of raw material characteristics and process variables on

the agglomerate formation in a twin screw granulator. NIRCI is certainly a valuable

tool for process optimization, whereas NIR in-line measurements can provide at

least some of the multivariate information needed to control the process. In any

case, selection of the appropriate NIR instrument specification will be decisive for

the success of the application.

7.3 NIR in Roller Compaction

Roller compaction with subsequent crushing of the obtained ribbons is a dry

granulation process of growing importance, since it eliminates moisture and heat

and can be applied in continuous production. During the last decade, NIRS

in-process analysis has been evaluated by several groups.

Gupta et al. (2004), Gupta et al. 2005a, b) published a series of papers, in which

they related key quality attributes such as relative density, tensile strength, Young’s
modulus and moisture content to real-time NIR spectral information obtained
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during roller compaction. In the first paper (Gupta et al. 2004), the authors used the

nonlinear upward shift in the spectral baseline to monitor the effect of different roll

speeds and feed rates on the strength of the roll-compacts and to further predict the

PSD after milling. The slope of the best-fit line through the real-time NIR spectra

was used for the spectral correlations. In the following, PLS regression models for

the simultaneous real-time prediction of chemical, physical and mechanical key

quality attributes were developed (Gupta et al. 2005a, b). Good agreement between

off-line reference data and real-time NIR predictions could be demonstrated,

provided that the calibration samples represented the conditions of the real-time

measurements with respect to the degree of elastic recovery and the environmental

conditions.

Density monitoring with NIR spectral slope and roll gap as process critical

control parameters was performed by Soh et al. (2007) for raw material evaluation.

Roll speed dependent fluctuations observed in real-time NIR spectra were investi-

gated with Fast Fourier Transform (FFT) analysis and identified as the eccentricity

of the rolling motion of rollers (Feng et al. 2008). Based on this result, a new control

kit was installed to reduce the motion-induced variability of the real-time NIR

spectra. Acevedo et al. (2012) compared three different approaches of spectral data

analysis, namely spectral slope, PCA and PLS, to evaluate changes in the ribbon

density distribution resulting from variable operational conditions. As one could

expect, PCA was more sensitive to slight density differences than the spectral slope,

since not only physical, but also chemical, i.e. structural information was consid-

ered. The prediction accuracy of the PLS models depended on the reference method

(e.g., caliper, pycnometer, in-line laser). Differences in principle and density range

captured by the different reference methods and the difficulty to match the sample

volume analysed by the NIR sensor were found to be responsible for the low

prediction accuracy of all models. These results are consistent with experiences

in our own lab, indicating that real-time NIR quantification of physical and

mechanical properties often suffers from inadequate reference measurements.

Difficulties associated with the low penetration depth of NIR radiation (Austin

et al. 2013) or the probe design and the dynamic changes of the distance between

the NIR probe and the ribbon surface (Quyet et al. 2013) have been addressed

recently. In this context, microwave resonance sensing has been recommended as a

more accurate alternative to NIR measurements for both moisture and density

determination (Austin et al. 2013). This is certainly an option, especially when

transferability between formulations is desirable and/or the experimental setup for

real-time NIR measurements including interfacing of the sensor provides difficul-

ties. Due to undulations of the ribbon surface, selection of the appropriate NIR

probe size and the optimal measuring distance are, for instance, critical when

dealing with industrial ribbed roller compacts. Simulations and experimental find-

ings both revealed that performance fluctuations are less pronounced with a large

NIR probe size measuring at a short distance (Quyet et al. 2013). This latter aspect

is especially important in a continuous production setting (McAucliffe et al. 2014).
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7.4 Hot-Melt Extrusion

Hot-melt extrusion (HME) is a continuous manufacturing technology that can be

applied to either provide a sustained drug release profile or enhance solubility

and/or the dissolution rate of poorly soluble drug substances upon formation of

solid solutions or solid dispersions. In any case, the distribution and solid-state

characteristics of the API and its molecular interactions with the excipient matrix

are CQAs affecting product stability and dissolution performance. Real-time

assessment of these CQAs can be effectively performed by in-line NIR spectros-

copy (Markl et al. 2013; Saerens et al. 2014). Compared to Raman spectroscopy,

NIRS is easier to implement and less sensitive to external changes (Krier

et al. 2013). Hence, NIRS has been successfully applied for real-time troubleshoot-

ing by monitoring material behavior and changes in the solid-state of an API as a

function of variable HME process settings, e.g. temperature and screw speed

(Almeida et al. 2012; Saerens et al. 2012), and to identify critical process param-

eters, namely screw design and number of feeders (Wahl et al. 2013). PLS models

have been developed to determine the composition of multicomponent formula-

tions (API, surfactant and polymer) at the exit of both single- (Tumuluri et al. 2004)

and twin-screw extruders (Saerens et al. 2012). Moreover, the extent of drug/

polymer interactions (Almeida et al. 2012; Saerens et al. 2012) and the formation

of ibuprofen/nicotinamide co-crystals have been monitored (Kelly et al. 2012).

In HME applications, the NIR probe is most often mounted after the screws close

to the extrusion die. Probe design and measurement mode depend on the formula-

tion (Saerens et al. 2013). Spectral data processing requires temperature effects on

the NIR spectra as well as intensity variations caused by path length variation to be

considered. Overall, NIRS has already demonstrated to be a versatile tool for HME

process development and multivariate process control (Markl et al. 2013; Saerens

et al. 2014). The method has great potential to further investigate extrusion mixing

dynamics and monitor rheological properties and related microstructural features of

different HME formulations.

7.5 Pelletization

Interestingly, only a few papers are available on NIR applications for in-process

analysis of pelletization. Those comprise in-line configurations for moisture content

determination (Radtke et al. 1999; Mantanus et al. 2009) and API quantification

(Mantanus et al. 2010a, b) during matrix pellet manufacture in a rotary fluidized

bed. Mantanus et al. (2010a, b) applied accuracy profiles based on ß-expectation

tolerance intervals (for further details see Sect. 2.2) to evaluate the predictive

performance of the PLS model in compliance with the ICH Q2(R1) regulatory

documents. At-line NIRS in combination with Raman spectroscopy (Sandler

et al. 2005) or XRPD (R€omer et al. 2007) was applied to increase the understanding
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of API solid-state transformations during pelletization. In the study of Sandler

et al. (2005), NIR spectra provided valuable information about the state of water

in the pellet formulations, but could not be used to detect hydrate formation of

nitrofurantoin and theophylline because of saturation of the water signal. Hydrate

formation was visible only in the Raman spectra. However, NIRS allowed process-

induced transformations of erythromycin A dihydrate during extrusion-

spheronization and drying to be detected (R€omer et al. 2007). Those two examples

clearly indicate once again that successful NIR process applications require a priori

process knowledge and analytical expertise to take advantage of the information

obtained and/or make use of complementary information from additional PAT tools.

7.6 Tabletting and Capsule Filling

High speed tabletting and capsule filling machines require non-segregating powder

blends or granule mixtures with good flowability to ensure content uniformity and

consistent dissolution performance of the final product. Process efficiency and

product performance therefore rely on real-time assessment of blend uniformity

from the very beginning to the very end of the process. To date, different NIR

approaches regarding sensor location have been described in the literature.

To detect segregation problems of particulate matter during voiding, NIR sen-

sors have been implemented in the feed hopper of a tablet press (Barajas

et al. 2007). Benedetti et al. (2007) described a prototype sampling interface

enabling in-line measurements of the flowing powder mixtures to be performed

under stable optical conditions to reduce the impact of air diffusion, changes in

packing density and flow velocity on measurement precision and accuracy. More

recent work describes NIR sensors being mounted in a defined position on the feed

frame of the tablet press to monitor the powder directly before filling the die (Liu

and Blackwood 2012; Ward et al. 2013; Wahl et al. 2014). This approach provides

the opportunity to assess the API concentration in the blend immediately before

tablet compression and relate the NIR signal directly to the weight corrected tablet

potency determined from stratified tablet samples (Ward et al. 2013). The method is

applicable to batch and continuous tabletting processes and can be used as a

development tool to understand powder mixing dynamics within the feed frame

and/or identify and control powder segregation events (Wahl et al. 2014). However,

difficulties have been reported regarding variations in sample presentation resulting

from powder movements caused by the paddle wheel agitation. Optimization of

probe distance, spectral preprocessing and averaging are effective means to reduce

the spectral noise, i.e. to obtain a robust and accurate method.

Practical approaches to control of the final product during tabletting or capsule

filling have also been reported. In capsule filling machines working according to the

intermittent principle, real-time determination of drug content of individual cap-

sules during the filling process is technically feasible with a NIR reflectance probe

mounted at the dosing station. Spectral acquisition can be triggered directly after
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capsule filling and weight check, i.e. before the capsule body is transferred to the

closing station. To reduce spectral interference of variable capsule shell properties

(e.g. moisture content) the spot size of the probe head should be smaller than the

diameter of the capsule body. Karande et al. (2010) demonstrated that real-time

NIR quantification of individual tablet components (e.g. API and excipients) during

the manufacturing process with a rotary tablet press is feasible with a high degree of

accuracy. In this study, a diffuse reflectance probe with a 3.18 mm spot size was

mounted adjacent to the tablet ejection area. At a production rate of 6000 tablets/h,

measurements were carried out with an integration time of 100 ms. Dynamic

spectral sampling triggered while the tablets were passing underneath the probe

head enabled a larger tablet surface area to be scanned compared to a stationary

measurement. This enabled content uniformity problems towards the end of the

process, not evident from stratified sampling results, to be detected.

In a recent paper, in-line NIR measurements were applied to determine the drug

content of both powder mixtures and tablets during a continuous direct compression

tabletting process (Järvinen et al. 2013). Reliable measurements were carried out at

a production speed of 25,000–125,000 tablets/h with NIR probes being installed in

the discharge chute of the continuous mixer and the compression area of the tablet

press. In fact, the ultimate approach towards better process understanding and real

time release (RTR) is a combination of several NIR sensors at different locations of

a capsule filling or tabletting machine reflecting real-time uniformity problems

during voiding and dosing, demonstrating content uniformity and eventually

replacing hardness and dissolution testing. Ideally, machine settings are adjusted

within a closed loop control system.

7.7 Coating

Film coating of pellets and tablets is a multivariate unit operation commonly used to

improve patient compliance or address biopharmaceutical issues such as gastrore-

sistance and sustained drug release. To improve process efficiency and ensure

consistent product quality, in-line measurements of CQAs such as coating thickness

and/or uniformity are required. Within the last decade, several studies have clearly

demonstrated that NIRS is an appropriate in-line PAT tool for coating process

monitoring (Knop and Kleinebudde 2013). NIRS has been applied in fluid bed

(Andanson et al. 2010; Bogomolov et al. 2010; Lee et al. 2010, 2011a, b) and pan

coating operations (Perez-Ramos et al. 2005; R€omer et al. 2008; Gendre

et al. 2011a, b; M€oltgen et al. 2012, 2013) to determine the average weight gain

and/or mean thickness of functional and non-functional coatings of both tablets and

pellets. In addition, real-time NIR prediction of dissolution performance of

sustained release coated tablets has been evaluated (Gendre et al. 2011b). Univar-

iate as well as multivariate calibrations have been developed and applied for

coating end point determination. Most critical to NIR method development and

application are the probe positioning in the process equipment and the acquisition

of reliable reference data to calibrate and validate the spectral information.
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In fluid bed systems, the NIR probe is usually integrated in the cylinder wall (Lee

et al. 2011a, b), whereas in pan coaters the probe is most often mounted above the

moving tablet bed (Perez-Ramos et al. 2005; Gendre et al. 2011a, b). The exact

position should ensure that no spray liquid will hit the measuring window. Probe

positioning inside the rotating tablet bed of an industrial scale pan coater has been

described by M€oltgen et al. (2012). The immersion probe used in this setup was

equipped with a gas rinsing nozzle to enable in-process cleaning of the optical

sapphire window. Irrespective of the probe interface, spectral effects resulting from

changing conditions during the process such as the variation in density of the tablet

bed associated with a change in bed-probe distance and changes in the spray rate

and/or the exhaust air temperature have to be considered. Analyzer sensitivity to

changing operation parameters has been investigated in detail by M€oltgen
et al. (2012) in an industrial scale HPMC coating process. PC score plots enabled

visualization of process dynamics with trajectories reflecting changes in process

conditions. Each step of the process, namely preheating, spraying and drying could

be distinguished (Fig. 3.6) and the dominating factors, i.e. temperature, moisture,

coating growth, change in tablet bed density, core/coat interactions and their

spectral effects could be identified. The distinct spectral separation of the HPMC

coating growth and the tablet moisture content in different PCs enabled the simul-

taneous real-time monitoring of both product CQAs. A selective and accurate iPLS

weight gain calibration model based on calibration samples dominated by the

coating growth was successfully applied to monitor a challenging pan coating

process, i.e. to quantify the growth of a very thin HPMC coating on heart-shaped

tablets. PLS batch level modelling was further applied to statistically designed

experiments to diagnose CPPs (M€oltgen 2014).
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Fig. 3.6 PC score plot of in-line NIR spectra indicating the different steps during a pan coating

process
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To monitor the progress of a film coating process, various metrics and thus

different reference methods including an analytical balance, a micrometer gauge,

terahertz pulsed imaging (TPI) and various microscopic techniques (e.g. LM,

CLSM, SEM) have been applied for quantitative calibration modelling. Each of

these methods has its limitations (M€oltgen et al. 2012, 2013). Hence, a multivariate

approach for direct NIR coating thickness determination without the need of

reference sampling would be advantageous. Such an approach has recently been

described by M€oltgen et al. (2013). The method, called ‘science-based’ (SBC) or
‘matched filter’ calibration, isolates the analytical signal from the spectral noise

without varying reference values. Contrary to PLS calibration modelling, estimates

of the NIR coating signal (response spectrum) and the spectral noise (covariance

matrix) are made by the user directly and then matched to the actual measurement

situation thus minimizing the mean-squared prediction error upon calculation of the

regression vector. In the study of M€oltgen et al. (2013), calibration was performed

with a pure coating polymer response spectrum scaled to absorption units (AU) per

μm. The covariance matrix contained various noise estimates, namely hardware

noise floor, process noise, and for improved selectivity and robustness, extra noise

associated with two interfering components, i.e. spectral information of water and

core, respectively. The SBC method was successfully applied to an industrial scale

HPMC coating process and enabled real-time NIR measurements of the average

film coat thickness even in the range of 8–28 μm with a detection limit of

0.64� 0.03 μm root-mean square (RMS).

Overall, it can be expected that the number of in-line NIR applications to

industrial coating processes will significantly increase within the next decade.

During process development, complementary techniques such NIRCI (M€oltgen
et al. 2012) or TPI (Ho et al. 2009) are highly recommended, since they can provide

additional information on coating integrity and/or inter- and intra-tablet coating

uniformity.

7.8 Freeze-Drying

Spectroscopic in situ monitoring of a freeze-drying process was first demonstrated

with a custom-built single-reflection ATR-MIR accessory (Remmele et al. 1997).

The first NIR application was published by Brülls et al. (2003). In this study, the

measurements were also performed invasively by placing the NIR fiber-optic probe

in the center of the vial 1 mm above the bottom, thus compromising the product

which is not acceptable for a sterile and sensitive drug product. Despite this

disadvantage, the setup was capable to detect the freezing point of a PVP model

formulation, completion of ice formation, and transition from the frozen solution to

an ice-free material. Moreover, desorption rate and drying end point could be

determined.
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Nowadays, it is technically feasible to spectroscopically monitor freeze-drying

processes in a non-invasive manner. In a series of papers, De Beer et al. (2009a, b,

2011b) have investigated the pros and cons of NIRS for this purpose. The impor-

tance of using complementary process analysers for understanding and control of

a freeze-drying process could be demonstrated by comparing Raman and NIR

spectroscopy for in-line monitoring of various CQAs during lyophilization of a

mannitol solution. NIRS is well suited to monitor the behavior of water and ice.

It has also been applied to provide information about formulation changes of a

multicomponent system even during the freezing step (Rosas et al. 2014). How-

ever, ice provides huge NIR signals thus potentially hiding spectral information

associated with the product solid-state characteristics. Hence, to gain informa-

tion on excipient crystallization and/or polymorphic transformations during

freezing and primary drying of aqueous solutions, it is most often recommended

to collect additional spectral information from a Raman probe (De Beer

et al. 2011b).

During lyophilization of protein formulations, NIRS is also a valuable tool for

real-time monitoring of protein unfolding and interactions with lyoprotectants

when sublimation is completed (Pieters et al. 2012). The amide A/II band near

4850 cm�1 arising from N-H stretching vibrations and N-H bending coupled with

C-N stretching, though less sensitive to protein secondary structural changes than

the amide I band in the MIR region, was sufficiently selective to monitor the

dehydration-induced unfolding of a IgG protein during the secondary drying

phase. In the presence of sucrose as lyoprotectant, water substitution could be

verified by a decrease of the amide A/II frequencies reflecting hydrogen bond

interactions between the protein backbone and the lyoprotectant.

Despite the great advantage of simultaneously monitoring multiple CQAs in a

non-invasive manner, the single-vial analysis has been considered restricted to

formulation development, since it does not enable variations within the freeze

dryer shelf to be detected. In fact, a multipoint NIR measurement setup for real-

time moisture content quantification during freeze-drying including method vali-

dation has recently been described by Kauppinen et al. (2013, 2014). The benefits of

a multipoint NIR setup for process development, namely to monitor samples at

different locations within the shelf, are certainly evident. However, interfacing of

the NIRS sensors in an industrial GMP environment remains challenging. Major

technical issues to overcome are related to the physical dimensions of the NIR

probes and the fragility of the optical fibers which make installation of the mea-

surement setup and loading of the vials extremely difficult. Probe heads may

interfere with the tight array of the vials thereby altering the heat transfer to the

vials under analysis. Additional challenges to be considered are the location and

minimum number of NIR probes, the small sample size being captured by each of

the NIR probe relative to the cake volume, the cake shrinkage and/or the potential

sample collapse.
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8 In Vivo Applications

The low absorptivity of NIR radiation enabling a high penetration depth and thus a

long optical pathlength is favorable for in vivo applications. Measurements through

tissue, muscle, fat and body fluids are feasible and have been evaluated extensively.

Biomedical applications comprise medical monitoring and tissue analysis.

8.1 Medical Monitoring

Medical monitoring is performed exclusively in the wavelength range of

600–1300 nm, the so-called ‘therapeutic window’. As bands in this region are

very weak, it shows a very high optical transparency. Moreover, since electronic

transitions occur in this region, it allows tissue physiology such as blood and tissue

oxygenation, respiratory status or ischaemic damage to be monitored. Analytical

key compounds for these in vivo applications are chromophores such as

haemoglobin in blood, myoglobin in muscle tissue and cytochrome c oxidase in

cellular mitochondrial membranes. Miniaturized pulse oximeter for blood oxygen

monitoring are commercially available and in routine use. Cerebral blood flow

analysis and brain monitoring are special areas of interest in paediatrics, neonatol-

ogy and cardio-thorac-vascular surgery. A hot topic is functional cerebral imaging

based on pulsatile spectra. For further information on transcranial dynamic NIR

imaging the interested reader is referred to a paper of Hu et al. (2009).

NIR molecular probes based on organic fluorophores have gained practical

importance for in vivo measurements, i.e. cellular and tissue imaging in the

wavelength range between 700 and 900 nm (Zhang et al. 2012a, b). NIR

dye-encapsulated nanoparticles with tumor specific ligands can be used for tumor

targeting (Luo et al. 2011). They hold great promise for diagnostic and therapeutic

applications in the treatment of cancer (Yuan et al. 2013, 2014).

8.2 Tissue Analysis

The use of NIRS for the noninvasive measurement of blood glucose and the

NIR/MIR in situ analysis of human tissue including skin profiling and cancer

diagnosis are additional topics of interest. In vivo applications in these fields have

certainly profited from the in vitro experience gained in clinical chemistry (e.g.,

NIR analysis of plasma and whole blood samples), medical diagnosis (e.g., FTIR/

NIR analysis of isolated tissues including chemical imaging) and biopharmaceuti-

cal analysis (e.g., FTIR-ATR and FTIR-PAS studies with artificial and biological

membranes including drug penetration). Prospects and challenges associated with

monitoring of blood glucose and skin profiling will be briefly outlined.
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Noninvasive measurement of blood glucose: The use of NIR spectroscopy in

combination with MVDA for noninvasive monitoring of glucose in human tissue

has been studied extensively over the last two decades. The rationale for probing

blood glucose by scanning through or measuring in the skin is the fact that there is a

correlation between the glucose level in the tissue and in the venous/arterial blood.

Early studies made use of the shorter wavelength region between 800 and 1300 nm

with a high penetration depth for diffuse reflectance measurements e.g., at the finger

tip. PLS prediction results revealed RMSEP values ranging between 18 and 34 mg/

dL (Robinson et al. 1992; Müller et al. 1997). Successful measurements at the oral

mucosa with an RMSEP of 36.4 mg/dL have been reported by Heise et al. (1998). A

comprehensive overview of the early work in this field can be found in some book

chapters (Heise 2002; Du et al. 2008) and a more recent review of Ozaki (2012).

All studies clearly reveal that the development of a reliable in vivo blood glucose

assay is extremely challenging due to the variable physiological conditions of skin

tissue (e.g. body temperature) and the very weak signals of glucose obtained from

measurements through the skin. The interfering matrix information in the spectra

and the background noise are extremely high, leading to a very low S/N ratio of the

glucose peak. The quality of the NIR spectra is, however, critical for a reliable

assay. Improvements were made by using NIR radiation in the region of

1300–1900 nm with a penetration depth of only a few mm, thus enabling spectral

acquisition selectively from the dermis. An instrument was developed with a sensor

containing several inlet fibers illuminating the skin and a detecting fiber at an

adequate distance to collect the scattered light from a controlled penetration

depth (Maruao et al. 2003). Due to the strong absorption of water and the interfer-

ence with information from other components, method accuracy strongly depends

on the appropriate wavelength interval(s) used for calibration modeling.

Kasemsumran et al. (2006) evaluated two wavelength selection methods, namely

moving window partial least squares regression (MWPLSR) and searching combi-

nation moving window partial least squares (SCMWPLS). PLS models based on the

optimized spectral region selected by SCMWPLS revealed best statistical perfor-

mance (RMSEV¼ 17–25 mg/dL) and best clinical accuracy.

Noninvasive skin profiling: The human skin is easily accessible for noninvasive

spectroscopic analysis. Spectral information gained from different sublayers e.g.,

cellular substructures can thus be used for skin diagnosis and drug penetration

studies. NIR diffuse reflectance measurements in combination with skin impedance

spectroscopy have been successfully applied to distinguish between malignant and

benign skin tumours (Bodén et al. 2013). Moreover, structural and compositional

changes of human skin upon contact with chemicals have been investigated with

NIR spectroscopy. For a better understanding of drug penetration in the skin, depth

resolved investigations with e.g. FTIR-PAS have been described (Gotter

et al. 2008). Due to the frequency modulation of the light beam, this technique is

extremely useful for depth profiling in the time course of drug penetration processes.

All examples clearly demonstrate that controlled penetration depth of the

measured light is a key element for reliable MIR/NIR in vivo applications. In
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combination with imaging systems and appropriate multivariate methods for spec-

tral data analysis, advanced MIR/NIR techniques are powerful tools with further

prospects in diversified biopharmaceutical and biomedical areas.

9 Concluding Remarks

MIR and NIR spectroscopy have matured into prominent analytical techniques in

both laboratory and manufacturing settings. Both techniques provide molecular

level information and have increasingly been adopted as powerful PAT tools in

primary and secondary pharmaceutical manufacture. Major benefits are that mate-

rials in different physical states can be analyzed in a fast and noninvasive manner.

For identification and structural characterization, MIR spectral information is more

straightforward, since it features strong and well resolved absorption bands of

fundamental vibrations thus enabling direct band assignment to be performed in

many cases. NIRS is very unique, as it is concerned with a mix of overtones and

combination bands. Instruments are robust and flexible to implement in various

process environments. The spectra contain a wealth of chemical and physical

sample information in broad overlapping spectral bands and therefore require

multivariate data analysis to achieve the desired selectivity. Adding up the specific

pros and cons of the two techniques, it is obvious that MIRS is more specific,

whereas NIRS is more versatile and can provide information not accessible by any

other analytical technique. Those differences are important to consider when

selecting the adequate analytical tool for a specific application. Overall, it can be

expected that innovative hardware and software concepts coupled with advanced

control systems will continue to support pharmaceutical product development,

manufacture and quality control. NIRS will certainly play a key role in real-time

PAT settings of continuous pharmaceutical manufacturing processes, whereas

ultrafast multipulse 2D-MIR spectroscopy can pave the way for advanced biotech-

nological and biomedical applications and major contributions to the understanding

of the local and global conformational stabilization of protein therapeutics.

References
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Alcal�a M, Ropero J, Váquez R et al (2009) Deconvolution of chemical and physical information

from intact tablets NIR spectra: two- and three-way multivariate calibration strategies for drug

quantification. J Pharm Sci 98:2747–2758

Alcala M, Blanco M, Bautista M et al (2010) On-line monitoring of a granulation process by NIR

spectroscopy. J Pharm Sci 99:336–345

Alcala M, Blanco M, Moyano D et al (2013) Qualitative and quantitative pharmaceutical analysis

with a novel hand-held miniature near infrared spectrometer. J Near Infrared Spectrosc

21:445–457

Al-Hussein A, Giesseler H (2013) Investigation of histidine stabilizing effects on LDH during

freeze-drying. J Pharm Sci 102:813–826

AllesØ M, Velaga S, Alhalaweh A, Cornett C et al (2008) Near-infrared spectroscopy for

cocrystall screening. A comparative study with Raman spectroscopy. Anal Chem

80:7755–7764

Almeida A, Saerens L, De Beer T et al (2012) Upscaling and in-line process monitoring via

spectroscopic techniques of ethylene vinyl acetate hot-melt extruded formulations. Int J Pharm

439:223–229

Alshahrani SM, Lu W, Park JB et al (2015) Stability-enhanced hot-melt extruded amorphous solid

dispersions via combinations of Soluplus and HPMCAS-HF. AAPS PharmSciTech. doi:10.

1208/s12249-014-0269-6

Alvarenga L, Ferreira D, Altekruse D et al (2008) Tablet identification using near-infrared

spectroscopy (NIRS) for pharmaceutical quality control. J Pharm Biomed Anal 48:62–69

Andanson JM, Jutz F, Baiker A (2010) Simple in situ monitoring of a complex catalytic reaction

network at high pressure by attenuated total reflection Fourier transform infrared spectroscopy.

Appl Spectrosc 64:286–292

Anderson CA, Drennen JK, Ciurczak EW (2008) Pharmaceutical applications of near-infrared

spectroscopy. In: Burns DA, Ciurczak EW (eds) Handbook of near infrared spectroscopy, 3rd

edn. CRC Press, Boca Raton

Andya JD, Hsu CC, Shire SJ (2003) Mechanisms of aggregate formation and carbohydrate

excipient stabilization of lyophilized humanized monoclonal antibody formulations. AAPS

PharmSci 5:Article 10

Austin J, Gupta A, McDonell R et al (2013) The use of near-infrared and microwave resonance

sensing to monitor a continuous roller compaction process. J Pharm Sci 102:1895–1904

Bai SJ, Rani M, Suryanarayanan R et al (2004) Quantification of glycine crystallinity by near-

infrared (NIR) spectroscopy. J Pharm Sci 93:2439–2447

Bai S, Nayar R, Carpenter JF, Manning MC (2005) Noninvasive determination of protein

conformation in the solid state using near infrared (NIR) spectroscopy. J Pharm Sci

94:2030–2038

Baiz CR, Peng CS, Reppert ME et al (2012a) Coherent two-dimensional infrared spectroscopy:

quantitative analysis of protein secondary structure in solution. Analyst 137:1793–1799

Baiz C, Reppert M, Tokmakoff A (2012b) Amide I two-dimensional infrared spectroscopy:

methods for visualizing the vibrational structure of large proteins. J Phys Chem A

117:5955–5961

3 Mid and Near Infrared Spectroscopy 121

http://dx.doi.org/10.1208/s12249-014-0269-6
http://dx.doi.org/10.1208/s12249-014-0269-6


Bakri B, Weimer M, Hauck G, Reich G (2010) Implementation of NIR blend monitoring in early

development: evaluation of calibration design and spectrometer configuration. Poster

presented at AAPS annual meeting and exposition, New Orleans 2010

Barajas MJ, Cassiani AR, Vargas W et al (2007) Near-infrared spectroscopic method for real-time

monitoring of pharmaceutical powders during voiding. Appl Spectrosc 61:490–496

Barrett M, McNamara M, Hao HX et al (2010) Supersaturation tracking for the development,

optimization and control of crystallization processes. Chem Eng Res Des 88:1108–1119

Barth A (2007) Infrared spectroscopy of proteins. Biochim Biophys Acta 1767:1073–1101

Barth A, Zscherp C (2002) What vibrations tell us about proteins. Q Rev Biophys 35:369–430

Basavoju S, Bostr€om D, Velaga SP (2008) Indomethacin-saccharin cocrystal: design, synthesis

and preliminary pharmaceutical characterization. Pharm Res 25:530–541

Benedetti C, Abatzoglou N, Simard JS et al (2007) Cohesive, multicomponent, dense powder flow

characterization by NIR. Int J Pharm 336:292–301

Bertacche V, Pini E, Stradi R et al (2006) Quantitative determination of amorphous cyclosporine

in crystalline cyclosporine samples by Fourier transform infrared spectroscopy. J Pharm Sci

95:159–166

Blanco M, Alcala M (2006) Content uniformity and tablet hardness testing of intact pharmaceu-

tical tablets by near infrared spectroscopy: a contribution to process analytical technologies.

Anal Chim Acta 557:353–359

Blanco M, Peguero A (2010) Influence of physical factors on the accuracy of calibration models

for NIR spectroscopy. J Pharm Biomed Anal 52:59–65

Blanco M, Romero MA (2001) Near-infrared libraries in the pharmaceutical industry: a solution

for identity confirmation. Analyst 26:2212–2217

Blanco M, Villar A (2003) Development and validation of a method for the polymorphic analysis

of pharmaceutical preparations using near infrared spectroscopy. J Pharm Sci 92:823–830

Blanco M, Coello J, Iturriaga H et al (1998) Near-infrared spectroscopy in the pharmaceutical

industry. Analyst 123:135R–150R

Blanco M, Coello J, Montoliu I, Romero MA (2001) Orthogonal signal correction in near-infrared

calibration. Anal Chim Acta 434:125–132

Blanco M, Valdés D, Llorente I et al (2005) Application of NIR spectroscopy in polymorphic

analysis study of pseudo-polymorphs stability. J Pharm Sci 94:1336–1342

Blanco M, Castillo M, Peinado A et al (2006a) Application of multivariate curve resolution to

chemical process control of an esterification reaction monitored by near-infrared spectroscopy.

Appl Spectrosc 60:641–647
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Chapter 4

Raman Spectroscopy

Keith C. Gordon and Sara J. Fraser-Miller

Abstract This chapter describes how Raman spectroscopy may be used in the

analysis of pharmaceutical problems. The basic ideas around the technique are

discussed along with some of the key issues in measuring Raman spectra that may

be relevant to pharmaceutical samples. The limitations and strengths of different

instruments (dispersive and Fourier-transform) are described. The use of Raman

spectroscopy is highlighted in a number of case studies that utilize multivariate

techniques; polymorphism, drug delivery and counterfeit drug studies are

described. Finally, new technologies that are set to further enhance Raman spec-

troscopy as a method for analysis, such as low frequency Raman, spatially offset

Raman scattering, transmission Raman and spatial heterodyne Raman spectroscopy

are discussed.

Keywords Raman • Chemometrics • Polymorphism • Drug delivery • Counterfeit

medicines • Low frequency Raman

1 Introduction

Raman spectroscopy is a technique in which scattered light informs on the nature of

the irradiated sample. This technique has been radically affected by technological

developments over the last few decades (Zhu et al. 2014). This has seen the

technique move from highly specialised laboratories with large and cumbersome

equipment to the deployment of the experiment in handheld robust field devices. In

this chapter we provide a basic introduction to the theory and experimental meth-

odology of the technique, describe the historical development and the key technol-

ogies that have made the experiments much more readily available, highlight the

use of Raman spectroscopy in a number of applications and describe the new

frontiers of this science and its future directions and possibilities. We have focused

on spontaneous Raman spectroscopy rather that the surfeit of interesting techniques

that use non-linear response, such as femtosecond stimulated Raman spectroscopy
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(Kukura et al. 2007) and coherent anti-Stokes Raman spectroscopy (El-Diasty

2011), as these are not extensively used in commercial instruments.

2 Theory of Raman Scattering

A Raman spectrum shows the intensity of Raman transitions (along the y-axis) and

the energies of those transitions (along the x-axis), as shown in Fig. 4.1. The y-axis

generally does not have specific units but is couched as “relative intensity”—in

certain specialized cases the Raman cross section (β, see Table 4.1, probability of

the transition) is given. The x-axis is labeled in wavenumbers or Raman shift (both

in cm�1) and is sometimes given the symbol eν. It is related to frequency (ν) and

wavelength (λ) by: c� eν ¼ ν ¼ c

λ
, where c is the speed of light.

Electromagnetic radiation, or light as we call it, at the energies visible to the

human eye, is a form of energy with both wave and particle type properties. Young

and Fresnel’s diffraction experiments demonstrated wave like properties of light.

Later James C. Maxwell developed a series of equations which describe light as the

propagation of electromagnetic waves. A quanta of electromagnetic light is named

a photon, and can be described as a massless particle with a specific energy.

Light can interact with molecules in a number of ways, it can be absorbed,

emitted, and scattered. Here we focus on the inelastic scattering phenomena of

Raman scattering. Raman scattering occurs when a photon (electromagnetic radi-

ation) interacts with a molecule by inelastic scattering. The majority of photons

hitting a given sample undergo elastic (Rayleigh) scattering where no energy is

transferred between the photon and the sample. The probability of this occurring is

quite low (about 10�5 for 1 m travel in air) nonetheless it is Rayleigh scattering that

makes the sky blue as the process is a function of wavelength, namely λ�4. Of these

scattered photons a very small amount (a further one in 106) of photons will transfer

energy between the molecule and the photon, this is considered inelastic (Raman)

scattering (McCreery 2000).

The Raman effect can be nicely explained if we use the wave-model of light, as

depicted in Fig. 4.2. If one considers light as an oscillating electromagnetic wave

then (at ν Hz) the amplitude of the electric field, E(t), varies as a sine of cosine

function as given by Eq. (4.1).

E ¼ E0sinð2πνtÞ ð4:1Þ

This will cause the electrons in a molecule to follow the field—i.e. become

polarized and create an induced dipole moment (μ), and that causes light scattering
at the frequency of the oscillation, in this case v, giving rise to the Rayleigh effect. If
we think of the molecule as having a cloud of electrons about its nuclei, the ease

with which those electrons follow the light field will determine the intensity

(or likelihood of the scattering). We can think of the elasticity of the electron
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cloud as the polarizability, α and assume the sample is irradiated with light of vlaser
(Hz), then the dipole is described by Eq. (4.2).

μ ¼ α� E ¼ α� E0sinð2πνlasertÞ ð4:2Þ

This model can provide more insight if we imagine how Raman scattering

occurs. In Raman scattering the molecule vibrates at a frequency vvib so the

stretchiness or elasticity of the electron cloud (α) is altered. The change in α with

the vibration is called ∂α
∂q. This means the polarizability of the electrons, and thus the

induced dipole (μ), in the vibrating molecule is a function of the driving field of the

Fig. 4.1 Low frequency

Raman spectrum of

crystalline griseofulvin

measured using 785 nm

excitation and showing

Stokes and anti-Stokes

scattering

Table 4.1 Raman scattering cross sections for a series of molecules in liquid or solution with

differing λexc

Compound

Raman shift

(cm�1)

λexc
(nm)

β � 1030 (cm2 sr�1

molecule�1) Reference

Benzene 992 647 11 Petty et al. (1991)

514.5 30 Shrӧtter et al. (1979)
488.0 37 Shrӧtter et al. (1979)
441.6 45 Shrӧtter et al. (1979)
407 64 Trulson and Mathies (1986)

CHCl3 758 785.0 0.6 McCreery (2000)

514.5 3.2 McCreery (2000)

Naphthalene in

benzene

1382 514.5 82 McCreery (2000)

Anthracene in

benzene

1402 540 McCreery (2000)

β-carotene in
benzene

1520 1:1� 107 McCreery (2000)

Note that β-carotene is in pre-resonance at 514.5 nm hence the large β-value
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photon E0 and the vibration. The polarizability is modulated by the vibration and

becomes Eq. (4.3) and the dipole is now described by Eq. (4.4).

α ¼ α0 þ ∂α
∂q

� �
sinð2πνvibtÞ ð4:3Þ

μ ¼ α� E ¼ α0 þ ∂α
∂q

� �
sinð2πνvibtÞ

� �
� E0sinð2πνlasertÞ ð4:4Þ

Equation (4.4) may be factorised using the trignometric relationship, Eq. (4.5),

to give Eq. (4.6).

sinAsinB ¼ 1

2
cos A� Bð Þ � cos Aþ Bð Þð Þ ð4:5Þ

μ ¼ α0E0sinð2πνlasertÞ

þ 1

2

∂α
∂q

� �
E0½cos2πðνlaser � νvibÞt� cos2πðνlaser þ νvibÞt� ð4:6Þ

Equation (4.6) tells us that Raman scattering will occur at frequencies above and

below the laser line (vlaser) and this is observed. The photons scattered with greater
energy than the laser line are called anti-Stokes lines and those with lower energy
are called Stokes lines (Fig. 4.2). The Stokes lines correspond to transitions of the

molecule from a v ¼ 0 ! v ¼ 1 vibrational state; the anti-Stokes corresponds to

Fig. 4.2 Depiction of the interaction of an oscillating E-field and varying polarisability (α)
resulting in an induced dipole (μ). The factorization of the μ signal is shown in its Rayleigh,

anti-Stokes and Stokes scattering components
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v ¼ 1 ! v ¼ 0. The reasons that the anti-Stokes lines are much weaker is that the

population of molecules that are in the v ¼ 1 state is lower thus these transitions

occur less frequently. The population of the respective states is related to the energy

between them (ΔE) by the Boltzmann distribution, Eq. (4.7).

Nv¼1

Nv¼0

¼ exp
�ΔE
kT

� �
ð4:7Þ

At room temperature, for transitions at about 100cm�1Nv¼1

Nv¼0
¼ 0:62, thus the anti-

Stokes and Stokes lines have comparable intensity; but for 1000 cm�1 this ratio

drops to 0.008. Thus anti-Stokes lines really only have appreciable intensity for low

frequency vibrations as shown in Fig. 4.1.

Equation (4.6) also tells us that the intensity of the Raman effect is related to the

change in polarizability with vibration ∂α
∂q

� �
. Molecules with electrons that are easy

to polarize will give stronger Raman scattering than those held tightly. This has an

important ramification for the study of pharmaceuticals in formulations and as most

excipients are σ-bonded molecules like cellulose, starch etc. and most APIs contain

π-electrons. This means that APIs give stronger Raman signals than the excipients

(Fig. 4.3); one can consider this technique to have bias towards APIs as shown in

Fig. 4.4. This is exemplified by the data shown in Table 4.1 which shows the Raman

cross sections for different molecules and as a function of excitation wavelength.

These data show that the Raman cross sections vary dramatically with the molecule,

for example with benzene the Raman transition at 992 cm�1 is ten times more

intense than the 758 cm�1 band of CHCl3. Furthermore the Raman cross section

varies with λexc. Notably it becomes intense when the laser wavelength is coincident

or approaching an electronic absorption energy of the analyte; this is the resonance

Raman effect—it can enhance signals by 106 as seen for β-carotene. This can be

problematic if coloring agents are added to the formulation as by their nature such

agents are highly absorbing in the visible region, although new techniques

(described in Sect. 5) can ameliorate this problem.

Fig. 4.3 Depiction of the changes in polarizability associated with the stretching of a σ-bond
versus π-bond. The greater extent of the π orbitals means that α is greater for this bond type and
change in α is also greater—thus these species give stronger Raman bands

4 Raman Spectroscopy 143



The Raman spectrummeasures scattered photons and thus the background signal

is a combination of ambient light (experiments are carried out in a darkened

environment) plus detector readout noise; these can both be low. However there

are two matters that have made measuring Raman spectra difficult and these both

arise from the weakness of the signal. If we consider Fig. 4.1, the Raman band at

36 cm�1 is about 4–5 cm high. The Rayleigh scattering at 0 cm�1 (which has been

filtered) would be over 105 times higher; hence unfiltered, the peak would be over

5 km tall! In addition to the Rayleigh scattering the second major drawback in

measuring Raman spectra is fluorescence (or more generally emission). It is not

atypical for the fluorescence quantum yield of compounds to exceed 0.01 (that is

1 in every 100 absorbed photons yields a fluorescence photon). The efficiency of

this process is many orders of magnitude greater than either Rayleigh or Raman

scattering (a typical β value is 10�17, 106–1013 greater than those values for Raman

scattering, Table 4.1) so that even a small amount of a fluorescent impurity can

swamp the signal.

2.1 Dealing with Fluorescence

Molecular florescence generally occurs in the visible region of the spectrum;

Fig. 4.5 shows a typical emission spectrum and a number of Raman laser excitation

wavelengths. There are two methods using laser wavelength to avoid the problem

of fluorescence: firstly tune to the blue of the fluorescence signal—this is an

appealing solution because the Raman scattering is fundamentally stronger the

Fig. 4.4 Raman spectra

taken under identical

conditions, λexc ¼ 1064nm,

85 mW; acquisition time

3 min; solid state samples:

(a) corn starch; (b) cellulose
and (c) carbamazepine
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shorter the wavelength. However the main drawbacks are the availability of laser

sources in the UV and decomposition of the samples by far UV irradiation. Lasers

available in the far UV are either pulsed in nature, such as excimer or solid-state

lasers (which can readily damage samples) or are sourced from second harmonic

generation of a continuous wave laser. In this case very powerful CW lasers are

required to deliver useful laser power. Secondly, the laser can be tuned to the red—

in Fig. 4.5 a 1064 nm excitation is shown. This avoids the emission but the Raman

scattering is much weaker. If one considers a Raman band at1000 cm�1 this scatters

at 218 nm with 213 nm excitation and 1191 nm with 1064 nm excitation. The λ�4

difference corresponds to a scattering difference of 900:1.

There are a number of additional ways of removing or extracting Raman spectral

data from highly emissive samples. One way is to use pulsed lasers with gated

detection. This relies on the fact that Raman scattering is virtually an instantaneous

process, taking femtoseconds (10�15 s) to occur, whereas emission is of the order of

picoseconds ( 10�12 s). Thus if a detector is switched fast enough most of the

emission can be gated out and not observed. Such methodologies have been used

very effectively in Kerr-gating in which the Raman scattering is only measured for

the 3 ps in which the laser irradiates the sample (Littleford et al. 2004). This type of

temporal filtering can be very effective but is not commonly used because of the

expense of ultrafast lasers and intensified CCDs (Ehn et al. 2013).

An alternate method was first developed by Mathies (Shreve et al. 1992); this

uses the fact that emission spectra do not alter with small changes in excitation

wavelengths whereas the Raman scattering photons are at νlaser � νvib Hz. Thus
even a change of only 10cm�1 in laser excitation wavenumber will shift the

requisite Raman scattered photons by the same amount. Subtracting the two spectra

from each other will lead to a difference spectrum revealing the Raman scattering

200 400 600 800 1000 1200

UV laser line
Visible
laser line

Near IR laser
line

Emission

Wavelength / nm

Raman 
scattering

Raman 
scattering

Raman 
scattering

Fig. 4.5 Schematic showing a typical emission spectrum and the spectral ranges for Raman

scattering (magnified >�105) with UV, visible and near-IR laser irradiation
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underlying the emission. This is called shifted excitation Raman difference spec-

troscopy and has been developed and is now used in some instruments (Cooper

et al. 2013; Zhao et al. 2002).

Finally there is an additional method that relies on shifting of the spectrometer

developed by Bell et al. (1998) that has been successful.

Although the gating methodologies and shifted excitation Raman difference

spectroscopy are at present not routinely used the ease of re-tuning diode lasers

or even LEDs (Adami and Kiefer 2013) to accommodate such experiments means

that they will find greater use in conventional and commercial systems.

3 Experimental Methods

A schematic of a Raman experiment is shown in Fig. 4.6. In essence it involves

irradiating the sample with light, collecting the scattered radiation, dispersing it into

wavelength space and detection. The light source is now almost always a laser

source, although prior to the advent of lasers atomic emission lines from arc lights

(such as the 435 nm line from a mercury arc) were used as was filtered sunlight.

The need for a laser source flows from the intrinsic paucity of the Raman signal

coupled with the need for narrow spectral linewidth excitation. The peaks in the

spectrum shown in Fig. 4.1 have a bandwidth of about 10 cm�1. This is intrinsic to

the vibrational transition from which the Raman scattering originates. If, how-

ever, a spectrally broad excitation source is used then the transition is broadened

out as Raman scattering occurs from the range of vlaser present. This effect is

observed in Raman spectra measured with pulsed laser sources. When using

picosecond pulsed laser excitation the short duration of the pulse causes increased

spectral bandwidth (a pulse of 1 ps has a bandwidth of 30 cm�1 at λ ¼ 600nm)

(Baker et al. 2007).

The collection optics may consist of lenses, mirrors or fibre-optic components.

The energy discrimination of the scattering photons is accomplished with a spec-

trometer. Broadly speaking spectrometers fall into two categories; either dispersive

or interferometer based.

Sample
Collection 
optics

Spectral 
discrimination Detector

Laser irradiation

Fig. 4.6 Block diagram of

a Raman experiment

comprising of an irradiated

sample, collection optics,

spectral discrimination

(often achieved by a

spectrograph) and detector
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3.1 Dispersive Systems

Prior to the introduction of multi-channel detectors, particularly CCDs, Raman

scattering was detected using photomultiplier tubes. To get a Raman spectrum a

spectrograph was scanned through a range of wavelengths corresponding to the

Raman shift values of interest. The disproportionate intensity of the Rayleigh line

meant that spectrographs would be highly dispersive (separating different wave-

lengths very effectively) and this was often accomplished using a double mono-

chromator—which is similar to the filter stage shown in Fig. 4.7. A double

monochromator has two gratings and often five reflective optics (mirrors). One of

the consequences of this is that the throughput of the instrument is lower than a

single-stage spectrograph.

If one assumes that each mirror is 90% reflecting and the gratings are 70%

efficient, then the maximum throughput for a double monochromator is 32%, for a

single it is 55%. The other limitation of this method is that photomultipliers were

used for detection. These are single element detectors thus the spectrum had to be

scanned and data sequentially collected one wavenumber at a time to create a

spectrum. As the scanning process is mechanical it can be difficult to add repeated

acquisitions. With the advent of CCDs triple-spectrometers were used (Fig. 4.7).

These have two parts: firstly a double monochromator set in what is called subtrac-

tive dispersion in which the first grating disperses the scattered radiation—the

dispersed light is then filtered to block the Rayleigh line and the second grating

refocuses the dispersed light to a point source; the second portion of the instrument

is a single stage spectrograph, which has one grating to disperse the filtered light on

to a CCD. The throughput of this instrument is only 13%.

S1: Entrance slit
S2: Filtering slit
S3: Entrance slit to spectrograph
G1: First grating in filter stage (dispersive)
G2: Second grating in filter stage (reforms image)
G3: Grating in spectrograph (dispersive)
D: Multichannel detector

Fig. 4.7 Schematic of a triple spectrometer with filter stage and spectrograph
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The introduction of notch filters effectively revolutionized Raman spectrometer

design. The use of single stage spectrographs with CCDs meant that instruments had

high throughput and because of their relative simplicity, in terms of internal optics,

they could be miniaturized for specific types of lasers. The importance of notch

filters and new developments with regard to them is discussed in Sect. 5 (Fig. 4.8).

3.2 Fourier Transform (FT) Systems

The FT instrument works using a Michelson interferometer (Fig. 4.9) in which the

Raman scattering, which has been filtered with notch filters to remove the Rayleigh

line, is split (via a beamsplitter) and follows two paths to reflective optics. These are

in turn reflected back to the beamsplitter and interfere either constructively or

otherwise depending on the relative pathlengths that have been followed and

the wavelength of the light. The criterion for constructive interference is given by

nλ ¼ 2ðM � FÞ ¼ δ where n is an integer value, λ is the wavelength, M and F are

the distances from beamsplitter to moving and fixed mirrors respectively and δ is

the retardation length. An interferogram is a plot of signal intensity versus δ.
The spectrum, a plot of Raman shift versus Raman intensity, may be derived

by the Fourier transform of the interferogram. The ṽ interferogram of sulfur and

the resulting Raman spectrum is shown in Fig. 4.10. The interferogram is quite

structured because there are only a few bands and thus only about ten sine waves are

added together to form this. It is also noteworthy that the anti-Stokes bands show a

dramatic fall off with higher values of ṽ in accord with the Boltzmann population.

In an FT or any interferometer-based experiment there are a number of factors

that favour the technique. Firstly the Jacquinot advantage allows for a large beam

diameter, that is there is no need to focus the image of the irradiated volume to a

point source. This is a requirement of dispersive instruments. Secondly there is the

Connes advantage—this is the addition of subsequent acquisitions which is possible

because the retardation length of the interferogram is known with high precision.

Fig. 4.8 Schematic of a Raman experiment using backscattering geometry and a Czerney-Turner

spectrograph with a charge-coupled device (CCD) detector
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Finally there is the Felgett advantage. At each δ value, a number of wavelengths or

Raman shift values are measured simultaneously. These are significant advantages

over the point-by-point scanning instruments.

3.3 Spectral Correction

One issue that is prevalent in Raman spectra is that the Raman shifts for a particular

molecule are intrinsic to that compound but the actual photon energies that are

being measured vary depending on the excitation wavelength used. As has already

been described a Raman shift of 1000 cm�1 corresponds to a scattered photon of

218 nm if one uses 213 nm excitation and 1290 nm with 1064 nm excitation.

Fig. 4.9 Schematic of a Michelson interferometer and the associated interrogram (δ versus signal
intensity) for a single wavelength (λ1)

Fig. 4.10 Schematic of (a) an interferogram for a Raman spectrum and (b) the corresponding

Fourier transformed frequency domain spectrum
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Importantly the Raman spectrum can cover a wavelength range such that the

detector being used may vary in sensitivity quite significantly. For example in a

1064 nm Raman spectrum measured from 400 to 4000 cm�1 the spectrum ranges

from 1100 to 1560 nm and in that range a Ge detector (a commonly used detection

element in FT systems) varies in sensitivity by one order of magnitude—peaking

performance at 1400 nm (Chalmers and Dent 1997) In the case of a spectrum

measured at 488 nm with CCD detection the Raman shift range corresponds to

498–590 nm and CCD sensitivities can easily vary by a factor of two (Janesick

2001). Thus the Raman spectrum will appear to have different band intensities

depending on the excitation wavelength and the spectrometer type used (all of the

optical elements have spectral variance in terms of throughput). Intensity correc-

tions may be made but in almost all of the present literature the data presented are

uncorrected and thus some care is required in interpreting data between different

experiments, even if the same excitation wavelength is used as gratings can show

very different spectral efficiencies.

4 Applications

Raman spectroscopy has many applications in the pharmaceutical sciences field.

Raman spectroscopy can be used in many stages, from drug and formulation

development to process control and post sale analysis.

Multivariate data analysis techniques, or chemometrics, have been a valuable

tool for opening spectra up to interpretation, allowing quantification of compounds,

and simplifying large spectral data sets. In the pharmaceutical industry multivariate

techniques, such as partial least squares (PLS), have allowed quantification of

compounds or properties of compounds to be quantified. An example of this may

be quantification of pharmaceutical APIs and excipients.

The following sections consist of some background information on a selection of

chemometric techniques commonly used for interpretation of Raman spectroscopy,

followed by some specific examples where Raman spectroscopy is used in combi-

nation with chemometrics to quantify specific polymorphs of APIs, monitor drug

delivery and detect counterfeit formulations.

4.1 Chemometrics

Raman spectroscopy of pharmaceutical systems can yield complex spectra with

information contained across hundreds to thousands of points. Univariate methods

for identification, quantification and classification are not ideal here as they cannot

give the whole picture. Multivariate techniques are used to find differences, simi-

larities and regions of co-variance across the spectra.
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Pattern recognition can be a valuable tool in finding similarities and differences

in large data sets. These data sets can be analysed by both unsupervised and

supervised techniques. Unsupervised methods such as principal component analy-

sis (PCA) and hierarchical cluster analysis (HCA) allow natural grouping and

separation of the data without any prior knowledge; the groupings are based on

the inherent nature of the data set without external groupings acting on the separa-

tion (Beebe et al. 1998). Supervised pattern recognition methods such as soft

independent modeling of class analogy (SIMCA) and k-nearest neighbours

(KNN) use class membership information in the models, and hence push the models

to provide information for a specific application (Beebe et al. 1998). Supervised

methods can be used to find what separating features lead to specific groupings.

Multivariate methods such as multiple linear regression (MLR), principal com-

ponent regression (PCR) and partial least squares (PLS) can also be use to classify

and quantify the samples using inverse multivariate calibration methods (Beebe

et al. 1998).

Multivariate techniques for unsupervised (PCA) and supervised pattern recog-

nition (SIMCA), and classification (SIMCA, PCR, PLS-DA) and quantification

(PLSR) techniques are described in this section.

4.1.1 Principal Component Analysis (PCA)

PCA is a useful tool to reduce dimensionality in large datasets, allowing for human

interpretation of datasets with hundreds of dimensions or variables, such as spectra,

which may be simplified down to two or three dimensions called principal compo-

nents (PCs) (Beebe et al. 1998).

PCA effectively decomposes the initial dataset such that

X ¼ T � PT þ E ð4:8Þ

where X is the initial dataset (matrix of i samples by k parameters), T is the scores,

PT is the loadings and E is the residuals, as illustrated in Fig. 4.11. The scores are

the reduced dimensionality values for each given sample, i.e. the values assigned

to each sample for a given PC. The loadings is effectively what variance each

score or PC is describing and can be used to interpret the variances described

across a given PC. The x-residuals are the remaining components not described by

the PCs, often mainly noise, but can sometimes contain useful information.

A visual example of how PCA simplifies a three variable dataset is shown in

Fig. 4.12, where it can be seen that none of the three variables give a good

indication of the main variance in the data set. The description of variance across

the dataset are best described using new axes or dimensions, namely PCs. The first

principal component (PC1) describes the most variance in the sample, with the

second principal component (PC2) describing further variance not described in

PC1; each consecutive PC is describing variations in the data that are orthogonal to

previous PCs. Calculation of the PCs occurs via least squares calculations where the
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sum of the squared perpendicular distance of each point (i, Fig. 4.12) to a given PC
is minimised.

4.1.2 Principal Component Regression (PCR)

PCR is a regression model which is based on multiple linear regression (MLR) in

combination with PCA. MLR requires the X-variables to be linearly independent.

In PCR, a PCA is run on the spectral data to remove collinearity in the dataset and

then a MLR is run on the PCs. This removes the problem of co-linearity which

makes MLR unstable in spectroscopic applications (Esbensen 2001) PCR decom-

poses the X matrix using PCA as seen in Eq. (4.8), then calculates the b-coefficients
using MLR with the model

-1 0 1
PC1

P
C
2

-1
0

1

X = T · PT + E

PC1

PC2

x-values matrix = Scores · Loadings + x-residuals

Fig. 4.11 Graphical representation of how PCA separates the initial series of spectra into scores,

loadings and residual components

PC1

i
PC2

x
1

x
2x

3

Fig. 4.12 Illustration of

how PCA calculates the PCs

in a three variable dataset by

finding the line of most

variance through

minimising the sum of i2
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y ¼ T � bþ f ð4:9Þ

where y is the vector containing concentration values to be modelled, T is the

scores, b is a coefficient computed via MLR and f is the y-residuals from the MLR

model (Software AS 2013). Unknown samples can then undergo a regression

classification based on the PCR model.

4.1.3 Partial Least Squares (PLS)

PLS can be used for both quantification and classification by using the partial least

squares regression (PLSR) and partial least squares discriminant analysis

(PLS-DA) variations, respectively. PLS is an inverse method used for relating

measurements and concentrations, inverse methods follow the same general equa-

tion relating a specific property such as concentrations (y) to the measurement

matrix (X) and model coefficients (b) (Beebe et al. 1998).

y ¼ Xb ð4:10Þ

PLSR is a regression model which is set up using two data matrices. A model is

created to find the coefficients in the first matrix X, for example Raman spectra, that

best predict the second matrix Y, for example concentration of a specific compo-

nent. These model coefficients can then be applied to an unknown X dataset to

predict a Y value (Esbensen 2001). PLS simultaneously solves Eq. (4.8) and the

following

Y ¼ T � Bþ F ð4:11Þ

where Y is the vector or matrix containing concentration values to be modeled, T is

the scores calculated via PLS, B is a coefficient and F is the y-residuals computed

from the PLS model (Software AS 2013).

The PLS technique differs from PCR in that the first factors will directly relate to

the prediction, unlike PCR where if the variance describing a particular parameter is

small, it is not described until later factors. With PCR the model relies on the

spectral variance alone, rather than co-variance with the Y-matrix which is

maximised for each factor with PLS. More knowledge of a sample set and what

part of the spectrum that differentiates between the classifications is required for

PCR compared with PLS.

Selection of the appropriate number of factors is important for both PLS and

PCR models. The number of factors needs to cover the variance within the model,

but not over-fit the data. Generally, the appropriate number of factors can be

selected using two guidelines:

1. At the point where the calibration and validation stop tracking closely. This

means the calibration no longer models the data accurately, the model is over
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fitting the data. If they track closely for all factors, then the second selection

guideline needs to dominate the decision making.

2. At the point when new factors do not contribute significantly to modelling

the data.

A further analysis to test the validity of the model is to examine the loadings

plots; these should contain signatures that correspond to real spectral features.

The resulting PLS model gives a reference versus predicted plot (also given with

PCR), an example is shown in Fig. 4.13. This contains information as to how well

the model has worked. Ideally the slope of a perfect model would be 1 as

predicted¼ reference and the offset would be 0.

The quality of a model can also be assessed using the root mean squared error of

calculation (RMSEC) and the root mean squared error of prediction (RMSEP)

which gives a measure of the error in the calculation and prediction of the model.

The RMSEC is defined as

RMSEC ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ŷ i,cal � yi,cal
	 
2

n

vuuut
ð4:12Þ

and the RMSEP is defined as

0 50 100 150 200 250 300
-50

0

50

100

150

200

250

300

Calibration
Validation
Calibration
Validation
IdealP

re
di

ct
ed

si
ld

en
af

il
co

nc
en

tr
at

io
n

/m
g

g-1

Reference sildenafil concentration / mg g-1

Slope Offset RMSE R2

0.823 10.49 29.53 0.82
0.820 10.69 29.93 0.82

Fig. 4.13 Example of a PLS-R reference versus predicted plot. This is an example of sildenafil

concentration in genuine and counterfeit medicines
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RMSEP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ŷ i,val � yi,val
	 
2

n

vuuut
ð4:13Þ

where yi, cal is the given value (i.e. concentration) for the ith calibration sample,

ŷi,cal is the fitted value (i.e. concentration) for the same sample, and n is the number

of samples fitted in the model. ŷ i,cal � yi,cal is considered the modeling error for

each sample, and is the difference between the actual and fitted value for a given

sample. RMSEP uses the validating test set values yi,val instead of the calibration

samples yi,cal (Esbensen 2001; Beebe et al. 1998). Ideally a low value for RMSEC/P

is desired as in a perfect model where reference¼ predicted the RMSEC/P is

equal to 0.

To validate a model properly, a set of measurements independent of the model

setup should be used to test the model. Often the 2/3rds to 1/3rd data ratio is used

where 2/3rds of the data is used to create a model and 1/3rd used to test the model

with the test set generating the RMSEP values.

The PLS-DA variation can be used to discriminate between classes. Instead of a

range of values for the Y vector/matrix, each sample is given a value based on

belonging (1) or not belonging (0) to the class of interest. Any new samples will be

assigned a value by the model based on how close to 0 or 1 they are.

4.1.4 Soft Independent Modeling of Class Analogy (SIMCA)

SIMCA is a supervised pattern recognition method used to classify samples into

given classes. A PCA model is created for each classification group and unknown

samples are compared to this model using two parameters: the sample to model

distance (Si) and sample leverage (Hi). Si is effectively the distance of a given

sample to the center of the model and the Hi can be described as how much

influence the sample would have on the model if it was included in the model, as

demonstrated in Fig. 4.14a, b (Esbensen 2001).

If a sample is sufficiently close to the model i.e. if Si is within distance bounds,

and has a low leverage, it will be deemed to belong to the same class of the model

(yellow region in Fig. 4.14c), otherwise it will not be regarded as a member of this

class. The tightness of the model boundary can be adjusted using different signif-

icance or p-levels for Si. The p-level can be adjusted between 0.1 and 25% with a

lower p-level (tighter boundary) more desirable as the evidence of difference is not

as strong with a higher p-value.

This classification method is useful for classifying samples with a narrow

classification bound, or when after PCA is applied there is visible separation of

the group one wants to classify from samples that one does not want to classify.
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4.1.5 Multiple Curve Resolution (MCR)

Multiple curve resolution (MCR) is a method used to find linear combinations of

different components in a system. MCR effectively decomposes the initial data into

the original components and their associated concentrations. The general equation

that MCR follows is

X ¼ YST þ E ð4:14Þ

where X is the initial data matrix such as a series of spectra, Y is the concentration of

the sources, ST is the shape of the sources (i.e. pure component spectra) and E is the

error matrix (Tauler and de Juan 2006; CAMO 2012).
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Fig. 4.14 Example of the parameters used in SIMCA classification; (a) sample to model distance

(Si), and (b) sample leverage (Hi). Image (c) shows how these parameters contribute to classify

samples with the yellow region indicating the classification zone
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Solving Eq. (4.14) can lead to multiple pairs for Y and ST as a result of rotational
and intensity ambiguities. Rotational ambiguity can be described as the differing

shape of the sources and intensity ambiguity described as the differing magnitude of

the sources. The transformation of Eq. (4.14) gives insight into the two sources of

ambiguities.

X ¼ YST � Y TT�1
	 


ST ¼ YTð Þ T�1ST
	 
 ¼ Y

0
S

0T ð4:15Þ

where Y
0 ¼ YT and S

0T ¼ T�1ST describe the X matrix as the Y and ST matrices do,

however the Y’ and S’T are not the sought solutions (Tauler and de Juan 2006;

CAMO 2012).

To remove ambiguity in the resulting Y and ST pairs, constraints may be placed

on the problem. Common constraints which can be selected include non-negativity,

unimodality and closure. Non-negativity constraint forces the values in the source

concentrations (Y) and/or the source profiles (ST) to be greater than or equal

to 0. Unimodality constraint only allows one maximum per sample, this is used

for monotonic profiles where only one component is increasing or decaying.

Closure constraint is used for closed reaction systems where the overall balance

of the components remains constant for all samples, it forces the sum of the

components to equal a constant value for all samples. Constraints should be

selected based on the nature of the sample set being studied (Tauler and de Juan

2006; CAMO 2012).

4.2 Polymorphism of Ranitidine Hydrochloride

Drug polymorphism is the phenomenon where a therapeutic drug can crystallise

into different forms, with different physical and bioactive properties. Polymor-

phism can be a problem in drug development, with different solubilities, bioactivity

and toxicity occurring in the different crystalline forms. In particular insoluble

active pharmaceutical ingredients (API), such as those in biopharmaceuticals clas-

sification system class 2, the amorphous or metastable crystalline form is used to

increase water solubility. The problem with using the amorphous or metastable

forms is spontaneous crystallisation into the most thermodynamically stable form.

Raman spectroscopy can be used to identify the different polymorphs of a given

API, the different polymorphs of the APIs can then be quantified using partial least

squares regression (PLS).

A study by McGoverin et al. (2012) compared the ability of FT- Raman in a 180�

backscattering arrangement and transmission Raman spectroscopy to quantify two

different polymorphs of ranitidine hydrochloride. PLS was used to create models

using both the backscattering and transmission arrangements, with various sampling

times. The longer acquisition times lead to more stable models (10 s versus 1 or 5 s)

for both transmission and 180� backscattering arrangements. The transmission
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measurements tended to give more accurate quantification of polymorph I, this is

believed to be due to the large sample volume being measured in transmission

Raman, thus preventing subsampling of any one component in a mixture.

The Raman spectra taken from a gelatin capsule, microcrystalline cellulose and

ranitidine hydrochloride in forms I and II, from transmission and FT setups are

given in Fig. 4.15. The first loadings for the PLS models calculating the

Fig. 4.15 Transmission (left) and FT-Raman (right) spectra of (a) gelatin capsule, (b) microcrys-

talline cellulose, (c) ranitidine hydrochloride form I and (d ) ranitidine hydrochloride form II. The

first PLS loadings for the 0–100% form I ranitidine hydrochloride calibrations is shown for the (e)
capsules and ( f ) tablet models, where separation is clearly based on the differences between form

I (positive weighting) and form II (negative weighting). Figure reprinted with permission from

McGoverin et al. (2012)
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concentration of form I in the 0–100% range is shown for both tablets and capsules

in Fig. 4.15, with positive loadings features associated with form I spectral features

and negative loadings features associated with form II spectral features.

With the 0–100% model for form I ranitidine hydrochloride, the content was

predicted with an accuracy suitable for process control. This highlights the potential

for Raman spectroscopy in transmission mode for in-line measurement during

manufacturing processes.

4.3 In Vivo Drug Delivery

Melot et al. used confocal Raman spectroscopy to monitor the effectiveness of

penetration enhancers for delivery of retinol through the stratum cornum (outer

epidermal layer of skin) in vivo by non-invasive depth profiling (Mélot

et al. 2009).

Four formulations of 0.3% trans-retinol were applied to the skin on the forearm
of male volunteers. The first formulation consisted of 99.7 and 0.3% trans-retinol.
The second contained 98.7% trans-retinol and 1% triton X 100, the triton X 100 is

a lipid extractor type penetration enhancer. The third formulation contained 98.7%

MYRITOL® 318, 0.3% trans-retinol The second contained 98.7% MYRITOL®

318, 0.3% trans-retinol and 1% oleic acid, the oleic acid is a lipid fluidiser type

penetration enhancer. The final formulation is a model delivery system identified

from ex vivo experiments, 70% ethanol, 30% propylene glycol and 0.3% trans-
retinol, propylene glycol is a well known penetration enhancer.

Raman spectra were collected prior to and up to 6 h after application of the trans-
retinol formulas. The spectra were modeled using a multiple linear regression type

algorithm, with each pure spectrum fitted instead of a single band, this is similar to

multiple curve resolution. This gave a measure for the relative amounts of each of

the major components spectra, with the major components being: the typical

spectra of the stratum corneum, spectra of trans-retinol and myritol. These spectra

are shown in Fig. 4.16.

An example of the absolute and normalised amounts of trans-retinol found in the
skin at different depths and time periods is given in Fig. 4.17, where it was shown

that the trans-retinol in ethanol and propylene glycol has the highest amount of

trans-retinol penetrating into the skin, with the other formulations with penetration

enhancers not performing as efficiently as the model delivery system.

Raman spectroscopy was able to determine in vivo the depth profile of trans-
retinol over a 6 h time period. The trans-retinol in MTRITOL® 318 formulation

was found to not penetrate in significant levels to depths greater than 5 μm, the

formulations with penetration enhancers (oleic acid and triton X 100) enhanced

delivery of trans-retinol into the skin, but did not act as effectively as the model

delivery system of trans-retinol in ethanol and propylene glycol.
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Fig. 4.16 Example spectra for the major components of interest. (a) Typical spectra of stratum

corneum, (b) trans-retinol and (c) myritol. Figure reprinted with permission from Mélot

et al. (2009)

Fig. 4.17 The absolute (left) and normalised (right) profiles for trans-retinol after treatment with:

(a, b) 0.3% trans-retinol in 98.7% MYRITOL® 318 and 1% triton X 100, (c, d) 0.3% trans-
retinol in 98.7%MYRITOL® 318 and 1% oleic acid and (e, f) 0.3% trans-retinol in 70% ethanol

and 30% propylene glycol. Figure reprinted with permission from Mélot et al. (2009)
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4.4 Counterfeit Detection

Raman spectroscopy in combination with chemometrics can be used for the detec-

tion of counterfeit pharmaceuticals. Raman spectroscopy has been used by many

research groups to detect, classify and even quantify the API in suspect products.

Anti-malarial tablets have been measured and classified with Raman spectroscopy

(de Veij et al. 2007), and spatially offset Raman spectroscopy (SORS) through

blister packs, whereby characterising the samples without removal from the pack-

aging (Ricci et al. 2007). Medicines used in the treatment of erectile dysfunction are

commonly counterfeited and have been investigated using Raman spectroscopy

(Trefi et al. 2008; de Veij et al. 2008; Degardin et al. 2011; Fraser et al. 2013) and

Raman microscopy (Sacre et al. 2011).

Counterfeit and unregistered Cialis (tadalafil) were investigated using

FT-Raman spectroscopy to classify genuine from counterfeit products, identify

and attempt to quantify the API present in the samples. PCA of the products showed

separation based on the API present along PC1, as seen in Fig. 4.18a, with spectral

features leading to this separation associated with tadalafil (negative PC1 bands)

and sildenafil (positive PC1 bands) spectra signals, shown in the loadings plots in

Fig. 4.18b. PCA also gave groupings of some counterfeit products which are

thought to come from the same manufacturer as seen in Fig. 4.18a.

SIMCA was able to correctly classify genuine from counterfeit and unregistered

generic products. PLS-DA was able to identify the API present in the samples as

sildenafil or tadalafil and the PLSR was able to loosely quantify the concentration of

API in the tablets, whereby giving a rough indication of the risk associated with

each counterfeit sample, whether it is sub-therapeutic or toxic levels (Fraser

et al. 2013).
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Fig. 4.18 Scores and loadings plot demonstrating the separation of countefeit, generic and

genuine Cialis samples. (a) Scores plot of PC1 versus PC2 and (b) the loadings for PC1 and PC2
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5 New Technologies and Experimental Protocols

A number of new technologies have arisen in the past 5 years that have begun to

have an impact on how Raman spectroscopy is being used in analytical

applications.

5.1 Low Frequency Raman Spectroscopy

The spectrum in Fig. 4.1 shows Raman scattering bands down to 36 cm�1 ; this

spectrum is measured using volume Bragg gratings to remove the intense Rayleigh

scattering. The utility of low frequency Raman measurements has been exemplified

in a study by Hédoux on indomethacin (Hédoux et al. 2009).

It is the nature of the low frequency modes that provide the utility of this spectral

region. In general the frequencies or wavenumbers of transitions in this region are

due to bond stretching or bending and in a harmonic approximation are related to

the force constant k for the vibration and the reduced mass μ. For diatomics this is

given by: ~ν ¼ 1
2π

ffiffi
k
μ

q
. In general therefore stronger bonds vibrate at higher frequen-

cies (thus for a C-C bond ~ν � 1100 cm�1 and for C ¼ C~ν � 1600 cm�1) and the

presence of a light atom (H) results in vibrations at ~3000 cm�1 because of the

reduction in μ. The low frequency modes are due to very large μ, i.e. involving
many atoms or molecules moving in concert, or due to low k. In a sense these two

parameters are related; as the “vibration” involves many atoms or molecules the

forces that hold these are intrinsically weaker than the forces that hold two atoms

together. The low frequency modes may involve torsional motion of a single

molecule or motion between two molecules (intermolecular vibrations). An exam-

ple of this is shown in Fig. 4.19. This figure shows the normal modes of vibrations

for a low frequency torsional mode (v14) and three key higher frequency modes

(v163, v207 and v208).
The Raman spectrum of griseofulvin with standard notch filters and volume

Bragg grating (VBG) filters are shown in Fig. 4.20. It is notable that the spectrum

taken using an FT instrument will only give data down to about 100 cm�1; however

the spectrum using VBG filtering is able to measure right across the laser line, and

accurately measure features down to 24 cm�1 for this sample. It is also notable how

different the relative intensities of bands are. For example for the 1064 nm data the

bands at 1617 and 1703 cm�1 are more intense whereas in the 785 nm data the

bands around 653 cm�1 are stronger. This is due to the respective intensity biases in

each experiment. Such bias is not problematic if data is measured on the same

instrument but if data sets between experiments are compared this can become

challenging. Many modern instruments now incorporate intensity correction as an

automated feature. The low frequency modes in the vibrational spectrum may be

associated with crystalline phonon modes; thus low frequency transitions can be
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exquisitely sensitive to crystallinity, in crystalline samples these can be 50� more

intense than intramolecular vibrations. These low frequency modes can be much

more sensitive to crystalline formation because of this. For amorphous material

there is a broad Raman feature attributed to a boson peak; this may also be modeled

as a quantifier for crystalline versus amorphous nature (Hédoux et al. 2009).

In absorption spectroscopy these energies lie in the far-infrared or THz region.

THz spectroscopy has been used extensively to quantify crystallization and the

presence of differing drug polymorphs (Strachan et al. 2005; Zeitler et al. 2005,

2007; Strachan et al. 2004a, b, 2007a, b). With the introduction of relatively

inexpensive high quality notch filters that will allow conventional Raman spec-

trometers to measure down at low frequencies (~ 10 cm�1 ) the same type of

experiments used effectively in THz spectroscopy will now be available to existing

Raman laboratories.

5.2 Spatially Offset Raman Scattering (SORS)

The idea behind SORS is simple yet not immediately intuitive. In a conventional

sampling arrangement the excitation laser is focused on to the sample and the

collection optics are designed to image that irradiated volume. The maximum

amount of scattered light is present there and thus the largest signals should be

14 (70, 69 cm-1) 

208 (1716, 1720 cm-1) 

163 (1309, 1296 cm-1) 

207 (1695, 1690 cm-1) 

Fig. 4.19 Depiction of selected normal modes for indomethacin derived from density functional

theory calculations of the dimer structure. The experimental and calculated wavenumbers are

given in parentheses. Experimental data for v14 from Hédoux et al. (2009) and for the other modes

from Strachan et al. (2007a). The structure of the indomethacin monomer is shown

4 Raman Spectroscopy 163



observed. In the SORS experiment a laser is focused on to the substrate as a tablet,

but the imaging optics that collect the Raman scattering are moved away from the

illuminated area (Fig. 4.21).

SORS was first described by Matousek et al. (2005) in which they showed that

the technique could be used to reject the Raman scattering from the top layer of a

sample in an experiment in which trans-stilbene (a strong Raman scattering mol-

ecule) was placed beneath a 1 mm layer of PMMA. As the offset was increased the

signal fell off as would be expected, but importantly the offset sampled deeper

inside the sandwiched sample and thus the spectrum of trans-stilbene was observed
over that of PMMA; these offsets were not insignificant, being up to 2–4 mm.

Effectively by offsetting the sampling optics, a different volume of the sample was

analysed. This technique is very well suited to examining samples in which the

surface is not representative of the bulk, such as coated tablets (Eliasson and

Matousek 2007). It may also be used to quality control bulk pharmaceutical
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Fig. 4.20 Raman spectra of griseofulvin in the solid state measured with 1064 nm excitation using

a Bruker IFS-55 interferometer bench equipped with FRA/106 Raman accessory (lower spectra,
gray) and with 785 nm excitation and a backscattering geometry with a Princeton Instruments

LS-785 spectrometer and Pixis CCD camera and VBG filtering (upper spectra, black). (a)
Conventional spectral region; (b) full region showing intense phonon Stokes and ant-Stokes

modes; (c) low frequency region
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ingredients without the recourse of removing them from their packaging, even

when the packaging is completely opaque in the visible region, such as polypro-

pylene (Bloomfield et al. 2013).

SORS is a technique that could only work with modern instrumentation, includ-

ing the highly sensitive CCD detection and single stage, high throughput spectro-

graphs (which in turn rely on notch filters to be effective). As described in Sect. 1,

the probability of Raman scattering is low and thus a large number of photons strike

the sample to yield a small number of Raman scattered photons (Table 4.1). It is this

low probability that allows SORS to work as photons are able to scatter through the

sample but this has another distinct effect; it takes time. This is exemplified in a

study using picosecond time-resolved spectroscopy by Petterson et al. (2010). They

showed the net photon migration was about 107 m s�1; they also showed that with a

5 mm offset Raman signal was still detected 1 ns (1000 ps) after the laser pulse had

irradiated the sample.

5.3 Transmission Raman

Transmission Raman spectroscopy developed after SORS and involves measuring

the Raman scattering that is transmitted through a sample (Fig. 4.21c). In compar-

ison with SORS it shows superior rejection of surface scattering for pharmaceutical

samples (Matousek and Parker 2007) and with SORS is a key technology in the

development of airport security devices to measure liquids in containers

(as described at http://www.cobaltlight.com). A comparative study on ranitidine

hydrochloride tablets showed the transmission spectroscopy gave better quantita-

tion of API than FT-Raman and with a significantly shorter acquisition time

(McGoverin et al. 2012). A comparative study of propranolol tablets with concen-

trations of the API between 16 and 24% w/w were examined and it was found that

using the same excitation wavelength (λexc ¼ 785nm) and spectrometer a trans-

mission geometry was about 25% more accurate than backscattering. This was

attributed to the greater sampled volume in the transmission mode (Johansson

et al. 2007).

b c

Detector

Imaged volume

a

Laser source

Irradiated volume

Fig. 4.21 Sampling arrangements for Raman scattering showing the irradiated volume from the

laser and the collected sample volume for: (a) a conventional backscattering geometry; (b) a
spatially offset geometry; (c) a transmission Raman geometry
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5.4 Spatial Heterodyne Raman Spectroscopy

One innovation that has recently been reported is the use of a spatial heterodyne

spectrometer to obtain Raman spectra (Gomer et al. 2011). This experiment works

by using interferometry with pulsed laser excitation. In a sense it is similar to FT

techniques described earlier. However rather than use mirrors and obtain an inter-

ferogram point-by-point, this technique uses angled gratings to create an interfer-

ence pattern which is imaged on to a CCD. There is a confluence of spectroscopic

advantages in this method: firstly, there is no need for a point source thus the

spectral image may have a large diameter—so there is a Jacquinot advantage;

secondly, the interference pattern is measured by CCD thus all of the data is

collected simultaneously, so there is a Felgett advantage; thirdly, once set up the

system has no moving parts this means that it is robust and is a technology that

could be miniaturized. The interferogram is built up of a series of fringe patterns

depending on the Raman shift scattered from the sample. The deconvolution of the

interferogram gives a spectrum in fringe/cm ( f ) space that can be converted to

Raman shift via the equation, f ¼ 4 θ � θLð Þtan θL, where θ is the wavenumber

from the sample, θL is the Littrow wavenumber (the wavenumber that corresponds

to no interference) and tan θL is the tan function of the Littrow angles that the

gratings are set at. A schematic of the experiment and the interference pattern and

spectrum (in fringe/cm) is shown in Fig. 4.22. The potential advantages of this type

of spectrometer are significant. It is possible to image samples from many meters

away and this utility has been recognized in the potential use of the instrument for

exploration on Mars (Angel et al. 2012). The advantages offered by such an

instrument could be used in bulk analysis of pharmaceuticals and drug delivery.

6 Conclusions

This chapter describes some aspects of spontaneous Raman scattering. The relative

intensities of Raman scattering with regard to molecular polarizability and the

issues associated with fluorescence are discussed. Experimental methods are

described including dispersive and Fourier transform. Applications are described

including the use of chemometrics in analysis. The use of Raman is highlighted in a

number of case studies where ranitidine polymorphs are examined using conven-

tional and transmission Raman spectroscopy, non-invasive depth profiling is

described along with counterfeit detection.

A number of new technologies are described. These include: the use of notch

filters to achieve low frequency Raman spectra which have great potential for the

examination of polymorphs; the use of spatially offset Raman scattering to avoid

florescence and detect through opaque containers; the use of transmission spectros-

copy to investigate bulk and avoid surface effects; the use of spatial heterodyne
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spectroscopy as a new method of collecting Raman spectra without needing any

moving parts in the instrument.

Raman spectroscopy has been transformed as an analytical technique in the

pharmaceutical area over the last decade, however there remain a significant

number of innovations that are yet to be deployed in commercial instruments. For

example the use of notch filters will see low frequency Raman become standard on

most instruments, the use of shifted excitation Raman difference spectroscopy will

make fluorescence removal routine. Finally the possibility of spatial heterodyne

Raman spectroscopy offers instruments with high throughput that could be robust

and miniaturized.
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Chapter 5

Pharmaceutical Terahertz Spectroscopy
and Imaging

J. Axel Zeitler

Abstract Terahertz spectroscopy and imaging have developed rapidly over the

past decade as versatile analytical tools for the characterisation of drug delivery

systems. In this chapter the technology that has enabled the recent surge of interest

in using terahertz techniques is explained in terms of its basic principles and the

specific implementations of pharmaceutical relevance. Using a number of examples

and case studies an overview of the current state-of-the-art applications of terahertz

radiation in pharmaceutics is presented. In the field of spectroscopy this ranges

from polymorph detection and quantification, detailed analysis of phase transitions

to amorphous stability. Important imaging applications include non-destructive

coating thickness measurements, characterisation of the microstructure of tablet

matrices as well as liquid transport into tablets during disintegration.

Keywords Terahertz spectroscopy • Terahertz imaging • Polymorph detection •

Solid-state properties • Phase transition • Amorphous • Crystallinity • Amorphous

stability • Crystallisation • Film coating • Tablet porosity • Tablet hardness •

Disintegration testing

1 Terahertz Radiation: Opportunities for Pharmaceutical
Analysis

The term terahertz radiation refers to electromagnetic radiation in a part of the

spectrum that was until very recently rather difficult to assess due to technical

limitations. Such difficulties might seem somewhat unexpected given that the

terahertz range is sandwiched between the well utilised regions of infrared and

microwave radiation, but it is only since the late 1990s that scientists routinely

access this region for spectroscopy without the need to revert to helium cooled

bolometers for detection. The difficulty in performing spectroscopy and imaging at

terahertz frequencies originates from the fact that electronic sources and detectors
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of radiation rapidly drop in intensity or sensitivity at frequencies above the giga-

hertz range as it becomes increasingly more difficult to oscillate charge carriers in

conducting materials at such high frequencies, thus limiting microwave sources and

detectors to frequencies of typically less than 1 THz. In contrast, optical sources

such as lasers and blackbody radiation sources that are commonly utilised in the

infrared spectral range also drop significantly in power or become impractical in

operation (e.g. bulky gas lasers) and hence limit the experimentally accessible

spectral range. In addition, thermal background radiation emitted from objects at

room temperature contributes significantly to the spectral intensity at terahertz

frequencies which makes the detection of incoherent terahertz radiation emitted

from typical sources such as globars or mercury arc lamps even harder, thus

requiring cryogenically cooled bolometers.

Given this technical difficulty it is not surprising that for a long time spectros-

copy and imaging applications at terahertz frequencies remained confined to a

relatively small group of laboratories with specialised equipment (Chantry 1971;

M€oller and Rothschild 1971; Gebbie 1984). However, the work that has been

carried out in these groups has revealed some very exciting properties of terahertz

radiation that give rise to a range of opportunities in pharmaceutical analysis, three

of which are highlighted in this chapter (Fig. 5.1): (1) The ability to probe the inter-

molecular interactions between hydrogen bonding molecules; (2) the low absorp-

tion of terahertz radiation by a range of materials, such as polymers, that are

commonly used as excipients in pharmaceutical formulations; as well as (3) rela-

tively low scattering losses in pharmaceutical dosage forms due to the long wave-

length of the radiation (a frequency of 1 THz corresponds to a wavelength

of 0.3 mm). For a detailed background of the current state of the art in terahertz

spectroscopy the reader is referred to more specialist literature (Dexheimer 2007b;

Peiponen et al. 2013; Parrott and Zeitler 2015).

The first applications of terahertz spectroscopy and imaging in a pharmaceutical

sciences context emerged during the past decade and it is only thanks to the

enormous technological advances that have been made in the 1990s that this

development was possible. Modern terahertz spectroscopy and imaging is almost

exclusively preformed using coherent terahertz radiation. In the majority of systems

picosecond pulses of coherent terahertz radiation are generated either by photocon-

ductive antennas or by non-linear optical effects from femtosecond near-infrared

pulses that can be routinely generated from lasers.1 The average power of such

terahertz beams is very low (typically in the order of several micro Watts) yet it is

possible to detect these pulses with very high sensitivity by exploiting their

coherence property by means of time-gated detection schemes that work essentially

in reverse to the emission process. The technology developed from early work by

1 There is a growing number of other technologies available, such as photo mixing, that allows the

generation of cw terahertz radiation by exploiting similar physical effects to those needed for the

pulsed generation but the majority of applications reported in the pharmaceutical sciences thus far

uses pulsed terahertz radiation and hence the description in this chapter is restricted to this

technology.
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Auston in the 1970s that demonstrated how pulses of terahertz radiation can be

generated and detected within a semiconductor substrate (Auston 1975). In the late

1980s Grischkowsky’s group was able to demonstrate how such pulses of terahertz

radiation could be coupled into free space (Fattinger and Grischkowsky 1989) and

utilised for spectroscopy (Vanexter et al. 1989; Grischkowsky et al. 1990). It is this

technology, which has been commercially available for the past 10 years, that has

brought terahertz spectroscopy and imaging to a much larger group of scientists and

which forms the basis for the applications introduced in this chapter. A number of

recent review articles and books cover the details of terahertz time-domain spec-

troscopy (THz-TDS) and its development (Jepsen et al. 2010; Peiponen et al. 2013;

Lee 2009; Bründermann et al. 2012; Dexheimer 2007b; Parrott and Zeitler 2015).
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Fig. 5.1 The terahertz region of the electromagnetic spectrum
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The chapter is structured into two main sections: terahertz spectroscopy and

terahertz imaging. Each section is quite self contained, the former mainly referring

to spectroscopic studies of solid state small organic molecular properties such as

drug molecules that might be of interest during the development stage of a dosage

form and the latter section containing a range of examples of imaging applications

using pulsed terahertz radiation to investigate film coating properties and study the

microstructure of dosage forms, which is equally interesting for product develop-

ment as well as process control and quality assurance.

2 Terahertz Spectroscopy

2.1 Phenomena That Can Be Studied By Terahertz
Spectroscopy

The photon energy of terahertz radiation (0.1–6 THz� 0.04–2.39 kJ mol�1) over-

laps with hydrogen bond energies (typically <20kJmol�1) and it is hence possible

to investigate a wide range of molecular interactions in organic solids and liquids.

In addition, in small organic molecular crystals the phonon vibrations as well as low

energy intra-molecular motions such a bend and torsion modes are also observed at

terahertz frequencies. This ability to probe molecular interaction in molecular

crystals was demonstrated in a number of studies (Upadhya et al. 2003; Walther

et al. 2003; Shen et al. 2004). In a pharmaceutical context the fact that terahertz

radiation is sensitive to intermolecular forces such as hydrogen bonds and lattice

modes in crystals makes THz-TDS a valuable tool for material characterisation as

outlined in Sect. 2.3 of this chapter.

In amorphous materials no distinct spectral features can be observed at terahertz

frequencies. In glasses the loss of electromagnetic radiation at the higher frequency

end of the spectral bandwidth is due to absorption into the vibrational density of

states (VDOS), which follows a universal frequency dependence in this spectral

range (Taraskin et al. 2006). Very valuable information can be extracted from these

featureless spectra nonetheless: using the universal frequency dependence Parrott

et al. quantitatively studied the charge distribution and its relationship to short-

range and long-range order in a range of inorganic sodosilicate glasses (Parrott

et al. 2010) and Zalkovskij et al. showed at the example of chalcogenide glasses that

the VDOS dominates the absorption over a broad frequency range up to 12 THz

(Zalkovskij et al. 2012). Coupled to the vibrational losses are the high frequency

tails of the dielectric relaxation processes that still contribute to the absorption at

terahertz frequencies (Sibik et al. 2014a). Pharmaceutical applications in the char-

acterisation of amorphous drug molecules and formulations are still limited but

Sect. 2.4 aims to provide an overview of what is currently known and what potential

information could be extracted from terahertz spectra in the future.
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In addition to solid samples interesting information on the intermolecular inter-

actions in liquids can also be extracted from terahertz spectra (Ronne et al. 1999).

Structurally liquids are quite similar to glasses though the relaxation processes take

place at completely different time-scales and it is mainly through dipole relaxation

processes that occur on femtosecond (fast, collision driven orientational relaxation) to

picosecond (slow orientational relaxation) time-scales that radiation is absorbed at

terahertz frequencies. In addition to the dielectric relaxation processes inter-

molecular stretching and libration processes contribute to the absorption of terahertz

radiation by hydrogen bonding liquids (Yada et al. 2009). These relaxation processes

can be quantified using Debye models, such as a simple two component model to

resolve fast (femtosecond) and a slow (picosecond) relaxation process:

ε̂ ωð Þ ¼ ε1 þ Δε1
1þ iωτ1

þ Δε2
1þ iωτ2

: ð5:1Þ

For example in water at room temperature the two relaxation processes are

τ1 � 8 ps and τ2 � 170 fs (here ε̂ is the complex dielectric loss, ω is the angular

frequency and Δεi is a measure of the strength of the respective relaxation process).

Additional terms have been added to this equation to account for the intermolecular

stretching vibrations. As soon as other molecules, such as carbohydrates or pro-

teins, are dissolved in water it is possible to distinguish between different

populations of water molecules based on the change in the relaxational dynamics

as the water molecules that are part of the solvation shell exhibit a significantly

different dynamics compared to the bulk water molecules (Heugen et al. 2006;

Ebbinghaus et al. 2010). In addition very interesting effects regarding the hydration

of biomolecules were detected using terahertz spectroscopy (Knab et al. 2006;

Markelz et al. 2007; He et al. 2008). In this chapter only solid samples are discussed

and the interested reader is referred to the literature for further detail on terahertz

spectroscopy of liquids (George and Markelz 2012; Falconer and Markelz 2012).

2.2 Optical Properties

The propagation of a plane wave of electromagnetic radiation through a material

can be described by means of the complex refractive index n̂ , which is a frequency

dependent characteristic of the material that the radiation traverses. As the plane

wave enters the material its velocity changes and part of the wave is absorbed by the

material:

n̂ ωð Þ ¼ nþ iκ: ð5:2Þ

The real part of this expression, n, describes the change in velocity of the

electromagnetic wave compared to its propagation in vacuo while the imaginary

part of the refractive index, κ, which is also known as the extinction coefficient or
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better the index of absorption, is related to the absorption, or decay, of the

oscillation amplitude of the incident electric field

α ωð Þ ¼ 2ωκ ωð Þ
c

; ð5:3Þ

where c is the speed of light in vacuum. The intensity of the transmitted field is

proportional to the square of its amplitude and hence we can use Beer-Lambert law

as in conventional infrared spectroscopy to describe the change in intensity upon

absorption by

I ¼ I0exp �α ωð Þlð Þ; ð5:4Þ

where l is the thickness of the sample.

Using THz-TDS the electric field of the transmitted pulse is measured directly

rather than its intensity and hence both the absorption coefficient, α, and refractive

index, n, of materials can be extracted without any mathematical processing by

means of the Kramers-Kronig relationship. For the most simple case of a freestand-

ing pellet of sample material this is achieved by measuring a pulse of terahertz

radiation that propagates through the empty spectrometer, or a blank reference

sample pellet that only contains diluent such as polyethylene, Eref, as well as the

sample pulse Esam. Both pulses are transformed into the frequency domain by

means of the Fourier transformation and then the amplitude, A(ω), and the phase,

ϕ(ω), of the ratio of the two spectra Esam=Eref�A ωð Þexpiϕ ωð Þ are calculated. The

optical properties can subsequently be directly extracted as follows:

n ωð Þ ¼ 1þ c

ωl
ϕ ωð Þ; ð5:5Þ

and

α ωð Þ ¼ �2

l
ln A ωð Þ n ωð Þ þ 1½ �2

4n ωð Þ

 !
: ð5:6Þ

Rather than in terms of α and n the complex refractive index can alternatively be

expressed in terms of the dielectric losses (ε̂ ):

ε̂ ωð Þ ¼ ε
0
ωð Þ � iε

0 0
ωð Þ ¼ n̂ ωð Þ2; ð5:7Þ

where ε0 is the real and ε00 the imaginary part of the dielectric losses. It is hence

possible to convert between the refractive index and the dielectric losses by

ε
0
ωð Þ ¼ n ωð Þ2 � κ ωð Þ2;

ε
0 0
ωð Þ ¼ 2n ωð Þκ ωð Þ ¼ n ωð Þα ωð Þc

ω
: ð5:8Þ
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This ability to directly measure n, α, ε0 and ε00 makes THz-TDS a very versatile

technique as it can be used to study high frequency dielectric losses over a decade of

frequency that is typically not accessible using dielectric spectroscopy techniques

and at the same time THz-TDS is a very useful low frequency extension of

far-infrared spectroscopy where FT-IR spectrometers are limited both in spectral

brightness and detection sensitivity.

Like in FT-IR the vibrational modes that can be excited by THz-TDS are only

the infrared active ones and hence low-frequency Raman spectroscopy techniques

are ideally suited to complement the terahertz spectra in exactly the same way as

these two techniques traditionally complement one another at higher frequencies.

2.3 Crystal Structure of Drug Molecules

2.3.1 Polymorphism: Identification

Early studies of pharmaceutically relevant molecules such as nucleosides, sugars

and small organic molecules including drugs focused entirely on detecting vibra-

tional modes in crystalline materials for identification of the respective substance

(Walther et al. 2000, 2002; Fischer et al. 2002; Taday et al. 2003a; Upadhya

et al. 2003; Walther et al. 2003; Shen et al. 2003, 2004; Upadhya et al. 2004;

Ning et al. 2005; Lu et al. 2006). While these studies were very important to

demonstrate the capabilities of THz-TDS to measure molecular interactions in

hydrogen bonded crystalline solids, their applications in the pharmaceutical sector

were limited at the time as although it was clear that such spectra were unique to a

certain material the complex collective nature of the vibrational modes meant that

the spectra could not be interpreted easily. However, the fact that organic molecular

crystals exhibit distinct vibrational modes that can be used for the identification of a

material was very interesting in the context of security screening applications as

terahertz radiation is able to penetrate a number of optically opaque materials such

as polymers and ceramics (Dobroiu et al. 2007).

The next breakthrough in the direct context of pharmaceutical analysis was the

work reported by Taday et al. (2003b) where the authors showed at the example of

ranitidine hydrochloride forms I and II that THz-TDS is an excellent technique to

resolve different polymorphs of drug molecules. The results were particularly

significant given that the complex polymorphism of drug molecules had become

a widely debated topic in pharmaceutical analysis (Bernstein 2007) and the

terahertz spectra clearly showed the high sensitivity of the method to resolve subtle

differences in the crystal structure using vibrational spectroscopy. Even though it

was still not yet possible to assign these vibrational modes to specific motions the

advantage of the technique was that each crystal polymorph clearly had very

different spectral features. Compared to infrared and Raman spectroscopy, where

often subtle spectral shifts dominate the differences between different polymorphs,

the terahertz spectra of the two forms of ranitidine studied by Taday et al. were

completely different.
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This proof-of-principle study was followed by a number of more detailed

investigations. Strachan et al. highlighted the general applicability of this method

to investigate pharmaceutical polymorphism (Strachan et al. 2004). In this context

the study also emphasised that materials in their amorphous state do not exhibit any

specific vibrational feature in the terahertz frequency range, which was previously

pointed out already in a more general context by Walther et al. (2003). Yamaguchi

et al. showed that pure enantiomers have different vibrational features at terahertz

frequencies compared to the racemic compounds but no difference was found

between the respective D- and L- enantiomers (Yamaguchi et al. 2005). In the

absence of sufficiently powerful computational methods to calculate the

intermolecular and low energy intramolecular vibrational motions in crystalline

materials a series of three papers from the NTT Basic Research Laboratories in

Japan presented some elegant experiments to separate the intra- and intermolecular

vibrational modes by studying the intensity of the modes depending on the prop-

agation of the terahertz field through different crystal axis in large single crystals

(Rungsawang et al. 2006a, b) as well as by loading molecules into mesoporous

silica to suppress intermolecular motions (Ueno et al. 2006b; Ueno and Ajito 2007).

At the example of sulfathiazole the sensitivity of THz-TDS was demonstrated to

resolve the subtle differences between a large number of different polymorphic

forms, here five polymorphs, of the same compound (Fig. 5.2) (Zeitler et al. 2006).

In addition to resolving different polymorphic forms THz-TDS was found to

resolve a range of hydrate forms (Fig. 5.3) (Zeitler et al. 2007a; Kogermann

et al. 2007; Liu and Zhang 2006) and cocrystals (Nguyen et al. 2007; Parrott

et al. 2009) further confirming the sensitivity of the technique to subtle changes

in intermolecular interactions. The results of these studies demonstrated that

THz-TDS is a useful technique to complement information on the crystal structure

from diffraction techniques commonly used in crystallography: while the average

position of the atoms in an organic molecular crystal can be resolved to a high

precision even based on powder diffraction data there are samples where the

powder diffraction pattern of two materials can look almost identical yet the

terahertz spectral fingerprint looks vastly different allowing for easy identification

of the respective solid state forms (Parrott et al. 2009). The ability to resolve such

subtle differences between, in this case, two cocrystals originates from the fact that

rather than probing the structure of the material THz-TDS measures the dynamics

resulting from the low energy bonding interactions in such materials.

2.3.2 Quantification

Not long after the first applications of THz-TDS to identify polymorphs of drug

molecules were reported it was demonstrated how the technique can be applied to

quantify the amount of one polymorph in the presence of another (Strachan

et al. 2005). At the example of different polymorphs of four different drug mole-

cules Strachan et al. showed that it is possible to discern polymorph impurities of as

little as 0.5% and reliably quantify the amount of the minor component down to
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concentrations of 2%. In this study the authors mainly used multivariate data

analysis techniques (partial least squares regression) for the quantitative analysis.

The performance of THz-TDS was comparable to other vibrational spectroscopy

techniques as well as X-ray powder diffraction and similar to other techniques the

absolute detection and quantification thresholds were found to vary depending on

the relative strength of the spectral features in the respective polymorph. The study

further demonstrated that THz-TDS is a good technique to quantify trace crystal-

linity in an amorphous matrix.

Almost exactly at the same time as the paper by Strachan et al. was published

Yamaguchi et al. showed how THz-TDS can be used to quantify the amount of pure

enantiomer in a mixture with the racemic compound based on the absorption

intensity of a single spectral feature (Yamaguchi et al. 2005).

Ueno et al. also used univariate analysis (absorbance at fixed frequencies

corresponding to the spectral features) to quantify a range of amino acids and

their mixtures from the terahertz transmission spectra (Ueno et al. 2006a). Good

linearity of the spectral response to varying sample concentration was confirmed and

the authors were able to resolve even mixtures of three amino acids simultaneously.

While both the work of Strachan et al. as well as that of Ueno et al. were based on

transmission spectra Cogdill et al. showed that drug/excipient mixtures can also be

quantified in reflection (Cogdill et al. 2006). Flat faced tablets were prepared made

from up to three different materials (one drug, a crystalline excipient and an

amorphous excipient) and the spatial distribution of the constituent materials was

resolved by mapping over the samples.

Following these initial studies the ability to quantify drug molecules in the solid

state at terahertz frequencies has attracted considerable interest and studies were

published on a range of samples: mefenamic acid (Otsuka et al. 2010) theophylline

(Hisazumi et al. 2011), diclofenac (King et al. 2011b), illicit drugs (Chen et al. 2011),

sodium salicylate in mannitol/lactose tablet (Hisazumi et al. 2012b) as well as ternary

mixtures of lactose, fructose and citric acid (El Haddad et al. 2014).

The ability to measure relatively small amounts of crystalline material in an

amorphous matrix due to the pronounced difference between a crystalline (sharp

peaks) and amorphous material (homogeneously increasing background) was

investigated in quite some detail over a range of pharmaceutically relevant systems:

crystallinity of threhalose dihydrate (Takeuchi et al. 2012), trace crystallinity in

freeze-dried amino acid/gelatine mixtures (Darkwah et al. 2013), crystallinity of

sucrose (Ermolina et al. 2014), crystallinity of cellulose (Vieira and Pasquini 2014).

All these studies show that THz-TDS is a useful technique to study the presence of

small amount of crystalline phase in a largely amorphous matrix (Fig. 5.4). This

will be discussed in more detail in Sect. 2.4.1 in the context of crystallisation

studies. It is important to note in this context that THz-TDS is not as sensitive or

robust to detect trace amounts of amorphous phase in a largely crystalline matrix.

This point becomes clear in two studies where crystalline lactose was partially

converted into the amorphous state using a ball mill and the amount of residual

crystallinity was monitored over the milling process time (Smith et al. 2015a, b).

When attempting to quantify the change in crystallinity it is important to keep in
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mind that a growing amount of amorphous phase will increase the background

absorption of the terahertz spectra due to the collapse of the crystalline lattice

modes into the VDOS (see Sect. 2.4 for details). At the same time the reduction in

particle size will affect the amount of scattering which is also lead to systematic

changes in the baseline absorption (smaller particles scatter less, hence the spectral

baseline will reduce). It would therefore be potentially limiting the sensitivity of the

THz-TDS to remove the baseline by means of baseline subtraction or any other

pre-processing techniques that are commonly used in chemometrics in order to

quantify the crystallinity by peak height or area of the remaining crystalline modes.

Using multivariate spectral analysis a THz-TDS method was developed to

quantify API content within a tablet matrix (Wu et al. 2008). Rather than measuring

pure drug these measurements demonstrated that it is possible to develop quantita-

tive models even in the presence of a range of excipients.

2.3.3 Interpretation of Terahertz Spectra

When the first spectroscopy studies of organic molecular crystals were published

about 15 years ago one of the most significant limitations of THz-TDS compared to

mid-infrared spectroscopy was that the spectra could only serve as a fingerprint. As

outlined in the previous section this did not limit some of the applications of

THz-TDS such as polymorph identification and quantification of crystalline frac-

tions. However, the assignment of spectral features to particular vibrational motions

was not possible hence preventing a bigger impact of the technique to study more

fundamental properties in crystalline samples and phase transition mechanisms.

In the mid-infrared, spectra can be analysed based on the fact that certain modes,

such as the –CH or the >C¼O stretch, are always observed around well defined

frequencies that are characteristic to the functional groups. In addition, an
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absorption band often exhibits a typical strength that further aids the band assign-

ment. At lower frequencies in the mid-infrared, in the so-called fingerprint region,

increasing complexity of the vibrational modes occurs yet nowadays it is almost

trivial to calculate, for any molecule based on its chemical structure alone, both the

frequency and intensity of all these intramolecular modes from first principles using

density functional theory (DFT). Given that interactions between neighbouring

atoms dominate and longer interaction distances rarely extend beyond the individ-

ual molecule the calculations of such localised normal modes can be performed for

a single molecule. Using as little computational power as that of a portable

computer it is possible to solve such calculations within a matter of hours on

computational packages such as Gaussian 09.

However, these techniques cannot be readily applied to calculate accurate

terahertz vibrational modes (Tomerini and Day 2012). Given the lower energy of

the vibrations the associated motions can no longer be sufficiently modelled based

on an individual molecule surrounded by vacuum, as is the case for the mid-infrared

DFT calculations. At terahertz frequencies it is typically not a simple stretch or

bend of an individual bond that leads to a spectral feature but the collective motions

of the atoms within a molecule. Initial attempts to resolve terahertz vibrational

modes based on simple DFT methods based on a single molecule or a small cluster

of a few isolated molecules (Fischer et al. 2002; Takahashi et al. 2009) were soon

superseded by more sophisticated computational approaches that explicitly take the

periodic nature of the crystalline lattice into account (Allis et al. 2006; Day

et al. 2006). DFT calculations under periodic boundary conditions are computa-

tionally much more demanding and the resources required to successfully get such a

calculation to converge to the tight energy criteria is immense compared to a single

molecule DFT mid-infrared calculation: at present the calculations readily take

weeks of computation time on high performance computing clusters running on

hundreds of processor cores in parallel.

Thus far broadly three different types of methods have been successfully dem-

onstrated for the calculation of terahertz spectral modes: atom-atom potential

methods (Day et al. 2006; Li et al. 2010), periodic DFT methods (Allis

et al. 2006; Jepsen and Clark 2007; Takahashi et al. 2009; King et al. 2011a;

Kambara et al. 2010; Singh et al. 2012; Juliano et al. 2013; Delaney et al. 2013a)

and molecular dynamics simulations (Katz et al. 2014). Each of these approaches

comes with their own merits and limitations. For a detailed review of the back-

ground to these techniques the reader is referred to the excellent summary by

Tomerini and Day (2012) as well as a recent review article on this topic by

Takahashi (2014). Even though enormous progress has been achieved in the

assignment of molecular motions to vibrational features observed at terahertz

frequencies Tomerini and Day point out a number of limitations that currently

restrict all three computational approaches: the effect of surface effects on the

modes at terahertz frequencies, the interaction of sample with binder in a transmis-

sion experiment (Burnett et al. 2013) as well as the effect of disorder (Li et al. 2010)

and impurities in the crystals.
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However, with the refinement of the periodic DFT methods to better account for

the dispersion in the intermolecular interaction it is becoming increasingly straight-

forward to assign vibrational modes at terahertz frequencies, making THz-TDS a

very powerful technique for spectroscopic solid-state analysis. Over the past three

years a number of studies have demonstrated the potential of this approach to study

the solid-sate properties of drug molecules and their complex phase behaviour on

the molecular level (King et al. 2011b; Delaney et al. 2012, 2013a, b; Singh

et al. 2012; Juliano et al. 2013; Pellizzeri et al. 2014).

2.3.4 Polymorphism: Fundamental Properties

As Threlfall recently reminded the pharmaceutical community so felicitously:

“The commonest misperception, easily acquired merely by reading the literature,

is that polymorphism is a simple, well-understood phenomenon and that poly-

morphs are well behaved” (Threlfall 2014). Through the advances made in recent

years in making terahertz spectroscopy available commercially to pharmaceutical

analysis together with the advent of the computational methods described in the

previous section it is now possible to use the spectral observations at terahertz

frequencies to better study some of the fundamental properties of the weak

intermolecular interactions that govern polymorphism in organic molecular

crystals.

Terahertz spectroscopy has proven to be a very sensitive probe to investigate

disorder in crystalline materials. As mentioned briefly before, terahertz spectra

reveal the differences in the molecular dynamics that is caused by local disorder

in a crystal compared to techniques that provide information based on atomic

position, such as X-ray (for heavy atoms such as C, N, O) or neutron diffraction.

For example it was found that the spectra of the cocrystals of theophylline with the

chiral or racemic form of malic acid have very different terahertz spectra even

though their structures are very similar. This was explained by the symmetry

breaking which occurs for the lattice modes in the chiral cocrystal due to the

conformational stress caused by the need of one of the enantiomer having to fit

into the same lattice position as its stereoisomer in the crystal structure of the

racemic cocrystal (Parrott et al. 2009).

In crystalline benzoic acid a temperature dependent disorder is observed for the

position of the hydrogen atom in the carboxylic acid group. By means of compu-

tational simulations Li et al. were able to demonstrate the profound effect of this

subtle disorder on the vibrational modes at terahertz frequencies (Li et al. 2010).

Aided by computational methods King, Hakey and Korter were able elucidate the

interplay between intramolecular torsions and lattice modes that governs the spec-

tral differences between the enantiopure and racemic form of serine (King

et al. 2010a) and ibuprofen (King et al. 2010b). The group was furthermore able

to refine the accuracy of their computational techniques to investigate the effect of

solvates, specifically hydrates, on the terahertz spectrum compared to its anhydrous
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counterpart (King and Korter 2010; King et al. 2010a, 2011c). It was found that

vibrational modes originating from the small and relatively loosely bonded water

molecules dominated the terahertz spectra.

Further examples that both demonstrate the high sensitivity of THz-TDS for

supermolecular structure and explain this sensitivity at the molecular level by

means of computational techniques are the studies recently published by Tim

Korter’s group on the conformational disorder in irbesartan (Delaney et al. 2012),

the discussion of the interplay between conformational strain and cohesion binding

that was found to play a key role in the stability of gabapentin polymorphs (Delaney

et al. 2013a, b) as well as aripiprazole, (Delaney et al. 2013a) and how THz-TDS

can play an important role as a complementary technique to X-ray diffraction in the

characterisation of new polymorphs (Pellizzeri et al. 2014).

In the context of this discussion it is interesting to note that with increasing

degree of crystalline disorder the vibrational peaks that are observed at terahertz

frequencies typically broaden and loose intensity. This effect is particularly pro-

nounced when intramolecular rotations remain possible even once the molecule is

locked into its crystal structure: the increased intramolecular flexibility that is

associated with the crystalline disorder directly affects the complex motions that

govern the terahertz vibrational modes.

2.3.5 Crystalline Phase Transitions

Given its fast spectral acquisition rate and the insensitivity to sample temperature

due to its coherent detection scheme, THz-TDS is ideally suited to investigate the

complex phase transition behaviour that can be observed in drug molecules. A

number of studies have shown how polymorphic phase transitions can be resolved

as a sample of drug material is heated and a new polymorph emerges by means of

solid state transformation (Zeitler et al. 2005, 2006; Upadhya et al. 2006). By

analysing the kinetics of such processes it is possible to explain the molecular

mechanism of the transformation processes (Zeitler et al. 2007a).

It is equally possible of course to use this method to analyse the dehydration

behaviour of hydrate forms as the water molecules leave the crystal structure with

increasing temperature (Liu and Zhang 2006; Zeitler et al. 2007a). Given the

sensitivity of THz-TDS to crystallinity it is very easy to spot the collapse of crystal

structure that is associated with the dehydration of some drug molecules that result

in the formation of an amorphous phase from which subsequent crystallisation of an

anhydrous form can typically be observed.

One aspect that makes THz-TDS unique compared to other vibrational spec-

troscopy techniques when it comes to the investigation of the dehydration behav-

iour of hydrates is that the rotational transitions of water molecules in the vapour

phase exhibit characteristic absorption lines at terahertz frequencies. These lines are

distinct in that they are much narrower and quite intense and hence can be easily

identified. During in situ analysis of the dehydration process it is often possible to

identify the underlying solid state transition as well as the evaporation step of the
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water molecules from the sample surface. These steps can occur simultaneously or

they can be separated into distinct steps (Fig. 5.5) (Zeitler et al. 2007a). Naturally

the sample preparation can influence the loss of water given that a small amount of

drug material is typically embedded in a porous matrix of polymer for a THz-TDS

experiment (Kogermann et al. 2007).

Besides temperature induced phase transformations THz-TDS has been used to

study solid state synthesis of co-crystals through grinding (Nguyen et al. 2007;

Hongwei and Zhiyong 2011; Liu et al. 2011; Du et al. 2013).

Due to the sensitivity for crystalline disorder discussed in the previous

section THz-TDS is a useful probe to resolve phase transitions in such mate-

rials. At the example of simvastatin Tan and Zeitler showed how THz-TDS can

detect the polymorphic transitions between three different forms of simvastatin

(Tan and Zeitler 2015). In this sample the spectra showed no distinct peaks

appearing or disappearing (much in line with XRPD analysis that resolves no

major changes in the crystal packing across the polymorphs) yet a detailed

analysis of the absorption intensity and peak width can clearly reveal the

respective phase transitions.

2.4 Amorphous Materials

When investigating amorphous materials terahertz spectroscopy can provide very

interesting insights into the interplay between high frequency dielectric relaxation

processes, that are well known to play a fundamental role in the stability of the

disordered state, and the vibrational modes that break down into a vibrational

density of states (VDOS) in the amorphous phase. The majority of the absorption

of terahertz radiation by disordered solids is via coupling to the vibrational density

of states (VDOS) (Taraskin et al. 2006), which is sometimes also referred to as the
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Fig. 5.5 Dehydration of theophylline monohydrate observed by in situ THz-TDS
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microscopical peak.2 A general introduction into the physics of THz-TDS of

amorphous materials can be found in Sibik and Zeitler (2015).

2.4.1 Onset of Crystallisation

Compared to the spectral baseline in crystalline samples the VDOS leads to

relatively strong monotonous absorption and it can be used as a very sensitive

probe for crystallisation. It is this sensitivity that a number of studies have exploited

to try and detect, and ultimately better understand the molecular changes associated

with, the onset of crystallisation from the amorphous phase.

By heating a sample of amorphous quench cooled carbamazepine through its

glass transition temperature, Tg, it was demonstrated that this change in molecular

dynamics is reflected in the absorption of terahertz radiation and that the lower

frequencies increase in absorption while at higher frequencies (above 1 THz) a

decrease in absorption is observed as the material changes from a glass into a

supercooled liquid (Zeitler et al. 2007d). Crystallisation is associated with a dra-

matic change in the spectra: the VDOS splits into the well defined phonon-like

vibrational modes that are characteristic for organic molecular crystals and sharp

peaks emerge while the baseline absorption drops significantly.

In a similar fashion the onset of crystallisation was investigated in a sample of

paracetamol (Fig. 5.6) (Sibik et al. 2014b). In this study supercooled paracetamol
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Fig. 5.6 (a) Terahertz spectra of paracetamol crystallising form the amorphous phase. As the

crystallisation progresses distinct vibrational modes emerge from the VDOS. (b) Kinetics of the
crystallisation process and corresponding fit using the Avrami-Erofeev model (modified from

Sibik et al. 2014b)

2 Any excess density of states beyond the Debye level is generally referred to as the ‘Boson peak’.
Some authors refer to the whole VDOS peak as the ‘Boson peak’, which is technically not correct

and further confusion can arise from the discussion of Raman and neutron scattering experiments

where this peak is typically much stronger than in dielectric/THz spectra.
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was also heated above its Tg and crystallisation of one of its polymorphs occurred.

Upon further heating the phase transitions into two further polymorphs was

observed. As the sample in this study was sandwiched between two windows rather

than a free standing pellet, as in the carbamazepine study, it was also possible to

observe the melt of the material at higher temperatures. Using the terahertz spectra

together with a fit to a power law, that was previously developed (Sibik et al. 2013),

it was possible to determine the crystallisation kinetics very precisely. The temper-

ature of the onset of crystallisation as extracted from the THz-TDS spectra was

found to match very well with the deviation of the heat capacity from its baseline

during the DSC measurement.

Using a related type of power law fit McIntosh et al. also studied the

crystallisation kinetics of an amorphous material (McIntosh et al. 2013). But rather

than heating their specimen of amorphous lactose the authors exposed it to elevated

levels of humidity and observed the subsequent crystallisation.

2.5 Stability of Amorphous Drugs Below Tg

In addition to the work into characterising crystallisation processes above Tg it is
very interesting from a stability point of view to understand the mechanisms that

govern the crystallisation of glasses below Tg. Several dielectric spectroscopy

studies have highlighted the importance of the secondary relaxation processes in

this context, in particular that of the Johari-Goldstein (JG) β-relaxation
(Bhattacharya and Suryanarayanan 2009; Grzybowska et al. 2010). In an amor-

phous material typically both primary and secondary relaxation processes take

place and these processes can be observed using dielectric spectroscopy. The

primary relaxation can be considered as a molecular diffusion process and it can

no longer be observed at temperatures below the glass transition temperature, Tg, as
the viscosity of the material becomes too large (Angell et al. 2000). In fact, the Tg is
often defined as the temperature when the α relaxation exceeds 1000 s (Tg,α). In
addition, there are a number of secondary relaxations that can be observed at higher

frequencies and which are explained in terms of intra-molecular flexibility

(Grzybowska et al. 2010) or inter-molecular mobility. For THz-TDS of particular

importance is the so-called JG relaxation processes in this context, in particular that

of the Johari-Goldstein (JG) β-relaxation process (Johari 1970) as well as the fast β
relaxation process. Due to its inter-molecular nature, they are thought to play a

major role during the crystallisation from the disordered state (Grzybowska

et al. 2010). Given that the secondary relaxation processes are typically observed

at frequencies around 106Hz it is surprising that THz-TDS measurements are

sensitive to these relaxation processes. Capaccioli et al. show that it is the caged

molecule dynamics that are probed at terahertz frequencies (Capaccioli et al. 2015).

This caged dynamics manifests itself as the ‘nearly constant losses’ (NCL) in the

susceptibility spectra (see Ngai 1998, 2003 for details on the coupling model) and

refers to molecules that are confined by the anharmonic intermolecular potential.
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The NCL process is fundamentally linked to the JG β-relaxation, and by means of

the coupling model also to the α relaxation and hence both processes can be

detected using THz-TDS.

At the example of a set of polyalcohols as well as sorbitol/water mixtures Sibik

et al. investigated how the dielectric relaxation processes and the VDOS interact

when the temperature of the samples is varied (Sibik et al. 2013, 2014a). As the

samples are cooled from a supercooled liquid into a glass and further to tempera-

tures well below Tg three features were observed in the dielectric losses of all

samples (Fig. 5.7): the VDOS peak can be seen at temperatures well below the glass

transition. Its shape and frequency is almost independent of temperature and it

persists into the liquid phase at higher temperatures. As outlined above the origin of

this peak is due to librational/torsional modes that exist in disordered solids but not

in crystals. At higher temperatures, but still below the glass transition

0:65Tg < T < Tg, an additional β-relaxation process was observed that showed

strong temperature dependence and which was mainly attributed to JG β-relaxation.
Interestingly, compelling evidence was found in all samples for a secondary glass

transition at Tg,β � 0.65Tg. Given that the sample materials span a wide range of

fragilities this phenomenon is clearly not related to the glass fragility and it appears

to be a universal feature of hydrogen bonded glasses. At temperatures above Tg, the
α-relaxation processes dominated the spectra. The authors highlighted that the

thermal changes in the losses at terahertz frequencies originate from a universal

change in the hydrogen bonding structure of the samples that was previously not

reported (Sibik et al. 2014a).

Recent results with partially crystalline naproxen confirm these results (Sibik

et al. 2015). Amorphous naproxen is highly unstable with a strong tendency to

crystallise even if quench cooled and stored at low temperatures. In the study, a

sample of naproxen melt was quenched into liquid nitrogen. As the spectra in
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Fig. 5.7 Schematic of the thermal decoupling process of the molecular relaxation processes from

the VDOS, or microscopic peak, in supercooled hydrogen-bonded liquids (modified from Sibik

et al. 2014a)
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Fig. 5.8 suggest given the monotonous increase in absorption with frequency and

the absence of strong vibrational modes, the resulting sample was mostly amor-

phous. However, the sample is not fully amorphous as the spectra exhibit a weak

shoulder at around 1.2 THz in the absorption spectra at 100 K, indicating the

presence of trace crystallites in the quench-cooled sample. In contrast to the

temperature dependent absorption observed for pure amorphous phases, where an

overall increase in absorption is observed due to the shift of the dielectric relaxation

processes to higher frequencies with increasing temperature, the sample of amor-

phous naproxen that contains seed crystals steadily crystallises even at temperatures

well below Tg. Nucleation has already occurred and crystal growth is observed with
increasing temperature which is characterised by a decrease in the overall absorp-

tion losses while simultaneously a peak emerges from the shoulder and red-shifts

with increasing temperature. What is extremely interesting in this context is that the

results show that the crystallisation of amorphous naproxen commences at temper-

atures well below Tg in the presence of seed crystals.

Further analysis of the data shows that there is a significant change in the

crystallisation kinetics at Tg,β � 0.67Tg. At temperatures above this point

the crystallisation rate increases by about 3.5 times. This coincides exactly with

the temperature where the secondary relaxation enters the terahertz frequency range

which, as already stated, plays a crucial role in the crystallisation of glasses below

Tg. Thus, one must be very careful when evaluating the stability of a glass at

temperatures above the secondary glass transition associated with the β process,

here � 0.67Tg as this state is inherently unstable (albeit the crystallisation rate of

naproxen is quite an extreme case of course).

Sibik et al. were also able to demonstrate that the three temperature regimes that

were identified in samples of polyalcohols (characterised by Tg,β and Tg,α) are also
present in samples of drug molecules (Sibik et al. 2015). After scaling the

Fig. 5.8 Terahertz spectra of a sample of amorphous naproxen that contains seed crystals from

100 to 310 K with 10 K step increments (left). Terahertz absorption of naproxen at 1.5 THz as a

function of rescaled temperature T/Tg (right). Modified from Sibik et al. (2015)
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absorption to be able to compare the change in behaviour between different samples

it was possible to measure the strength of the JG β-relaxation from the slope of a

liner fit between 0.67Tg and Tg (Fig. 5.9). An excellent correlation was found

between this property and the stability of the drug molecules against crystallisation

as measured during XRPD stability studies (Table 5.1). It was shown that fast

(GHz-THz) molecular processes are governing the stability and crystallisation at

temperatures below Tg and that the molecular mobility is facilitating, rather than

actively driving, the structural changes while it was acknowledged that other

factors, such as thermodynamics, also play a key role in the crystallisation process.

3 Terahertz Imaging

3.1 Measurement Principle

In contrast to the previous section, where we were concerned with the spectral

response of the interaction between terahertz radiation and a given sample material,

Fig. 5.9 Scaled absorption

at 1 THz of amorphous

paracetamol, flufenamic

acid, indomethacin, and

simvastatin. The solid lines
show the linear fits across

the relevant thermal regions

to extract the strength of the

JG β-relaxation process

from THz-TDS data (Sibik

et al. 2015)

Table 5.1 Stability tstable of amorphous drugs expressed as time before any crystallisation was

detected at 277 and 298K, glass-transition temperature Tg (¼Tg,α) determined by DSC, together

with the linear-fit analysis of absorption losses, α=α0 T=Tg

� � ¼ Aþ BT=Tg, as shown in Fig. 5.9

Sample tstable at 277K tstable at 298K Tg (K) Tg,β (K) Tg,β/Tg B2

Flufenamic acid 4 days 1 day 285 160 0.55 0:42� 0:15

Paracetamol 45 days 1 day 297 194 0.65 0:45� 0:05

Indomethacin 136 days 7 days 318 243 0.76 0:34� 0:09

Simvastatin >84 days >220 days 303 – – 0:18� 0:03

B2 is the linear coefficient obtained from fits in the temperature region between Tβ and Tg
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the measurement principle in terahertz pulsed imaging (TPI) exploits the time-

domain profile of the terahertz pulse rather than its frequency components. Con-

ceptually the measurement is similar to that of a radar or ultrasound experiment: a

pulse of radiation is focused onto an object and the reflections that occur at

structures below its surface are delayed in time relative to the reflection from the

surface. By measuring the delay between the reflections (the so-called time-of-

flight) it is possible to precisely determine the depth where this reflection originated

from within the sample.

In the pharmaceutical sciences the most successful application for this measure-

ment technique is in the characterisation of coating structures that are applied to

tablets (Fig. 5.10). Both sugar coatings and film coatings have been characterised

(Fitzgerald et al. 2005; Zeitler et al. 2007b) but the majority of the work that has

been reported to date is on polymer film coatings. TPI works very well in this

application because polymers and other tablet excipients are relatively transparent

at terahertz frequencies and hence it is possible for the terahertz pulse to penetrate

deep into the tablet.

As the terahertz pulse is propagating into the tablet a reflection will occur

whenever a change in refractive index occurs. This change in refractive index can

either be due to the propagation of the pulse from one type of material into another

or it can be due to a distinct difference in density of the sample matrix which in turn

is reflected in a change in optical density. The amplitude of the reflection is

governed by the relative difference in refractive indices of the two adjacent layers

that the pulse is propagating through. The reflection coefficient r is defined as

r01 ¼ n1 � n0
n0 þ n1

; ð5:9Þ

where n0 and n1 are the refractive indices of the two media that the terahertz pulse is

propagating through and the subscript in r01 denotes that the reflection occurs at the
interface between medium 0 and medium 1 (Fig. 5.11). Note that the direction of

the reflected pulse (i.e. the sign of its amplitude) can be either positive or negative,

depending on the relative change in refractive indices that the terahertz pulse is

traversing.

single incident
THz pulse

multiple return pulses

coated
tablet

Fig. 5.10 Measurement

principle of terahertz pulsed

imaging (TPI) of coating

structures on tablets
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Typically the terahertz pulse is propagating through air (n0 ¼ 1) before it reflects

off the tablet surface and hence Eq. (5.11) simplifies to

r01 ¼ n1 � 1

1þ n1
: ð5:10Þ

Subsequent reflections from further layer structures deeper in the tablet (inter-

face between the coating and the tablet core, additional coating layers, interfaces in

bi-layered tablets) can be treated in the same manner:

r12 ¼ n2 � n1
n1 þ n2

: ð5:11Þ

It is important to remember from Eq. (5.2) that the refractive index is frequency

dependent and a complex number that also accounts for the absorption of the

material (we should really refer to it as n̂ ωð Þ). However, most polymers that are

used for pharmaceutical coating are almost completely transparent at terahertz

frequencies (κ � 0:006), typically no vibrational modes are observed in the spectral

range and the real part of the refractive index is almost constant over the spectral

bandwidth used in typical instruments and hence n̂ ωð Þ can be approximated by its

average real part n as the propagation term P can be neglected:

P1 dð Þ ¼ exp
�iωen1d

c

� �
ð5:12Þ

Here c is the speed of light in vacuum and d is the thickness of the coating layer.
It is possible to calculate the amplitude of any subsequent reflections below the

surface analytically, however the expressions start becoming increasingly more

Fig. 5.11 Schematic of a basic 1-D model of the propagation of electromagnetic radiation into a

single coating layer of thickness d with refractive index ~n1 from free space (refractive index ~n0).
The tablet core is characterised by a refractive index of ~n2. The terahertz pulse propagates from the

source (not shown, to the left of the sample) to the detector (not shown, also to the left of the

sample) along x. E0 denotes the electric field generated at the emitter whileEN is the electric field

measured by the detector that originates from the coating/core interface
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complex. For example the amplitude from the coating/core interface in a single

layer coated tablet is

EN ¼ � 4n1 n1 � n2ð Þ
1þ n1ð Þ2 n1 þ n2ð Þ ; ð5:13Þ

and further layers can be included in a similar fashion. To facilitate the calculation

it is far easier to describe this by matrix algebra and suitable 1-D propagation

methods have been described in the literature (Shen and Taday 2008; Su

et al. 2014).

Using the real part of the refractive index n of the material the thickness of the

coating layer can then be extracted from the measurement of the time-of-flight, Δt
(Fig. 5.12):

dTPI ¼ Δtc
2n

: ð5:14Þ

Apart from the assumption that absorption from the polymer coating is negligi-

ble the other simplification that is typically made in the analysis of the terahertz

waveform is to assume that the reflection occurs at normal angle to the sample

surface from a beam that can be described by a plane wave. In all of the commer-

cially available TPI systems this is not true and most commonly the reflection angle

is about 30� to the normal and a short focal length is used to achieve tight focusing

and minimal interaction with the atmosphere. However, given the small coating

thickness (typically �200 μm and at most a few hundreds of micrometer thick)

these approximations do not result in significant errors.

The only variable that needs to be calibrated in order to obtain an absolute

thickness of the coating structure is the refractive index of each polymer layer.

Russe et al. showed that the refractive index is independent of the coating thickness

and varies between values of 1.5 and 2.1 for typical coating formulations,

depending on pigment content. The exact value can be determined either using

THz-TDS or by calibration with an independent technique such as X-ray

microtomography (Russe et al. 2012). It was also demonstrated that small
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variations in water content in the coating material have negligible influence on the

absolute value of its refractive index (Niwa et al. 2014).

In Fig. 5.13 three examples of TPI reflected waveforms are shown to illustrate

the reflections that can be observed for a range of coating systems and to highlight

the fact that both positive and negative reflection peaks can occur as well as the fact

that the technique is able to resolve multiple layer structures in the same

measurement.

Other properties that can be derived from the TPI measurement are the surface

reflection peak intensity (also referred to as terahertz electric field peak strength,

TEFPS) which is defined as the magnitude of the reflection coefficient from the

tablet surface relative to the reference reflection from a mirror:

TEFPS ¼ r01
E0

	 100%: ð5:15Þ

The interface index (TII) is defined as the magnitude of the reflection coefficient

from the interface between the coating and the inner tablet normalised to the

reflection coefficient from the interface between the coating and the surface:

TII ¼
EN
r01

	 100%; ð5:16Þ

where TEFPS is the peak intensity, E0 is the amplitude of the reference incident

terahertz pulse, TII is the terahertz interface index. Both parameters are strongly
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Fig. 5.13 Terahertz time-domain waveforms after signal processing of three samples of coated

pharmaceutical tablets. The first two samples are coated with a single polymer layer. The first

reflection is due to the interface between free space (air n0 ¼ 1) and the polymer coating. The

second reflection originates from the interface between the polymer coating and the tablet core. In

the sample on the left the refractive index on the coating material, ncoat, is higher than the refractive
index of the tablet core, ncore, and hence a negative peak is observed. The opposite is the case for

the sample in the centre. Here, ncoat < ncore, resulting in a second positive peak. In the third sample

(right) there are two coating layers on top of one another. The first layer which is coated directly

onto the core has a higher refractive index compared to the outermost second layer (modified from

Zeitler and Shen 2012)
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affected by the refractive index of the tablet coating layer and can be used to

provide information on relative coating density over the surface of the tablet

(Ho et al. 2010; May et al. 2013). The interface index may also denote the changes

in the physicochemical properties at the interface between the coating and the inner

tablet.

3.2 Instrumentation

There are currently two imaging systems on the market that are specifically

designed to image pharmaceutical dosage forms. Figure 5.23 shows the schematic

diagram of a typical TPI system (in this case the TPI imaga 2000, TeraView Ltd.,

Cambridge, UK).

In TPI measurements, the transient electric field of the terahertz pulses is

recorded as a function of the time delay between the terahertz pulse and the optical

probe pulse. By sweeping the optical delay using a rapid variable delay stage, the

entire terahertz waveform can be measured in less than 10 ms. Recent advances in

laser technology have made it possible to further reduce the measurement acquisi-

tion time by employing a second laser the phase of which can be controlled

electronically to time-gate the detector hence removing the need of a mechanical

delay line. In such systems data acquisition rates of less than 1 ms are routinely

possible (Figs. 5.14 and 5.15).

To acquire a TPI map of a tablet the terahertz waveforms are measured at

200 μm steps over the entire surface of a sample. There are currently no array

detectors for TPI measurements and hence the maps have to be acquired by point

mapping over the surface of the object of interest. Most pharmaceutical tablets have

curved surfaces and, hence, a precise model of the surface shape and curvature of

the tablet under investigation is the prerequisite for a reliable and quantitative TPI

measurement. Such a topological surface model can be obtained in a fully auto-

mated measurement before the terahertz map is acquired by using a laser gauge that

operates with a visible laser beam (Zeitler et al. 2007b). This model is subsequently

used to present the tablet sample to the terahertz optics and keeping the tablet

precisely at the focal position with sample surface always perpendicular to the

terahertz sensor (Shen and Taday 2008). Consequently, no sample preparation is

required and most pharmaceutical solid dosage forms with common shapes and

surface curvatures can be directly imaged using this type of instrument (Zeitler

et al. 2007b).

3.3 Film Coating

Out of all the work that has focused on applications of TPI in the pharmaceutical

literature investigations into the integrity and uniformity of film coating structures
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clearly dominate. For such coating characterisation the TPI technique has signifi-

cant advantages compared to competing technologies:

• TPI is non-destructive: optical microscopy requires samples to be microtomed;

techniques such as laser induced breakdown spectroscopy locally destroy the

sample (Brock et al. 2012).

• TPI provides excellent contrast between the different coating structures even

when the coating layers are transparent and even if the differences in refractive

indices between the layers are quite subtle. The lack of contrast is one of the

disadvantages of X-ray microtomography (XμCT) (Russe et al. 2012).
• Given TPI operates at such long wavelength (mm to hundreds of micrometers)

scattering from particles (e.g. pigment) or air bubbles in the coating structure as

well as from the tablet core is negligible and therefore the contrast between

layers is not blurred and it is possible to measure structures deep below the
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Fig. 5.14 Schematic diagram of a typical terahertz imaging setup used to image pharmaceutical

tablets. The tablet samples are manipulated using a six-axis robotic arm. The system is capable of

automatically point mapping over the entire surface of an arbitrarily shaped tablet. This config-

uration is utilised in the TPI imaga 2000 instrument by TeraView Ltd. (modified from Zeitler

et al. 2007b)
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surface of a tablet. Scattering is the major limitation of optical coherence

tomography (OCT) when applied to pharmaceutical coatings in particular

when pigments are present in the coating layer.

• The image acquisition is relatively fast for an entire tablet (tens of minutes);

signal processing is instantaneous and not computationally demanding. This is in

contrast to XμCT where acquisition and data processing takes hours.

• The TPI measurement is a direct measurement of the coating structure and not an

indirect technique such as other spectroscopic imaging methods (NIR, Raman),

where a change in spectral intensity needs to be calibrated into a coating

thickness by means of chemometric models.

• Due to the implementation of the point mapping measurement where the tablet is

always at focus and normal to the optics there are no aberrations and intensity

fluctuations over the tablet surface as often the case in global imaging methods

such as NIR imaging (Maurer and Leuenberger 2009).

Fig. 5.15 Alternative design for TPI instrumentation that deploys a second ultrafast laser instead

of a mechanical delay line for the time-gated detection of the terahertz pulse. This configuration is

employed by the TAS7500IM instrument by Advantest Inc.
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• Using TPI it is possible to measure very thick coating structures (
100 μm) as

terahertz radiation can penetrate the coating material easily. This is a major

limitation for OCT as well as NIR and Raman spectroscopy/imaging techniques,

where penetration is limited to much thinner structures.

However, like with all methods there are of course also significant limitations of

the TPI technique. Some of the disadvantages are:

• It is not possible to measure the coating structures at any tablet features that

exhibit strong local curvature such as sharp edges at the crown of the tablet or in

embossings (Brock et al. 2013a). Such structures can be much better resolved

with XμCT.
• The internal volume of the sample cannot be fully resolved and the spatial

resolution is decreasing the deeper within the sample the measurement origi-

nates from. This is largely due to the optics used for TPI measurements, which is

optimised to resolve relatively thin structures near the surface of the sample.

Again XμCT is a very good method to analyse such structures, as is magnetic

resonance imaging (Zeitler and Gladden 2009).

• Coating structures with a thickness of less than 35 μm cannot be easily resolved

as the measurement requires the two reflection peaks to be well resolved in the

time-domain. It is possible to use advanced data extraction techniques for this

purpose but this requires further calibration of the measurement (Ho et al. 2009a;

Su et al. 2014). OCT techniques are much better suited for such thin structures

(Zhong et al. 2011).

• Due to the long wavelength of terahertz radiation the TPI technique is difficult to

perform for coated pellets. Only pellets of sufficiently large dimensions

(>500 μm) can be measured reliably. OCT typically operates at NIR frequencies

and can readily image much smaller pellets (Li et al. 2014)

3.3.1 Coating Uniformity

Figure 5.16 shows an example of how the TPI measurement can be used to

investigate the coating uniformity during a film coating process. At regular intervals

during the coating operation samples were removed from the coating pan and

analysed using TPI. The resulting coating maps show the spatial distribution of

the coating layer thickness over the surface of the tablets. The thickness distribution

can be summarised by histogram plots and the results show that in this process good

uniformity was achieved for each tablet. This method is an ideal tool for formula-

tion and process development (Ho et al. 2009b).

In a further study TPI was compared to NIR imaging to resolve the layer

thickness growth during a film coating process (Maurer and Leuenberger 2009).

The NIR and TPI results were in good agreement and the authors pointed out that

due to the low power of the TPI sensor the terahertz measurement did not cause any

temperature increase in the sample, which is advantageous as heating the coating
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during the measurement might lead to changes in its structure through curing,

which could occur during the NIR measurements.

In spite of this excellent uniformity on the convex surfaces of the tablet it is very

important to also consider the influence of the tablet geometry on the relative

coating thickness distribution. Figure 5.17 highlights a commonly encountered

situation where the centre band area of a biconvex tablet exhibits a significantly

different amount of coating compared to the top and bottom surfaces. This behav-

iour can easily be explained by the relative exposure times and frequencies of these

surfaces in the spray zone of the coating pan but it elegantly highlights the

shortcoming of applying simplistic quality metrics such as weight gain to monitor

and control the film coating process. While the thickness of the centre band is very

often thinner compared to the top and bottom surface, this is not always the case as

illustrated in Fig. 5.17, as the mechanical forces during the coating operation vary

significantly depending on process scale and it hence can be possible for low

density thick coating structures to form around the crown of the tablet during

small scale coating or at low pan load (Ho et al. 2008).

As demonstrated by Ho et al. it is possible to detect a range of coating defects

using TPI, both defects that are visible on the surface of the tablet and ones that

extend far deeper into the coating and/or tablet core (Ho et al. 2007). This was

confirmed in a later study by resolving cracks in the coating structure between

Fig. 5.16 TPI maps of the thickness distribution over the surface of biconvex tablets with process

time. The tablets were sampled during the process and measured off-line. Coating process times

are from left to right: 1, 2, 3, 4 and 5 h

Fig. 5.17 Coating thickness distribution over all surfaces of a biconvex tablet (modified from

Zeitler and Shen 2012)
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neighbouring parts of embossings (Maurer and Leuenberger 2009). Niwa and

Hiraishi further highlighted how TPI can be used to resolve surface defects follow-

ing film coating of tablets (Niwa and Hiraishi 2014). Using the TPI technique it was

possible to spatially resolve areas with high surface roughness on the tablet faces

and quantify their extend. Given the relatively long wavelength of the terahertz

technique this application is however somewhat limited to defects of sufficient size

and other techniques, including imaging methods at visible frequencies, may well

be equally suited to resolve such kind of surface defects.

The TPI technique is also very attractive when analysing thick coating structures

that would be difficult to penetrate using other sensing modalities. This effect was

highlighted in a recent study by Vynckier et al. where TPI was used to analyse the

thickness of a drug-loaded polymer layer that was co-extruded with a tablet shaped

modified release core to form a monolithic drug delivery system using the process

of calendering (Vynckier et al. 2015). Not only was it possible to measure the

coating thickness (>400 μm) but it was also possible to measure the presence of an

air gap between the structures where delamination occurred as well as quantify its

thickness.

3.3.2 Functional Coatings

For simple cosmetic coatings it does not matter too much whether the relative

thickness varies over the surface of a tablet as long as all surfaces have a coating

that exceeds a minimum thickness which provides the desired colour and gloss

characteristics. This can even be true for some functional coatings: as long as no

holes in the coating are present and a minimum thickness has formed that is

sufficient to act as a barrier the absolute thickness of an enteric coating layer is

not critical for its function (Spencer et al. 2008); the same is true also for moisture

barrier coatings (Zhang et al. 2013) and probably also for light protective layers.

The situation is however radically different when the coating acts as a diffusion

barrier for sustained release applications or if it contains an active pharmaceutical

ingredient (API) and hence has to comply with strict content uniformity

requirements.

One type of formulations where active diffusion membranes are applied to the

dosage form is the push-pull osmotic system (PPOS) where a semi-permeable

coating is used to allow selective mass transport of water into the tablet core due

to typically high salt concentration in the tablet core. The solubilised drug disper-

sion is then released through a small hole that is applied into the diffusion mem-

brane after the coating process. Small variations in the mean coating thickness of

the diffusion membrane were shown to directly correlate with the drug release

characteristics of such dosage forms (Malaterre et al. 2009).

In active coating content uniformity is typically analysed by destructive and time

consuming high performance liquid chromatography (HPLC) assays combined

with dissolution testing. This traditional quality control method is accurate and

precise but can only be applied to a limited number of samples per coating batch
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due to its destructive nature and the cost and time associated with it. Brock

et al. showed that TPI can be developed into a suitable non-destructive quality

control technique to reliably quantify the API content of active coating (Brock

et al. 2012). An additional advantage is that for each sample the TPI measurement

takes less than one hour, which is typically less than the HPLC method given the

significant sample preparation time and prior drug dissolution.

TPI is an excellent tool to help with the development of a coating process and

finding the best process parameters to operate the coater with. In combination with a

design of experiment (DoE) the TPI measurements can provide much more insight

into the effect of the process variables on the quality and characteristics of the

coated product than other surrogate parameters such as the coating weight gain. As

demonstrated by Brock et al. this information can be applied to find the best process

conditions to ensure good intra-tablet coating uniformity (Brock et al. 2013b) while

also keeping the inter-tablet uniformity as well controlled as possible (Brock

et al. 2014) (Fig. 5.18).

The coating thickness measurements were found to correlate directly to the API

content of the coating material as determined by HPLC analysis for the tablets that

had been coated with an active coating (Fig. 5.19). By replacing slow and expensive

routine HPLC assays with TPI measurements a clear opportunity has emerged to

save time and cost in the coating development process. The TPI method is not

capable of providing the same information as the HPLC method can in terms of

providing an impurity profile and resolving other chemical constituents but if the

aim in routine end product quality testing to release a batch of tablets is to

determine content uniformity the dissolution test and associated HPLC method

could be replaced by TPI testing, in which case it would be even possible to test a

much larger number of tablets per batch to build up even better confidence in the

coating quality.

The general applicability of the TPI method was further confirmed in a study by

Niwa, Hiraishi and Terada on the impact of the process conditions on the coating

Fig. 5.18 Correlation of the drug content in the active coating layer with the layer thickness as

measured by TPI (left); and coefficient plots for the analysis of a 25�1 design of experiments for the

active coating process at pilot scale. The y-axis represents the coefficient of variation of the

respective property (modified from Brock et al. 2014)
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properties of enteric coatings, where the terahertz coating maps were directly

compared to virtual cross-sections through the coatings as measured by XμCT
(Niwa et al. 2014).

Beyond using TPI in combination with DoE coating runs to explore the effect of

coating process variable on the coating quality it is also possible to utilise computer

simulations to develop a better process understanding and validate the theoretical

results of such simulations using TPI experiments. Freireich et al. recently

presented a new method based on discrete element modelling (DEM) together

with two additional methods to perform the coating step onto the tablets following

the DEM simulation (Freireich et al. 2015). These two methods account for the

influence of the shadowing by neighbouring tablets to the simulated spray and the

simulation is able to resolve the intra-tablet coating uniformity for a range of

different tablet shapes. For all samples the tablet top and bottom surfaces were

found to have thicker coatings than the centre bands. The experimental coating data

displayed similar features as those found in the simulations (Fig. 5.20). The

observed coating thickness distribution is consistent with the concept that the

more readily a tablet can roll on the tablet bed in the coater and expose its surfaces

to the spray, the more uniformly coated it will be. It is important to note that

although randomly selected tablets from the DEM simulations displayed similar

coating distributions with respect to the centre band vs. the other tablet surfaces, the

coating distribution on an individual tablet can vary significantly from the coating

thickness distribution averaged over all of the tablets (top row in Fig. 5.20). Hence,

a large number of tablets needs to be sampled and averaged to estimate a mean-

ingful statistics of the population.

Another type of coating structure that can be analysed by TPI is the diffusion

barrier membrane in sustained release coatings. Here the thickness and porosity of

Fig. 5.19 Interaction of drum load with drum rotation speed n the HPLC (left) and TPI model

(right).Dashed line: low factor level, solid line: high factor level (modified from Brock et al. 2014)
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the coating is of critical importance for the release rate of the API which is

contained in the tablet core. Ho et al. demonstrated that TPI has similar predictive

power to dissolution testing for such structures which is very attractive given the

long release periods that need to be tested by dissolution experiments for such

sustained release formulations (drug release is designed to take place over days)

(Ho et al. 2008, 2009a). Using multivariate calibration that is able to resolve the

reflection peak from the coating/core interface even for very thin layers where the

reflection is merged into the surface reflection it was possible to develop a quan-

titate model that could be used to predict the mean dissolution time (MDT) of a

coated sustained release formulation (Fig. 5.21).

In addition to the potential to speed up quality testing of the finished coated

product the TPI method also has merit to better understand the changes in coating

microstructure during scale-up operations. At the example of the sustained release

coatings discussed above Ho et al. showed that both TEFPS and coating layer

thickness measured by TPI showed better correlation with the MDT for batches

coated under different process conditions compared to the weight gain (Fig. 5.22).

In this experiment two batches were coated with the same nominal polymer weight

gain, one at lab scale and the other at pilot scale. The TPI measurements revealed

that the pilot scale samples released slower but exhibited a thinner, more dense

coating layer as the mechanical force on the coating was significantly larger at pilot

scale compared to the lab scale process. The thicker, more porous coating that was

formed at lab scale conditions allowed for faster diffusion and hence faster mass

transport and faster drug release.

A similar effect was found when comparing different types of coating equipment

at the same process scale. Haaser et al. showed that the coating structure of tablets

coated in a pan coater was different to that of the same tablet cores being coated in a

fluid bed, even though the tablet cores and the coating formulation was identical

(Haaser et al. 2013). This difference in coating structure as characterised by the

layer thickness and the interface index (TII, Eq. (5.16)) resulted in significant
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Fig. 5.20 Intra-tablet coating thickness distribution modelled by computer simulation (top). The
average coating thickness distribution based on 770 tablets is plotted on the top left, while the

coating distributions for four tablets chosen randomly in the DEM simulation after 1800 s process

time are plotted on the right. The experimental TPI measurements of four samples also removed at

1800 s process time are shown for comparison (bottom) (modified from Freireich et al. 2015)
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differences in drug release from the API in the tablet core. Again, the coating layer

was designed to act as a diffusion barrier and the changes in drug release kinetics

were attributed to the effects that the differences in mass and heat transfer as well as

mechanical stress that are specific to the type of coating process had on the resulting

coating microstructure.

3.3.3 Calibration of Process Sensors

The advantage of being able to measure absolute coating thickness following

minimal calibration requirements of measuring the refractive index of the coating

Fig. 5.21 Measured versus predicted MDT based on the multivariate calibration model of the

terahertz time-domain waveforms. Both calibration and validation data points are presented here

(modified from Ho et al. 2009a)

Fig. 5.22 Corelleation of the mean dissolution time (MDT) with the weight gain of polymer that

was coated, the coating layer thickness and TEFPS as measured by TPI. The red trendline is

plotted as a guide for the eye (modified from Ho et al. 2008)
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material, makes TPI an attractive reference method for the calibration of spectro-

scopic in-line sensors such as NIR or Raman fibre coupled probes that are more

robust and less expensive compared to TPI.

Although frequently used for process control of film coating operations NIR and

Raman sensors cannot directly measure the coating thickness of a tablet. In such

measurements the thickness of the coating layer is inferred by the change in spectral

signatures that are either unique to the coating or to the core: e.g. as the intensity of

vibrational modes that are unique to the API in the tablet core decreases the

polymer film that covers that tablet surface increases. This information is used to

build an indirect chemometric model which would typically be used to calibrate the

spectral signature against polymer weight gain based on a training data set that is

measured using a set of coated tablets with varying weight gain. Using TPI the

calibration can be made directly against coating thickness rather than the surrogate

parameter weight gain. This concept has been demonstrated for both NIR (Zhong

et al. 2010; Gendre et al. 2011) and Raman (Müller et al. 2012) sensors and it has

been shown to significantly reduce the number of samples required as well as the

model development time.

Using the coating thickness measured by TPI is a far more accurate variable to

calibrate the chemometric models against compared to the variation in tablet core

weight as it is very difficult to provide meaningful weight gain parameters for thin

coating layers where the polymer weight gain is similar to the variation in tablet

core mass. For thin samples, where the TPI is limited by its minimum thickness

resolution, OCT is an excellent technique and the combination of OCT and TPI is

very promising to cover the entire range of coating thickness for calibration (Zhong

et al. 2011).

Fig. 5.23 TPI can be used

to accurately measure the

coating thickness on tablets

over a range of thicknesses

to build an NIR calibration

dataset for quantitative

multivariate analysis

(modified from Zhong

et al. 2010)
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3.3.4 In-Line Sensing

As discussed previously in this section, while a high resolution surface map of an

entire tablet takes tens of minutes to acquire, one single TPI time-domain reflection

waveform can be measured in less than 10 ms. This fast acquisition rate can be

exploited to measure the coating thickness of individual randomly moving tablets in

a perforated pan coater by placing a TPI sensor on the outside of the drum and

measuring through its perforation (Fig. 5.24) (May et al. 2011).

The sensor measures a continuous stream of reflected waveforms, each one

acquired in less than 10 ms. From this data stream the waveforms that correspond

to reflections from tablets that are in focus and oriented normal to the TPI sensor

(‘tablet hits’) are identified using a selection algorithm. The process is facilitated by

the unique reflection characteristics that can be defined for each ‘hit’ in terms of

peak position, width and intensity amongst other parameters (Fig. 5.25). Even

though the majority of the tablets will align themselves with their face to the

drum wall the hit rate for this algorithm is low, yet sufficient to measure the

inter-tablet coating thickness distribution in the pan. During 10 min measurement

time about 72,000 THz waveforms are collected of which there are 200-300 hits,

corresponding to a hit rate of less than 5%, as identified using very conservative

criteria for the waveform selection algorithm. Using the tablet thickness measure-

ments of hundreds of tablets makes it possible to derive meaningful statistics of the

coating thickness distribution within the coater in real time while the process is in

progress.

The TPI in-line measurements that were acquired during the coating process of a

batch of 150 kg of tablets revealed that the inter-tablet coating thickness

Fig. 5.24 (a) Schematic diagram of the pan coater fitted with the terahertz coating sensor, (b)
successful terahertz measurement of the coating thickness of a tablet in the coating pan through a

single hole of the drum mesh and (c) measurement of a reference reflection from the mesh. The

terahertz pulse is shifted in phase and is much larger in amplitude allowing an easy discrimination

between the reference waveforms from the drum mesh and the coating measurements from the

tablets in the coater (modified from May et al. 2011)
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distribution within the coating pan is much wider than would be expected based on

the off-line analysis of the sample that was removed from the pan during the same

period. Based on the off-line measurement of more than 20 tablets the operator

would assume a relatively tight distribution of coating thickness for the tablet

population in the coater (��20%) while the in-line sensor clearly demonstrates

that the actual distribution shows a variation of >�100% (Fig. 5.26).

The TPI in-line sensor measurements are acquired using a prototype sensor and

currently this technology is not yet available commercially. However, the results

highlight the potential for this technology to improve the understanding of film

coating, a very complex process that is presently dominated by empirical control

strategies.

3.4 Chemical Imaging

Given the unique combination of spectral signatures that can be investigated using

THz-TDS (see Sect. 2) and the ability to penetrate pharmaceutical excipients and

resolve structures at depth, it is only natural to try and combine both approaches for

depth resolved hyperspectral imaging. The principle of a basic two-dimensional

chemical mapping analysis was demonstrated by Shen at al. (2005b) and more

Fig. 5.25 Real-time signal processing for in-line TPI sensing. Examples of three rejected wave-

forms (a–c) and one accepted waveform (d). Reflection outside the primary pulse position range

(a), the primary pulse amplitude range (b) and the secondary pulse amplitude range (c), and an

accepted waveform that satisfies all these criteria (d) with an arrow highlighting the coating/core

interface (modified from Lin et al. 2015)
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advanced depth resolved three-dimensional datasets were introduced shortly after-

wards by the same group (Shen et al. 2005a). The concept was further refined using

model pharmaceutical compacts of simple geometry to show the ability to spatially

resolve different chemical entities (Cogdill et al. 2006). Using a transmission setup

the method was also demonstrated to be able to locate a fraction of cocrystal in a

polyethylene matrix (Charron et al. 2013). Apart from tablets TPI was used in the

pharmaceutical context to investigate the homogeneity of API in transdermal

patches (Sakamoto et al. 2009).

By combining the ability of THz-TDS to quantify different solid-state modifi-

cations as discussed in Sect. 2.3.2 with mapping tablets in transmission Ajito

et al. used terahertz imaging to show the distribution of different formulation

ingredients and their homogeneity (Fig. 5.27) (Ajito et al. 2014).

The same concept can also be used to follow phase transitions in tablets. In a

proof-of-principle study Hisazumi et al. used theophylline prepared into tablets by

mixing with microcrystalline cellulose and magnesium stearate to demonstrate how

the moisture induced transformation from the anhydrous form to the hydrate and

back can be monitored using terahertz imaging (Fig. 5.28) (Hisazumi et al. 2012a).

It was also demonstrated that spectral information can be extracted in reflection

imaging from buried layers or structures within tablets even if they are coated

(Takeuchi et al. 2014).

Fig. 5.26 Left: histogram of tablet coating thicknesses inside a production scale coating during

operation. The large thickness values (>150 μm) acquired do not represent reliable measurements

and are artefacts due to relaxed acceptance criteria. Baffles were removed from the coater after

200 min process time. Right: corresponding mean (a), inter-tablet variability (b), and number of

tablet hits (c). Lines are plotted to guide the eye (modified from Lin et al. 2015)
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3.5 Tablet Microstructure

3.5.1 Tablet Density/Hardness

Apart from measuring the thickness of coating structure and chemical imaging a

number of other TPI applications have been reported in recent years. As outlined in

the introduction to this section in Eq. (5.10) the amplitude of the first reflection

(from the surface of the tablet) is related to the refractive index of the surface.

Fig. 5.27 Temperature-dependent THz-TDS transmission images of a commercial tablet

containing 10 mg of famotidine. The peaks at 1.65, 1.08, and 1.14 THz, measured at 220 K

correspond to famotidine polymorphic form A, form B, and D-mannnitol, respectively (modified

from Ajito et al. 2014)

Fig. 5.28 Chemical mapping in transmission at 0.98 THz for theophylline in the tablets during

storage (left). The strong spectral feature at 0.98 THz corresponds to the anhydrate form (right) and
it is possible to resolve the solid state transformation process over time as the sample gets hydrate

and dehydrated (modified from Hisazumi et al. 2012a)
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This information can be used to estimate the density of flat faced tablets by

calibrating the change in amplitude either using univariate or multivariate calibra-

tions models, that can also specifically take into account the spectral components of

the refractive index (Palermo et al. 2008).

Using a set of tablets compressed into either flat-faced or biconvex geometries

May et al. investigated the applicability of TPI to resolve the subtle changes in

refractive index associated with the variation in tablet density resulting from

different compaction pressures (May et al. 2013). The results showed a clear

correlation between the surface refractive index and the tablet bulk density

(Fig. 5.29). It was also shown that the crushing force, i.e. the tablet hardness, can

be correlated with the surface refractive index as measured by TPI.

3.5.2 Cracks and Delamination

In addition to investigating structures in the immediate vicinity of the tablet surface

such as coatings, surface defects and density it is also possible to investigate

structures far below the surface of the dosage form. At the example of a

tri-layered tablet it was demonstrated that structures up to 2 mm below the surface

of the tablet can be resolved in a standard TPI measurements (Zeitler et al. 2007a, b,

c, d). Despite this proven ability to penetrate the tablet matrix this type of analysis is

not yet used as commonly compared to film coating analysis. The optics of

commercial TPI systems are optimised to resolve thin structures near the surface

of the object of interest with the best possible lateral spatial resolution and hence

typically the focal length of the optics are short and the terahertz beam is strongly

converging.

In recent years the application of advanced imaging modalities that are com-

monly used at other frequencies such as e.g. three-dimensional synthetic aperture

techniques which have been extensively used for radar imaging were demonstrated

successfully at terahertz frequencies (Henry et al. 2012). With further development
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of optimised and automated image reconstruction algorithms for TPI, which might

also take scattering into account explicitly, such techniques are set to significantly

extend the applications for TPI to resolve the microstructure deep within pharma-

ceutical dosage forms (Sakamoto et al. 2012), where currently applications are

somewhat limited by diffraction and scattering effects.

Even given the present limitations in terms of the missing adaptability of

commercially available TPI optics as well as the need for further development of

advanced image processing techniques, there are a range of applications beyond

coating analysis that can already be realised with the existing technology. Niwa

et al. showed how TPI can be used to detect delamination between and the risk of

rack formation in bilayered tablets (Niwa et al. 2013). Due to the large difference in

refractive index between air (nair ¼ 1) and the tablet matrix (ntablet � 1:5) a strong
reflection is observed when layers delaminate, i.e. air pockets form at the interface

that delaminates or forms a crack (Fig. 5.30). Compared to other reference tech-

niques such as XμCT the TPI method is much faster and the authors state that the

reflection amplitude at the interface can be used to estimate the risk for delamina-

tion even in tablets that do not yet exhibit a crack.

3.5.3 Porosity

Besides direct imaging applications where physical or chemical properties of the

tablets are resolved in lateral directions there are a number of largely unexplored

applications when imaging in axial direction. There have been a number of papers

from Peiponen et al. (Juuti et al. 2009; Tuononen et al. 2010a, b; Ervasti et al. 2011;

Fig. 5.30 TPI virtual cross sections showing the internal structure of three bi-layer tablets that

were compressed under different conditions. Note that the x-axis is in units of time-delay

equivalent to a refractive index of nair ¼ 1 (modified from Niwa et al. 2013)
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Bawuah et al. 2014a, b) that have shown the interplay between tablet excipients,

their porous matrix and the optical properties in THz-TDS and how such effects can

be quantified e.g. using effective medium approximations. Such applications are

exciting because of the wealth of physical information that can be extracted from a

tablet using a non-destructive transmission measurement. In a single measurement

it is possible to quantify the porosity, weight and potential drug content of a tablet

and given a large volume of the tablet is sampled the results are representative of the

bulk behaviour of the sample. This opens a range of potential applications for

process analytical technology (PAT) applications given the high penetrative power

of terahertz radiation and the short measurements duration (milliseconds) required

for transmission measurements that could complement the presently used destruc-

tive weight/thickness/hardness measurements following tablet compaction.

In a recent paper Peiponen et al. developed this concept further and highlighted

the possibility of directly extracting mechanical properties from a tablet transmis-

sion measurement (Peiponen et al. 2015). By determining the tablet porosity it is

then possible to use well established power law relationships to determine the

corresponding Young’s modulus of the tablet sample under investigation.

3.5.4 Disintegration Testing

It is possible to combine the ability of terahertz radiation to penetrate deep into

pharmaceutical tablets with the high temporal resolution of the measurement as

well as the high contrast that can be achieved with TPI (Yassin et al. 2015a, b). At

the example of rapidly disintegrating oral formulations and a specially designed

flow-loop it was demonstrated that TPI can be used to investigate the mass transport

of dissolution medium within the tablet matrix by one-dimensional imaging exper-

iments (Yassin et al. 2015a). The terahertz pulse exhibits reflections from the tablet

surface as well as from the penetrating liquid front (Fig. 5.31). The TPI data can

then be analysed to extract the position of the penetration front within the tablet as

well as its swelling characteristics upon contact with dissolution medium.

Fig. 5.31 Measurement principle (left) and example of penetration of water into a 1.5 mm thick

matrix of microcrystalline cellulose (MCC) at 10% porosity (left). There is a clear peak at the

interface between the wetted and unwanted MCC and the mass transport characteristics in the

matrix can be extracted using the position of the peak over time (unpublished results)
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By systematically varying the formulation (filler, disintegrants, lubricants) as

well as the microstructure (porosity, compaction characteristics, particle size) it is

possible to use the TPI technique to develop a fundamental understanding of the

tablet disintegration process (Fig. 5.32). The TPI method makes it possible to

complement the previously developed swelling analysis and models (Lowenthal

1972; Dees 1980; Julian Quodbach and Kleinebudde 2015) and develop mathemat-

ical models of the process which in turn will allow for rational design of disinte-

gration behaviour.

4 Conclusions

Terahertz technology has been applied to a wide range of applications in the

pharmaceutical sciences over the past decade. Even though still in its infancy the

technology has demonstrated a clear potential to help with the understanding of

fundamental processes that are of critical importance for the stability and perfor-

mance of modern medicines.

The unique ability of terahertz radiation to study the weak molecular interactions

in hydrogen bonding systems make terahertz spectroscopy an ideal probe to resolve

the structures and dynamics of drug molecules as well as the interplay between drug

molecules and excipients. As a spectroscopic technique THz-TDS is much faster

compared to crystallography measurements and is hence particularly suited for in

situ measurements, though of course it cannot provide the full crystallographic

information such as the unit cell structure albeit its high sensitivity to crystallo-

graphic properties.

For imaging applications TPI stands out as a technology that combined suffi-

ciently high spatial resolutions (in particle in depth) with high penetrative power

that gives unparalleled insights into the microstructure of a dosage form well

Fig. 5.32 Water penetration into MCC tablets of varying porosity (left) and corresponding

disintegration times as a function of the liquid ingress rate (right). The data points are labelled

by their corresponding porosity (unpublished results)
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beyond its coating. Future developments will undoubtedly lead to more affordable

and more robust instrumentation together with better understanding how to inter-

pret the complex vibrational spectra at terahertz frequencies as well as further

enhancements in image reconstruction at depth and better ways to resolve chemical

information from structures embedded in the dosage forms.
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Chapter 6

Circular Dichroism Spectroscopy
for Structural Characterization of Proteins

Søren Vrønning Hoffmann, Mathias Fano, and Marco van de Weert

Abstract The large size, physicochemical complexity and rather labile nature of

proteins present significant challenges in delivery of pharmaceutical proteins. First,

the native structure of a given protein drug molecule must be characterized in order

to define the active compound. Next, for the successful development of a formula-

tion or drug delivery system for said molecule, compatibility of the system with the

protein should be demonstrated. This is a challenging task as formulations and

delivery systems often contain chromophores or particulates that absorb or scatter

light, preventing the direct use of several of the most commonly used techniques for

structural characterization.

The single most important spectroscopic method for the rapid elucidation of

protein structure in solution is circular dichroism (CD) spectroscopy. In this

chapter, an overview of the method is given, with a discussion of the instrumenta-

tion, several specific examples of applications and general experimental recom-

mendations for CD experiments, including a special perspective on challenging

samples as may be encountered in pharmaceutical sciences.
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1 Fundamentals of Circular Dichroism Spectroscopy

1.1 Physical Basis for Circular Dichroism

Chirality is at the heart of circular dichroism (CD) spectroscopy. A molecule is

chiral if it has a mirror image which cannot be superimposed on itself after a proper

rotation (Anslyn and Dougherty 2005; Barron 2009), in the same way as a right

hand cannot be transformed into a left hand by a simple rotation. Proteins are chiral

since their monomer units, amino acids, are chiral and exist as both a left and a right

handed enantiomer. As an example, the two enantiomers of alanine are shown in

Fig. 6.1. Amino acids commonly found in proteins are of the left handed form.

Light may also act as a true chiral object (Barron 2004). When produced in a

circular polarization state, the electric field vector of the electromagnetic radiation

traces out a helical motion in space as shown in Fig. 6.1. Circularly polarized light

(CPL) may either rotate in a left (l-CPL) or right (r-CPL) handed motion, and the

two polarizations states are, just as chiral molecules, a mirror image of each other,

and thus cannot be superimposed by a proper rotation.

In normal absorption spectroscopy, which is routinely carried out in molecular

biology and chemistry laboratories, the light source is unpolarized, and does not

distinguish between enantiomers of chiral molecules. Likewise, absorption of

circularly polarized light by a non-chiral molecule will, due to the lack of symme-

try, not depend on the handedness of the light. However, circularly polarized light

will be absorbed by a chiral molecule to different extents depending on if the light is

left or right handed polarized. Circular dichroism spectroscopy takes advantage of

this. The circular dichroism is defined as the difference in absorption between left

(AL) and right (AR) handed polarized light:

Fig. 6.1 The two enantiomers of the amino acid alanine (top) are mirror images of each other via a

reflection through the plane indicated as a dotted line. The polarization vector (the electric field

vector of the electromagnetic radiation) traces out a helix in circularly polarized light (bottom).
The right and left-handed form of circularly polarized light are mirror images of each other
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ΔA ¼ AL � AR ð6:1Þ

Notice that although absorption is always positive, the differential absorption may

give rise to both positive and negative CD signals. For a sample of known

concentration (c) measured in a sample container (cuvette) of pathlength (l ) the
differential extinction coefficient Δε is related to the differential absorption ΔA via

the Beer-Lambert law:

ΔA ¼ Δε � c � l ð6:2Þ

Circular dichroism spectroscopy measures this difference as a function of wave-

length, so it is understood that ΔA and Δε are wavelength dependent. In the case of

proteins, CD is generally determined in the region 170–320 nm, encompassing the

absorbance of the peptide bonds and several side-chains (see Sect. 2.2).

In quantum chemistry, absorption is described in terms of the electric dipole

operator μ. When a molecule absorbs a photon the excitation of the molecule must

result in a net change of the molecules dipole moment or, in other words, a linear

displacement of the charge in the molecule, see Fig. 6.2. This is of course also

required for a molecule to have a CD signal: no absorption implies that there can be

no differential absorption either. However, a linear displacement of charge in the

molecules does not have the symmetry to give rise to a differential absorption of

circularly polarized light. For this, a rotational motion of the charge is also required.

Circular dichroism is described in quantum mechanical terms via the rotational

strength operator R (Cantor and Shimmel 1980; Rosenfeld 1929):

R ¼ Im μ �mð Þ ð6:3Þ

Where Im denotes the imaginary component and m is the magnetic dipole

operator. The difference between the electric and the magnetic dipole is illus-

trated in Fig. 6.2.

Fig. 6.2 Both an electric dipole moment (left) and a magnetic dipole moment (middle) are

required for a differential absorption between left and right hand polarized light. Note that the

direction (blue arrow) of the magnetic dipole moment is perpendicular to the circular motion. The

result is a net helical displacement (right)
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Since the rotational strength R is the product of both the electric and magnetic

dipole, the net movement of charge in the molecule upon excitation (photon

absorption) has to be displaced in a linear and circular motion, or in other words

make a helical twist. It is tempting to think that a helical structure like the α-helix
secondary structure in proteins should then be the perfect arrangement for a strong

CD signal (which it coincidently is), but the difference between the wavelength of

the light (typically 200 nm) and the pitch of the α-helix (0.54 nm) does not warrant

such a conclusion (Nordén et al. 2010). The net electron displacement under light

absorption may either give rise to a positive (μ andm parallel) or negative (μ andm
antiparallel) rotational strength and hence CD signal.

1.2 Instrumentation

The typical CD spectrometer is a bench-top instrument. Although the optical layout

and instrument form differs between manufacturers, the overall principles are

mostly the same. A schematic of a CD instrument is shown in Fig. 6.3.

The typical instrument consists of the following: a UV light source, typically a

Xe-arc lamp, and a monochromator unit which selects and scans the wavelength.

The light from the monochromator is linearly polarized (often with a MgF2 Rochon

type polarizer) after which a photo elastic modulator (PEM) converts the light into

alternating left and right hand circularly polarized light at a high frequency, usually

50 kHz. The light passes through a sample (often in aqueous solution) after which

the transmitted intensity is detected, mostly with a UV sensitive photo multiplier

tube (PMT).

In normal (unpolarized) spectroscopy the desired signal typically lies between

0.1 and up to 1.5 absorbance units, but the difference between the absorbance of left

and right hand circularly polarized light may be less than one ten thousandth of an

absorbance unit. The subtraction of a direct measurement of the left and right

circularly polarized light absorbances is therefore an unattractive, and mostly

Fig. 6.3 Schematic representation of the optical layout of a typical CD spectrometer

226 S.V. Hoffmann et al.



impossible, way of obtaining the CD signal. The fast oscillation between the two

polarizations produced by the PEM offers an elegant and precise way of acquiring

the CD signal. By filtering the signal from the detector to only contain the

component which oscillates with the same frequency and phase as the PEM

(by means of a lock-in amplifier), the small CD signal is extracted.

The natural unit for CD signals, following from the definition ΔA ¼ AL � AR, is

Delta Absorbance. For direct comparison between samples measured at various

concentrations and sample pathlengths the differential extinction coefficient Δε is

used. For protein samples, the far UV CD signal originates mostly from the secondary

structure, i.e. from the relative orientation between pairs of amino acids. The relevant

concentration to use when converting ΔA to Δε is therefore the molar concentration of

the peptide bond. Traditionally the pathlength of the typical cuvette for holding the

sample is measured in cm, and the Δε units therefore becomes M�1 cm�1. When

using these units, the CD signal is called Delta Epsilon or Molar Circular Dichroism.

The Delta Epsilon is important as it allows direct comparison between CD of proteins

of different lengths, masses and amino acid compositions.

However, many other units are in use, and it can often be confusing to distin-

guish between them, even for the trained CD spectroscopist. The reader is referred

to e.g. (Janes and Wallace 2009; Cantor and Shimmel 1980) if conversion between

units is needed. However, one unit for ΔA is often used on bench-top instruments

for historical reasons: θ measured in millidegrees, and therefore warrants a short

description. Plane polarized light may be represented by the sum of two opposite

handedness circularly polarized waves of equal intensity, see Fig. 6.4. If plane

polarized light is passed through a chiral sample with non-zero CD, the light exits

the sample slightly elliptical described by the ellipticity angle θ.
The effect is usually very small, so the angle is measured in millidegrees. There

is a direct correlation between the ellipticity and ΔA:

Fig. 6.4 Linear polarized

light can be considered as a

superposition of two

circularly polarized waves

of opposite handedness

(top). If linearly polarized

light (bottom) is passed
through a sample with

non-zero CD signal the light

exits as elliptical polarized

light described by the

ellipticity angle θ
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θ millidegreesð Þ ¼ ΔA � 1000 � ln 10ð Þ � 180=4πf g ¼ ΔA � 32982

So that the Delta Epsilon may be calculated as

Δε ¼ θ millidegreesð Þ= c Mð Þ � l cmð Þ � 32982ð Þ

where l is the pathlength and c is the concentration.

1.3 General Requirements for CD Measurements

Circular Dichroism is essentially an absorbance technique. Much of the same

considerations that go into measuring the absorbance of a sample are therefore

also valid and important for CD measurements. The sample needs to have an

appropriate absorbance: if too low the measurement is not meaningful (nothing to

measure), and if too high essentially no light will reach the detector. For the most

accurate measurements the absorbance peak of the analyte should be in the range of

0.8–1, whereas absorbance (usually in the low wavelength end of the spectrum) of

the entire sample (i.e. including solvent, buffers and salts) should be kept below 1.5.

Two obvious means of adjusting the measured absorbance are change of pathlength

and concentration, the latter in form of dilutions or up-concentrating. For the

former, different types of cuvettes and cells for holding liquid samples are com-

mercially available, and a few useful types are shown in Fig. 6.5. Typical

pathlengths used for CD spectroscopy in the far UV are in a range of 0.1–1 mm.

Longer cuvettes (of 1 cm or sometimes more) are used in the near UV spectral

Fig. 6.5 Different types of cuvettes for holding liquid samples. Left: Rectangular type cuvettes,

here shown with a pathlength of 1 mm and 1 cm, but shorter types are also available. Middle: A
0.1 mm pathlength round cell with Teflon stoppers shown with a homemade Cu-holder. Right:
Demountable round cell (0.1 mm pathlength) consisting of a flat and a hollow quartz plate, shown

together with a Teflon and a Viton O-ring (bottom). These may be mounted in the cell holder

shown above
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region. These cuvettes and cells are mostly made of high quality Suprasil quartz.

Highly specialized cells with shorter pathlengths down to a few micrometers also

exist of both Suprasil and CaF2 (Wien and Wallace 2005). For the shortest

pathlengths the cells are demountable so that the optical surfaces may be easily

cleaned from sample residues. A word of caution regarding the sample holders to

use for CD spectroscopy: cuvettes and cells which otherwise work fine for normal

absorbance spectroscopy, may introduce spurious effects in the CD signal due to

strain or stress induced birefringence in the quartz. It is important to use sample

holders which are designed and tested for CD spectroscopy use.

Samples measured with CD spectroscopy are more than often complex mixtures,

especially for samples of pharmaceutical interest, of ingredients like water, buffers,

salts, carbohydrates, lipids, preservatives (all constituting the solvent) and of course

the chiral analyte (often protein or peptide). All these constituents potentially

absorb in the UV spectral range (see Sect. 4.2), and therefore pose a limit to the

lowest wavelength measurable, which may limit the structural information avail-

able in the CD spectrum. The influence of the solvent absorption may be minimized

by changing the composition: e.g. lowering the chloride ion concentration (typi-

cally from salt and hydrochloric acid), using less absorbing buffers like sodium

phosphate and using smaller (and therefore less scattering) lipid vesicles. When this

is not desirable, or when the constitution of the solvent only can be changed to a

certain level, the pathlength of the cell may be shortened. However, it is naturally

important to avoid that the concentration of the protein becomes too low for

meaningful CD signals to be measured. A rule of thumb is that a cell/cuvette

pathlength of 0.1 mm requires a protein concentration of about 1 mg/ml (also see

Sect. 4.2). Although this is a very rough estimate, which depends on the type and

structure of the protein, it may be considered as a starting guideline for the choice of

concentration.

An important prerequisite for obtaining a high quality CD spectrum of e.g. a

protein does not only require acquisition of the sample spectrum, but also a

carefully obtained reference or baseline spectrum. Although this is generally

good practice for all absorption measurements, it is of a higher importance for

CD spectroscopy, due to the small signal. As it is the spectrum of the protein which

is of interest, the CD signal of the solvent has to be recorded and subtracted. This

reference CD spectrum should be recorded on the same solvent used for making up

the sample, and if the sample has been dialysed, keep and use the dialysate for

reference. The baseline spectrum will show CD signals primarily from two sources:

other or residual chiral substances in the solvent and CD signals originating from

strain induced birefringence in the optics of the system, including the cuvette/cell. It

is therefore good laboratory practice not only to record the baseline spectrum of the

same solvent, but also in the same cell mounted under the same conditions (holder,

rotation, position and sometimes even the same operator). Keep in mind that

subtracting a badly obtained (or even noisy) baseline from an otherwise good

sample spectrum degrades the final CD spectrum, and although tedious, it is

recommended to plan carefully obtained reference spectra into the CD spectroscopy

characterization protocol.
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2 Characterizing Protein Structure Using CD

2.1 Protein Structure

A protein is a polymer of amino acids and often assumes a specific three-

dimensional structure under physiologically relevant conditions, a conformation

typically referred to as the native state. The native state is often also the active

conformation although some proteins are largely unordered in their native states,

typically requiring some degree of folding for activity (Dobson 2003; Uversky and

Dunker 2010) while others possess a higher degree of organization than the active

conformation, e.g. insulin that can form relatively stable dimeric and hexameric

assemblies. In addition to their fundamental amino acid building blocks, proteins

are often further modified by different chemical functionalities, either by covalent

modification or through the binding of cofactors. However, most of their basic

chemical, physical and conformational properties are generally given by the

sequence of amino acids and we therefore limit the following discussion to the

peptide part of proteins.

Proteins are assembled from 20 different L-α amino acids linked through peptide

bonds. The lone pair of the backbone α-amino group is delocalized, resulting in

double bond character and conformations restricted to trans and cis, the latter

effectively only observed prior to proline residues. Therefore, the conformation

of the peptide chain is effectively determined by the dihedral backbone angles, φ
and ψ (Fig. 6.6). The numerical values of φ and ψ found in proteins are restricted or

biased in two ways: (i) by sterical constraints due to the side chains, making certain

conformations physically impossible, and (ii) by specific stabilization of certain

interrelated values of φ and ψ through hydrogen bonds between peptide carbonyl

groups and hydrogen atoms of the α-amino groups. The latter specific pattern of

hydrogen bonds and backbone angles are characteristic of different elements of

secondary structure, as shown in Table 6.1. Segments of secondary structure

sometimes form so-called supersecondary structural elements or structural motifs,

which are specific combinations of secondary structural elements that are observed

in multiple proteins. Proteins which share structural motifs do not necessarily have

a related function.

The topology of the entire peptide chain is referred to as the tertiary structure.

Generally, a protein is only referred to as possessing a tertiary structure if said

structure is stabilized through side chain interactions, in addition to backbone

Fig. 6.6 The three

backbone angles φ, ψ and ω
in proteins as illustrated for

dialanine
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interactions. For globular proteins this typically involves the formation of a hydro-

phobic core in which hydrophobic amino acids are shielded from the solvent water.

As a rule of thumb, a length of about 50 amino acids is required for the formation of

a globular structure with a hydrophobic core. A single, globular unit, or domain, is

often classified according to topology and secondary structure content as either

all-α, all-β, αþ β or α/β (Levitt and Chothia 1976; Schaeffer and Daggett 2011).

Examples of three of these folds are shown in Fig. 6.7.

Proteins that self-associate in order to form oligomeric structures are said to

possess a quaternary structure. Oligomeric states may be the active, native state of

Table 6.1 Overview of important secondary structure elements in proteins and typical values for

φ and ψ

Element Φ Ψ Comment References

Right handed

α-helix
�62 �41 The most abundant secondary structure ele-

ment, constituting 30–35% of known

structures

Barlow and

Thornton

(1988)

β-sheet,
parallel

�119 113 Sheet structures are common and may form

between units that are distant in primary

sequence or between chainsβ-sheet,
antiparallel

�139 135 IUPAC (1970)

Polyproline

II helix (PPll)

�75 145 Unfolded proteins contain significant

amounts of PP2 structure, also found in

“unordered” regions of folded proteins

Adzhubei

et al. (2013)

310-helix �71 �18 Angles depend strongly on the position in the

helical structure

Barlow and

Thornton

(1988)

π-helix �57 �70 Present in about 15% of known protein

structures

Fodje and

Al-Karadaghi

(2002)

β-turn, type 1 �64,

�90

�27,

�7

One example out of many turn structures.

Values refer to angles between the first and

the second and between the second and third

amino acid in the turn

Hutchinson

and Thornton

(1994)

Fig. 6.7 Three-dimensional structures of an all-α protein (myoglobin, 1MBN.pdb), an all-β
protein (prealbumin, 2PAB.pdb) and an α/β protein (triose phosphate isomerase, 7TIM.pdb). All

figures were created using Swiss PDBViewer
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the protein, exemplified by haemoglobin, or a stable, but inactive conformer, which

is the case for insulin. Self-association can also lead to undesired and uncontrollable

oligomerization, generally referred to as aggregation.

All proteins exist in various conformational states depending particularly on the

solvent properties and the temperature. The unfolded state is usually reserved for

describing a somewhat hypothetical conformational state where no persistent self-

interaction and thereby no persistent structure exists. Such a polypeptide chain

should exhibit molecular dimensions similar to those expected from a random-coil

polymer and additionally no residual local structure should exist (Fitzkee and Rose

2004). Since the unfolded state can be better described as a large number of

fluctuating conformational states of similar free energy, the term denatured state
ensemble is also commonly used. In a secondary structural context, these confor-

mations are typically referred to as unordered/disordered, random or, preferably,

irregular structure. Often, slight conformational changes lead to structures that

possess significant native state character. These states may be described as

non-native or denatured, the latter implying a lack of activity.

2.2 Far UV and Near UV CD of Proteins

Proteins contain a number of UV chromophores, most importantly the peptide bond

and the aromatic side chains of tryptophan, tyrosine and phenylalanine. The peptide

bond is a relatively weak chromophore but the sheer abundance of this group in

proteins results in significant absorption in the far UV range, below 250 nm. The

strongest CD signal in the far UV range is that of the α-helix, up to three times more

intense than spectra of β strand structures. Furthermore, α helical structure is often

quite easy to identify due to the intense positive peak at 192 nm and the minima at

208 and 222 nm. In addition to lower intensity, β strand structures vary much more

conformationally than helices do and hence, the far UV CD spectra of proteins rich

in sheets may appear very different from each other. In Fig. 6.8, examples of far UV

CD spectra of three proteins of different folds are shown, along with a spectrum of

ferredoxin, with an almost 50% content of irregular structure.

The aromatic groups absorb both in the far UV range and in the near UV range,

250–320 nm. Furthermore, the disulfide bond formed between two cysteine resi-

dues absorbs in the near UV region. The absorption in the near UV range is

routinely used for the determination of protein concentration since the absorption

coefficient can be predicted with reasonable accuracy. Neither the disulfide nor the

aromatic side chains are chiral by nature; however, when located in a chiral

environment, circular dichroism may be observed due to induced chirality. The

interior of a globular protein generally constitutes such an environment, meaning

that the near UV CD spectrum of a protein is sensitive to changes in the tertiary

structure. In some cases, near UV CD spectroscopy may also be applied to monitor

changes in quaternary structure if self-association of individual monomers is

accompanied by changes in the microenvironment of these side chains. Near UV
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CD bands are typically wide and overlapping and it is rarely possible to assign

spectral features to certain amino acid side chains or to a given type of structure. For

this reason, and probably also due to the fact that a near UV CD spectrum requires

about 50 times more protein, near UV CD is not as commonly used as far UV

CD. For examples of near UV CD spectra and their practical use, see Chap. 3.

Far UV and near UV CD spectroscopy thus gives information on the physical

structure of proteins in solution, information that sometimes can be immediately

interpreted as representing certain structural elements. Even disregarding this latter

fact, CD is an invaluable tool for rapidly monitoring conformational changes, for

instance when judging structural similarity of protein variants or for assessing

conformational changes as a function of different conditions such as pH, ionic

strength and temperature.

2.3 Estimation of Secondary Content by Far-UV CD

Different secondary structure elements give rise to characteristic CD spectra and a

quantitative estimate of the secondary structure content of a given sample can

therefore be obtained on basis of its far UV CD spectrum. Since the Beer-Lambert
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Fig. 6.8 Examples of far UV CD spectra of proteins with high content of α helix (myoglobin,

black), β strand (concanavalin A, red), an α/β protein (triose phosphate isomerase, green) and a

protein with a high content of irregular structure (ferredoxin, blue). Note that especially for

proteins of high β strand content, the appearance of far UV CD spectra vary considerably. CD

data were obtained from the online database of far UV CD spectra, PCDDB, with the accession

IDs shown in the inset (Whitmore et al. 2011)
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law applies for CD spectroscopy, the measured spectrum is then taken as the sum of

the individual contributions plus a noise term, a common feature of all methods for

estimating secondary structural content (Greenfield 2006). The experimental data

set is compared to a set of proteins with known CD spectra and known atomic

structure from which the secondary structure content can be extracted using com-

puter programs such as DSSP (Kabsch and Sander 1983) or STRIDE (Frishman and

Argos 1995). Widely used mathematical strategies include least squares fitting

(e.g. Saxena and Wetlaufer 1971), ridge regression (Provencher and Gl€ockner
1981), singular value decomposition (Hennessey and Johnson 1981) and neural

networks (Andrade et al. 1993).

Most of the programs referred to above are freely available for non-commercial

use, either as download or upon request. In addition, several have been

implemented in downloadable programs such as CDPro (http://lamar.colostate.

edu/~sreeram/CDPro/CDPro.htm; Sreerama and Woody 2000) or at webpages

where analysis can be performed online (e.g. Dichroweb, http://dichroweb.cryst.

bbk.ac.uk; Whitmore and Wallace 2008). It should be noted that both the choice of

protein reference sets and of program can significantly influence the output. There-

fore, it is always a good idea to compare the results obtained using different fitting

routines and reference datasets.

For some types of samples, precise protein concentration is difficult to define or

determine, for instance when working with proteins that are encapsulated in

particulate carriers or aggregated, film-forming samples. Therefore, methods have

also been developed for estimation of secondary content without knowledge of the

protein concentration. One approach plots the measured ellipticity divided by the

recorded absorbance, the so-called Kuhn g-factor (McPhie 2001), while another

uses quadratic equations of ellipticities at given wavelengths relative to ellipticities

at 207 nm (Raussens et al. 2003).

3 CD Spectroscopy in Pharmaceutical Sciences

The activity and stability of a peptide or protein is strongly correlated to their three-

dimensional structure. Characterization of this three-dimensional structure is thus

an important element for understanding the physicochemical and physiological

behavior of these compounds. This characterization can be a daunting task due to

the inherent complexity of these large molecules. Moreover, most methods only

provide information on some aspects of the three dimensional structure, and thus a

combination of methods is generally required to obtain a comprehensive overview.

Each method has its own set of strengths and weaknesses, and the reader should be

aware that the results of different methods can at times lead to what appears to be

opposite conclusions. Thus, while we discuss only CD in this chapter, it is generally

not advised to use this as the only method to characterize peptide or protein

structure.
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3.1 CD in Early Stage Development

In the early stages of pharmaceutical development, there usually is only a limited

amount of material available. Yet, it may be important to obtain information on the

folding of the peptide or protein, for example to compare to expectations from

published data or predictive models. Since CD requires little material, in particular

for far UV CD, it is an excellent first choice to perform such measurements.

A good example in this respect is the development of a biosimilar, i.e. a generic

version of an already marketed protein drug. Due to the high complexity of proteins

in terms of structure and production, regulatory agencies use the concept of

“similarity” to allow for unavoidable small differences between the biosimilar

and the comparator (innovator) product. For small molecule generic products it is

sufficient to show chemical equivalence and bioequivalence, but biosimilars require

a more comprehensive comparison. This includes using a range of structural

characterization methods that should show the biosimilar is essentially the same

(“similar” enough). A company wishing to develop such a biosimilar can benefit

greatly from assuring early in the production process that the protein that is

produced has the right (comparable) folding as that of the comparator product. If

major deviations are observed the process can be optimized before large scale

production is started. Also at the further development stages CD can be used to

compare the biosimilar and comparator protein.

Beyond the low material consumption of CD, an added advantage is that spectra

can be obtained and analyzed within an hour, which also allows a rapid screening of

the effect of e.g. pH on the structure of the peptide or protein. The latter can help

identify solution conditions that may compromise the structural integrity of the

compound, but which may occur during production. For example, a common

method for virus inactivation during protein purification involves lowering the pH

and maintaining this pH for a prolonged period of time (minutes to hours). If major

structural rearrangements are observed at this pH, this raises significant concerns

about the stability of the protein.

An example of the use of CD to characterize the protein fold as a function of pH

is given in Fig. 6.9. Here the near UV CD spectra of two monoclonal antibodies

with very high sequence identity (>95%) are shown in the range of pH 4–9. The

observed differences are rather subtle, but the spectrum at pH 4 stands out most for

the IgG4. At this pH a clear difference with the spectra at the other pH values is

observed around 270–290 nm; the dichroic signal in this region is likely due to

tyrosine and tryptophan residues and thus suggests there is a change in structure

around one or more of these residues. No such differences are observed for the

IgG1. At pH 4 both antibodies convert into a gel within 2 weeks storage at 40 �C,
whereas the samples at higher pH do not form a gel even after 8 weeks of storage.

Thus, the relatively small difference in the spectra may be indicative of a structural

change that is highly detrimental to the stability of the IgG4 antibody. However, the

IgG1 is equally susceptible to gel formation at pH 4, but does not show the same

spectral deviation. This shows both the usefulness and limitations in using CD to

predict potential stability issues upon varying the pH.
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CD is also commonly used to determine unfolding thermodynamics, either by

determining the structural changes as a function of temperature or as a function of

denaturant concentration (e.g., urea or guanidine). Unfolding as a function of

temperature helps identification of temperatures to avoid during production and

during accelerated storage stability studies, as unfolding greatly accelerates various

degradation reactions. Unfolding using denaturants allows the determination of the

change in free energy upon unfolding at any temperature. This information can be

used to construct a protein stability curve (Becktel and Schellman 1987).

3.2 Applications of CD in Formulation Research

Pharmaceutical protein formulations often contain a number of excipients to assure

efficacy and long-term storage stability of the product. These excipients may

include buffers, tonicity agents, preservatives and stabilizing agents. As in the

case with pH discussed in the previous section, CD can be used to determine any

structural changes induced by the added excipients. In addition, the effect of the

excipient on thermal- or denaturant-induced unfolding can be investigated.

Fig. 6.9 Near UV CD spectra of an IgG1 and IgG4 monoclonal antibody at different pH values

and two different ionic strengths. The spectra at pH 4 show a clear deviation from the other pH

values around 270–290 nm for the IgG4, which is where a dichroic signal of tyrosine and

tryptophan is expected. Reprinted with permission from Neergaard et al. (2014) © 2013 Wiley

Periodicals, Inc. and the American Pharmacists Association
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An example of such studies is shown in Fig. 6.10 for insulin (Huus et al. 2005).

Insulin is known to form multimers (dimers, tetramers, hexamers) upon increasing

concentration and addition of certain metal ions, in this case Zn(II). The formation

of dimers and hexamers places the tyrosine residues in a more ordered environment,

which in turn causes a significant dichroic signal for these residues. Thus, the

multimerization can be followed by CD (Fig. 6.10, left panel). The right panel

shows the thermal melting curves as followed by CD for insulin in different

multimeric forms (dimer or hexamer) as a result of the relative amount of Zn

(II) added. The apparent transitions in the CD signal as a function of temperature

fit well with those obtained by differential scanning calorimetry.

The insulin hexamer can undergo further structural changes upon addition of

certain ligands like phenol or m-cresol. The latter are commonly used as pre-

servatives in formulations and their presence is usually a concern due to their

hydrophobic nature and potential negative effects on protein stability. However,

the insulin hexamer has been found to contain six specific binding sites for these

preservatives. Upon binding of these ligands, part of the B-chain of insulin folds

into an α helix in a highly cooperative manner. In principle, human insulin can exist

in three different allosteric states: T6, T3R3, and R6 states, with the latter being the

final state formed upon addition of sufficient phenolic ligands. Also, various other

ligands may cause such transitions, or induce further stabilization of the R6 state.

Fig. 6.10 Left: Near UV CD spectra of 0.6 mM insulin with 0.5 mM Zn2þ at varying tempera-

tures. From the bottom (largest negative signal) to the top, temperatures range from 20 to 95 �C.
The strong negative ellipticity is due to the insulin hexamer formation placing the tyrosines in a

conformationally restricted environment. Right: Thermal scanning of ellipticity in the near UV

range. The ellipticity at 276 nm is shown as a function of temperature. Thermal scans were

performed with 0.6 mM human insulin in 7 mM phosphate buffer at pH 7.4 with varying amounts

of Zn2þ. From the top to the bottom curve, the Zn2þ concentration is 0, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4,

0.5, and 0.6 mM. Thermal scans with zinc-free insulin AspB28 and AspB9,GluB27 in 7 mM phosphate

buffer at pH 7.4, both known to be monomeric, are also indicated in the graph. Reprinted with

permission from Huus et al. 2005. © 2005, American Chemical Society
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The change in structure upon preservative binding can be followed by CD as the

increased content of α-helix corresponds to a more negative dichroic signal around

208 and 222 nm. Dichroic changes in the near UV region are also expected, but

those can be more difficult to observe due to the strong absorbance of phenolic

compounds in this region (see also Fig. 6.12). A ligand that is transparent in the

near-UV region is the thiocyanate anion, which can cause a structural

rearrangement from T6 to T3R3, but not to R6. The resulting changes in the near

UV CD spectra are shown in Fig. 6.11a, with Fig. 6.11b showing the changes at

256 and 276 nm as a function of thiocyanate concentration (Huus et al. 2006). Note

that both wavelengths can be used to follow the thermal unfolding (Fig. 6.11c).

Fig. 6.11 Effect of the thiocyanate anion and heating on the near UV- CD spectrum of human

insulin. Samples contained 0.6 mM human insulin with 5 Zn2þ/hexamer in 7 mM phosphate at

pH 7.4. (a) Spectra collected in the absence ( full line) and presence of 200 mM KSCN (dashed
line). (b) The effect of increasing KSCN concentrations on the near UV CD signal at 256 nm

( filled triangle) and 276 nm ( filled square). (c) Effect of heating on the near UV CD signal at

256 nm (triangles) and 276 nm (squares) in the absence ( filled symbols) and presence of 100 mM

thiocyanate (open symbols). Reproduced from Huus et al. 2006 with kind permission from

Springer Science and Business Media
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The various allosteric changes of insulin are also of importance to understand the

assembly process of large associates of certain lipidated insulins, such as

insulin degludec (marketed as Levemir® by Novo Nordisk) and its close relative

LysB29 (Nεω-carboxyheptadecanoyl) des(B30) human insulin (Steensgaard

et al. 2013; Jensen et al. 2013). In the presence of phenolic ligands, these lipidated

insulins primarily form dodecamers with the water-exposed sides consisting of

insulin in the R-state, whereas the interacting interfaces between two hexamers

consist of insulin molecules in the T-state. That is, these dodecamers are in a

R3T3T3R3 configuration. Upon removal of the ligand a transition from R to T

state is observed, causing a spatial rearrangement of the lipid chains that allows

them to interact with other dodecamers and form large linear complexes (Fig. 6.12).

3.3 Application of CD for Advanced Drug Delivery Systems

Almost all protein drugs are administered parenterally due to the often very poor

bioavailability through other routes and high costs of the protein drug. A variety of

advanced drug delivery systems are currently under investigation to alleviate the

Fig. 6.12 Left: the self-association of LysB29 (Nεω-carboxyheptadecanoyl) des(B30) human

insulin containing 6 Zn(II) ions per hexamer was followed by near UV CD. The allosteric change

from R3T3 (or rather, dodecamers in the form of T3R3R3T3) to T6 (T6T6) can be followed at

251 nm (marked with a broken line). The measurements prior to self-assembly in the presence of

high concentrations of phenol is shown in black (1070 μM insulin). This spectrum is comparatively

noisy due to high absorption of phenol in particular around 270–280 nm. After buffer exchange

over a NAP5 column, the conformational change can be followed in the sample (800 μM insulin)

(from purple to yellow). Here the samples from 0 to 8 and 16 h are shown. The inset shows the
development ofΔε251nm during the 17 h in a buffer containing 0 (black circles) and 0.6 mM phenol

(grey circles). In the latter case the transition is significantly slower. Adapted with permission from

Jensen et al. (2013). © 2013, American Chemical Society. Right: Ab initio models of the

SEC-purified dihexamer (a) and the fully self-associated sample after 48 h (c). The models are

averaged and filtered of ten individual models calculated by the program Dammin. Two models of

a R3T3T3R3-dihexamer (b) created from crystal structures 1MS0 and 1TRZ, respectively, and a

T6-multihexamer (18 hexamers) (d) are shown for comparison. Reprinted with permission from

Jensen et al. (2013) © 2013, American Chemical Society
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poor patient compliance common for parenteral delivery, but also to target the

system to the desired site of action. For example, a number of products on the

market contain PEGylated or lipidated variants of the parent protein. These mod-

ifications can significantly increase circulation time, thus reducing administration

frequency. Also here CD is a commonly used technique to assess structural integrity

and structural changes upon modification, as already shown above for insulin

degludec and LysB29 (Nεω-carboxyheptadecanoyl) des(B30) human insulin

(Fig. 6.12a).

A yet largely unsuccessful but heavily investigated approach is to encapsulate

the protein drug or associate it to a carrier system. In the case of association of

proteins to e.g. liposomal delivery systems, the aim is generally to (passively) target

the system to its site of action. This reduces systemic exposure and thereby potential

undesirable side-effects. However, the increasing complexity of such systems

makes the proper characterization of the structural integrity of the protein even

more difficult. The potential high scattering by liposomes means that it may be

difficult to determine the whole far UV CD spectrum. In such cases it may still be

possible to assess structural integrity by overlaying the CD spectra over a spectral

region where scattering is limited enough to allow such a comparison. Such an

approach is illustrated in van Slooten et al. (2000).

The scattering by particulate systems need not always be a major problem. For

example, Sarmento et al. (2007), were able to measure the far UV CD spectra of

insulin entrapped in alginate/chitosan nanoparticles (Fig. 6.13), even though these

particles were in the size-range of about 1 μm. Apparently, these particles have a

refractive index that is quite similar to that of water, thus significantly reducing

scattering. Moreover, by careful adaptation of concentration and cell path length,
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Fig. 6.13 Left: Far UV CD spectrum of human insulin in 0.01 M HCl solution (solid line) and
entrapped in alginate/chitosan nanoparticles prepared with alginate:chitosan mass ratio of 4.3:1 at

pH 4.7 (dashed line). Right: Far UV CD spectrum of human insulin in solution (black solid line),
insulin released into pH 1.2 buffer from alginate/chitosan nanoparticles (dashed line) and insulin

released into pH 6.8 buffer from alginate/chitosan nanoparticles (grey solid line) prepared with

alginate:chitosan mass ratio of 4.3:1 prepared at pH 4.7. Adapted with permission from Sarmento

et al. (2007), © 2007, Elsevier
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the negative impact of scattering can be reduced even further. CD can then also be

used to investigate the structural integrity of the released protein, as also demon-

strated in Fig. 6.13 for the insulin-loaded alginate/chitosan particles. Further details

on measuring scattering sample may be found in the next Sect. 3.4.

3.4 RIME/Synchrotron Radiation CD

If challenges remain with scattering of the delivery system, further steps may

include the use of synchroton radiation circular dichroism or by refractive index

matching; i.e. the adjustment of the refractive index of the solution to that of the

scattering system. These methods are reviewed below based on recent literature

dealing with index matching and synchrotron radiation CD on oil/water scattering

systems, but the methods outlined are also valid for liposomal delivery systems and

nanoparticles.

The study of protein conformational structure changes upon their incorporation

into oil-water interfaces is particularly challenging. As emulsions are used in both

the food and pharmaceutical industries, their stability is of outmost importance.

Proteins, as macromolecular surfactants, are often used as emulsifiers (Dickinson

1999; Wilde 2000; Damodaran 2005; Murray 2011) due to their amphiphilic nature,

and understanding their structure at oil/water (o/w) interfaces is therefore highly

relevant.

From a spectroscopic point of view, emulsions may at a first glance be deemed

unfit for analysis due to their highly scattering nature. The small oil droplets

produce a very turbid and seemingly non-transparent solution for light wavelengths

similar to, and smaller than, the size of the droplets. The scattering originates from

refraction at the interface due to the higher refractive index (RI) of oil compared to

water (n¼ 1.333): hexadecane has a refractive index of n¼ 1.434 and triglycerides

around n¼ 1.46 (Zhai et al. 2010). The Refractive Index Matched Emulsion

(RIME) method was developed to circumvent this problem (Husband et al. 2001).

Glycerol is added to the water phase to effectively increase the refractive index of

the water/glycerol solution to match the index of the oil under study. This elimi-

nates refraction at the o/w interface making the solution transparent. The refractive

index of glycerol is close to n¼ 1.47 (Physical Properties of Glycerine and Its

Solutions 1963) and a 58% (v/v) addition to the aqueous phase removes the

turbidity of a water/hexadecane emulsion rendering it accessible to spectroscopic

studies. There are however several issues which should be considered before using

the RIME method for protein folding studies. Firstly, the method is not useful for

triglyceride oils often used in emulsions: the refractive index of triglycerides is so

high that nearly 100% glycerol is needed to match the refractive index, rendering

the method useless for these high RI oils. Secondly, all cosolvents, including

glycerol, may change a protein’s structure and functionality: glycerol acts as a

stabilizer of the native state of some proteins as well as increasing the thermal

stability (McClements 2002). Such refractive index matching may therefore have a
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significant impact on the system under investigation, and this approach should be

treated with appropriate caution. Thirdly, although glycerol is transparent in the

visible and near UV spectral range, the added absorbance of both glycerol and the

oil under study limits the lowest accessible wavelength in that far UV to a point

where secondary structure prediction may become uncertain and erroneous even on

high light flux CD instruments (vide infra).
The use of high brightness Synchrotron Radiation (SR) as a source for circular

dichroism (SRCD) offers significant advantages over lamp based conventional

circular dichroism (cCD) spectrometers (Janes and Wallace 2009; Wallace

et al. 2011; Miles and Wallace 2006; Wallace 2009). The continuously high flux

of light from SR sources into the VUV spectral region extends the accessible

wavelength range over which a protein CD spectrum may be acquired. This

effectively increases the informational content of the spectra (Toumadje

et al. 1992; Wallace and Janes 2001) which, in combination with a better signal-

to-noise ratio compared to cCD instruments, leads to better and more accurate

secondary structure determination. In conjunction with newly developed protein

reference basis spectra sets (Lees et al. 2006) which utilizes the extended wave-

length range, even on membrane proteins (Abdul-Gader et al. 2011), SRCD has

become a powerful tool for study of protein structures under difficult conditions like

e.g. high absorption buffers and excipients, scattering, small sample amounts etc.

With several SRCD beam lines throughout Europe and Asia (Miles et al. 2007;

Wallace et al. 2011) and a new line planned in South America (Brazil), SRCD is

both an established and available technique.

Several studies (Zhai et al. 2010, 2011, 2012; Wong et al. 2012; Day et al. 2014)

of emulsions all carried out at the Aarhus University CD1 beam line (Miles

et al. 2007, 2008) have shown that SRCD is a viable and powerful technique for

investigations of protein structure change upon oil/water interface adsorption. It

was shown (Zhai et al. 2010) that the combination of a SRCD instrument, the use of

short pathlength sample cells (0.1 mm) and by carefully recording a reference

baseline of the emulsion enables differentiation of the adsorbed protein signal

from that of the light scattering droplets. Compared to the non-RI matched study

by Husband et al. (2001), where only a very noisy spectrum of an emulsion with

β-lactoglobulin down to only about 220 nm was obtained (i.e. essentially no

spectral features), the new method allowed measurements of β-lg in both tricaprylin
(a triglyceride) and hexadecane emulsions down to 180 nm (Zhai et al. 2011),

revealing a significant secondary structural change (increase of the α-helical con-
tent from 16% up to 50%) upon interface adsorption in the emulsion. Likewise

α-lactalbumin shows a doubling of the helical content from about 30% to nearly

60% from the solution to the emulsion phase (Zhai et al. 2012), and also both beta-

casein and deamidated gliadins show increased helical structure upon adsorption

while the β-sheet content is reduced (Wong et al. 2012). Although these findings

may indicate a propensity toward increased helical content, globular proteins like

lysozyme, bovine serum album and myoglobin in contrast show a decreased helical

content at oil/water interfaces compared to their structure in solution (Day

et al. 2014).
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4 Practical Considerations and Recommendations

4.1 Calibration and Maintenance of CD Instruments

A well-kept and properly calibrated CD instrument is essential for reliable high

quality CD spectra to be obtained. Although this must always be considered at

normal good laboratory practice, it is of even greater importance for studies of

pharmaceutical relevance where e.g. day-to-day and batch-to-batch structure and

function is investigated.

The most basic parameter of a spectrometer is the light intensity, which deteri-

orates during the lifetime of the spectrometer, often as a result of a drop in lamp

performance over time. For all CD spectrometers, the detector high voltage (often

denoted HT) is recorded alongside the CD signal. The HT is varied such that when a

high intensity of light hits the detector, the HT is low, and when the detector records

low levels of light, the HT is set higher. This means that when a spectrum is

recorded for wavelengths across an absorption peak in a sample, the HT signal

will also peak. The measured CD signal is only valid as long as the HT signal is

below a certain voltage (as defined by each individual manufacturer for each

model), and it is important to truncate CD spectra for wavelengths shorter than

the wavelength where the HT hits this cut-off level. As the HT signal depends on

the light level hitting the detector, reference HT spectra taken at regular intervals on

the instrument, with no sample in the compartment, are valuable records of the

instrument performance and will aid in determining when an instrument is due for

service, simply by comparing with the HT spectrum taken with the instrument when

it was new (or when last serviced).

A well-functioning CD spectrometer must also be wavelength calibrated. Many

manufacturers of UV/Vis spectrometer and accessories offer filters with distinct

absorption peaks at various wavelengths, but a 40 g/L solution of holmium oxide in

10% (v/v) perchloric acid is easily made, and will, sealed in a 10 mm cuvette,

provide several absorption peaks at wavelengths above 240 nm for reliable cali-

bration (Travis et al. 2005).

The spectrometer’s ability to measure accurately the CD signal unperturbed in

the entire wavelength range of the sample spectrum is obviously of the highest

importance. Nevertheless, large variations have been observed between instruments

of different makes and age (Miles et al. 2003), rendering direct comparison between

spectra acquired in different laboratories difficult, showing that accurate CD signal

calibration on a regular basis is mandatory for well-maintained instruments. The

golden standard is the measurement of the CD spectrum of (1S)-(þ)-10-

camphorsulfonic acid (CSA) in a wavelength range from 330 nm down to at least

190 nm. To obtain reliable measurements at the low wavelength end, the CSA

sample needs to be measured in a short pathlength sample cell of 1 mm or

preferably 0.1 mm. The differential extinction coefficient at the positive 290 nm

peak is Δε¼ 2.36 M�1 cm�1, and to eliminate the uncertainty in the literature about

the absolute amplitude of the peak near 191 nm, it has been suggested that the ratio
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of the two peaks is set to 2.0 at a temperature of 25 �C so that Δε¼�4.72M�1 cm�1

(Miles et al. 2003). It is important to measure the CSA spectrum at the correct

temperature, as the ratio is temperature dependent. The hygroscopic nature of CSA

makes the concentration determination impossible by simply weighing. Instead, the

absorbance of CSA at 285 nm can be used with an extinction coefficient of

ε285nm¼ 34.6 M�1 cm�1 (Miles et al. 2004). A practical concentration of CSA of

about 7 mg/mL is useful for CD measurements in a 0.1 mm pathlength sample cell,

corresponding to a measured absorbance measured at 285 nm in a 1 cm cuvette of

1.008.

A reliable calibration of sample cuvette and cell pathlengths is a necessary

condition for accurate comparison between measurements. Long pathlength cells

(1 cm) may have deviations from the nominal length of up to about 1%, which in

general is acceptable. However, for short pathlength cells very large discrepancies

from the manufacturer’s specifications have been observed: up to 18 μm pathlength

for a nominally 10 μm cell. Depending on pathlength, two methods for measuring

the path length can be used: From 0.1 mm up to 1 cm cells the absorbance at 373 nm

of potassium chromate (K2CrO4) in an alkaline solution of 50 mM KOH may be

used, and for cells with pathlength of 0.1 mm and below an interference technique is

required.

The generally accepted value for the extinction coefficient of potassium chro-

mate at 373 nm is ε373¼ 4830 M�1 cm�1 (Haupt 1952). However, variations in the

apparent molar extinction coefficient with concentration have been reported (Burke

and Mavrodineanu 1977; Burke et al. 1972) varying from 4830 M�1 cm�1 at a

concentration of c¼ 0.7� 10�4 M to 4814 M�1 cm�1 for c¼ 2.1� 10�4 M. The

latter higher concentration corresponds to a very reasonable absorbance of A¼ 1.01

for pathlength determination in a 1 cm cuvette, i.e. using the often quoted extinction

coefficient of 4830 M�1 cm�1 will introduce a mere 0.4% error at this

concentration.

When measuring the absorbance spectrum of a dry cell interference fringes from

multiple reflections off the two cell windows may be observed, and is useful for a

very accurate (down to 0.1 μm) determination of the pathlength. The effect is small

for cells with a nominal pathlength of 0.1 mm and stronger for shorter pathlengths.

An example of such a measurement is shown in Fig. 6.14, and represents a

particularly difficult interference fringe measurement of a nominally 0.1 mm

pathlength cell. The measurement for such a (comparably) long pathlength cell

has to be made with a slow scanning rate (down to 5 nm/min), but for shorter

pathlength cells good data may be collected at a considerable faster speed. By

counting the number of fringes n between two wavelengths λ1 and λ2 the pathlength
(PL) may be calculated as (Miles and Wallace 2006)

PL μm½ � ¼ 0:001 � n �½ � λ2 � λ1ð Þ= λ2 � λ1ð Þ

where the wavelengths are measured in units of nm. Using this formula, the

pathlength of the nominally 100 μm (0.1 mm) cell is found to be 104.5 μm, i.e. a

4.5% deviation, which must be considered to be significant. Another method for
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finding the pathlength, also illustrated in Fig. 6.14, is to fit the absorbance to the

following function;

Absorbance ¼ Amplitude � cos 2 2 � π � PL � 1000=λð Þ þ offset

which represents the absorbance variation of the interference fringes. The Ampli-
tude represents the variation of the absorbance and the offset is the mean value.

Both these methods are very precise, and we find that the two methods yield

pathlengths within less than 0.1 μm (i.e. 0.1%) of each other, giving confidence

in that the correct value has been determined.

4.2 Sample Preparation and Data Acquisition

In addition to instrument performance, the successful execution and interpretation

of a CD experiment depends on the attention given to experimental design and the

care and precaution taken when analyzing the results.

Fig. 6.14 The absorbance spectrum (light blue) of an empty cell with a nominally 0.1 mm

pathlength measured at a scanning speed of 5 nm per min on an EVO300 spectrometer (Thermo).

This represents a particular difficult cell to measure, illustrating the validity of the method. By

counting the number of fringes (marked with dots) over a range of wavelengths marked with the

green and red line, the pathlength may be accurately calculated. Another method is by fitting

(black) the fringes. The actual pathlength is determined to be 0.1045 mm, a non-neglectable

deviation from the nominal value
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Sample preparation: The first critical parameters relates to the purity, concen-

tration and solvent of the protein under investigation. Since the Beer-Lambert law

applies in CD spectroscopy, the measured CD signal from a protein sample is the

sum of the contributions of all proteins present in the sample. Assessment of purity

is therefore critical and should be performed using chromatographic and/or elec-

trophoretic methods, including analysis carried out under native conditions. Suit-

able techniques include reduced/non-reduced SDS-PAGE, capillary electrophoresis

and HPLC methods, primarily size exclusion chromatography. Roughly, three main

approaches are taken in order to determine the concentration of a protein:

(1) methods based on quantitative determination of the total content of a given

protein constituent, e.g. amino acid and Kjeldahl analysis. These are considered the

most accurate methods but are not generally available or employed in protein

chemistry laboratories. (2) Spectroscopic methods based on absorption of light in

the near-UV range. The absorption of light in the near-UV range by a protein

completely unfolded in 6 M GdnHCl is exactly the same as the equivalent concen-

tration of the aromatic chromophores dissolved in this solvent (Edelhoch 1967).

Since sequence information is usually available today, the extinction coefficient for

the protein in 6 M can be calculated. More often used though less accurate, is the

estimation of an extinction coefficient of the native protein based on typical

extinction coefficients for the aromatic chromophores in native proteins. One

should be aware that using this procedure might introduce an error of up to 20%

in the estimation of the extinction coefficient, translating into the same error in

protein concentration (Pace et al. 1995). (3) The use of extrinsic dyes that bind to

proteins. These approaches can be very sensitive and therefore useful if quantitation

of very small amounts of protein is needed. However, the staining response due to

binding is very protein-specific and for this reason alone, the use of extrinsic dyes is

not recommended in this context. For further details and examples of experimental

protocol, the reader is referred to the literature (Noble and Bailey 2009).

The solvent for CD spectroscopic investigations should be as transparent as

possible in the examined wavelength range. This means that care needs to be taken

when selecting the appropriate buffer and salt for adjusting the ionic strength, if

needed. In cases where the experimental conditions can be chosen freely, low

concentrations of an inorganic buffer salt such as phosphate is typically selected

in order to extend the lower wavelength limit. Buffers containing amino groups

such as Tris are less desirable and buffers containing carboxylates or aromatic

groups should be avoided. It is recommended both to consult the literature for

further information (Kelly et al. 2005; Greenfield 2006) and to examine the

absorbance of potential buffers using an ordinary UV spectrophotometer.

The protein concentration may also be optimized. At a given pathlength, a high

concentration of protein results in a high signal but also higher noise, eventually

leading to a lower signal to noise ratio. Conversely, at low concentrations, the signal

diminishes while the noise is not strongly affected. The optimal concentration

depends on several factors, e.g. the wavelength range of interest and the structural

content, which determines the magnitude of the molar CD signal. A good starting

point for far UV CD measurements are 0.1–0.2 mg/mL in a 1 mm cell. In the near
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UV range suitable concentrations can be estimated by determining the absorbance

around 280 nm (see above) and adjusting the concentration to give an absorbance of

ca. 1 absorbance unit. In order to improve performance in the very far UV range,

samples can be degassed and centrifuged in order to remove particulates. Filtration

through a non-adsorbing filter-type of small pore size may also be performed but it

should be evaluated if this adversely affects the sample under investigation.

Data acquisition. In addition to careful calibration and maintenance described in

the previous section, a few control spectra are useful to perform. First, an air

measurement can be performed in order to check instrument performance and

possible CD signals in the absence of any objects in the light path. Second, a scan

with the empty CD cell could be performed in order to check the quality of the cell.

Finally, the reference spectrum ideally containing the same solvent components as

the protein sample is measured. When subsequently measuring a number of protein

samples, attention must be paid to potential baseline drift. This is especially

important for near UV CD where the measured signal is often small and even a

small drift can therefore be notable.

Typically, 3–5 scans are measured and averaged. It is strongly recommended not

to let the instrument auto-average scans but to save or at least inspect all scans. For

most commercial instruments, it is also possible to adjust the bandwidth of the light

passing through the monochromators, which affects the spectral resolution. A

narrow bandwidth increases resolution, but the concomitant decrease in light

intensity may cancel out this advantage when the reduction in signal to noise

ratio becomes a limiting factor. Due to differences in both hardware and software

between different commercial CD instruments, the reader is encouraged to study

the recommendations of the manufacturer concerning instrumental settings for

optimal CD measurements.

4.3 Common Pitfalls and Errors

In the previous sections, critical technical and practical aspects regarding the

successful acquisition of CD spectra have been presented. Failing to acknowledge

these aspects may result in spurious data that may lead the researcher to erroneous

conclusions. A number of these issues evidently compromises published results

while others cannot be identified unequivocally. Therefore, we here present a brief

list of pitfalls and common errors that can often be easily avoided.

Measurement at excessive HT (detector gain). Probably the most commonly

occurring error is the presentation of data recorded at excessive absorbances.

Recorded data need to be truncated at the wavelength at which the specified

maximal detector gain (given by the high tension, HT, value) is exceeded. If

measurements at lower wavelengths are sought after, one may consider optimizing

the buffer composition, decreasing the protein concentration, or using a shorter

pathlength or an instrument providing higher photon flux, i.e. synchrotron CD.
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No subtraction of background spectrum. In addition to CD from the protein

under investigation, raw CD data are the result of contributions from the instru-

mental hardware, sample cell and the buffer. A presented protein CD spectrum

should always be the result of subtraction of an appropriate reference spectrum

from the sample spectrum. In most cases, the nature of the appropriate reference is

obvious: the same buffer used for dissolving the protein (or preferably, a dialysate)

measured in the same sample cell using the same instrumental settings. In other

cases, the reference spectrum is more difficult to define, for instance when exam-

ining poorly soluble proteins or aggregates hereof which may result in scattering

artefacts not directly related to conformational content.

Overinterpretation of secondary structure fits. The typical root mean square

deviation of estimates of the relative content of different secondary structure

elements are in the range 5–15% depending on the type of secondary structure

element, the protein under investigation and the fitting strategy employed

(Sreerama and Woody 2004). These numbers refer to the estimation of the confor-

mational content of the model proteins constituting the protein reference sets.

Model proteins are well characterized and typically available at high purities,

which minimizes some of the uncertainties that lead to errors in concentration.

The listed accuracies of secondary structure estimation should therefore be consid-

ered best-case and not necessarily common scenarios.
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Chapter 7

Applications of Mass Spectrometry in Drug
Development Science

Ulrike Leurs, Ulrik H. Mistarz, and Kasper D. Rand

Abstract Mass spectrometry (MS) offers the capability to identify, characterize

and quantify a target molecule in a complex sample matrix and has developed into a

premier analytical tool in drug development science. Through specific MS-based

workflows including customized sample preparation, coupling to liquid chroma-

tography and different ionization principles, both qualitative and quantitative

analysis of small and large drug compounds can be achieved at an unprecedented

sensitivity.

Here, we review the basic principles of MS and tandem MS, including ioniza-

tion, mass analysis and detection, as well as fragmentation techniques and coupling

of MS to chromatographic separation. As the structural integrity of protein drugs

during purification, formulation and delivery is of critical importance to ensure drug

efficacy and safety, an overview over current approaches for primary and higher-

order structure analysis of proteins by mass spectrometry will be given as well as

related workflows for quantitative MS analysis. Established “top-down” and “bot-

tom-up” protein analyses with MS will be recapitulated, and the use of emerging

technologies such as hydrogen/deuterium exchange mass spectrometry (HDX-MS)

for higher-order protein structure analysis will be discussed.

Keywords Qualitative and quantitative mass spectrometry • Small molecules and

protein biopharmaceuticals • Higher-order structure (HOS) elucidation • Hydrogen/

deuterium exchange mass spectrometry (HDX-MS) • Pharmacokinetics and mass

spectrometry

1 Mass Spectrometry in Drug Development

Over the last 30 years mass spectrometry (MS) has undergone a remarkable

development in terms of increased sensitivity, throughput and faster sample prep-

aration. MS applications are now characterized by their high sensitivity and low
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sample consumption, while providing high mass accuracy with isotopic resolution

for mass analysis even of large biomolecules. For these reasons MS has, within the

last two decades, become an indispensable tool for researchers working in drug

development science. Its low limit of detection (down to zepto moles), as well as

the speed and vast diversity of applications make MS the method of choice in many

areas of drug research. Figure 7.1 gives an overview of the many instances of

MS-based analyses throughout the drug development process.

Early in the drug discovery progress, MS can be used to unravel the biological

effect of a potential drug on an enzyme, a cell or in an organism (Glish and Vachet

2003). A subdivision of these applications is often referred to as proteomics,
metabolomics and other “omics”; they involve the identification and quantification

of proteins that are expressed in specific organisms or tissues across distinct

functional or disease-relevant states. Of direct utility in drug discovery is chemical
proteomics which involves enrichment and identification of unknown endogenous

protein receptors targeted by a synthetic ligand or drug from biological material

(Jeffery and Bogyo 2003; Rix and Superti-Furga 2009; Corradini et al. 2015). Later

on in the drug discovery process, MS is used routinely by medicinal chemists to

monitor chemical reactions during drug synthesis and product validation. In the

case of protein pharmaceuticals, MS is used extensively for initial characterization

and optimization of the recombinant expression products (Leurs et al. 2015). In

later steps of the drug development process, formulation scientists use MS for

stability testing and formulation development. For instance, MS has evolved to be

a gold standard for quality control during manufacturing of both small molecule and

large protein pharmaceuticals (Glish and Vachet 2003; Leurs et al. 2015). LC-MS

Fig. 7.1 Applications of mass spectrometry throughout the drug discovery, development and

production process
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analysis is also routinely used to analyze and quantify metabolites from pharma-

cokinetic studies.

1.1 The Mass Spectrometer

During mass analysis, the molecular weight of an analyte compound is measured in

relation to its charge, expressed as the m/z (ratio of mass to charge) value. Hence,

MS requires the analyte to be ionized prior to mass analysis; i.e. be able to take up
or abstract a proton. Hence, mass spectrometers can acquire data in both positive

and negative mode, depending on the nature of the analyte. A mass spectrometer

consists of three main parts: the ion source, the mass analyzer and the detector.

1.1.1 Ion Sources

The first step of any mass spectrometric analysis is the ionization of the analyte. The

process of ionization refers to the transition of the analyte into the gas-phase as an

ion by either taking up or detaching a proton, forming either cations or anions.

Ionization can be achieved through direct and indirect charge transfer reactions, or

by irradiating a volatile analyte with electrons:

M þ Hþ ! Mþ H½ �þ
MH þ OH� ! M½ �� þ H2O

Mþ e� ! M½ �þ� þ 2e�

The part of the mass spectrometer where the ionization takes place is called the ion

source. Generally speaking, there are two different approaches to ionization—hard
or soft ionization. The two differ according to the amount of internal energy that is

deposited in the analyte as a result of ionization.Hard ionization is considered to be
a harsh ionization method because high amounts of energy are imparted onto the

analyte during the ionization process. This can lead to dissociation of covalent

bonds in the analyte molecule (a process called fragmentation). In contrast to that,

soft ionization maintains a low internal energy in the analyte during ionization,

resulting in less or no fragmentation. Hard ionization has a long history in the

analysis of small molecules, whereas soft ionization is a more recent development.

Soft ionization methods are nowadays often used preferably in the analysis of both

small molecules, as well as of larger peptides and protein molecules.

Examples for hard ionization methods are e.g. electron ionization (or electron

impact, EI) and chemical ionization (CI). In EI, the analyte is vaporized and ionized
by irradiation with high energy electrons. CI utilizes a reagent gas that is irradiated

with electrons to produce an ionization plasma which in turn can react with the

volatile analyte to yield ions. Both ionization methods induce fragmentation of the
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analyte due to covalent bond dissociation, resulting in fragment ions with m/z
values lower than the molecular weight of the analyte. Since both EI and CI require

the ion source to be under high vacuum (1� 10�8 bar), they are not readily coupled

to liquid chromatography (LC). However, coupling of EI and CI sources to gas

chromatography (GC) systems is routine as the chromatographic system used

during GC is operated at vacuum. A further consequence of the required high

vacuum inside the source is that only volatile organic compounds can be analyzed

by EI and CI. Though EI and CI can provide a high degree of structural information

about the analyte, they are increasingly supplanted by softer ionization techniques.

An alternative to the hard ionization methods EI and CI is atmospheric pressure
chemical ionization (APCI) which can circumvent some of their disadvantages.

APCI is analogous to CI; however it operates at atmospheric pressure and can

therefore be coupled to LC systems. The analyte eluting from the LC system is

introduced as a thin fog into the APCI source via a nebulizer using nitrogen gas. The

solvent is then evaporated in a heated desolvation/vaporization chamber. The hot

gas carrying the analyte is then ionized along a corona discharge electrode. Ions

produced enter the mass analyzer through a small inlet which allows the high-

vacuum inside to be maintained.

The two most common soft ionizationmethods are matrix-assisted laser desorp-
tion/ionization (MALDI) and electrospray ionization (ESI), their principle mecha-

nisms are illustrated in Fig. 7.2. MALDI ionization is a two-step process. The first

step is the co-crystallization of the analyte with a matrix on a stainless steel target.

The matrix normally consists of small organic molecules that have strong absorp-

tion at the incoming wavelength of the laser, typically 337 or 350 nm. The

co-crystallized sample is then subjected to a laser beam under high vacuum, leading

to desorption of the matrix material. The matrix material absorbs the energy from

the laser beam, causing its ablation (Karas and Bahr 1990). In the resulting hot

plume of ions and neutral molecules, proton transfer reactions lead to ionization of

the analyte. The exact mechanism of ionization in MALDI is still discussed and

remains to be elucidated. Because the matrix molecules absorb most of the energy

from the laser, the damage to the sample is minimal, meaning that the ionization can

occur without fragmentation of the analyte. MALDI can therefore be used for the

analysis of large, non-volatile and thermally labile compounds such as proteins,

oligonucleotides and synthetic polymers. Furthermore, the indirect ionization

through matrix absorption sets no limits in terms of molecular weight of the ionized

analyte—indeed; proteins with molecular masses up to 300,000 Da have been

analyzed by MALDI (Siuzdak 1994). Common MALDI matrices include sinapinic

acid, α-cyano-4-hydroxycinnamic acid and 2,5-dihydroxybenzoic acid; all of those

compounds share certain features:

• chromophoric— to allow strong absorption in the wavelength range of the laser

• low molecular weight— to allow easy ablation

• acidic— to serve as a proton source for the analyte during ionization.

As MALDI is a pulsed ionization technique, it is well suited for coupling to time-

of-flight (TOF) analyzers. TOF analyzers allow analysis of ions over a wide mass
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range, and thereby complement MALDI ionization, which produces ions of low

charge and thus large m/z values. Most MALDI MS instruments are therefore

MALDI-TOF combinations. MALDI has a relatively high tolerance towards salts,

buffer components and detergents, which can be very detrimental to other popular

ionization techniques. In 2002, Koichi Tanaka was awarded the Nobel Prize in

Chemistry for his work on soft laser desorption of biological macromolecules. A

comprehensive overview of MALDI, the ablation/desorption process and different

types of matrices has been given elsewhere (Karas and Bahr 1990; Hillenkamp and

Peter-Katalini 2007).

Electrospray ionization (ESI) is another widely used soft ionization technique

in MS. ESI produces ions by dispersing a solution containing the analyte by

electrospray into a fine aerosol. To this end, a liquid passing through a capillary

is subjected to a strong electric field at atmospheric pressure. The electric field is

produced by applying a potential difference of 2–4 kV between the capillary and a

cone shaped counter-electrode (skimmer) with a small orifice, which is placed in

0.3–2 cm distance from the capillary exit. The electrical field leads to an accumu-

lation of charges at the liquid surface at the capillary exit. When the Coulombic

repulsion of accumulating charges exceeds the surface tension of the liquid surface

(Rayleigh limit), the shape of the liquid surface at the capillary exit assumes a

so-called “Taylor cone”. From the Taylor cone, a jet of highly charged droplets is

emitted into the ionization chamber (see Fig. 7.2). The solvent is then quickly

evaporated from the droplets (a process also called desolvation) by a counter-

current heated gas. The droplets then once again become unstable when they

reach their Rayleigh limit, undergo Coulombic fission and thereby produce many

smaller and more stable droplets. These droplets undergo repetitive rounds of

desolvation and Coulombic fission, forming ever smaller droplets, until ultimately

desolvated analyte ions emerge that are then extracted through the orifice of the

skimmer into the mass spectrometer for mass analysis. To facilitate desolvation and

increase ionization efficacy, solvents for ESI often consist of mixtures of water,

acetonitrile and an acid as a proton source. Furthermore, the ion source can be

heated to enhance desolvation. In high-flow ESI sources, an inert gas (e.g. N2 or

CO2) is applied to assist nebulization, for example when coupled to an HPLC

Fig. 7.2 Principles of MALDI and ESI ionization (Leurs et al. 2015)
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system. ESI is the ion source of choice for LC-MS applications because it can be

coupled “online” to an LC system.

ESI often produces multiply charged ions, resulting in a characteristic charge

state envelope for larger molecules e.g. a protein, thereby effectively extending the

mass range of the analyzer. Furthermore, some solution-phase information can be

retained in ESI; enabling e.g. the analysis of higher-order structure and

non-covalent interactions between a drug and its protein target by ESI. In 2002,

John B. Fenn was awarded the Nobel Prize in Chemistry for his contributions in the

development of ESI in the analysis of (bio)macromolecules. A comprehensive

overview of ESI-MS and an explanation of the fundamentals of electrospray is

given in “Electrospray and MALDI Mass Spectrometry: Fundamentals, Instrumen-

tation, Practicalities, and Biological Applications” (Cole 2010).

The choice of the appropriate ionization technique depends on (i) the physical/

chemical properties of the analyte, i.e. mass and polarity; (ii) the sample matrix and

(iii) the requirements of a coupled chromatographic separation step prior to mass

analysis. The diagram in Fig. 7.3 gives an overview of the application range of the

different ionization methods with regards to molecular weight and sensitivity. As

apparent from the illustration, ESI and MALDI have a very wide and high mass

range, while EI and APCI are most suited for the analysis of small molecules.

1.1.2 Mass Analyzers

From the ion source, the produced ions are transported via electric fields to the mass

analyzer where the ions are separated according to their m/z (ratio of mass to

charge). Common mass analyzers include time-of-flight (TOF), quadrupoles,
ion traps. They can be grouped into scanning and continuous mass analyzers,

depending on whether ions are allowed to pass through the analyzer over a certain

time range (scanning), or detected at the same time (continuous). TOF mass

analyzers use an electric field to accelerate the ions into a flight tube maintained

at very low pressure (1� 10�10 bar). After acceleration, the ions are allowed to drift

in the field-free region inside the flight tube. The m/z of an ion is determined by

measuring the time it requires to travel through the flight tube to the detector. The

velocity (υ) and time (t) an ion requires to travel to the detector can be described as

υ ¼ 2qU=mð Þ1=2 and t ¼ L=υ

where q is the charge of the ion, L the length of the flight tube, m the nominal mass

of the ion and U the potential applied to accelerate the ion. Thus, if the mass is high

and the charge small, υ is small and the ion reaches the detector later. If both mass

and charge are small, υ becomes bigger and the detector is reached quicker. In

principal, TOF analyzers have no upper mass limit.

In a quadrupole mass analyzer, a radio frequency quadrupolar field is created

between four parallel rods. These oscillating electrical fields are used to selectively
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stabilize or destabilize the trajectory of ions passing through the quadrupole. In

contrast to a TOF analyzer, a quadrupole is a scanningmass analyzer, meaning that

the quadrupole scans through differentm/z ranges over time. Therefore, only ions in

a certain m/z range can pass through the system at one time. Quadrupoles are

considered low-resolution instruments and commonly have a mass range of

20–3,000 Da.

3D or Paul Ion trap mass analyzers store, or “trap” ions in a radio frequency

(RF) and a direct current (DC) quadrupolar field created between a ring electrode

and two end cap electrodes. To measure the mass of a stored ion, the ions are

sequentially ejected from the trap to the detector by ramping the RF potential,

thereby destabilizing the trajectories of ions with distinct m/z values. Because the

ions repel each other inside the trap, their trajectories expand as a function of time.

To prevent ion losses due to this expansion, the trap is maintained at a low pressure

of helium gas, which neutralizes excess energy from the ions by collisional

dampening.

In an Orbitrap mass analyzer, an electrostatic field with a quadro-logarithmic

potential distribution is formed between an outer barrel-like electrode and a central

inner spindle-like electrode. The ions entering this field start to orbit and oscillate

along and around the inner electrode. The frequency of the oscillation of ions along

the spindle-like electrode is proportional to the m/z value of the ions:

Fig. 7.3 Application range

of different ionization

techniques with regards to

molecular weight of the

analyte and sensitivity (Lim

and Elenitoba-Johnson

2004)
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ω ¼ z=m * kð Þ1=2

To detect the individual frequencies of ions, the image current from the oscillating

ions is measured and converted into the frequency-domain using Fourier transfor-

mation. In contrast to the ion trap, no collisional cooling occurs inside the Orbitrap

because it operates under very high vacuum (10�8 bar). The Orbitrap was invented

by Alexander Makarov in the end of the 1990s (Makarov 2000).

Important characteristics of mass analyzers include (Marshall et al. 2002):

• mass resolution: the ability to distinguish between two peaks with close m/z
values

• mass accuracy: the difference between the measured and the theoretical m/z
value

• mass range: the m/z range of an analyzer

• scan speed: the number of scans per second of an analyzer over a given m/z
range

The mass analyzers discussed earlier differ regarding these parameters. In terms

of mass resolution, ion traps and quadrupoles can achieve a resolution of up to

4,000, and are considered low to medium resolution analyzers. TOF analyzers

equipped with a reflectron often achieve a resolution of up to 50,000. One of the

most powerful mass analyzers in terms of resolution is the Orbitrap with a resolu-

tion of 100,000 during routine operation. For target analytes with a mass below

2,000 Da, the mass accuracy of quadrupoles and ion traps often lies between

100 and 200 ppm, while TOF and Orbitrap analyzers routinely achieve a mass

accuracy of <10 ppm (Hoffmann and Stroobant 2007). The high resolution and

mass accuracy of both TOF and Orbitrap mass analyzers make them particularly

suitable for the analysis of complex mixtures and large biomolecules.

As shown in Fig. 7.4a, the resolving power of a mass analyzer is defined as

R ¼ m=Δm, (where m is the mass of one compound and Δm is the mass difference

to a peak with close m/z). However, Δm and thereby the resolution of a mass

analyzer, can also be experimentally determined from a single peak as illustrated in

Fig. 7.4b; being the same as twice the full width at half maximum height (FWHM)

of a given peak. For further reading about mass analyzers and their physical

properties, please refer to “Mass Spectrometry—Principles and Applications”

(Hoffmann and Stroobant 2007).

1.1.3 Detectors

Once the ions have passed through the mass analyzer, they are detected and

transformed into a useable signal by a detector. In general, two types of detectors

can be distinguished: the so-called point-ion-collectors which detect arriving ions

sequentially at one point. Array collectors on the other hand can detect arriving ions
simultaneously along a plane. The detector measures the abundance of each
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individual ion by recording either the induced charge or a current produced when

the ion passes by or hits a surface. In most mass spectrometers, electron multipliers

are used for this; however, also Faraday cups and ion-to-photon detectors can be

used. Because only a small number of ions leave the mass analyzer at a time, signal

amplification is often needed prior to detection. Many modern commercial instru-

ments therefore use microchannel plate detectors. A review about detectors used in

current mass spectrometry was published elsewhere (Koppenaal et al. 2005).

1.2 Tandem Mass Spectrometry

Tandem mass spectrometry, also called MS/MS or MS2, describes sequential mass

analyses performed on the same population of ions, often following a gas-phase

fragmentation event. The fragmentation of gas-phase ions occurring between the

individual steps of mass analysis results in a change of the mass or charge of an ion.

It can provide additional information about the structure and composition of the

analyte. The ions that are selected for MS/MS analysis are often referred to as

precursor or parent ions, while the ions formed after collision and detection are

called product ions. The multiple steps of mass analysis required for MS/MS

analysis can either be achieved by separating individual mass analyzers in space,
or by operating one mass spectrometer differently in time.

For MS/MS in space, the individual mass spectrometer elements are physically

separated. They are connected by e.g. a quadrupole, where the analyte ions are

fragmented. The most common instrumental set up for MS/MS in space is the triple

quadrupole (QqQ) shown in Fig. 7.5; a variation of the transmission quadrupole

containing three consecutive quadrupole stages. The first quadrupole functions as a

mass filter allowing only a certain m/z range into the second quadrupole that is used
as a collision cell. Here, the precursor ion is fragmented into product ions, which are

subsequently analyzed by the third quadrupole.

In contrast to this, the separation of ions in MS/MS in time is accomplished by

trapping the ions and separating and/or colliding them in the same physical space;

Fig. 7.4 (a) Definition of resolving power by measuring Δm between two peaks of close m/z. (b)
Resolution defined as the full peak width at half maximum height (FWHM)
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the different steps take place over time. For MS/MS in time, ion trap mass

spectrometers can be used. Typically, the sequence of events is as follows:

(i) selection of the precursor ion with one specific m/z value, all other ions are

expelled from the trap. (ii) Fragmentation of the precursor ion in the trap, followed

by (iii) analysis of the product ions. Multiple rounds of selection, fragmentation and

analysis can be performed on the product ions. This process is referred to as MSn,

where n indicates the level of the MS/MS analysis.

1.2.1 Ion Activation in Tandem Mass Spectrometry

There are different ways of fragmenting ions for MS/MS analysis; the most

common ones being collision-induced dissociation (CID, also known as collision-

ally activated dissociation CAD), electron transfer dissociation (ETD) and electron
capture dissociation (ECD); all these processes can be summarized as post-source
fragmentation techniques. For CID, gas-phase ions are collided with neutral gas

atoms (He, N2 or Ar). When an inert gas molecule collides with the analyte, some of

its kinetic energy is converted into internal energy of the analyte; once this energy

reaches a certain threshold, internal bonds within the analyte break (Jennings 1968).

The degree of fragmentation can be controlled by altering (i) the collision energy

(i.e. the kinetic energy of the analyte ions as they are accelerated into the cell), and

(ii) the frequency of collisions experienced by the analyte in the collision cell

(i.e. the collision gas pressure). In the case of ETD, an electron is transferred

from a reagent radical anion (e.g. anthracene) to the analyte ion, thereby liberating

Coulomb energy (Hunt et al. 2005). ECD describes in principal the same process as

ETD, however there is no helper molecule, instead a free low-energy electron is

Fig. 7.5 Schematic set-up of a triple quadrupole QqQ mass spectrometer that enables tandem

mass spectrometry (adapted from online sources). After selection of a precursor ion with a certain

m/z value in the first quadrupole, the selected ions are fragmented in the collision cell (second

quadrupole). The resulting fragment ions are then analyzed in the third quadrupole before reaching

the detector
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captured directly by the analyte (Zubarev et al. 2000). Fragmentation can also be

provoked in the ion source. In an ESI mass spectrometer, such in-source fragmen-
tation can be achieved by elevating the potential on the first skimmer cone in the ion

source, thus providing more kinetic energy to the analyte ions. This causes more

energetic collisions with the background gas present in the relatively high pressure

of the ion source. In-source fragmentation can be used to selectively dissociate

labile bonds (e.g. glycosidic bonds). A variant of in-source fragmentation referred

to as in-source decay (ISD) can also be performed in MALDI by operating the laser

significantly above the threshold for intact ion production (Brown and Lennon

1995, Hardouin 2007).

1.2.2 Scan Modes in Tandem Mass Spectrometry

A diverse range of different experimental sequences can be performed using

MS/MS. Figure 7.6 shows an overview of different acquisition modes of a standard

QqQ mass spectrometer (see Fig. 7.5 for a schematic setup). In full scan mode, the
first quadrupole scans over a user-defined mass range, while the collision cell and

the second quadrupole allow all ions to pass through to the detector. In product ion
scanning, the first quadrupole (MS1) filters for a precursor ion at a set m/z value
which is then being fragmented in the collision cell (second quadrupole). Subse-

quently, the third quadrupole (MS2) scans all product ions from the selected

precursor ion over a user-defined mass range. In precursor ion scanning, MS1

scans over a user-defined mass range. All passing-through ions are fragmented in

the collision cell and the product ions are filtered for a setm/z value in MS2. Neutral
loss scanning scans the full mass range in MS1. After fragmentation, the second

quadrupole scans for products with a defined mass off-set originating from a

defined neutral loss of the precursor ions detected in MS1. In selected reaction
monitoring (SRM), MS1 is set to filter for one m/z value, this precursor ion is then

fragmented, and its products are filtered for a specific m/z value again in MS2. This

means that both MS1 and MS2 are filtering and only need to scan a short mass range

which will increase the sensitivity of the analysis of the specified precursor ion. In

multiple reaction monitoring (MRM), several m/z values are set for both MS1 and

MS2; MRM can be regarded as an extended version of SRM.

Application of MS/MS includes structure elucidation, high-sensitivity and high-

selectivity analyses, as well as elementary analysis. Small molecule drugs fragment

in distinct ways, yielding unique diagnostic fragments depending on their func-

tional groups. Furthermore, the amino acid sequence of peptides can be analyzed by

MS/MS, as will be explained later in this chapter. The use of MS/MS in protein

analysis by peptide mapping will also be described in detail later in this chapter.

Many pharmacological assays, e.g. for the monitoring of metabolites are MS/MS

experiments such as SRM or MRM. Particularly for these applications, the classic

QqQ instrumentation is more and more replaced by mass spectrometers where

instead of the last quadrupole, an Orbitrap or TOF mass analyzer is employed. By

replacing the last quadrupole, the resolution of the mass spectrometric analysis is

increased: while quadrupoles typically only achieve resolutions up to 2000, TOF
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and Orbitrap mass analyzers have resolutions from 40,000 to 100,000. This

improved resolution facilitates the analysis of complex biological samples.

1.3 Coupling Mass Spectrometry to Chromatographic
Separation

The coupling of mass spectrometry to a chromatographic system has a long history

in pharmaceutical research and has been widely applied since the 1990s. It can be

offline, if the analyte is collected and then analyzed. The mass spectrometer can

however also be coupled online to the chromatographic system. The three main

techniques employed in online coupling of MS are gas chromatography (GC),

capillary electrophoresis (CE) and liquid chromatography (LC). Figure 7.7 gives

an overview of commonly used chromatography-compatible ionization methods as

a function of analyte polarity and molecular weight.

Gas chromatography coupled to mass spectrometry (GC-MS) is exclusively

used for the analysis of volatile analytes. It is often coupled to CI and EI ion

sources and therefore does not yield intact analyte ions, but fragments of the

analyte. Hence, GC-MS delivers a high degree of structural information. GC-MS

Fig. 7.6 Different scan modes in a standard QqQ mass spectrometer
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is characterized by its very high sensitivity, minimal sample carry-over between

runs, and short run-time (Ryhage 1964). As can be seen from Fig. 7.7, GC-MS is

most suitable for the analysis of small, hydrophobic compounds. liquid chroma-
tography (LC-MS) routinely used for the analysis of non-volatile compounds, both

large and small. Capillary electrophoresis (CE-MS) has significant potential in

terms of improved separation and absolute sensitivity but is still not a routine

technique. LC-MS can be readily performed at a wide range of flow rates from

nL/min up to ml/min. In order to achieve good resolution with LC-MS, many

parameters may be altered, such as: type of solvent (basic vs. acidic), type of

elution (isocratic vs. gradient), as well as the type of the column (normal

vs. reversed phase). The goal of setting up a good LC-MS method is to minimize

the run time while maintaining good chromatographic resolution (Ardrey 2003).

While not as extensively used due to challenges in interfacing CE with MS, CE-MS

methods provide very high sensitivity thus using only small sample quantities

(Smith et al. 1989). Both CE and LC are mostly coupled to ESI or APCI ion

sources, as they can accept high flow rates of solvent under atmospheric pressure.

Figure 7.7 illustrates the optimal ranges for APCI- and ESI-MS with regards to

molecular weight of the analyte and its polarity.

The most common solvents used for LC-MS analyses are acetonitrile and water;

both are used at a low pH to enhance ionization of polar compounds by proton

transfer. However, also volatile buffers such as ammonium acetate can be used if a

higher pH is required for the analysis of e.g. basic compounds in negative ionization

mode or larger biomolecules under native conditions. The table in Fig. 7.7 gives an

Fig. 7.7 (a) Application ranges of different ionization methods with regards to molecular weight

and polarity of the analyte. (b) Solvents and buffers commonly used for LC-MS analyses and their

pKa values
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overview of buffers that are compatible and commonly used for mass spectrometric

analysis.

A crucial step in obtaining good LC-MS data is the sample preparation. Firstly,

the analyte has to be soluble in one of the LC solvents to prevent its precipitation in

the LC system. Furthermore, the analyte concentration should not be too high as

this may result in detector saturation, making the signal disproportional to the

analyte concentration. Secondly, salts and detergents should be removed from the

sample prior to the mass spectrometric analysis, as they may interfere with the

ionization and evaporation process. Common ways of desalting/detergent removal

include precipitation, solid-phase extraction (SPE), liquid-liquid extraction (LLE),

or column switching (LC/LC). SPE and LLE will be described in more detail later

in this chapter. For LC/LC, two or more (different) columns are used sequentially

for sample clean-up. For example, a very dilute sample may be concentrated on a

pre-column, while the flow-through containing contaminants is discarded. The

flow-path can then be diverted to connect the first column to a second column

with a different selectivity. Column switching increases the versatility of the

chromatographic system and can protect the mass spectrometer from contaminants

(Campins-Falco et al. 1993).

1.4 Representation of Mass Spectrometric Data

The data obtained from a simple mass spectrometric analysis can be represented

solely by the mass spectrum. However, the coupling of MS to liquid chromatogra-

phy and different MS/MS acquisition modes require additional forms of data

representation, e.g. mass chromatograms. Such can be total ion current chromato-
gram (TIC), base peak chromatogram (BPC/BPI), selected reaction monitoring
chromatogram (SRM) and extracted ion chromatogram (EIC/XIC). The TIC rep-

resents the summed intensities across the entire mass range at a given time (total

number of ions that reaches the detector). But, especially in complex mixtures, the

TIC provides very little information as several different species might co-elute and

thereby obscure individual signals. The BPC is similar to the TIC, however it only

represents the intensity of the most abundant peak in each spectrum at a given time.

Therefore, the BPC can be considered as a “tidier” version of the TIC. The SRM is a

chromatogram representing the intensity of a preselected m/z value over time. In

contrast to the SRM, the EIC is a reconstructed chromatogram of a specific m/z
value; thereby an analyte of interest can be extracted from a complex TIC. Another

option of data representation are 3D contour maps, where the m/z values on the

x-axis are plotted against the intensity on the y-axis and an additional experimental

parameter such as time, or ion mobility, on the z-axis (Lanucara et al. 2014).

Depending on the type of data acquisition, also UV and LC traces may have to be

analyzed.

Figure 7.8 shows an example of an LC-MS/MS analysis of a mixture of peptides.

From top to bottom, the TIC, the UV trace at 280 nm (diode array detector, DAD)

and the EIC of m/z¼ 613 are shown. This example emphasizes how different types
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of data analysis can change how the data appears. In the TIC, there are a few very

well separated peaks, from the UV trace it can be deduced that some but not all of

them are UV active at 280 nm. The EIC shows only one peak which might be

Fig. 7.8 LC-MS/MS analysis of a peptide mixture. Shown are the TIC (total ion current), the UV

chromatogram (DAD) at λ ¼ 280 nm, an EIC of m=z ¼ 613:30, the mass spectrum at

Rt ¼ 1:2 min, as well as the corresponding MS/MS spectrum of m=z ¼ 613:30
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misleading with regards to sample purity if TIC and UV trace are not taken into

consideration. The second part of the figure shows the mass spectrum at Rt 1.2 min

from m/z 100–1000. The zoom-in shows the isotopic distribution of the peptide.

The respective m/z values are separated by 1, meaning that the peptide is a singly

charged species. The second peak at m/z 307.30 is the corresponding doubly

charged species. The second mass spectrum shows the MS/MS spectrum of frag-

ment (product) ions of the precursor ion m/z¼ 613 after CID fragmentation.

1.5 Applications of Mass Spectrometry in Drug Development

Figure 7.1 earlier in the chapter emphasizes how essential MS has become through-

out the whole drug discovery and development process. In particular, the coupling

of MS to HPLC is widely used in drug development, combining the resolving

power of the HPLC and the structural information obtained from MS. The advan-

tage of MS over other analytical techniques is that molecular mass, structure and

the purity of the sample can be probed in a single analysis. Hence, the analysis time

per compound is decreased compared to other analytical techniques. This is of

particular importance since more compounds enter the drug discovery process

today than 20 years ago. This trend is due to the advent of high-throughput

screenings and advances in synthetic organic chemistry. Applications of analytical

MS in drug development can be divided into two areas: qualitative MS,
e.g. identification and characterization of the structure of unknown compounds,

and quantitative MS, e.g. for the quantification of an analyte in a (biological)

sample.

2 Qualitative Analysis by Mass Spectrometry: Small
Molecule Drugs

2.1 Mass Spectrum Interpretation

Apart from the m/z value, other useful information can be extracted from a mass

spectrum. For example, the isotopic composition of an unknown compound can

help to identify its elementary composition. Most elements in nature are isotopic

mixtures; hence compounds do not only exhibit a single peak in the mass spectrum,

but an isotopic cluster (see Fig. 7.9 for an overview of isotopic abundances of the

most common elements). Especially chlorine, bromine, selenium and sulfur atoms

have very distinct isotopic compositions that can be used for analytical purposes.

An example is shown in Fig. 7.9a; depending on the substitution of ethene with

chloro- and bromo-atoms, its isotopic cluster changes. In case of an unknown

compound, the isotopic pattern can be used to deduce the elementary composition

of a molecule. Hence, the isotopic distribution of a given m/z peak should be
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inspected in order to correctly determine its charge state. Normally, the first peak in

an isotopic cluster corresponds to the analyte ion containing only the lowest mass,

and typically the most abundant, isotopes, e.g. 12C, 14N, 1H. The second peak in the

cluster corresponds to the analyte ion containing one 13C (or to a much lesser extent

a 15N or a 2H atom) increasing the mass of the ion by 1. If the ion has a charge state

of 2, this mass increase will be divided by 2— resulting in a Δm/z of 0.5. In this

manner, the charge state of an ion signal in a mass spectrum can be determined from

its isotopic distribution. For bigger molecules such as polymers and proteins, the

isotopic distribution changes mainly as a function of the additional carbon atoms.

With an increasing number of carbon atoms, the peaks corresponding to the

relatively low abundance 13C isotope accumulate and shift the isotopic distribution

towards higher masses (see Fig. 7.9b and Sect. 3.1.1) (Wanner and H€ofner 2007).
Furthermore, similar m/z values might occur for different analytes depending on

their charge states, especially when analyzing complex mixtures, thus necessitating

the use of a high-resolution mass analyzer or MS/MS analysis.

Some important things to keep in mind when analyzing MS data include:

• Does the mass spectrometer operate in positive or negative ion mode i.e. is the

analyte positively or negatively charged?

• Is the analyte singly, doubly or multiply charged?

• Is the analyte fragmented?

• Has the analyte formed adducts (e.g. with the matrix used for MALDI analysis,

salts or reactive organic species such as epoxides)?

• What is the isotopic composition of the analyte (Br/Cl atoms)?

2.2 Monitoring Chemical Syntheses by MS

MS has become an indispensable tool for synthetic and medicinal chemists. It offers

several advantages over traditional analytical techniques like thin-layer chroma-

tography and NMR. These include short analysis time, easy data analysis and high

sensitivity while requiring only minute amounts of analyte. LC-coupled mass

spectrometry (LC-MS) can be used to (i) characterize newly synthesized com-

pounds and synthetic intermediates; (ii) monitor chemical reactions and optimize

those; as well as (iii) evaluate the final product by accurate mass analysis. Further-

more, MS is well suited to analyze fractions from chromatographic purifications,

and spots from thin layer chromatography. Common side reactions of chemical

synthesis include: oxidation (+16 Da), hydrolysis (�18 Da), decarboxylation

(�44 Da), deamidation (+1 Da), as well as the formation of adducts. Apart from

standard molecular weight determinations, tandem MS can be employed for struc-

ture elucidation of synthetic compounds, as described in Sect. 1.2. The different

fragments that are obtained from MS/MS analysis can—together with the informa-

tion from the precursor ion—help to elucidate the molecular structure of an

unknown analyte. A technique termed “precursor ion fingerprinting” searches
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fragments obtained from an MS/MS analysis of a given analyte against a library of

product-ion spectra from known precursors.

Often, a sample clean-up step might be required prior to the MS analysis in order

to warrant good results. Numerous reagents used in synthetic chemistry are not

compatible with mass spectrometric analysis, as they might (i) contaminate the LC

system, (ii) cause ion suppression, or (iii) contaminate the mass spectrometer. The

difficulties associated with high salt concentrations and detergent content have been

described earlier in this chapter. Apart from those, halogenated solvents can be

problematic as they suppress ionization. Care should be taken when working with

either very basic or acidic mixtures, as they can harm both the LC system, as well as

the LC-MS interface.

A limitation of MS compared to NMR is its inability to distinguish between

enantiomers and the ortho-, meta- and para-positions in aromatic rings. However,

these disadvantages can in part be overcome by coupling the mass spectrometric

analysis to chiral chromatography (Joyce et al. 1998).

2.3 Drug Delivery and Stability

An important step in drug development is the assessment of the stability of the

active pharmaceutical ingredient (API) in a given formulation. Historically, the

importance of excipients was underestimated; they were in general considered

Fig. 7.9 Table of the isotopic abundances of the most common elements. (a) Mass spectrum

showing the isotopic clusters of chloroethene, 1,2-dichloroethene, 1,1,2-trichloroethene and

1-bromo-1,2-dichloroethene. (b) Isotopic distribution as a function of number of carbon atoms.

With increasing number of carbon atoms, the maximum of the isotopic distribution shifts towards

higher masses. (Figure modified from Wanner and H€ofner 2007)
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cheap and standard fillers. However, with the advent of more sophisticated drugs

and drug delivery systems, excipients can play an important role in e.g. stabilizing

the drug and releasing it specifically at the desired site of action. When choosing a

formulation, the shelf-life of a drug in the presence of different excipients has to be

determined, and possibly toxic degradants need to be identified. MS is the method

of choice to assess these parameters because of its high sensitivity and specificity.

The formulation for a new drug can be chosen from a wide panel of available

excipients, a recent review stated that more than 1300 different excipients for oral

drugs are available today (Zheng 2009). Points of consideration for choosing the

right formulation are the hygroscopicity, oxidative potential, as well as the pH and

temperature stability of the drug. Commonly, many different combinations of

excipients, over different periods of time, and at different temperatures are evalu-

ated for the formulation of a drug. A general workflow for such a study is shown in

Fig. 7.10. Table 7.1 shows the most common degradations occurring in formula-

tions, and their corresponding changes in m/z. In addition to long-term storage

studies at room temperature, new drugs are also subjected to stress tests where they

are exposed to e.g. oxidative, photolytic, hydrolytic and thermolytic stress. LC-MS

has proven to be a viable tool for the detection of drug degradants from both long-

term, and stress studies. Also for the assessment of drug safety, the information

obtained from such formulation studies is of crucial importance. LC-MS analysis

can accurately identify and quantify toxic degradants from a formulation, and

thereby help to evaluate the drugs’ safety profile.

Fig. 7.10 Stability testing of a drug in the presence of different excipients (A–F ). The different

formulations are exposed to several stimuli, including long-term storage in darkness or light at

different temperatures, and short-term stress-tests. The formulations are then analyzed by LC-MS

regarding degradants identification and quantification of the active pharmaceutical ingredient

(API)
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3 Qualitative Analysis by Mass Spectrometry: Large
Molecule Drugs

Protein and peptide pharmaceuticals are large molecule drugs which can contain

several hundreds of amino acids and have molecular masses from tens to hundreds

of kDa. These drugs thus represent a different class of drug compounds to analyze

and characterize at the molecular level compared to small molecule drugs. How-

ever, any modification of either the primary, secondary, tertiary or quaternary

structure of a protein pharmaceutical can in principle impact its efficacy, bioavail-

ability and immunogenicity (Tao et al. 2011). It is therefore important to be able to

detect and characterize these modifications. MS has developed into a useful tech-

nique to characterize both primary and higher order structures of protein pharma-

ceuticals. As described earlier, soft ionization methods such as electrospray

ionization (ESI) and matrix-assisted laser desorption/ionization (MALDI) can

ionize large, polar protein molecules without breaking internal covalent bonds.

The developments in soft ionization during recent years have allowed the imple-

mentation of a multitude of MS based workflows for the detailed analysis of protein

pharmaceuticals. Nowadays, the chemical and physical stability of protein drugs, as

well as their pharmacokinetics are routinely determined by MS (Chen et al. 2011).

Table 7.1 Common degradation pathways of drugs in formulations, the involved functional

groups and the resulting shift in m/z

Common

degradation

pathways

Functional groups

involved ΔDa Caused by

Hydrolysis Nucleophilic centers,

lactam groups

+18 Water in the formulation

Deamidation –NH2 +0.98

Deamination –NHR –

Decarboxylation –COOH +45

Oxidation Double bonds,

hydroxyl groups

(single electron

transfer)

+16 (air oxi-

dation), dif-

ferent

adducts

Can e.g. be caused by peroxides

that originate from excipients such

as polysorbate-80 or polyethy-

lenglycol-400

Reduction Primary/secondary

amines

– Can e.g. be caused by lactose in the

formulation, which is a reducing

sugar (Maillard reaction)

Photolysis –OH, halogens – Can result in numerous reactions,

including oxidation, eliminations

and dehydrogenation

Dimerization –SH – Can e.g. be caused by free thiol

groups or in unsaturated aromatic

systems

Dehydration Sugars �18 Formation of a double bond that is

stabilized by resonance with neigh-

boring functional groups
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3.1 Characterization of Peptide and Protein
Pharmaceuticals: Primary Structure

The characterization of protein pharmaceuticals includes the determination of

protein purity, molecular weight, amino acid sequence and post-translational mod-

ifications in relation to protein expression, formulation and storage. Figure 7.11

provides an overview of general workflows for primary structure analysis of protein

pharmaceuticals by MS. The choice of a suitable MS workflow can vary depending

on the nature of the protein, its formulation, modifications of interest and the

available mass spectrometric setup. Most workflows can be grouped into “top-
down” and “bottom-up” approaches that involve the analysis of intact or enzymat-

ically digested proteins, respectively. The latter is commonly referred to as peptide
mass finger printing (PMF) or simply peptide mapping. Top-down and bottom-up

analyses are carried out using either MALDI-MS, or LC-coupled ESI-MS setups.

MALDI-MS is often the first choice for primary structure analysis because of its

ease-of-use, sensitivity, robustness, high tolerance for salts, buffers and detergents

as well as a straightforward interpretation of the obtained spectra. In contrast to that,

ESI-MS can be easily coupled to an LC system for higher-throughput analyses

allowing separation of more complex samples and process automation (Holcapek

et al. 2012).

3.1.1 Interpretation of Mass Spectra of Peptides and Proteins

Interpretation of mass spectra of larger peptides and proteins can be a complex and

tedious task, compared to the analysis of small molecules. This is due to their large

size, and the numerous functional groups that can carry a charge. As a result of that,

the m/z of a protein observed in an ESI mass spectrum is normally not a single peak,

but a so-called charge state envelope that consists of several peaks corresponding to

the different charge states of the protein. In contrast to ESI, MALDI has a prefer-

ence of yielding singly charged species, which simplifies the interpretation of

MALDI mass spectra compared to ESI mass spectra. However, several software

programs are available to assist the interpretation of protein mass spectra and

automatically deconvolute these. Deconvolution describes the process of determin-

ing the molecular weight of a protein from a charge state envelope. Figure 7.12a

shows an ESI mass spectrum of the protein cytochrome c, with the charge state

envelope easily recognizable along the m/z axis. The inset (top right corner) shows

the result of a software deconvolution of the spectrum yielding a single peak

corresponding to the molecular weight of cytochrome c.
It is possible to determine the charge state and corresponding molecular mass of

a protein based on the charge state distribution. To this end, two successive peaks

are chosen from the charge state envelope, e.g. 773.438 and 824.932 from Fig. 7.12.

The charge state of the protein can then be deduced from them/z values of these two
peaks using the following equation:
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n¼
m
z

� �
nþ1

�1

m
z

� �
n
� m

z

� �
nþ1

¼ 773:438�1

824:932�773:438
¼15

Where the result is the charge state of (m/z)n. The molecular mass of cytochrome

c can be calculated accordingly:

m ¼ m

z

� �
n
� n� n ¼ 15 � 824:932� 15 ¼ 12359:30

As discussed earlier, peptides and proteins have distinct isotopic distributions,

corresponding to the presence of different amounts of 13C isotopes. Their mass

can therefore be given as the monoisotopic mass or the average mass. The

monoisotopic mass is the first peak of an isotopic distribution, while the average

mass is the intensity-weighted average of all peaks of the isotopic distribution.

Every peak in a charge state envelope of a protein has its own isotopic distribution

(Fig. 7.12b); Fig. 7.13 shows such an isotopic distribution of a single charge state

(2+) of a peptide. The monoisotopic mass of this peptide is the first peak of this

distribution, containing only the most abundant isotopes, such as 12C, 16O and 14

N. The average mass is calculated as the weighted average of the different isotopic

species present.

Fig. 7.11 Schematic overview of the different approaches for structural characterization of

peptide and protein pharmaceuticals by MS. Intact mass analysis is performed without prior

enzymatic digestion using either a full scan MS acquisition mode or a top-down MS/MS acqui-

sition mode with ion fragmentation. Peptide mapping analysis includes an initial enzymatic

digestion and either full scan MS acquisition mode or ion fragmentation MS/MS acquisition mode
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Fig. 7.12 (a) ESI-MS spectrum of the protein cytochrome c with a broad charge state envelope

corresponding to the multiple protonation states of the protein. For example, peak 883.79 corre-

sponds to cytochrome c with 14 charging protons [M+ 14H]14+ whereas peak 951.69 corresponds

to [M+ 13H]13+. The inset shows the charge state deconvoluted spectrum (with altered x-axis

i.e. mass) which yields a single peak corresponding to the mass of cytochrome c, obtained from

deconvoluting the spectrum using the maximum entropy method of the MassLynx software

(Waters Corp.). (b) Schematic mass spectrum of a protein with several charge states that are

resolved to the isotopic distribution of each charge state by use of a high-resolution mass

spectrometer (blue). The isotopic distribution is shown in blue bars of each charge state and the

charge state envelope is indicated by a red bracket
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Another option for determining the charge state and thus mass of a protein is

through its isotopic distribution, if it can be resolved. This became feasible with the

advent of high resolution MS, as now the isotopic peaks even for large biomole-

cules can be distinguished. By measuring the distance between the isotopic peaks

and employing the equation shown below, the charge state of the protein can be

calculated. In Fig. 7.13a, the distance between the isotopic peaks measures 0.5m/z,
revealing the charge state of this isotopic distribution to be 2.

n ¼ 1

Δm
z ¼ 1

0:5 ¼ 2

However, especially for large proteins containing posttranslational modifications,

the resolution of the mass spectrometer might not be sufficient to resolve the

isotopic distribution of a larger protein (Fig. 7.13b), or the isotopic resolution

might be obscured due to overlapping isotopic patterns of differently modified

species present in the sample.

3.1.2 Interpretation of Tandem Mass Spectra of Peptides and Proteins

Tandem MS is a valuable tool in determining the primary structure of peptides and

proteins. Figure 7.14 shows the different fragment ions that can be formed through

cleavage of the backbone of a peptide—using the Roepstorff-Fohlman

Fig. 7.13 (a) Doubly protonated state of a peptide ion (MW¼ 2045.9 g/mol), the red bar indicates

the average mass. By measuring the distance between the isotopic peaks (0.5 Da) it is possible to

determine the charge state of this isotopic distribution to be +2. Each isotopic peak represents the

addition of a 13C isotope, corresponding to a mass increase of +1 Da (0.5 Da for a doubly charged

species). (b) A single mass spectrometric peak (13+) of Myoglobin (17 kDa). The single isotopic

peaks cannot be distinguished due to insufficient resolution
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nomenclature (Roepstorff and Fohlman 1984). The fragments are occurring in

pairs, cleavage between the carbonyl carbon and amide nitrogen yield both b- and
y-ions, while cleavage between the amide nitrogen and the α-carbon leads to the

formation of c- and z-ions. The numbering of a-, b- and c-ions originate from the

amino-terminus, while the x-, y- and z-ions are numbered from the carboxyl-

terminus as illustrated in Fig. 7.14a. Collision-induced dissociation (CID) yields

primarily b- and y-ions with some a- and x-ions, while other types of fragmentation,

like in-source decay (ISD) (Hardouin 2007), ETD (Syka et al. 2004) and ECD

(Zubarev et al. 1999) primarily yield c- and z-ions.
De novo sequencing can be performed by fragmentation techniques like CID,

ISD, ECD and ETD. Figure 7.14 shows an example of a CID spectrum of a peptide

with a mass of 1003.45 Da, illustrating the sequencing of the amino acids consti-

tuting the peptide. Theoretically, the complete sets of both b- and y-ions obtained

after fragmentation of a peptide confirm its entire sequence. In practice however, it

is rarely possible to observe all b- and y-ions in one mass spectrum. Furthermore,

the amino acid composition and the amount of collisional energy have an impact on

which fragments are observed. In addition, the charge state of the peptide and the

distribution of multiple charges along the peptide backbone have an impact on

which fragments can be observed, as the charges might remain on solely the b- or
y-ion after fragmentation, and thereby make the corresponding b- or y-ion
uncharged and thereby not detectable by MS. Often, one can accurately identify a

peptide sequence based solely on the recorded accurate mass of the precursor ion

and a few consecutive fragment ions (b- or y- in the case of CID).

One of the limitations of peptide/protein sequencing by tandem MS is that the

amino acids leucine and isoleucine are undistinguishable as they both have the

exact same mass of 113.0841 g/mol (Table 7.2). This is also the case in the example

shown in Fig. 7.14b. The mass of a particular fragment is related to the composition

of amino acids, modifications and fragment type by the equation shown below:

m=zfragment ¼ mamino acid þ mfragment ion type þ mmodifications

z

Where mfragment is the m/z value of the fragment ion, mamino acid is the monoisotopic

mass of the amino acid, mfragment ion type is the mass difference for the fragment ion

type (see Fig. 7.14a), mmodifications is the mass of possible modifications to the side

chains of the amino acid residues and z is the charge of the fragment ion. To

calculate the m/z value of the y4-ion Asn-Thr-Asp-Glu from the peptide shown in

Fig. 7.14b, the masses of the four amino acids are inserted into the equation (see

Table 7.2), adding up to a mass of 478.16 Da which matches the peak of the y4 ion
shown in Fig. 7.14b:

m=zfragment NTDQð Þ,y ¼ 114:04þ 101:05þ 115:03þ 129:04ð Þ þ 19ð Þ þ 0ð Þ
1

¼ 478:16
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3.2 Analysis of Higher Order Structure of Protein
Pharmaceuticals by Hydrogen/Deuterium Exchange
Mass Spectrometry

A clear correlation exists between the higher order structure of pharmaceuticals and

their function, efficacy, bioavailability and safety. It is therefore critical to control

and analyze the higher order structure of protein pharmaceuticals during drug

development. Hydrogen/deuterium exchange mass spectrometry (HDX-MS) has

become a popular MS based tool to examine the conformation, dynamics and

molecular interactions of proteins in solution. HDX-MS measures the rate and

extent of hydrogen/deuterium exchange of backbone amide hydrogens of a protein

placed in deuterated solvent. HDX is primarily dependent on the presence and

relative strength of the hydrogen bonding of amide hydrogens in the target protein

(i.e. the stability/dynamics of higher-order structure). The exchange of hydrogen by

deuterium results in a mass change of +1 Da per exchange event, which can thus be

Fig. 7.14 (a) Peptide and protein fragmentation by tandem MS as defined by Roepstorff-

Fohlman, and the corresponding mass differences of the fragments relative to the mass of the

amino acid residues present in the fragment. (b) The peptide sequence G-I/L-I/L-W-G-E-D-T-N as

sequenced by CID-MS/MS. The sequence is identified from the C-terminus through y-ions, and
should be read from right to left in the spectrum
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deduced from mass spectrometric analysis. HDX-MS is a sensitive and reliable

technique that is capable of detecting and characterizing differences in the higher-

order structure between protein states. Furthermore, HDX-MS can pinpoint any

differences in conformation to a specific segment of the protein.

A protein contains three kinds of hydrogens:

• Hydrogens attached to carbons (non-exchangeable)

• Hydrogens attached to N, O or S on side chains or N/C-termini (exchangeable)

• Hydrogens attached to backbone amides (exchangeable)

During HDX, both the side chain hydrogens and backbone amide hydrogens are

exchanged by deuterium over time. However, HDX-MS exclusively detects the

labeling of the backbone amides, because the deuterium atoms on the side chains

back-exchange to hydrogens rapidly during the LC step of the HDX-MS workflow.

As mentioned above, the number of exchanged deuteriums along the protein

backbone is highly dependent on the presence and stability of intra-molecular

hydrogen bonding (i.e. conformational dynamics). Fast exchange occurs e.g. in

loops, turns and unstructured regions, whereas slow exchange occurs in stable

hydrogen-bonded structures such as α-helices and β-sheets (illustrated in

Fig. 7.15). Hydrogen bonding can account for a 108 change in the amide exchange

rate and the HDX half-life of amides in a protein often span a range from

Table 7.2 Natural occurring amino acids with their corresponding 1- and 3-letter codes, as well as

monoisotopic mass and average mass

Amino acid Monoisotopic mass [g/mol] Average mass [g/mol]

Glycine Gly G 57.0215 57.052

Alanine Ala A 71.0371 71.079

Serine Ser S 87.0320 87.078

Proline Pro P 97.0528 97.117

Valine Val V 99.0684 99.133

Threonine Thr T 101.0477 101.105

Cysteine Cys C 103.0092 103.145

Isoleucine Ile I 113.0841 113.160

Leucine Leu L 113.0841 113.160

Aspargine Asn N 114.0429 114.104

Aspartic Acid Asp D 115.0269 115.089

Glutamine Gln Q 128.0586 129.116

Lysine Lys K 128.0950 128.174

Glutamic Acid Glu E 129.0426 128.131

Methionine Met M 131.0405 131.199

Histidine His H 137.0589 137.141

Phenylalanine Phe F 147.0684 147.177

Arginine Arg R 156.1011 156.188

Tyrosine Tyr Y 163.0633 163.176

Tryptophan Trp W 186.0793 186.213
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milliseconds to days (Bai et al. 1993). Thus, the measurement of HDX rates pro-

vides a highly sensitive analytical probe for characterizing local conformational

environments in a protein (and the dynamics of such). Even small changes in

conformation or dynamics between protein states can be revealed by local alter-

ations in deuterium uptake. HDX-MS has therefore also emerged as a powerful tool

for analyzing protein-drug and protein-protein interactions and the conformational

perturbations that might be induced upon ligand binding. A popular application of

HDX-MS is the mapping of perturbations sites of antibody biopharmaceuticals on

target antigens (Pandit et al. 2012; Houde and Engen 2013; Jensen et al. 2015).

Analyzing the higher-order structure of protein pharmaceuticals by HDX-MS

involves several steps. As shown in Fig. 7.16, these include labeling with deute-

rium, quenching (stopping) the labeling process, digestion of the protein(s) into

peptides and LC separation of the peptides followed by mass analysis. Mass

analysis of the intact protein as a function of labeling time provides a global view

of the higher order structure. For local information, a bottom-up workflow

employing a proteolytic digestion step, analogous to conventional peptide mapping,

is performed allowing the measurement of deuterium uptake of individual peptides

corresponding to small segments of the protein. A further increase in spatial

Fig. 7.15 Measuring the hydrogen/deuterium exchange of proteins by MS. When subjected to

D2O (red color), unstructured sections such as loops and turns exchange quicker with deuterium

than structured hydrogen-bonded regions such as α-helices, β-sheets and parts hidden in the

hydrophobic core of the protein. The red spheres indicate amide hydrogens that have exchanged

with deuteriums, the grey spheres illustrate non-exchanged amide hydrogens. In the insert, the

blue hydrogen indicate rapid exchanging hydrogens that back-exchange before MS detection,

whereas the red hydrogens indicate backbone amide hydrogens measureable by LC-MS. The black
hydrogens represent the non-exchanging hydrogens attached to carbon atoms
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resolution can be achieved by use of subsequent MS/MS to pinpoint the deuterium

uptake to individual amino acid residues. The HDX-MS technique has seen signif-

icant technical improvements since its inception in 1993 (Zhang and Smith 1993),

and nowadays labeling, digestion, separation and mass analysis can be automated

and performed in one online workflow. Speed, reproducibility and robustness of

HDX-MS have thus markedly improved making it suitable for more routine use

across the drug development process: from drug discovery, over development to

quality control and validation.

An overview of emerging HDX-MS applications in drug development science is

shown in Fig. 7.17 and includes quality control, formulation development, com-

parison of biosimilars and the investigation of drug-target interactions. For further

reading on the analysis and characterization of protein higher-order structure, we

refer the reader to “Biophysical Characterization of Proteins in Developing

Biopharmaceuticals” (Houde and Berkowitz 2015).

4 Quantitative Analysis by Mass Spectrometry

Quantitative analysis of a drug substance in samples of biological origin

(bioanalysis) is an integral part of the drug development process. The goal of

quantitative analysis by MS is to link the signal intensity of an analyte in a mass

spectrum to a quantity of the analyte in a (biological) sample. The use of MS for

quantitative purposes is widespread during the drug development process and

normally executed by coupling a mass spectrometer to a chromatographic system

and the use of one or more internal reference compounds/standards. Reference

compounds are important, as the ionization response in ESI-MS is analyte-

dependent. By using an internal standard, precise standard curves can be generated,

allowing accurate quantification of the target analyte in complex samples. The

choice of the chromatographic system depends on the nature of the analyte and

the separation problem.

Fig. 7.16 Schematic workflow of a continuous labeling HDX-MS experiment. The protein is

labeled by 20-fold dilution into the deuterated buffer at room temperature. The labeling is

quenched after different periods of time by rapidly lowering the pH to 2.5 and the temperature

to 0 �C. The different aliquots are injected in a cooled LC-MS setup which includes a pepsin

column for online proteolysis, a subsequent reversed-phase trapcolumn for capturing peptides and

desalting and a reversed-phase analytical column for UPLC separation of the digested peptides and

lastly the mass spectrometer
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4.1 Pharmacokinetics and Drug Metabolism

4.1.1 Pharmacokinetic Analysis by Quantitative LC-MS

Pharmacokinetics is a branch of pharmacology aiming at determining the fate of a

drug in an organism after its administration. Important pharmacokinetic parameters

of a new drug candidate include bioavailability, metabolism and clearance from

circulation. LC-MS has become the preeminent tool for assessing these parameters

because of its high sensitivity, specificity, repeatability, as well as ease of automa-

tion allowing high sample throughput. The fact that new drug candidates fail less

often due to pharmacokinetic issues in later clinical phases today than 20 years ago,

can at least in part be ascribed to improved LC-MS analyses (Frank and Hargreaves

2003). Samples from a pharmacokinetic study are often complex (e.g. blood and

urine samples) and contain only trace amounts of the analyte. The most commonly

employed MS experiments for drug metabolism and pharmacokinetics (DMPK)
studies are consequently SRM and MRM. These provide the high sensitivity and

specificity to analyze complex and dilute samples of biological origin. Tradition-

ally, the MS systems used for DMPK studies are QqQ mass spectrometers which

allow operation in SRM/MRM mode. However, classic QqQ combinations are

increasingly being replaced by QTOF and Q-Orbitrap combinations as those offer

Fig. 7.17 Applications of HDX-MS in drug development: The effect on higher-order structure of

formulation excipients, buffer components and long-term storage can be investigated. The con-

formation and similarity of related drug variants and biosimilars can be compared by HDX-MS.

Protein-drug interaction sites and related conformational changes can be mapped by HDX-MS
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superior selectivity. A way of improving sensitivity and removing biological

contaminants is to implement a sample clean-up step prior to the mass spectromet-

ric analysis.

There are many drug delivery features that have to be assessed for new pharma-

ceutical compounds, e.g. their release, absorption, distribution, metabolism and

excretion. The release is studied in order to determine how fast a drug is liberated

from its formulation, i.e. after oral administration. Numerous model systems are

available to study the dissolution of drugs in vitro. MS can be employed to quantify

the released drug after different time points from such experiments. After the

complete dissolution of the drug, it has to be absorbed into the systemic circulation

in the small intestine. The most common in vitro assay measuring the permeability

potential of a compound is the Caco-2 cell assay. MS is commonly used to analyze

samples from this assay, as described in Li et al. (2003). Once the drug has entered

the systemic circulation, it is distributed to different sites in the body. To analyze

this process, samples can be taken from different body fluids and tissues. These can

then be analyzed regarding their drug content by LC-MS(/MS). Once taken up into

the systemic circulation, the drugs are also subject to metabolism, e.g. in the liver.

Drug metabolism can be studied by MS both based on in vivo samples and in vitro
e.g. from hepatocytes or microsomes (Korfmacher et al. 1999). The last feature

remaining to be analyzed is the drugs’ excretion from the body. It is important to

determine which quantities of the drug the body disposes of over time, or if the drug

accumulates irreversibly inside the body. Therefore, urine and feces samples need

to be analyzed with regards to their drug content, which can be done routinely

by MS.

Thus, many in vitro and in vivo pharmacokinetic experiments utilize MS as an

analytical tool. Common sample preparation techniques to extract the drug from a

biological sample will be described later in this chapter. For accurate quantitation,

an internal standard and/or a standard curve should be used because the signal

intensity in MS is compound dependent. The ideal standard curve is prepared by

diluting the pure analyte in a matrix identical to that of the sample (e.g. blood or

urine), and it should be linear over the relevant analytical concentration range. A

more accurate way of quantifying an analyte is through an internal standard which

is spiked into all samples including those used to make the standard curve. To this

end, radio- or isotopically labeled analogues are often used because they exhibit

similar properties in the sample clean-up process and the subsequent LC-MS

analysis as the analyte, but can be distinguished due to their different mass (isotope

labeled analogues) or by measuring their radioactivity prior to mass spectrometric

analysis. These standards can thereby account for e.g. inadvertent losses during the

sample preparation. Furthermore, radio- or isotopically labeled compounds can

adjust for matrix effects which might hamper signal intensity of the analytes by

e.g. co-elution of matrix components.

Important parameters for pharmacokinetic analysis by (LC-)MS include the limit
of detection (LOD), as well as the limit of quantitation (LOQ). The LOQ is defined

as at least 10� the standard deviation of the blank and where the quantitative

response can be measured with high degree of confidence, the LOD is defined as at

least 2–3� the standard deviation of the blank (Armbruster et al. 1994; Armbruster
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and Pry 2008; Little 2015). Depending on the analyte, an SRM experiment

performed on a QqQ mass spectrometer coupled to an appropriate LC system can

detect pg/ml amounts of analyte, and quantify reliably down to ng/ml for proteins or

down to fg/ml for small molecules. Both LOD and LOQ have to be determined for

each compound and each experimental set up. A workflow for a typical pharma-

cokinetic analysis by LC-MS/MS using MRM and a radiolabeled internal standard

is shown in Fig. 7.18.

4.1.2 Metabolite Identification by Quantitative LC-MS

One of the main concerns in the development of a new drug is its metabolism inside

the organism. Today, metabolic stability can be assessed early on in the drug

discovery process by in vitro assays, meaning that many compounds have to be

analyzed. Commonly, radio- or isotope-labeled analogues of new drugs are used in

metabolic studies to facilitate the identification of metabolites. After administration

of the (radio)-labeled drug, an LC-MS or LC-/MS/MS analysis with online radio-

activity detection is performed in order to identify and quantify metabolites. If the

drug metabolites can be predicted, or are already known, an SRM or MRM

experiment can be conducted in order to shorten analysis time and increase spec-

ificity and sensitivity. The mass spectrometer is then programmed to filter for one or

more m/z value(s) of the intact drug in the first quadrupole, followed by fragmen-

tation of these precursor ions in the second quadrupole. The third quadrupole can

then either be set to scan for all product ions (product ion scan, compare Chap. 1.2.2

and Fig. 7.6), or to filter for one or more defined m/z values that represent specific
fragmentation products of this drug metabolite (SRM/MRM, see Chap. 1.2.2 for

more details and Fig. 7.18 for a typical workflow). To quantify drug metabolites, an

isotope-labeled version of the metabolite can be added to the sample prior to

analysis.

4.2 Sample Preparation for Mass Spectrometric Analyses

Samples of biological origin such as blood, bile, urine and tissue are typically not

directly compatible with LC-MS analysis because of the presence of a range of

highly abundant biomolecules such as fatty acids, lipids and protein components.

Often also a concentration step is required prior to LC-MS analysis because of the

low concentration of the analyte in the sample. A number of sample preparation

techniques have been developed to achieve sample clean-up, increase the sensitiv-

ity of the analysis, and also the life time of the LC-MS system.

4.2.1 Protein Precipitation

Protein precipitation is commonly used to remove proteins from a biological

sample by adding organic solvents and/or change the pH or salt concentration.
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The samples are then filtered or centrifuged in order to obtain the protein-free

supernatant. Common reagents for protein precipitation include ammonium sulfate,

methanol or acetone. When working with organic solvents, it is important to work

under non-denaturing conditions, e.g. at 0 �C and neutral pH, as denaturation would

increase the solubility of proteins and be detrimental to precipitation. When work-

ing with protein precipitation, additional steps for analyte concentration have to be

performed because the sample is diluted by the addition of the precipitant. Even

though protein precipitation is relatively easy, fast and cheap, it has several

disadvantages which hamper its applicability towards LC-MS analysis. Firstly,

many impurities are retained in the sample such as salts and endogenous small

molecules, which can have a negative effect on sensitivity. Furthermore, protein

precipitation is an offline sample clean-up technique which cannot be coupled

online to the LC system.

4.2.2 Solid-Phase Extraction

One of the most common ways to purify and/or concentrate an analyte from a

biological sample is solid-phase extraction (SPE). SPE relies on the affinity of

either the analyte or the impurities in a solution towards a stationary phase.

Depending on the affinity, either the analyte or the impurities are retained by the

Fig. 7.18 Workflow for determination of pharmacokinetics of progesterone after

i.v. administration in mice. After drug administration, blood samples are taken after different

time points. The plasma is then separated from the sample, and the proteins are precipitated and

removed. After addition of the isotope-labeled internal standard, the sample can be analyzed by

LC-MS/MS and the signal of the analyte relative to the internal standard can be used to calculate

the concentration of the analyte in the sample via a standard curve
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stationary phase, while all other compounds pass by the stationary phase and can be

either discarded or collected. If the analyte is retained on the stationary phase, it can

be washed and the analyte then eluted. The purified and concentrated analyte can

then be analyzed by LC-MS. There are many different types of stationary phases

and their choice depends on the application. Common stationary phases for phar-

maceutical research include reversed-phase SPE for the enrichment of peptides and

proteins, as well as ion-exchange SPE for the enrichment of polar drugs. SPE can be

easily automated using SPE cartridges that are organized in a block similar to a

96-well plate, allowing high sample throughput.

4.2.3 Turbulent Flow Chromatography

Another way for online sample clean-up of biological samples prior to LC-MS

analysis is turbulent flow chromatography. Turbulent flow chromatography (TFC)

separates compounds in two dimensions; first according to polarity by standard

reversed phase HPLC, then by mass separation as a consequence of turbulent flow

(Herman et al. 2012). TFC is based on the finding that the flow of a fluid through a

tube becomes turbulent when the force of the fluid exceeds its resistance to flow by

a factor of 2000–3000 (Reynolds 1961). In a chromatographic column which is a

tube packed with particles of typically bead-like character, the flow becomes

turbulent when the flow rate is increased sufficiently to make all flow paths in the

column become turbulent. TFC can be used to separate small molecules from larger

biomolecules. The reason for this is that small molecules can diffuse into the pores

of the stationary phase, while larger molecules will be washed away. Many

biological samples contain large amounts of proteins, making TFC an excellent

tool for online sample clean-up of such samples. Though TFC efficiently removes

compounds above 8000 Da, many other impurities from biological samples such as

fatty acids are however not removed. Therefore, TFC often requires a second

sample clean-up step.

4.2.4 Liquid-Liquid Extraction

Another offline sample preparation technique is liquid/liquid extraction (LLE).

LLE is—while highly effective in removing impurities—very labor intensive

and requires specialized glass ware and large volumes of organic solvents. Nor-

mally, a pH gradient is used to separate the analyte from impurities and the sample

matrix. There have been efforts to semi-automate LLE; however these have proven

to be insufficient for high-throughput workflows. However, an approach utilizing

halogenated solvents that can be centrifuged to the bottom of an aqueous mixture in

a 96-well plate has been successfully implemented for high-throughput workflows.

Here, an autosampler adds the halogenated solvent to the biological sample, mixes

by pipetting and then centrifuges the plate. The supernatant can then be injected to

the LC-MS system. The advantages of this technique are that the method
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development is relatively easy, and the samples are very clean. However, haloge-

nated solvent waste is generated. Other more specialized but highly efficient types

of sample preparation exists, for instance, various membrane based extraction

methods (Gjelstad and Pedersen-Bjergaard 2013; Payan et al. 2013).

For further information on the quantification of large molecule drugs in biolog-

ical samples by mass spectrometry we refer to (van den Broek et al. 2013).
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Part II

Diffractometric Techniques



Chapter 8

An Overview of Powder X-ray Diffraction
and Its Relevance to Pharmaceutical Crystal
Structures

Kenneth Shankland

Abstract Single-crystal X-ray diffraction is one of the most powerful methods for

the analysis of crystalline materials, but as active pharmaceutical ingredients are

typically processed in the form of polycrystalline powders, powder X-ray diffrac-

tion assumes a particularly important role in their analysis. This chapter, which is

targeted at pharmaceutical scientists, presents a brief introduction to the technique,

before discussing the various ways in which it can be used to probe crystal

structures, with a particular emphasis on the practicalities of data collection in the

laboratory and on data analysis, leading ultimately to high-quality, refined crystal

structures.

Keywords Powder diffraction • Pharmaceuticals • Crystal structure determination •

Laboratory X-ray powder diffraction instrumentation • Physical form

identification • Crystal structure verification • Rietveld refinement

1 Introduction

X-ray diffraction is one of the most powerful methods for the analysis of crystalline

materials. In particular, single-crystal X-ray diffraction (SXD; see Chap. 9) is the

definitive method for determining three-dimensional crystal structures, yielding

accurate atomic coordinates and thermal parameters from which quantities such

as molecular geometry and intermolecular distances can be derived. Availability of

a representative single crystal is, of course, a pre-requisite, but there are many cases

where crystallisation experiments yield only polycrystalline products e.g. with the

mechanical grinding processes often used to produce co-crystals. In such cases,

powder X-ray diffraction (PXRD) is the obvious alternative to SXD. As shall be

seen, PXRD is intrinsically less ‘information rich’ than SXD, but can still yield

crystal structures for materials ranging from small molecules through to proteins.
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It finds particular utility in crystallographic phase identification and quantification,

allowing one to answer important questions such as, “What is the crystal structure

of polymorph A, how does its structure differ from that of polymorph B, and how

much of polymorph A is present in a polycrystalline mixture of A plus B?”

This chapter differs from many other comprehensive articles and reviews of

pharmaceutical powder diffraction (Randall et al. 2010; Brittain 2001; Shankland

et al. 2013; Ivanisevic et al. 2010) in that it adopts a largely practical approach, with

the intention of guiding the interested pharmaceutical analyst through a maze of

PXRD opportunities. Although diffraction from crystals can be observed using

X-rays, neutrons and electrons, the focus here is on the use of X-rays, which are

by far the most widely used in practice. It is assumed that the reader is at least

familiar with the fundamental concepts of crystal structures, such as lattice param-

eters, space groups, reflections and fractional coordinates; those who are not are

referred to one of the many excellent introductory volumes available (Pecharsky

and Zavalij 2005; Ooi 2009).

2 Background to the Technique

A typical PXRD pattern for a molecular organic material is shown in Fig. 8.1. The

diffraction pattern consists of thousands of individual measurements of X-ray

intensity, made at regular intervals along an arc that describes the angle of diffrac-

tion, 2θ, relative to the path of the incident X-ray beam. Peaks in the pattern are

the result of the diffraction of X-rays by atoms in the crystal structure and are

most conveniently thought of as X-ray reflections from individual lattice planes in

the unit cell. Such reflections are only observed when Bragg’s law is satisfied

i.e. λ¼ 2d sin θ, with λ¼ incident X-ray wavelength and d¼ the d-spacing of the

reflection. Peak positions are thus a function of the size and shape of the unit cell.

Reflection intensity, I, is proportional to the square of the structure factor modulus,

|F|, where the structure factor for any given reflection hkl is given by

Fhkl ¼
XN

j¼1

f je
2πi hxjþkyjþlzjð Þ

where N is the number of atoms in the unit cell, x, y and z are the fractional

coordinates of the jth atom and fj is the scattering factor of the jth atom. As such,

it is clear that reflection intensities are a function of the atom types and their

positions in the unit cell. Peak shapes and background scattering are the result of

other factors, such as instrumental geometry, sample microstructure (i.e. crystallite

size and strain), air scatter and sample amorphous content.

The PXRD pattern thus contains the key information that allows one, in princi-

ple, to determine the underlying three-dimensional crystal structure that gave rise

to it. Specifically, peak positions can be used to determine the size and shape of the
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unit cell, whilst peak intensities can be used to determine the types of atoms present

in the cell and their positions. Why then, is it so much more difficult to solve a

crystal structure from PXRD data than from SXD data? The principal reason is that

the PXRD pattern is a one-dimensional projection of diffraction that occurs in three

dimensions1 and a relatively small number of structure factors are measured in a

typical PXRD experiment when compared with the number measured in a typical

single-crystal experiment. For example, the data in Fig. 8.1 only extend to a

resolution of 1.34 Å, significantly less that the resolution of 0.84 Å achieved in a

typical SXD experiment; as each reflection intensity is a piece of information

directly related to the crystal structure, much less information is therefore available

to help solve and refine the structure. PXRD is further compromised by this collapse

of diffraction from three dimensions to one, as reflections with similar d-spacings
end up overlapping with one another in the pattern. This overlap problem becomes

more severe at higher values of 2θ, where the number of reflections with similar d-
spacings increases dramatically.2 As a result, an individual discernible peak in the

diffraction pattern may contain contributions from more than one reflection,
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Fig. 8.1 A laboratory powder X-ray diffraction pattern of cyheptamide form II (C16H15N1O1,

space group P-1, Z0 ¼ 4, V¼ 2412.3 Å3; λ¼ 1.54056 Å). The pattern spans a d-spacing range of

29.36–1.34 Å and contains contributions from around 2100 Bragg reflections

1A single crystal diffracts X-rays in three dimensions. A powder sample is ideally a random

distribution of tiny single crystals, resulting in an orientationally averaged diffraction pattern in

which reflections with identical d-spacings appear at identical 2θ values in the PXRD pattern.
2 This can be seen in Fig. 8.7, where the tick marks lying on the x-axis indicate the positions of

reflections in the diffraction pattern.
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making it difficult to estimate the intensities of each contributing reflection. By way

of example, the data set shown in Fig. 8.1 contains contributions from ca. 2100
reflections, but displays far fewer discernible peaks. It is also evident that at higher

values of 2θ, the intensity of the observed diffraction ‘drops off’ (largely a conse-

quence of the fact that the magnitude of the scattering factor, fj, falls off with

increasing diffraction angle) and reflections become increasingly difficult to distin-

guish from the background scattering as a result.

These factors conspire to make it difficult to extract a sufficient number of

accurate reflection intensities from a PXRD pattern to make conventional methods

of structure determination (i.e. the so-called ‘direct methods’ developed for SXD)

work effectively. As will be seen in Sect. 3.8, however, this difficulty can often be

overcome.

3 PXRD in the Laboratory Environment

This section focuses mainly on the instrumentation commonly found in laboratories

where molecular materials are studied. For a concise general summary of labora-

tory-based PXRD, the reader is referred to the chapter of Louer (2002).

3.1 Radiation Source

The most commonly used X-ray tubes in the laboratory environment have copper

anodes generating X-rays of wavelength 1.5418 Å (Cu Kα radiation) and 1.3922 Å
(Cu Kβ radiation); the latter is normally filtered out (or monochromated, see below)

to leave Cu Kα radiation available for diffraction. Cu Kα radiation consists of a

mixture of two wavelengths, Cu Kα1 (λ¼ 1.54056 Å) and Cu Kα2 (λ¼ 1.54439 Å)
and a primary monochromator3 can be used to select only the stronger Cu Kα1
wavelength for diffraction. The main advantage of monochromatic incident radia-

tion is that each reflection appears as only a single peak in the diffraction pattern,

thus simplifying pattern analysis, though this gain comes at the cost of decreased

incident beam intensity. A rotating anode source provides a much more intense

source of X-rays that helps compensate for this loss, but at the cost of significantly

greater initial expense, power consumption and maintenance. Of the other X-ray

sources available (Cr, Fe, Co, Mo, Ag) the last two are finding increasing use in the

collection of PXRD data for Pair Distribution Function analysis of seemingly X-ray

amorphous materials (Dykhne et al. 2011), by virtue of their shorter wavelengths.

3 A primary monochromator selects a particular X-ray wavelength prior to it being incident upon

the sample.
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The remainder of this chapter will assume the use of monochromatic Cu Kα1
radiation.

3.2 Detector

The most common detector type used on general purpose laboratory-based PXRD

instrumentation is the position-sensitive detector (PSD) that can detect diffracted

X-ray photons simultaneously over a range covering a few degrees 2θ. It combines

good resolution with dramatically reduced count times relative to those of a

conventional scintillation-based point detector. Two dimensional detectors that

record entire diffraction rings are commonly used on diffractometers that are

designed for high-throughput PXRD. The ability to collect entire diffraction rings

and integrate around them to estimate diffracted intensity helps mitigate the effects

of preferred orientation (see Sect. 3.3.1) and/or poor crystallite averaging from the

small sample volumes that tend be used in such situations.

3.3 Instrumental Geometry

3.3.1 Reflection Geometry

Reflection geometry is the most widely used instrumental setup as it combines

simplicity of sample preparation with speed of data collection and ease of automa-

tion. The basic geometry is shown in Fig. 8.2, yielding good intensity and high

instrumental resolution.4 The standard flat plate sample holder is extremely conve-

nient for dealing with situations where relatively large amounts of sample

(ca. 300 mg) are available and where recovery of the sample is desirable. When

only very small amounts (a few mg) of material are available, it is common practice

to use ‘zero-background’ silicon sample holders; the sample is lightly dusted onto

the surface of the silicon crystal, which is normally smeared with an extremely thin

layer of grease to aid adhesion of the powder. The sample is then, in general, not

recoverable. Diffractometers can also be equipped with a robotic sample changer

that allows large numbers of flat-plate samples to be pre-prepared, loaded into the

diffractometer and then scanned in any given sequence.

The main limitation of this instrumental setup is that diffracted intensities can be

significantly affected by preferred orientation; that is, when crystallites in the

powder sample are not arranged randomly, leading to systematic distortion of

reflection intensities. This is illustrated schematically in Fig. 8.3 and the effect

4 Instrumental resolution is frequently quoted in terms of the ‘full width at half maximum’
(FWHM) of a reflection obtained from a very sharply diffracting standard sample, when the

instrumental contribution to the observed peak width exceeds that of the sample itself.
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can be so severe as to render even the elementary identification of a sample by its

PXRD pattern extremely difficult. Furthermore, observed peak positions can be

also affected if the surface of the sample is not level or if the sample holder is under

or over filled.

3.3.2 Transmission Geometry

The basic geometry is shown in Fig. 8.4, again yielding good intensity and high

instrumental resolution. The sample is held in a thin walled glass capillary of

diameter ca. 0.7 mm and is rotated around its axis in the X-ray beam. This setup

is well suited to dealing with small amounts of sample (a few mg of material is

sufficient for a 0.7 mm capillary) and when recovery of the sample is required.

Smaller diameter capillaries (e.g. 0.3, 0.5 mm) can be used to reduce the amount of

sample required still further, but as the irradiated volume of powder is much

smaller, longer count times are needed to achieve counting statistics similar to

those obtained from the 0.7 mm capillary.

The main advantage of this type of setup is that the effects of preferred

orientation are minimised, giving rise to patterns with intensities that are much

more likely to be representative of the underlying crystal structure. The main

disadvantages are that: (a) it is not well suited to samples containing heavy atoms

(e.g. Au, W) that absorb X-rays to a significant extent, though this is not generally a

Detector

Path of incident
beam

F

Incident beam 
from monochromator

θ

Fig. 8.2 A schematic diagram of the commonly-used Bragg-Brentano focusing instrument

geometry. A convergent beam from the monochromated X-ray source focuses at point F on the

diffraction circle (dot-dashed line), and diverges before hitting the sample. Upon diffraction from

the sample, the beam focuses back on the diffraction circle giving high instrumental resolution.

The detector scans over the circle in order to detect all the diffracted beams. The angle of incidence

of the beam is θ and the diffracted angle from the incident beam path to the detector position is 2θ.
The sample holder (light grey) holds a small amount of sample (dark grey) and lies at the centre of
the circle
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Fig. 8.3 The effect of preferred orientation upon observed diffraction in Bragg-Brentano geom-

etry. The sample holder on the left hand side contains effectively a random distribution of sample

crystallites, giving rise to a PXRD pattern that is representative of the underlying crystal structure.

In the sample holder on the right, the sample crystallites are arranged in a non-random manner,

giving rise to a PXRD pattern that is markedly different in terms of diffracted intensities from that

generated by the random distribution

Detector

Path of incident
beam

Incident beam 
from monochromator

Fig. 8.4 A schematic diagram of a focusing transmission capillary instrument geometry. A

convergent beam from the monochromated X-ray source focuses on the far side of the diffraction

circle (dot-dashed line) after passing through the sample, giving high instrumental resolution. The

sample is contained in a thin-walled glass capillary (small dark circle) at the centre of the

diffraction circle, perpendicular to the plane of the paper. Upon diffraction from the sample, the

beam focuses on the diffraction circle, over which the detector scans in order to collect all

diffracted beams
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problem for molecular organic materials; (b) it is not well suited to the automated

running of large numbers of samples—only diffractometers at large central facil-

ities (see Sect. 3.11) are routinely equipped with capillary sample changers, and

capillary filling is a manual process that can be both tedious and difficult with

powders that do not flow particularly well.

3.3.3 Reflection, Transmission or Both?

The choice of reflection or transmission modes depends very much upon the

intended use. For situations where large numbers of samples need to be quickly

screened and ‘fingerprinted’ (see Sect. 3.4), reflection geometry combined with an

automated sample changer is an excellent choice. For structure solution and refine-

ment, or for quantitative phase analysis, transmission geometry, with the sample

mounted in a rotating capillary, is highly recommended. Very high throughput,

96-well plate configurations are also available in transmission (thin film) and

reflection modes. It should be apparent from Figs. 8.2 and 8.4 that a single

instrument can be converted between reflection and transmission relatively easily

and the latest generation of diffractometers that feature ‘plug-and-play’ type optics
make it easier than ever to have the best of both configurations.

Regardless of the mode of operation, a correctly aligned instrument is essential if

reliable results are to be obtained. It is strongly recommended that alignment is

checked on a regular basis using standard materials. Instruments are supplied with

well-defined procedures for alignment, and calibration samples such as corundum

and silicon. A Pawley refinement (see Sect. 3.7) of a standard sample is a partic-

ularly good way of checking the zero-point offset of a diffractometer; a value of ca.
�0.007� or smaller is indicative of excellent alignment.

3.4 Fingerprint Identification of Physical Forms

A PXRD pattern can be regarded as a ‘fingerprint’ of the crystal structure of the

material under study and its importance as a means with which to identify specific

crystallographic phases is evidenced by its central role in high-throughput physical

form screening and its use in patents designed to protect physical forms. These

aspects have been reviewed comprehensively elsewhere (Morissette et al. 2004;

Florence 2009; Lemmerer et al. 2011). Given a small collection of PXRD patterns

(e.g. ca. 10), visual assessment of pattern similarity in order to identify physical

forms is feasible, but for much larger sets of data (such as one obtained from a

96-well plate polymorph screening experiment) it is prudent to use software to aid

grouping and interpretation of patterns. The PolySNAP program (Barr et al. 2009) is

one such software package that is optimised to handle large numbers (up to 1500) of

patterns and group them not only in terms of their similarity to one another but also

to any ‘reference patterns’ supplied. Any such program must take account of the
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fact that the data collected from high-throughput PXRD experiments are generally

subject to the influence of factors such as zero-point offset, preferred orientation

and sample transparency. Whilst undoubtedly an invaluable aid to the initial

assessment of PXRD data (and other data, including infra-red and Raman) from

large numbers of samples, care must be exercised in drawing definitive conclusions

from rapid screening data that have been quickly collected and are subject to some

of the aforementioned confounding factors. For example, it has been remarked

previously that the PXRD patterns of forms I and II of terephthalic acid are similar

and that this might preclude their definitive identification by PXRD (Davey

et al. 1994). This may well be the case with poor quality PXRD data, but an overlay

of simulated patterns for these two crystal structures (Fig. 8.5) shows them to be

only superficially similar; there are clear differences that are easily distinguished on

a well-aligned laboratory diffractometer when due care is taken with sample

preparation and presentation.

Ultimately, comparisons between PXRD patterns are much more straightfor-

ward if the underlying details of the crystal structure are known. The starting point

for working out these details is determination of the size and shape of the unit cell.

3.5 Powder Indexing

Indexing a PXRD pattern is the process of determining the size and shape of a unit

cell directly from the positions of the first 20 or so reflections in the pattern. The

indexing process has been explained in considerable detail elsewhere (Werner

2002) and the focus here is on some of the practicalities involved.

A prerequisite for successful indexing is a PXRD data set collected on a well-

aligned diffractometer.5 Although modern indexing programs such as DICVOL,
XCELL and TOPAS can take zero-point offsets into account, they return more

reliable solutions if supplied with reflection positions derived from good quality

data. On a transmission capillary diffractometer equipped with a linear PSD,

collection of data suitable for indexing over the range 2.5�– 40� 2θ takes only ca.
2 h. Reflection positions are best estimated using the peak fitting routines available

in the indexing programs or the diffractometer’s software suite. Broad peaks that

may be composed of contributions from more than one reflection are preferably

avoided and particular care should be taken when deciding whether or not to

include the positions of weak peaks. In general, it is prudent to exclude very weak
features from initial indexing attempts, as indexing programs are more tolerant of

‘missing’ input positions than they are of erroneous input positions. Supplied with

around 20 input reflection positions, indexing programs will then suggest the most

likely unit cells, ranked by some figure-of-merit, whose predicted reflection

5 The output of the indexing program DICVOL91 includes the following line in its text output:

“WARNING: ARE YOUR DATA IRREPROACHABLE?”.
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positions best match those input. Candidate cells can be evaluated visually by

plotting calculated peak positions for each cell against the observed PXRD data.

For every peak in the diffraction pattern, there should be a corresponding calculated

reflection position. If not, the cell is either incorrect or there are additional crystal-

lographic phases (e.g. impurities) in the sample giving rise to PXRD features that

cannot be explained by the candidate cell. If there is no peak to match a predicted

reflection position, this is not necessarily indicative of an error in the cell; rather, the

predicted reflection may well be a systematic absence (see Sect. 3.6).

For any promising unit cell, its volume (Vcell) should be crystallographically

reasonable i.e. a multiple of the estimated molecular volume (Vmol) of the material

under study. For example, if Vmol� 250 Å3 and a candidate monoclinic cell has

Vcell¼ 995 Å3, then four molecules (a number consistent with a monoclinic solu-

tion) can fit in the cell. Vmol can be quickly and reliably estimated using the method

of Hofmann (2002).

Whilst modern indexing programs can often tolerate the presence of some

impurity lines in a PXRD pattern, intuition remains an important component in

the indexing process. Figure 8.6 shows an example of a PXRD pattern collected

from a sample of a 1:1 carbamazepine-indomethacin co-crystal that was produced

by simple grinding of form III carbamazepine and γ-indomethacin powders. After

initial indexing attempts failed, the pattern was checked for the presence of
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Fig. 8.5 Simulated PXRD patterns in the range 16�–34� 2θ calculated using Mercury (Macrae

et al. 2008), for terephthalic acid form 1 (black line, CSD refcode TEPHTH) and terephthalic acid

form 2 (grey line, CSD refcode TEPHTH01, H-atoms added in calculated positions using

Mercury). Whilst the patterns are superficially similar, the positions of the strong peaks are in

fact well separated (e.g. the peaks at around 17.4� 2θ are separated by ca. 0.18�) and therefore

easily distinguishable. The cluster of form 1 peaks at ca. 32� 2θ is also clearly diagnostic
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contributions from residual form III carbamazepine and γ-indomethacin. Once two

small subsets of weak reflections attributable to these phases were identified and

eliminated from the indexing input, the co-crystal phase was easily indexed.

3.6 Space Group Determination

Indexing returns both the Bravais lattice type (e.g. triclinic, monoclinic, orthorhom-

bic etc.) and the dimensions of the unit cell, but says nothing about the space group

symmetry of the material being studied. For this, systematic absences6 in the PXRD

pattern must be examined in order to determine the extinction symbol7 for the

system under study. This concept is most easily explained by example. Consider a

monoclinic unit cell returned by an indexing program.When the reflection positions

calculated from this cell are plotted against the PXRD data, it might be noted that

there are no observed peaks where the (0 1 0), (0 3 0), and (0 5 0) reflections are

predicted to occur. The experienced crystallographer will immediately recognise
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Fig. 8.6 A PXRD pattern collected from a sample of a 1:1 carbamazepine-indomethacin

co-crystal produced by simple grinding. Weak peaks attributable to residual form III carbamaz-

epine (asterisk) and γ-indomethacin ( filled triangle) in the sample are indicated

6 These are reflections that are predicted to appear for a unit cell with no space group symmetry,

but which fail to appear in the diffraction pattern due to the effect of the underlying space group

symmetry. Thus systematic absences can be used to help determine the space group symmetry.
7 The extinction symbol summarises the symmetry elements that are consistent with the observed

systematic absences. Note that an extinction symbol can be consistent with more than one space

group.

8 An Overview of Powder X-ray Diffraction and Its Relevance to Pharmaceutical. . . 303



that these missing (‘absent’) reflections follow a trend: 0 k 0, k¼ odd are all

missing. This trend is associated with the presence of a 21 screw symmetry element

along the b axis of the unit cell and assuming that these are the only absences noted,

they will conclude that the extinction symbol is P 1 21 1. This leaves one further

task—assignment of the correct space group, as extinction symbol P 1 21 1 is

consistent with space groups P 1 21 1 and P 1 21/m 1; both space groups have

identical systematic absences (Looijenga-Vos and Buerger 2005). The final deci-

sion as to which is correct is often made on the basis of the presence or absence of a

centre of symmetry in the space group. For example, if the compound is a single

enantiomer, then the centrosymmetric space group P 1 21/m 1 can be ruled out.

In practice, identifying systematic absences in a PXRD pattern is rarely as

simple as outlined above, as several different classes of reflection may be absent

and reflection overlap usually makes decisions about the presence or absence of a

given reflection subjective at best. Fortunately, some PXRD data analysis programs

are now equipped with routines that place the determination of the extinction

symbol on a probabilistic basis, making selection a near-automatic task

(Markvardsen et al. 2012).

3.7 Pawley Fitting for Phase Identification

Once a diffraction pattern has been collected, it can be compared visually or

computationally with measured or calculated powder patterns of known crystalline

forms (see Sect. 3.4). A much more powerful approach, however, is to use the

underlying crystal structure directly in a Pawley refinement.8 This is a least-squares

fit of a calculated powder diffraction pattern to an observed one, in which the least-

squares variables are (typically) the unit cell parameters, a polynomial background,

a set of peak shape parameters, a zero point offset and the intensity of each

reflection present in the fitted data range. After the least-squares refinement has

converged, the quality of the fit is assessed visually (see Fig. 8.7) and with the aid of

a figure of merit such as Rwp (Young 1995) that quantify the goodness of fit. For a

sample consisting of a single crystalline phase, all observed reflections should be

accounted for by the input unit cell/space group and any residual misfit seen in the

difference plot should be attributable only to small inaccuracies in the modelling of

the peak shape. Significant misfit can be indicative of an incorrect unit cell/space

group, or the presence of additional phases or impurities in the sample. As such, a

good Pawley fit is valuable evidence of phase identity and purity. It is worth noting

that multi-phase Pawley refinement can also be performed on a data set that

contains contributions from more than one crystalline phase.

8 For simplicity, we will consider only Pawley refinements here, whilst noting that the closely

related Le Bail method of PXRD profile fitting can be used to the same end.
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Additionally, as the reflection intensities are least-squares variables in a Pawley

refinement, the refinement can be used specifically to extract intensities from a

PXRD pattern. These can then be used in a crystal structure determination attempt.

3.8 Crystal Structure Determination

Methods for crystal structure determination from powder diffraction data have

developed in recent years to the extent that when assessed in terms of the number

of atoms in the asymmetric unit of the crystal structure, reported powder structures

span a similar range to those solved by all methods, albeit in a much smaller overall

number (Shankland et al. 2013). Readers interested in methods for crystal structure

determination from powder diffraction data (SDPD) are referred to a comprehen-

sive review by Shankland in the forthcoming “International Tables for Crystallog-

raphy Volume H: Powder diffraction” and an article on the principles underlying

the use of powder diffraction data in solving pharmaceutical crystal structures

(Shankland et al. 2013). Here, the discussion is limited to some of the key factors

that should be considered by anyone setting out to solve a structure from PXRD

data, having already exhausted the possibilities of growing a crystal suitable

for SXD.
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Fig. 8.7 A Pawley fit to the data shown in Fig. 8.1. The observed data points are shown as

individual points, whilst the calculated pattern is shown as a solid black line. The difference

between the obs and calc data is plotted as a light grey line. The high angle region of the pattern is
shown in an expanded view as an inset. The tick marks along the x-axis show the calculated

reflection positions. The Rwp for this fit is 1.631
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3.8.1 Is the Structure Solvable?

It is not possible to simply look at a 2D chemical sketch of a molecule and state

definitively whether or not its crystal structure can be solved; there are too many

unknowns, such as how well the powder sample will diffract, how sharp the

diffraction features will be and what the value of Z 0 9 for the crystal structure

is. However, assuming Z0 ¼ 1 and sharp diffraction to moderate resolution (2 Å or

better, equating to diffraction beyond ca. 45� 2θ when using Cu Kα1 radiation) then
a study of published crystal structures suggests that the chances of solving a

structure containing up to 50 non-H atoms and up to 15 degrees-of-freedom

(DoF) 10 using laboratory PXRD alone are very good (Shankland et al. 2013).

Some additional general observations can be made in respect of factors that can

increase the chances of obtaining a successful structure solution: (a) structures

containing relatively heavy, strongly scattering atoms such as S, Cl and Br are

more likely to be ‘solveable’ than molecules that contain only light (C, H, N, O)

atoms; (b) the fewer the number of atoms in the structure, or the fewer the number

of degrees of freedom, the more likely it is that a solution can be obtained.

3.8.2 Data Collection

As mentioned in Sect. 3.5, a data set suitable for indexing purposes can be collected

in ca. 2 h and if a good Pawley fit to this data confirms the unit cell and space group,

then a high-quality data set for structure solution and refinement should be col-

lected. It is generally convenient to collect a single data set that can be used for both

these purposes. As a general guide, data collected to 70� 2θ using Cu Kα1 radiation
contains reflections to a minimum d-spacing (dmin) of 1.35 Å and assuming good

quality diffraction to this limit, a high-quality Rietveld refinement should be

achievable (see Sect. 3.8.5). If the sample diffracts well to an even lower dmin,

then data should be collected to that limit if possible, as the higher resolution data

will permit a more accurate Rietveld refinement.

The fall-off in diffracted intensity seen with increasing 2θ (Sect. 2) can be

compensated for during the data collection process by using a variable count time

(VCT) scheme (Shankland et al. 1997). A general-purpose VCT scheme, suitable

for structure solution and refinement, is given in Table 8.1. It may also be advan-

tageous to collect data at low temperature (e.g. 150 K; see Sect. 3.10) in order to

9 The number of crystallographically independent molecules in the asymmetric unit of the unit cell.
10 The structural DoF for a molecular organic molecule are divided into external DoF (i.e. three

positional and three orientational) and internal (i.e. the number of torsion angles that are free to

rotate). Covalent bond lengths and bond angles are generally treated as fixed, well-defined

quantities and so it is values for the various DoF that must be determined in order to solve the

crystal structure.
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boost measured reflection intensities, particularly at high 2θ, assuming that the

temperature change does not cause a phase transition.

3.8.3 Choice of SDPD Methodology

Whilst a great many methods for SDPD are available, in practice, only two are

currently widely used: modified direct methods and global optimisation methods.

Examples of pharmaceutical crystal structures solved by both methods are shown in

Fig. 8.8. In the case of modified direct methods, the highly successful SXD direct

methods of structure solution have been adapted to address the specific challenges

presented by powder diffraction data. Modified direct methods of this type are to be

found in the EXPO software package (Altomare et al. 2009) and are applicable to a

broad range of problems that include inorganic, organic and organometallic structures,

using diffraction data collected on standard laboratory instrumentation as well as on

high-resolution synchrotron instruments. Importantly, modified direct methods do not

require any a priori connectivity information, since the molecular connectivity is

derived from electron density maps that are calculated as part of the SDPD process.

In the global optimisation approach to SDPD, the position, orientation and

conformation of a molecular model of the compound under study is adjusted within

the previously determined unit cell until such time as good agreement is obtained

between observed and calculated PXRD data. The problem equates to one of

locating the global minimum on an agreement factor (e.g. Rwp) hypersurface,

whose dimensionality equals the number of DoF in the problem. Many computer

programs that implement the global optimisation approach are available (Pagola

and Stephens 2010; Engel et al. 1999; David et al. 2006; Favre-Nicolin and Černý

2004) and whilst implementation details and optimisation methods vary widely,

they provide broadly similar functionality. The power of the global optimisation

approach derives from its ability to incorporate prior information in the form of a

3D structural input model of the molecule being studied. This requirement for an

initial structural model also constitutes its most obvious disadvantage—if the

connectivity is not known then the SDPD attempt cannot proceed and if the

connectivity is significantly in error,11 then the SDPD attempt is destined to fail.

Table 8.1 A sample VCT scheme for crystal structure solution and refinement

Scan number Scan range/�2θ Time per step/s Duration/h

1 2–22 2 0.65

2 22–40 4 1.18

3 40–55 15 3.68

4 55–70 24 5.88

The scheme is based on the use of Cu Kα1 radiation, a linear PSD and a step size of 0.017� 2θ. The
total data collection time is ca. 12 h

11 Typical errors in construction of the input molecular model include the incorrect specification of

chirality, cis-trans isomerism, N-atom pyramidalisation and flexible ring conformations.
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Provided that the connectivity is known, a 2D sketch or SMILES representation of a

molecule can easily be converted to a set of 3D coordinates using molecular

modelling software such as Marvin (ChemAxon 2013). The geometry of the

resulting molecule is then preferably optimised using a density functional theory

based program such as CASTEP (Clark et al. 2005). Alternatively, existing 3D

crystal structures can be retrieved from the Cambridge Structural Database (Allen

2002) and modified if required. It is good practice to check the molecular geometry

of the starting model using software such as Mogul (Bruno et al. 2004) which

compares the geometry of the input model to that of similar structures found in the

Cambridge Structural Database. Any problems identified in the model, such as bond

lengths or angles that deviate significantly from commonly observed values, should

be rectified before the model is used.

It is important to realise that any global optimisation SDPD attempt actually

consists of multiple global optimisation runs, as no single run alone is guaranteed to

find the global minimum. Depending on the complexity of the problem under study,

it may take anywhere between a few seconds and a few days to complete an attempt

on a conventional desktop PC; normally, as the number of DoF increases, so does

the time taken to locate the global minimum. For a ‘typical’ molecular organic

structure with ca. 15 DoF, the global minimum will normally be located in a matter

of minutes.

Amodiaquin dichloride dihydrate

C20H28Cl3 N3 O3

P21/c, V=2283.7Å3, Z’=1

Natom = 57, NnonH = 29, DoF = 30

dmin = 1.79Å

Cyheptamide form II

C16H15N1O1

P-1, V=2411.7Å3, Z’=4

Natom = 132, NnonH = 72, DoF=28

dmin = 2.91Å (soln.)  dmin = 1.34Å (Riet) 

Fig. 8.8 Two representative pharmaceutical crystal structures solved by (a) modified direct

methods: amodiaquin dichloride dihydrate (Altomare et al. 2012) and (b) global optimisation:

cyheptamide form II (Florence et al. 2008)
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3.8.4 Assessing the Structure Solution

Before proceeding to the structure refinement stage, the candidate structure solution

must be assessed to see if it is viable, as it is quite possible for the best solution

obtained by either direct methods or global optimisation to be completely incorrect.

In the case of a direct methods solution, an electron density map of the best solution

will be automatically generated and the user must assess it for chemical sense. This

is not always straightforward, particularly when dealing with low-resolution PXRD

data sets that yield low-resolution density maps where individual atoms may not be

clearly visible, though recent software developments have helped significantly in

this regard (Altomare et al. 2012). If the solution has been obtained using global

optimisation methods, then the best solution will be the one with the best agreement

factor (e.g. Rwp, see Sect. 3.8.3) and connectivity will already be present as a

consequence of using a 3D input model. Initial solution assessment then becomes

a two-stage process: (a) for a solution that fits the diffraction data satisfactorily, the

ratio Rsoln
wp /RPawley

wp will be small, with a value of ca. 2–3 normally indicative of a

correct structure that can be refined in a straightforward manner; (b) the packing of

the molecules in the crystal structure solution should be chemically sensible with no

atypical features, such as very short intermolecular contacts, to suggest that the

structure is incorrect. It is important to note that some packing features that one

might expect to see, such as particular hydrogen bonding motifs, may not show up

in the initial structure solution.12 Close examination of the crystal packing usually

reveals that a simple operation on a functional group, such as a 180� rotation, is all
that is needed to introduce a likely motif into the crystal structure and provide an

improved model for subsequent refinement.

Ultimately, the refined crystal structure must make chemical and crystallo-

graphic sense and explain the observed PXRD data. If it does both, one may be

confident that the correct crystal structure has been determined.

3.8.5 Rietveld Refinement

A Rietveld refinement (Young 1995) of a crystal structure against observed PXRD

data is one in which the coordinates of the atoms in the crystal structure solution are

adjusted in a least-squares fashion in order to minimise the difference between the

observed and calculated PXRD data. As such, it is similar to a Pawley refinement

except that the intensity of each reflection in the fitted range is now a function of the

atom types and their positions in the crystal structure rather than a freely refined

variable. A scale factor that relates the calculated intensities to the observed ones is

also refined as part of the process. Many Rietveld refinement programs are avail-

able, all providing broadly similar capabilities e.g. TOPAS (Coelho 2003), GSAS

12 Hydrogen atoms are sometimes poorly positioned in initial structure solutions, as a consequence

of their weak contribution to the observed diffraction.
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(Larson and Von Dreele 2000), Fullprof (Rodriguez-Carvajal 1993) and X’Pert
HighScore Plus (PANalytical 2014).

Molecular organic crystal structures present some specific challenges in Rietveld

refinement. PXRD data rarely extend to sufficient resolution to permit free refine-

ment13 of all non-H atomic positions and reflection overlap results in a low

observation-to-parameter ratio in the least squares. As such, free refinement of a

moderately complex molecular organic structure against typical PXRD data

(e.g. dmin� 1.4 Å) will result in a structure in which the values of bond lengths,

angles and torsions are likely to deviate significantly from expectation values— in

other words, the improved fit to the data obtained by the least-squares comes at the

expense of chemical sense. This issue can be addressed in one of two ways which

are discussed below.

Chemical Restraints

Expectation values for bond lengths, bond angles, bond torsions and ring planarity

in the molecule can be maintained during the least-squares refinement by the use of

restraints. Whilst implementation varies from program to program, such restraints

take the general form

<atomlist>, <value>, <esd>

For example, an instruction “C1 C2, 1.54, 0.001” may tell the least-squares

that in refining the xyz coordinates of atoms C1 and C2, the distance between them

should not deviate significantly from a value of 1.54 Å. Similarly, the instruction

“C1 C2 C3, 109.5, 0.001” could be used to maintain a tetrahedral bond angle.

The user must decide the relative weighting to be applied to the PXRD data and the

restraint values employed in the refinement. A low weighting for the restraints will

effectively result in a free refinement, whilst a high weighting will favour mainte-

nance of initial geometry over improving the fit to the PXRD data. Performed with

care, restrained Rietveld refinement can be particularly useful in allowing specific

elements of a structure (e.g. the conformation of a ring) to ‘flex’ during refinement,

in order to improve the fit.

Rigid Bodies

In a rigid-body Rietveld refinement, the least-squares variables are initially the

same degrees of freedom employed during a global optimisation structure solution

13A free refinement is defined here as one in which the xyz coordinates of each non-H atom in the

asymmetric unit of the crystal structure are free to refine as least-squares variables. Thus a

35 non-H atom structure would have 105 least-squares variables to describe the atomic positions

alone.
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(see Sect. 3.8.1). This approach to refinement has the significant advantage that it

maintains the chemical sense inherent in the global optimisation starting model,

whilst allowing the position, orientation and conformation of the molecule to refine

against the full PXRD data range. Additional flexibility (e.g. bond angles) can be

introduced into the rigid body if required.

3.8.6 Final Structure Checking

The final step in reporting a refined crystal structure is to generate a Crystallo-

graphic Information File (CIF) that includes all the necessary crystallographic

details such as the refined unit cell dimensions and the atomic coordinates, plus

relevant metadata about the sample, the diffraction experiment and the PXRD data.

A final check on the refined crystal structure should be carried out using the official

IUCr structure-validation suite, checkCIF/PLATON (Spek 2009), accessible at

http://journals.iucr.org/services/cif/checking/checkfull.html. Other useful tools

available to help with CIF preparation include MOGUL (Bruno et al. 2004) for

checking the refined molecular geometry and EnCIFer (Allen et al. 2004) for

checking CIF format compliance.

3.9 Phase Quantification Using Rietveld Refinement

Rietveld refinement also offers the opportunity for the accurate quantification of

crystalline phases in a polycrystalline sample. In a sample containing only a single

crystalline phase, one may assume that all the observed Bragg scattering in a PXRD

pattern collected from the sample is attributable to this single phase. If the sample

contains two crystalline phases, then provided the crystal structures of both phases

are known, a multi-phase Rietveld refinement can be performed. The values of the

refined scale factors for each phase allow the Rietveld refinement to output the

relative weight-percent of each phase present in the sample. The approach is a

general one and can cope with the presence of several phases in the sample. A

representative example, that of analysis of a mixture of form I and III carbamaz-

epine, has been recently published (Antonio et al. 2011).

3.10 Sample Environment and Phase Transitions

One advantage of using PXRD in the study of materials is that it is relatively easy to

subject a polycrystalline sample to variable temperature, pressure and humidity and

measure the resultant changes in the PXRD data. Phase transitions that might result

in the shattering of a single crystal are easily studied using a powder. In the

laboratory environment, sample stages such as the Anton Paar TTK450 allow
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materials to be studied in reflection over the temperature range 80–723 K and under

conditions of controlled relative humidity. Measurements are subject to the afore-

mentioned limitations of this geometry and heating/cooling also affects the height

of the powder sample, which in turn affects the resultant peak positions. In capillary

transmission geometry, a liquid nitrogen open-flow cooling device can be used to

control the temperature of the sample in the range 80–500 K whilst maintaining the

benefits of the transmission setup. The temperature of the sample will not match

exactly that recorded by the cooling device but the small temperature offset can be

easily determined by running a sample that exhibits a phase change at a known,

well-defined temperature.

3.11 Alternatives to Laboratory-Based PXRD

The X-ray photon flux available at third generation synchrotron sources (such as the

ESRF in France, the APS in the U.S.A., SPring-8 in Japan, the SLSA in Australia

and Diamond in the U.K.) is many orders of magnitude greater than that produced

by a conventional 2 kW sealed X-ray tube. This flux, when coupled with the

extremely high-precision PXRD instrumentation present at synchrotron beamlines,

confers a great many advantages relative to laboratory-based X-ray instrumentation

(Table 8.2). As such, if a crystal structure cannot be solved from laboratory PXRD

data, synchrotron radiation PXRD beamlines offer a powerful alternative. Access to

PXRD beamlines is available on a peer-reviewed basis for new science proposals,

or on a paid basis for commercial experiments. Many synchrotron beamlines offer

postal services, with ‘data collection only’ and full structure determination options.

Acknowledgements The author gratefully acknowledges the many long-standing collaborations

that have contributed to his work in the area of PXRD, but in particular those with Bill David, Tony

Csoka, Anders Markvardsen, Alastair Florence, Norman Shankland and the staff of the Cambridge

Crystallographic Data Centre.

Table 8.2 Notable features of synchrotron-based instrumentation and the advantages they confer

in PXRD experiments

Feature Advantages

High incident flux Permits extremely high level of monochromation

Enables use of complex sample environment

Enables detection of very weak diffraction features

Enables rapid data collection

Excellent alignment Accurate peak positions aids indexing process

Large, efficient detectors Enables rapid data collection

Tuneable wavelength Enables exploitation of resonant scattering

High instrumental resolution Increased resolution of overlapping reflections

Low background Improved signal to noise ratio, especially at high 2θ
Robotic sample changer Ability to queue capillary samples
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Chapter 9

Single-Crystal X-ray Diffraction

Andrew D. Bond

Abstract Single-crystal X-ray diffraction is an extremely powerful technique to

characterize small drug molecules in solid form. It is a mature technique that is

becoming ever more automated, and it is increasingly viewed as “routine” in both

industry and academia. On this basis, it is arguable how much the average formu-

lation scientist needs to know about the technique: is it necessary to understand the

inner workings of the “black box”, or is it sufficient just to trust the results produced

by an automated analysis system? This chapter provides a brief outline of the

principles, then considers some aspects that, in the author’s opinion, should still

be understood to measure crystallographic data effectively and to interpret crystal-

lographic results. The focus is on selected topics that are likely to be most relevant

to pharmaceutical solid-form characterization.

Keywords Diffraction • X-ray • Single-crystal • SXRD • Absolute structure

1 Introduction

Single-crystal X-ray diffraction remains the “gold standard” technique to characterize

small drug molecules in solid form. For a suitable crystalline sample, the

analysis provides a complete three-dimensional picture of a molecule and the

geometrical features of its interactions with other molecules in the solid state. In

many cases, it can distinguish pharmaceutical salts from co-crystals by

localising the positions of H atoms or provide an ab initio assessment of

absolute configuration for chiral compounds. The technique is mature, and is

viewed increasingly as “routine” in both industry and academia. This is largely

due to some spectacular progress in laboratory instrumentation and associated

software. Modern desktop single-crystal X-ray diffraction instruments can accept

a mounted single crystal through an innocuous entry port, then within an hour or

two return a fully refined crystal structure without requiring even the proverbial
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touch of a button. Quite often, the structures produced in this way are flawless.

Furthermore, it is easy to check that they are flawless because the results can be

submitted to sophisticated on-line validation systems that provide detailed

reports within seconds. On this basis, it is arguable how much the average

formulation scientist needs to know about the technique: is it necessary to

understand the inner workings of the “black box”, or is it sufficient just to

trust the results produced by an automated analysis system?

Certainly, the level of theoretical knowledge required to operate a modern

single-crystal X-ray diffractometer is lower than it used to be. This chapter there-

fore provides only a brief outline of the principles, then goes on to consider some

aspects that, in the author’s opinion, should still be understood to measure crystal-

lographic data effectively and to interpret crystallographic results. The focus is on

selected topics that are likely to be relevant to scientists involved with pharmaceu-

tical solid-form characterization.

2 Theoretical Background of the Technique

X-ray diffraction can be viewed to encompass two physical processes: (i) scattering

of X-rays by matter; (ii) interference of the scattered X-rays to produce a diffraction

pattern. X-rays are scattered by any chemical sample (solid, liquid or gas), and

therefore any chemical sample will produce a diffraction pattern. A simple maxim

applies: ordered objects yield ordered diffraction patterns, or conversely disor-
dered objects yield disordered diffraction patterns. The value of single-crystal

X-ray diffraction comes from the fact that a crystal is highly ordered in three

dimensions, and therefore it produces a diffraction pattern that is highly ordered

in three dimensions. This makes it possible to interpret the diffraction pattern in a

meaningful and robust way.

2.1 Anatomy of a Single-Crystal X-ray Diffraction Pattern

An X-ray diffraction pattern from a single crystal can be conceptually partitioned

into the geometry of the pattern and the intensities of the diffracted beams

(Fig. 9.1). Although the two aspects are obviously related by the crystal that

produces them, they can usefully be viewed as distinct. The geometry of the pattern

reflects the translational periodicity of the crystal lattice. The relationship between

the lattice and the diffraction pattern is a reciprocal one: crystals with more compact

lattices give diffraction patterns that are more spread out, while larger lattice

parameters give diffraction patterns that are more compact. This also depends on

the X-ray wavelength, with shorter wavelengths giving more compact diffraction

patterns. The conceptual link between the crystal lattice and the geometry of

diffraction is provided by Bragg’s law:
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λ ¼ 2dhkl sin θhkl ð9:1Þ

where λ is the X-ray wavelength, θhkl is half the angle formed between the incident

and diffracted beams, and dhkl is the perpendicular distance between neighbouring

lattice planes with Miller indices hkl. For single-crystal X-ray diffraction, a neces-

sary condition is that the incident beam, diffracted beam and normal vector to the

lattice planes are co-planar (Fig. 9.2). The hkl values assigned to each diffracted

beam depend specifically on the unit cell that is chosen to describe the crystal

lattice. A given crystal in a given orientation will always produce the same

diffraction pattern, but the hkl values could be assigned in numerous ways

depending on the unit cell that is used.

The intensities of the diffracted beams are determined by the distribution of

atoms within the crystal. The relationship is defined by the structure factor equation,

which is a mathematical description of the interference phenomenon:

Fhkl ¼
XN

n¼ 1

f nexp 2πi hxn þ kyn þ lznð Þ ð9:2Þ

Fig. 9.1 Conceptual partitioning of the geometry and intensities in a single-crystal X-ray diffrac-

tion pattern. Symmetry impinges on both aspects

Fig. 9.2 Representation of

the geometry of diffraction

according to Bragg’s law.
The incident beam,

diffracted beam and normal

to the Bragg planes are in a

common plane
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The summation is taken over all N atoms in the unit cell and fn is the atomic

scattering factor of the nth atom, which has fractional coordinates xn,yn,zn in the

specified unit cell. The equation produces a value for one specific reflection with

indices hkl, and a whole set of structure factor equations is required to describe the

entire diffraction pattern. The diffracted intensity, Ihkl, is given by the structure

factor multiplied by its complex conjugate, F�
hkl, which is identical to the square of

the structure factor modulus:

Ihkl ¼ Fhkl � F∗
hkl ¼ jFhklj2 ð9:3Þ

The summation in Eq. (9.2) shows that every atom in the unit cell makes a

contribution to every diffracted beam, and therefore a complete set of diffracted

intensities must be measured in order to determine a crystal structure from a

diffraction pattern. It does not make any sense to measure some specific region of

a diffraction pattern in the same way that a specific wavenumber region might be

measured in an IR or Raman spectrum. The atomic scattering factors, f, depend on

the number of electrons in the atom, and on the diffraction angle (Fig. 9.3). For real

structures, Eq. (9.2) is extended to account for thermal or static displacement of the

atoms, by introducing displacement parameters, which might be treated as isotropic

(spherical) or anisotropic (ellipsoidal). In some cases, site occupancy factors might

also be defined, which account for possible variation at the atomic site in different

unit cells (see Sect. 4.2). The mathematical details are not mentioned here; it is

sufficient to appreciate that displacement parameters and site occupancy factors

serve to modulate the effective scattering from each atomic site. An example is

shown in Fig. 9.3.

Fig. 9.3 Variation of the atomic scattering factor ( f ) for a C atom as a function of scattering angle

(expressed as sinθ/λ). Line (a) shows a stationary spherical atom. Line (b) (dashed) shows the
modulating effect of a typical isotropic displacement parameter. Line (c) shows the effect of a site
occupancy factor equal to 0.5
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Symmetry impinges on both the geometry and intensities of diffraction

(Fig. 9.1). The geometrical features of the crystal lattice, and the resulting geomet-

rical features of the diffraction pattern, are referred to as the metric symmetry. For
the diffracted intensities, symmetry refers to equivalence of the intensity values.

For example, reflections hkl and –h–k–l are said to be symmetrically equivalent if

Ihkl ¼ I�h�k�l. Since the diffracted intensities reflect the types and positions of the

atoms within the unit cell, symmetry in the diffracted intensities must result from

symmetry in the arrangement of the atoms. The symmetry of the atoms within the

crystal is described by the crystal’s space group, which refers to the collection of

symmetry operators distributed through space. Therefore, symmetry in the

diffracted intensities provides the information to determine the space group.

The geometry and intensity aspects of symmetry can sometimes be confused by

the fact that the space group of a crystal can impose constraints on the geometry of

the crystal lattice. For example, if there is a fourfold rotation axis relating the

atomic positions within the crystal, the unit cell must have all of its angles equal to

90� and it must have identical axis lengths in the plane perpendicular to the fourfold

axis if that symmetry is to be consistently repeated through the crystal structure.

Thus, the space group symmetry (revealed by the diffracted intensities) can impose

constraints on the metric symmetry (revealed by the geometry of the diffraction

pattern). The converse is not true: symmetry in the diffraction geometry does not

necessarily imply symmetry in the diffracted intensities.1

2.2 Obtaining a Crystal Structure from a Diffraction Pattern

An overview of the process for obtaining an X-ray crystal structure is illustrated in

Fig. 9.4. The translational periodicity of the crystal is obtained solely by measuring

the geometry of the pattern. The angles observed for the diffracted beams are back-

converted to yield dimensions (and orientation) of a periodic lattice that can

produce that pattern. In the process, a unit cell is chosen to describe the lattice2

and the pattern is indexed so that each diffracted beam is assigned hkl indices
referring to the specified unit cell. The intensities of all diffracted beams are then

established and used to deduce the types and positions of the atoms within the unit

1 “Negative correlations” can be specified. For example, the space group cannot be cubic if the

metric symmetry is not cubic. But observing that the metric symmetry is cubic does not prove that

the space group is cubic.
2 Numerous unit cells could be chosen to describe a particular lattice. In practice, rules are defined

to enable standard choices. The “reduced cell” is based on the three shortest independent distances

between lattice points, with all angles either <90� or �90�. This defines a primitive cell, which

contains only one independent lattice point. Non-primitive cells (containing more than one

independent lattice point) might be defined if they better describe the symmetry of the structure.

In that case, translational symmetry within the unit cell is defined in the list of space group

operators.
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cell by means of an inverse Fourier transform—essentially applying the structure

factor equation, Eq. (9.2), in reverse. There is a problem at this stage, in that the

structure factors Fhkl are complex numbers having modulus and phase, but the

measured values of Ihkl reveal only the modulus |Fhkl|. This phase problem is

generally overcome for small-molecule crystals by applying direct methods, or
some variant thereof. This step is robustly automated, and the average user can

safely view it as a “black box” (however, being aware of the implications of data

quality for success—see Sect. 5.3.1). This step usually produces a first image of the

structure that is more or less complete, and which can be developed (by Fourier

syntheses) and refined (by least-squares methods) to produce the best fit to the

diffraction pattern. This chapter does not consider methods for structure solution or

describe structure refinement in any great detail—the interested reader is referred to

more complete descriptions of these stages (Blake et al. 2009; Clegg 1998; Müller
et al. 2006).

The metric features of the crystal lattice are optimized and finalized during the

“data integration” stage, where the raw diffraction images are processed to establish

the diffracted intensities. The fact that the metric features cannot subsequently be

optimized any further is another manifestation of the practical independence of the

geometry and intensities. The parameters that can be optimized during the structure

refinement stage are those in Eq. (9.2), namely the atom types (expressed by the

atomic scattering factors, f ), atom coordinates (x,y,z) and displacement parameters

(implemented as an extension to Eq. (9.2)), and perhaps site occupancy factors,

with the aim to obtain the best fit to the complete set of diffracted intensities. It is

necessary to make a choice for the crystal’s space group by examining systematic

patterns in the intensity data and sometimes by considering the relationships

Fig. 9.4 Overview of the process for obtaining an X-ray crystal structure
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between the coordinates in the structure after it has been solved.3 The most probable

group can usually be identified by the data processing and/or structure solution

software, but it can be necessary to attempt structure refinement with several

possible groups to establish which provides the best result. The choice of the

space group decides which atoms in the unit cell are described by independent

parameters and which are linked by a single set of parameters with a defined

relationship between them. The consequence of choosing a space group with too

much symmetry is therefore that the structure model is incorrectly constrained—i.e.
it does not have enough free parameters to describe the data properly. Choosing a

space group with too little symmetry (so-called “missed symmetry”) defines too

many independent parameters that should actually be tied together, which leads to

“over-description” of the data. It is also necessary to make a choice for the

structure’s origin, i.e. the point considered to have coordinates 0,0,0. This is

handled by the structure solution/refinement programs, but the user should be

aware that different choices can be made, and that the same structure might be

presented with different (but ultimately equivalent) sets of fractional coordinates.

3 Instrumentation and Software

Equipment for single-crystal X-ray diffraction (Fig. 9.5) has four basic

components:

1. A source, with associated optics, to provide the incident X-ray beam. The

conventional laboratory source has for many years been the “sealed tube”, in

which a stream of electrons emitted from a tungsten filament is accelerated

towards a metal target (anode) to generate X-rays. The most common anode

materials are Cu and Mo, which emit characteristic X-rays with wavelengths

close to 1.54 and 0.71 Å, respectively. The practical merits of these radiation

types are discussed in Sect. 5.1. The sealed tube arrangement has a few practical

disadvantages: (1) the power requirements are substantial, typically 1.5–2.0 kW;

(2) the anode must be continuously cooled with a flowing water supply; (3) the

X-ray intensity decreases quite rapidly, and the tubes must be replaced typically

within a 1–2 year period. Many of these difficulties are overcome by newer

microfocus sources, which produce greater X-ray flux over a smaller area, while

operating at only 50 W. This is possible because the electrons accelerated

towards the anode are focussed onto a very small area (diameter� 100 μm),

which allows for more efficient design and cooling of the anode, and generation

of a higher power density. Since the generator operates at a much lower power,

3 For example, a structure might be solved and initially refined in a non-centrosymmetric space

group, but then it becomes clear from the atomic positions that a centre of inversion is actually

present. Software for structure solution might also solve the structure in a lower symmetry space

group, then provide a set of possible structures in various space groups for further examination.
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the whole system can be cooled with air rather than flowing water. A microfocus

source, combined with “multilayer optics” that can partially focus the X-ray

beam produces a more intense beam for small-area measurements, while also

being practically more convenient.

2. A motorized goniometer to orient and move the crystal. The goniometer

orients the crystal and detector with respect to the incident X-ray beam

(Fig. 9.5). The detector moves around the 2θ axis, within the instrument’s
horizontal plane. The goniometer typically has three further axes of movement

to orient the crystal. Movement around the ω axis takes place in the horizontal

plane of the instrument, the χ axis refers to elevation in the vertical plane, and

movement around φ rotates the crystal around its local mount axis. Many

instruments adopt “kappa geometry”, where a formal χ axis is replaced by a

κ-axis, which swings the crystal within an inclined plane that moves with the ω
circle. The formal details of the goniometer angles are of lesser importance here;

the bottom line is that the goniometer must orient the crystal with respect to the

incident beam to enable a suitable orientation for diffraction in such a way that

the diffracted beam will fall onto the detector. Recalling that the incident beam,

diffracted beam and normal vector to the relevant Bragg planes lie in a common

plane (Fig. 9.2), the crystal must be oriented so that the relevant normal vector

(the “scattering vector”) lies close to the horizontal plane of the instrument if the

diffracted beam is to be measured on the detector face.

3. A detector to measure the diffraction pattern. Detectors for single-crystal

X-ray diffraction are now almost exclusively 2D area detectors. Numerous

technologies exist, but the dominant one in laboratory instruments over the

past 25 or so years has been the charge-coupled device (CCD). CCD chips in

X-ray detectors are identical to those in digital cameras, which means that they

respond to visible light. A CCD X-ray detector comprises a 2D window with

some material that converts X-rays to light, coupled to the CCD chip in a

spatially-mapped manner. In some detectors, glass fibres are constructed as a

taper to de-magnify a larger external active area onto a smaller CCD chip. Other

detectors have 1:1 spatial correspondence between the active area and the chip,

which can provide advantages in spatial resolution and sensitivity. At the time of

writing, other technologies becoming prominent use active pixel sensors

(“CMOS chips”) or hybrid pixel detectors that detect X-rays directly. Whatever

Fig. 9.5 Schematic illustration of a typical single-crystal X-ray diffractometer
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the technical nature of the detector, it can be viewed conceptually as a 2D array

of pixels that map and count incoming X-rays.

4. Control and data processing software. The control software coordinates all

aspects of data collection, including movement of the crystal and detector,

synchronised opening and closing of the X-ray shutter and read-out of the

diffraction images.4 Modern software systems are generally highly automated

and can proceed through the entire measurement process with minimal user

intervention. Some of the aspects that warrant caution in this respect are

discussed in Sect. 5.

4 Applications of the Technique on Drug Compounds

For small-molecule drug compounds, single-crystal X-ray diffraction might be

applied for many reasons, e.g. to establish chemical composition, polymorphic

form or absolute structure. This section briefly considers a limited set of topics

likely to be relevant for formulation scientists.

4.1 Dealing with H Atoms

According to Eq. (9.2), each atom in the unit cell contributes to the intensity of each

diffracted beam to an extent that depends on the atomic scattering factor, f, which is
related to the number of electrons in the atom. H atoms contain only one electron, so

their individual contribution to the diffracted intensity is small. At room tempera-

ture, significant thermal motion will also serve to diminish their scattering contri-

bution (Fig. 9.3). Nothing can be done about the number of electrons, but the

thermal motion can be minimised by collecting data at low temperature. Since H

atoms form the shortest covalent bonds (ca 1 Å), there is a requirement for high-

resolution data (Sect. 5.3.1) if the positions of H atoms are to be resolved.5

For multi-component molecular crystals, where the distinction between a salt

(containing ionized molecular species) or a co-crystal (containing neutral species)

might depend on the location of one H atom within a hydrogen bond, room-

temperature X-ray diffraction data may or may not deliver conclusive evidence.

With a good crystal that produces significant diffracted intensity to high resolution

(at least 0.85 Å), H atoms that are ostensibly static and ordered should be

4Newer instruments dispense with opening and closing of the X-ray shutter during data collection,

and instead control the measurement and read-out time via electronics on the detector. This gives

more precise time-keeping and the cumulative time saving over a long sequence of images can be

significant.
5 This section does not refer to the fundamental distinction between nuclear positions and the

positions determined for H atoms by X-ray diffraction. See: Allen (1986).
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distinguishable. Low-temperature data collection improves matters, but there is a

risk that the H atom location or dynamics could change as a function of tempera-

ture. For example, Fig. 9.6 shows images of the electron density (from X-ray

diffraction data at 220 K) for two distinct hydrogen bonds within an isoniazid/4-

aminosalicylic acid crystal (Grobelny et al. 2011). The electron density shows clear

peaks corresponding to the H atoms, and the positions indicate that one hydrogen

bond appears to be more symmetrical than the other. Variable-temperature mea-

surements suggest that the symmetrical hydrogen bond becomes less symmetrical

at room temperature (becoming more “co-crystal like” than “salt like”), but uncer-

tainties associated with the H atom positions make it difficult to draw confident

conclusions. In general, it is probably advisable to maintain a degree of scepticism

concerning H atom positions determined from X-ray diffraction data, or at least to

take careful note of the experimental conditions and data quality. Supplementary

information from other techniques such as spectroscopy or computational methods

is always valuable.

4.2 Dealing with Non-stoichiometry and Disorder

A fundamental assumption of single-crystal X-ray diffraction is that a crystal

structure can be averaged into a single unit cell that is faithfully replicated through

the entire crystal. If there should be some variability through the crystal, this will

lead to a superposition of structures within the unit cell, so there will appear to be

Fig. 9.6 Images of the electron density for two hydrogen bonds within an isoniazid/4-

aminosalicylic acid co-crystal. On the right, the H atom lies close to the midpoint between the

N and O atoms, while on the left, the H atom is displaced towards the O atom. The peaks are low in

height and spread over a relatively large area, which means that positions established for the H

atoms are relatively uncertain. Reproduced from (Grobelny et al. 2011) with permission of The

Royal Society of Chemistry.
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some atoms that are in mutually exclusive positions and only “partially present”. A

typical example is a C–CF3 group, which might display a variety of rotational

orientations around the C–C bond, which become averaged in the unit cell into

several F atom positions distributed around a ring. If there are two distinct orien-

tations of the CF3 group, there will be six apparent F atom positions in the unit cell

(Fig. 9.7). In a given molecule, all six of these atoms cannot actually be present, so

each F atom must be represented with a site occupancy factor less than 1.0

(as mentioned in Sect. 2.1). In this case, there must be two distinct sets of three F

atoms, each of which must describe a chemically acceptable CF3 group, and the site

occupancy factors for the two groups must sum to 1.0 (Fig. 9.7).

Since disorder generally results in a superposition of structures, it can be difficult

to unravel the atomic sites in any rational way. One thing to bear in mind is the

physical situation that is being modelled: disordered regions represent a superpo-

sition of structures, only one of which is present at any given location in the crystal,

and each of which must be physically and chemically reasonable. In a good disorder

model, it should be possible to identify sets of atoms in such a way as to say “either

this set is present or this set is present”. Within each set, the chemical structure

should be reasonable, and the sets should collectively describe the whole crystal. In

many situations, disordered regions can become sufficiently complex to require

restraints, which control interatomic distances or angles during refinement to

ensure that the chemical structure remains reasonable.

In some situations, especially where a crystal might contain volatile solvents,

there can be atoms or molecules that appear to be genuinely partially occupied, i.e.
if an atom/molecule is not present at a particular site, nothing is present. For

example, non-coordinated water molecules are often described with fractional site

Fig. 9.7 Example of a

disordered CF3 group in the

crystal structure of

leflunomide (Vega

et al. 2006). The alternative

molecular conformations

are superimposed in the

final set of atomic positions,

requiring that the F atoms

are assigned site occupancy

factors less than 1.0
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occupancy in order to yield atoms with sensible displacement parameters.6 This

might reflect a genuine physical situation, or it might just reflect the fact that a

highly disordered region of electron density cannot adequately be described with

individual atomic sites. In particularly severe cases, the electron density distribution

in some region of the structure might be essentially uniform, so that it requires a

great many closely-spaced partially occupied atomic sites in an effort to describe

it. Caution should obviously be applied before assigning physical significance to the

resulting atomic model. An alternative approach in such cases is to abandon any

attempt to define atomic sites, and to treat highly disordered regions using a

“continuous solvent area model” (the so-called SQUEEZE procedure; Van der

Sluis and Spek 1990). Such methods are implemented by modifying the intensity
data, so that the structure refinement can proceed in the usual manner, but with the

disordered region left empty. Obviously, it is crucial in such cases to document that

the data have been manipulated, and to understand that the empty regions in the

final structure model are not really empty.7

Finally, it should be noted that disorder in crystals can be static (as has princi-

pally been described here), or dynamic. For example, a given CF3 group might

actually be rotating within the crystal, and the diffraction pattern, measured usually

over a period of hours, provides a temporally-averaged picture. Dynamic disorder

can sometimes be distinguished from static disorder by analysis of the structure as a

function of temperature, but the two phenomena cannot be directly distinguished in

a solitary crystal structure.

4.3 Dealing with Absolute Structure

Absolute structure applies to non-centrosymmetric crystal structures, which cannot

be superimposed on their inversion-related counterpart. Non-centrosymmetric

structures include chiral structures (non-superimposable on their mirror image),

and also polar structures, which have a distinguishable orientation and which may

or may not be chiral (Fig. 9.8). Frequently, chirality of a crystal’s constituent

molecules is of interest, and so it is important to appreciate the link between

non-centrosymmetric crystal structures and chiral molecules. Any type of crystal

structure can be non-centrosymmetric, regardless of whether the constituent mol-

ecules are chiral. However, an enantiomerically pure sample of a chiral molecule

must crystallise in a non-centrosymmetric space group, and the absolute

6 The scattering contribution from a particular atom site is reduced either by defining a smaller site

occupancy or a larger displacement parameter. Thus, occupancies and displacement parameters

are correlated, and it can be necessary to fix one in order to refine the other. The two effects are not

entirely indistinguishable, however, since they differ as a function of diffraction angle (Fig. 9.3).
7 This is particularly important when it comes to simulating powder X-ray diffraction patterns. The

peak intensities in a pattern simulated from the model with empty regions will be different from

the real situation where there is electron density in those regions.
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configuration of the molecules can be established by determining the crystal’s
absolute structure. In this way, single-crystal X-ray diffraction can provide an ab
initio assessment of chirality for an enantiopure compound (Thompson and Watkin

2009).

4.3.1 Theoretical Background

The information to determine absolute structure lies in differences between the

intensities of Friedel pairs, which are diffracted beams with indices hkl and –h–k–l.
For a centrosymmetric crystal, Friedel pairs have equal intensity, but they become

non-equivalent for non-centrosymmetric structures because of the “anomalous

contribution” to the X-ray scattering. Anomalous scattering refers to X-rays

scattered by a different physical mechanism (essentially absorption then

re-emission), which imparts an additional phase change of 90� to the scattered

X-rays. Mathematically, an extra component is added to the structure factor, which

changes the resulting amplitude and phase according to Fig. 9.9. The result is that

inversion-related models of a non-centrosymmetric structure give different sets of

diffracted intensities, which allows them to be distinguished. Unfortunately, the

magnitude of anomalous scattering is small. Cu radiation produces a more substan-

tial effect than Mo, but the intensity difference between Friedel pairs remains

minimal, especially for structures containing only light atoms (C, H, N, O). This

means that great care must be taken when interpreting the results of an absolute-

structure determination.

4.3.2 The Flack Parameter

The physical scenario of inversion-related non-centrosymmetric crystal structures

is linked to a measured set of X-ray intensities by the Flack parameter, x:

Fig. 9.8 Schematic illustration of centrosymmetric, polar and chiral crystal structures
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IhklðobsÞ ¼ ð1��xÞIhklðcalcÞ þ xI��h��k��lðcalcÞ ð9:4Þ

Equation (9.4) states that the observed intensity of a diffracted beam, Ihkl(obs),
comprises a linear combination of the intensities calculated from the structure

model for the reflection hkl and its Friedel pair h–k–l. If the structure is

non-centrosymmetric, Ihkl calcð Þ 6¼ I�h�k�l calcð Þ (Fig. 9.9). In the ideal case (i.e.
a perfect crystal, having either one handedness or the other), Ihkl(obs) must equal

either Ihkl(calc) or I– h–k–l(calc). If the model is correct, Ihkl obsð Þ ¼ Ihkl calcð Þ, which
means that x¼ 0. If the model is inverted, Ihkl obsð Þ ¼ I�h�k�l calcð Þ, which means

that x¼ 1. Determining the absolute structure of a non-centrosymmetric crystal is

therefore achieved by determining the value of x. If x should take a value between

0 and 1, this suggests that the crystal must be “part-way” between the inversion-

related alternatives. This possibility is referred to as inversion twinning, which
means physically that the crystal contains domains having one handedness and

domains with the inverted structure. For a centrosymmetric crystal,

Ihkl calcð Þ ¼ I�h�k�l calcð Þ, so x is undefined.
When x is determined from experimental data, there are errors associated with

the intensity measurements, which propagate through to an uncertainty on the value

determined for x. A crucial question is how precisely must x be determined to make

a valid conclusion about the absolute structure? If the value determined for

x conforms to the expectations of a normal distribution, the width of the distribution

will be �3u, where u is the standard uncertainty. For the values x ¼ 0 and 1 to be

Fig. 9.9 Argand diagram showing differences between structure factors of Friedel pairs in a

non-centrosymmetric crystal due to anomalous scattering. The thick black vectors represent the
total contribution from atoms with no significant anomalous scattering: these have equal modulus

and opposite phase (being the angle formed to the real axis). The thin black vectors show the effect

of one atom with significant anomalous scattering: the atom has a regular scattering contribution

(solid line) that has equal modulus and opposite phase, plus an anomalous scattering contribution

(dashed line), which is turned by þ90� with respect to the regular scattering. The resultant

structure factors Fhkl and F– h–k–l (thick grey lines) have different modulus and different phase.

Since the diffracted intensity is |F|2, a significant anomalous contribution means that Ihkl 6¼ I�h�k�l
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clearly distinguishable from x ¼ 0:5, normal distributions centred on x ¼ 0 and

1 must not overlap with a distribution centred on x ¼ 0:5 (Fig. 9.10). This defines a
region of 12u over the range x ¼ 0� 1, which means that the largest permitted

value of u is 1=12 	 0:08. Thus, a general guideline for satisfactory determination

of the absolute structure is that the refined value of x should be 0 (within �3u) and
have a standard uncertainty less than ca 0.1. If the refined value of x is 1 with a

standard uncertainly less than 0.1, the handedness of the structure should definitely

be inverted. If the refined value of x is somewhere between 0 and 1, but with an

acceptably low standard uncertainty, inversion twinning is confidently indicated. A

standard uncertainty greater than 0.1 indicates that confident conclusions cannot be

made (Flack and Bernardinelli 2000).

4.3.3 Improvements Using Differences and Quotients

In the last few years, methods have been developed (Parsons et al. 2013) that

provide more precise indications of the Flack parameter, based on combinations

of Friedel pairs, specifically differences (D) or quotients (Q):

Dhkl ¼ Ihkl � I�h�k�l

Qhkl ¼ Ihkl � I�h�k�l½ 
 = Ihkl þ I�h�k�l½ 


Using the definition for the Flack parameter in Eq. (9.4), the following relationship

is obtained:

Dhkl obsð Þ ¼ Ihkl modelð Þ � I�h�k�l modelð Þ
¼ 1� xð ÞIhkl calcð Þ þ x I�h�k�l calcð Þ½ 
 � 1� xð ÞI�h�k�l calcð Þ þ x Ihkl calcð Þ½ 

¼ 1� 2xð Þ Ihkl calcð Þ � I�h�k�l calcð Þ½ 

¼ 1� 2xð ÞDhkl calcð Þ

ð9:5Þ

Here, “calc” refers to the refined crystal structure with its specific absolute struc-

ture, while “model” refers to the intensities calculated using the Flack parameter,

Fig. 9.10 Non-overlapping

normal distributions centred

on x ¼ 0, 0:5 and 1. The

physically meaningful

range 0–1 spans 12u, which
shows that

u � 1=12 	 0:08ð Þ if the
values are to be statistically

distinguished
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according to Eq. (9.4). Equation (9.5) shows that a plot of Dhkl(obs) vs. Dhkl(calc)

should be linear with a slope of (1–2x). An identical equation can be formulated for

quotients (exchange D for Q), and the method is usually implemented by plotting

Qhkl(obs) vs. Qhkl(calc). The quotients serve to “up-weight” the Friedel pairs with

lower intensity. The value of x obtained by a least-squares fit to the “Q plot”

generally has a smaller associated uncertainty compared to conventional assess-

ment of the Flack parameter (Fig. 9.11). This has a significant impact, especially in

the pharmaceutical sciences, because it makes confident absolute structure deter-

mination viable for light-atom structures (containing only C, H, N, O) using a

standard Cu X-ray source. The method is implemented post-refinement, which

means that it can always be used, without imposing any additional requirements

during the structure refinement stage. Since it relies on making a linear fit to the

Q plot, the data set should be complete and should be checked for any outliers that

might significantly skew the least-squares result.

5 Suggested Best Practices

There can be different aims for a single-crystal X-ray diffraction analysis, which

might influence the overall strategy and best practices. In general, this section

assumes that the analysis is being carried out as part of a pharmaceutical

pre-formulation exercise, and that the aim is to provide the best possible

characterisation of a crystalline drug for scientific and possibly legal/regulatory

purposes.

Fig. 9.11 Qhkl(obs)

vs. Qhkl(calc) for a typical

non-centrosymmetric

crystal structure. The plot

has a gradient of 1þ 2x, and
a least-squares fit provides a

precise indication of the

Flack parameter, x.
Reproduced from (Parsons

et al. 2013).
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5.1 Choice of Radiation

Available laboratory instruments are generally limited to Mo or Cu radiation. For

most pharmaceutical applications, Cu is likely to provide the better option because

of its stronger interaction with the sample and the benefits for absolute-structure

determination of light-atom crystals (Sect. 4.3.3). Potential problems with absorp-

tion in the presence of heavier atoms are less likely for typical small-molecule drug

compounds. Since diffraction patterns measured with Cu radiation are geometri-

cally spread out compared to those measured with Mo, it will usually take longer to

measure a data set using Cu radiation compared to Mo. However, this sacrifice in

speed is far less significant with area-detector instruments, so it is unlikely to have

any great impact outside of the most demanding high-throughput scenarios. Instru-

ments with interchangeable Cu and Mo sources are available, but anecdotal

accounts of owners in the pharmaceutical area suggest that the Mo source on

such instruments is rarely used.

5.2 Temperature

Room temperature might be perceived to be the only temperature that is practically

relevant for drug compounds. A common requirement is to match crystal structures

to ambient powder X-ray diffraction patterns, which obviously requires room-

temperature single-crystal data. However, the quality of single-crystal data gener-

ally increases at lower temperature, because the intensities are enhanced when the

thermal motion of the atoms is minimized. This can be tremendously helpful to

obtain the best possible data set for absolute-structure determination, for example.

It can also help to localize H atoms or unravel disorder, although in this case there

might be some concern about extrapolating low-temperature information back to

ambient conditions. To define best practice, it would probably be ideal always to

collect data at room temperature and at low temperature (usually 100 K, being the

practical minimum for N2 cryostats). This produces a “best” data set for more

demanding refinement purposes and the most practically relevant ambient data set.

It also has an advantage of checking for potential phase transformations or changes

in proton position/mobility below room temperature. Duplicate data collections are

much more practical on modern area-detector instruments, and a multi-temperature

analysis can generally be programmed to proceed automatically.

5.3 Data Collection Strategy

The data collection strategy refers principally to how much of the diffraction

pattern is measured, and how it is measured (e.g. counting time per reflection,

measuring a given reflection more than once, etc.). The suggested best practice here
is obvious: assume nothing and measure everything—as well as possible! There are
several aspects to highlight.
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5.3.1 Resolution

The resolution refers to the highest diffraction angle (lowest dhkl value) that is
measured. The dhkl value is generally quoted because it is independent of the X-ray
wavelength. Diffraction data measured to “low resolution” (which actually refers to

a higher value of dhkl) produces a less well defined image of the crystal structure. A

guideline for molecular crystal structures is that data should be measured to

dhkl� 0.85 Å. For Cu radiation, this corresponds to θmax ¼ 65�, and for Mo

radiation, θmax ¼ 25�. For direct methods of structure solution to be successful,

data should generally be measured and observed to dhkl� 1 Å. Some more modern

developments may extend that estimate to dhkl	 1.2 Å. When the structure is

refined, lower-resolution data will lead to less precise atomic positions, probable

problems defining (anisotropic) displacement parameters, and little-to-no chance to

identify H atoms. The suggested best practice is to aim for 0.85 Å where possible,

and there is usually no need to go much beyond that.

5.3.2 What Fraction of the Diffraction Pattern Should Be Measured?

The data that must actually be measured (up to the specified angular resolution)

depends on the symmetry of the diffraction pattern. If the pattern of intensities is

genuinely symmetric, it is only necessary to measure the unique fraction. The main

problem that can arise here is that most data-collection control software will

attempt to identify symmetry in the diffraction pattern at an early stage, then use

that to optimize the data-collection strategy. A common sequence (Fig. 9.4) is to

collect a small portion (or portions) of the pattern in order to establish the lattice

parameters, then the metric symmetry of the lattice is used to indicate the symmetry

of the diffraction pattern as a whole. As stated in Sect. 2, the metric symmetry of the

diffraction pattern does not necessarily reveal anything about symmetry in the

diffracted intensities. If the metric symmetry appears to be higher than the actual

symmetry of the diffraction pattern, a strategy based on the metric symmetry will

miss some of the required data. Actually, chances are quite high that the metric

symmetry will reflect the true symmetry of the diffraction pattern—but what if your

most important sample was one of the exceptions? Of course, the worst-case

scenario is only that the data might have to be re-collected after problems are

uncovered,8 but this provides one example where the default actions on a modern

diffractometer system might hide some assumptions that the user should

understand.

8Hopefully, the crystals are still available!
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5.3.3 Centrosymmetric or Not?

A centrosymmetric crystal will produce a genuinely centrosymmetric diffraction

pattern, and it is only necessary to measure one of each Friedel pair (i.e. to collect a
“hemisphere” of data rather than a “full sphere”). For a non-centrosymmetric

crystal structure, both reflections in each Friedel pair must be measured. Since

non-centrosymmetric crystal structures can arise at any time, whether the constit-

uent molecules are chiral or not, caution must be applied. In practice, samples that

are known to be enantiopure must be flagged as non-centrosymmetric before the

data collection strategy is calculated, which might mean making a change to default

options. For other samples, the probable scenario is to assume centrosymmetry for

speed, but be prepared to re-collect data (and be aware that it is necessary!) for

structures that later are found to be non-centrosymmetric.

5.3.4 Completeness

Completeness refers to the fraction/percentage of unique data collected to the

specified resolution. The obvious best practice is to aim for 100%. One of the

advantages of the single-crystal technique over many others is the large number of

observations that are made per parameter to be determined. For centrosymmetric

structures, a guideline minimum is ten unique reflections to be measured per refined

parameter. For non-centrosymmetric structures, this will usually be a little less than

ten. If the completeness of the measured data falls below 100%, the ratio of

observations to parameters decreases, and the resulting quality of the crystal

structure decreases. There are (arguably) different degrees of seriousness

concerning incomplete data sets. For example, missing data distributed at random

throughout the entire data set is likely to cause fewer problems than systematic

omission in a certain region of the diffraction pattern. For absolute-structure

determination, failure to measure a sufficient number of Friedel pairs will lead to

larger uncertainties and therefore less confident conclusions. For the quotient

methods, it was previously noted that complete data sets are required in order to

draw valid conclusions from the Q plot. With the speed of modern area-detector

diffractometers, and for a standard crystalline sample (being stable over the dura-

tion of the data collection and having no other problems) there is no real excuse for

collecting incomplete data sets. Therefore, 100% completeness (to the specified

resolution) is suggested as the best practice.

5.3.5 Redundancy

Redundancy refers to measurement of the same data more than once. This could be

measurement of reflections that are equivalent by symmetry, or it could be mea-

surement of the same reflection in various crystal orientations. Repeated
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measurement of the same observation reduces statistical error, so it is advisable

always to measure data with as high a redundancy as possible. One advantage of

area detectors is that they measure many reflections simultaneously, so it becomes

practical (actually unavoidable) to measure data with a redundancy greater than

1. As always, there is a potential conflict between the desire for high redundancy

and low data collection time. In general, an average redundancy of 5 is a good

target, 10 is even better. Generally, the redundancy will be higher for low-angle

reflections than high-angle reflections, so it might be advisable to focus on a certain

redundancy target for the higher-angle reflections rather than the data set overall.

For absolute-structure determination using quotient methods, the results become

increasingly reliable with increasing redundancy, so a particularly valuable abso-

lute structure determination warrants the time required to obtain a very high

average redundancy of 10 or above.

5.3.6 Collection Time

The data collection time per image should be targeted to achieve observable data to

the required angular resolution. Often, the software algorithms for integration are

very effective for weak intensities, so reflections that are visible in the raw data

images should certainly be statistically observable I > 2σ Ið Þð Þ in the final data set.

Thus, the target collection time per image should be sufficient to see reflections out

to the specified angular resolution in the raw images. The diffracted intensity will

always decrease at higher angle, especially with room-temperature data (Fig. 9.3).

This is minimized by lowering the temperature. For some crystals, it might be

impossible to observe data to the desired resolution, or it could be that the higher-

angle data require collection times so long that the lower-angle data overload the

measurable intensity range of the detector. In that case, it could be practical to use

different data collection times for low- and high-angle data—most modern diffrac-

tometer control packages can handle this approach. The principal best practice note

for the user is to ensure that the target resolution limit is 0.85 Å, and where possible
that data are actually observed to this resolution.

5.4 Data Processing

Data processing refers to generation of a list of measured intensities from the raw

diffraction images. This is exclusively a software task. The first step is integration,
which involves counting up the measured intensities on a pixel-by-pixel basis. To

achieve this in an efficient manner, the software has to know where it can expect to

find intensity, which means that the geometry of diffraction must be established and

the data set must be indexed. The software will assess the intensities measured at all

pixels within a defined peak area (usually spanning several consecutive data

334 A.D. Bond



images) to produce the final summed intensity. The integration software incorpo-

rates methods for modelling and fitting peak profiles, which allows better assess-

ment of weak reflections on the basis of information learned from well-defined

strong reflections. The result of the integration is a list of raw measured intensities,

with assigned hkl values referring to the specified unit cell.

The next step is to apply a sequence of corrections and optimisations to the

intensities. Some fundamental corrections (Lorentz-Polarisation) must always be

applied, and usually there are several distinct runs of data that must be merged and

scaled relative to each other. When the merged data set has been created, the typical

next step for an area-detector instrument is to apply a multi-scan correction, which

works on the simple basis that “equivalent reflections should be equivalent”. Thus,

the procedure looks for reflections that have been measured more than once, and/or

should be equivalent under the specified symmetry of the diffraction pattern, and

applies corrections to make them equivalent as far as possible. One of the factors

corrected for is absorption, and multi-scan corrections are therefore commonly

referred to as “absorption corrections.” This term is something of a left-over from

point-detector instruments, where it was genuinely necessary to assess and correct

for the effects of anisotropic absorption. Today it is misleading, because all kinds of

systematic error are handled, e.g. poor centring of the crystal, beam inhomogeneity,

etc. The multi-scan correction is an integral part of an area-detector based system,

and it is a significant contributor to the quality of data that is obtained. It should not

be viewed like a traditional absorption correction, and it should be applied in all

cases.

Clearly, the effectiveness of the multi-scan correction relies on correct specifi-

cation of the symmetry of the diffraction pattern. After the integration is completed,

the information to make this assessment (namely a full list of diffracted intensities)

is available, although any substantial systematic errors may potentially confuse the

issue. A particularly important case is a non-centrosymmetric crystal, where the

multi-scan process must not assume equivalence of Friedel pairs (for obvious

reasons!). The multi-scan always benefits from higher redundancy, so for a fixed

window of available time, it is usually better to collect more images and increase

redundancy than to increase the individual image time.

5.5 Structure Checking Procedures

It has become standard practice for small-molecule crystal structures to be validated

using automated checking procedures, principally the online checkCIF service

provided by the International Union of Crystallography (IUCr 2014; Spek 2013).

Such systems aim to identify problems or inconsistencies in single-crystal struc-

tures, and to advise when action might be taken. The checkCIF service has

improved the general standard of single-crystal X-ray structures over the last

decade or so, and it is absolutely recommended to pass any small-molecule
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crystallographic results through this system.9 In line with the opening comments in

this chapter, it is worth considering for a moment exactly what the checking system

can and cannot do. The basis of the single-crystal X-ray diffraction technique is to

make an experimental measurement of a crystal’s diffraction pattern, then to derive
a crystal structure from that diffraction pattern. The validity of the resulting crystal

structure is judged by the question “how well does this structure match the

measured diffraction pattern?” Any checking procedure that is going to address

that question must be provided with the measured diffraction pattern. In the early

days of checkCIF, only the refined crystal structure was provided, so the checking

procedures were based solely on expectations compared to other refined crystal

structures. There was in principle no guarantee that the structure was actually a fair

representation of the data from which it was obtained! More recently (since ca
2011), the checkCIF service has also implemented checks on the structure factors

that accompany the structure. So do the validation procedures now properly con-

sider the experimental diffraction pattern? Actually not: the observed reflection

data in such structure factor files is still a secondary interpretation of the measured

diffraction pattern. The observed reflection intensities are derived from the mea-

sured diffraction images during the integration process, and that process can still be

subject to inappropriate decisions by the operator or some automated procedure.

For example, if a lattice is assumed to be centred, the integration process usually

will not look for diffracted intensity in the positions that might indicate that the

lattice is not centred. Thus, it will produce a list of observed reflection intensities

that are entirely consistent with the assumed lattice centring, and a checking system

cannot know that this could have been a poor choice.

The checking systems are very good at identifying technical mistakes that might

have been made during structure refinement, e.g. missed symmetry, forgotten H

atoms, incorrect chemical formula, etc., and there is almost always a benefit in

correcting such inconsistencies. They can also highlight features of a structure that

appear to be unusual compared to expectations and therefore warrant checking, e.g.
an unusual bond length, or an H atom that does not form any expected hydrogen

bond. These expectations are usually defined in a sensible way, but it should be kept

in mind that some structures may not actually conform to established expectations.

Finally, they attempt to highlight experimental deficiencies, e.g. unsatisfactory
resolution, completeness, data-to-parameter ratio, etc. Here, the well-informed

user should always have the upper hand because they have actually done the

experiment. A checking system may tell you that the data resolution is “too low”,

but it was not looking at your crystals or your data images, and it cannot tell you

whether intensity was actually there to be measured. This category of warnings

certainly can serve as a reminder that you may be dealing with sub-optimal data and

that the derived results should not be “over interpreted”, but they will never come as

a surprise to a well-informed user that has carried out the entire analysis carefully

and thoughtfully.

9 An interesting question in the pharmaceutical arena is whether submission of a crystal structure

to a remote system such as checkCIF amounts to disclosure in the context of intellectual property.
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6 Conclusion

The development of modern instrumentation for single-crystal X-ray diffraction has

“raised the bar” for the quality of diffraction data and derived crystal structures. A

good single crystal of a typical small-molecule drug compound will yield highly

precise and reliable results on any modern instrument, and the automated validation

procedures are consistent and reliable for these structures. For absolute-structure

determination, which is one example of a key pharmaceutical application, the

combination of highly precise intensity measurements and new methods for data

analysis greatly enhance the possibilities to make confident ab initio conclusions

from laboratory single-crystal X-ray measurements. Against this backdrop, it is

possibly tempting to drift towards complacency and to pass the burden of under-

standing onto the instrument manufacturers and software writers. To some extent

this is acceptable, but the user must retain a sufficient level of understanding to

monitor the analysis, intervene where necessary, and properly evaluate the results.

This chapter provides only a rather basic and pragmatic “primer”. Readers with an

interest and opportunity to carry out single-crystal X-ray measurements are encour-

aged to spend time with their diffraction instruments, and to delve deeper into the

underlying principles.
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Chapter 10

Applications of Small Angle X-ray Scattering
in Pharmaceutical Science

Ben J. Boyd and Thomas Rades

Abstract Small angle X-ray scattering offers opportunities to better understand

pharmaceutical systems across a range of length scales related to drug delivery.

This contribution aims to highlight a range of areas in which SAXS can be deployed

to better understand structure in pharmaceutically relevant materials from molec-

ular to colloidal dimensions, with a focus on developing synchrotron techniques

that provide new opportunities in time resolved kinetic studies.

Keywords X-ray scattering • Diffraction • Synchrotron • Self-assembly •

Polymorphism • Grazing incidence • Time resolved

1 The Use of X-ray Scattering in Pharmaceutical Systems

Modern pharmaceutical science and materials-based drug delivery require a rich

understanding of the structure of materials to progress from empirical-based testing

to informed scientific design. This is especially the case in consideration of Quality

by Design requirements of regulatory authorities in the development of new

medicines. Many techniques are becoming available to the drug delivery scientist

to characterize their materials, most of which are captured in this book. While

general references on the topic of SAXS, and how to treat data obtained during

well-conducted SAXS experiments can be found in several provided references

(Bauwens 2012; Glatter and Kratky 1982; Guinier 1959; Lindner 1991), the

purpose of this chapter is to provide the reader with some recent developments

and opportunities in using small and wide angle X-ray scattering to understand
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A. Müllertz et al. (eds.), Analytical Techniques in the Pharmaceutical Sciences,
Advances in Delivery Science and Technology, DOI 10.1007/978-1-4939-4029-5_10

339

mailto:ben.boyd@monash.edu


systems of pharmaceutical relevance, principally in solid state systems and soft

matter self-assembled materials.

1.1 Diffraction for Different Length Scales

There are a multitude of subtleties in X-ray scattering, but whichever way you look

at it diffraction techniques tell us about distance. The type of diffraction technique

to select then is largely dependent on the length scale of the interaction that we wish

to probe or measure. Diffraction may be used to probe distances between atoms in a

specific molecule, distances between diffracting planes in a structured material,

distances between particles in a dispersion of particles, distances across a particle in

one or more dimensions. When the distances become too great and X-rays are no

longer appropriate, light scattering typically becomes the technique of choice.

Thus, X-ray scattering is a highly versatile technique for investigating the spatial

arrangement in materials.

Other chapters in this book have done an excellent job in explaining the general

concept of X-ray scattering and Bragg’s Law in relation to extracting molecular

level structural detail from the scattering data. The inverse proportionality between

the dimension of the diffracting structures and angle, as dictated by Bragg’s Law,
means that small angle X-ray scattering in general refers to probing information at

larger length scales (see Fig. 10.1), so rather than molecular level information, it is

ensembles of molecules, self-assembled structures and particles. For those accus-

tomed to the classical XRD terminology for solid state analysis, it should be noted

that there is no cut off as such between ‘SAXS’ and ‘WAXS’ or ‘XRD’, and on

Fig. 10.1 Overview of the relationship between structural dimensions, scattering angle and

terminology of techniques. Modified with permission from Dong and Boyd (2011)
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modern X-ray systems it is typical to be able to position the detection system at the

most useful distance from the sample. This is done in order to optimise the range of

angle covered by the detector, from what would typically be considered to be small

or ultra-small angle, out to wider angles sampled by classical XRD systems. It is

also typical now to have two detectors to cover both regimes, and it then becomes a

case of a potential compromise between coverage of a wide range of scattering

angles, possibly with no gap between the range covered by the two detectors, and

resolution at the detector.

X-rays used routinely in experimental structural studies may be from a labora-

tory benchtop-style instrument or from a synchrotron source. Laboratory X-ray

scattering instruments have relatively low flux (typically ~108 photons/s) and hence

are generally used for resolving structural information in ‘static’ equilibrium

samples, as acquisition times of minutes to hours are required. This is however

becoming less of an issue with new technologies, such as liquid metal jet

microfocus sources providing up to 100-fold higher flux compared to common

rotating anode sources, approaching 1012 photon/s, but are at this stage prohibi-

tively expensive for most laboratories.

While materials at equilibrium (or close to it) are of interest in e.g. stability

studies, materials in drug delivery could rarely be considered to be at equilibrium

during either manufacture, or during administration and in vivo processing. In order

to understand the behaviour of materials under kinetic situations, much more rapid

acquisition is typically required than that achievable from a laboratory source.

Further, the scattering contrast from organic materials is low, and together with

the study of often dilute dispersed particulate materials for drug delivery, this

means that the extra flux obtained from synchrotron sources is essential to obtaining

quality kinetic and structural information in many systems. Synchrotron radiation is

typically generated by accelerating electrons to close to the speed of light in a

circular storage ring. The electrons are forced to bend around the ring using

powerful electromagnetic fields, resulting in a loss of momentum; the consequent

broad spectrum energy is emitted at a tangent to the ring path, and optics used to

select the specific wavelengths desired depending on the type of experiment.

Synchrotron X-ray radiation has significantly higher flux (typically ~1013 pho-

tons/s) (Mandelkow and Holmes 1989) than the laboratory instruments, enabling

diffraction patterns with sufficiently useful information to be obtained in millisec-

onds (Amenitsch et al. 1997). Further, the high flux means that unlike laboratory

instruments, samples can be studied without a continuous vacuum. This opens a

myriad of options for sample environments, relative to laboratory sources where the

sample environment is completely under vacuum to minimise scattering from air.

As such, synchrotron-based X-ray sources can be used for high throughput and

time-resolved experiments as well as static samples.

The detection systems in both benchtop and synchrotron X-ray scattering facil-

ities are largely similar. Image plates were commonplace until the relatively recent

advent of position sensitive gas ionization detectors and more recently CCD and

diode array detectors, which, coupled with fast computing capabilities, allow rapid

acquisition times, and fast kinetic studies to be undertaken at synchrotron facilities.
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2 Probing Larger Length Scales: Ultra Small Angle X-ray
Scattering (USAXS)

To reiterate the relationship between distance and angle, Fig. 10.2 illustrates

schematically the typical setup in terms of sample to detector distance to obtain

maximum resolution on the detector. Some extra angular range at a fixed distance

may also be obtained by offsetting the detector (with the drawback of reduced

intensity from radial integration due to part of the scattering cone missing the

detector at wider angles), or by manipulating the energy of the incoming X-rays.

The ability to run true ultra-small angle X-ray scattering studies is therefore limited

by the distance at which the detector may be positioned from the sample, by the

physical distance as well as additional optics requirements. Despite potential

applications in particle-based systems, USAXS has not found any direct application

to date in mainstream pharmaceutical science. Some areas where there are likely to

be future developments are described below.

A recent review of the use of USAXS to study larger scale polymer materials

highlights a wide range of applications from a scattering perspective that could be

readily applied to understand the assembly of polymer-drug conjugates for example

(Zhang and Ilavsky 2010).

USAXS can also enable access to size structures typically probed using visible

light. For example, dynamic light scattering is often used to probe larger scale

structures in particle-based pharmaceutical systems such as liposomes, microparti-

cles etc. The use of light as the probe is limited in the case of strongly absorbing

materials and/or high volume fractions, and most systems need to be diluted prior to

analysis which brings into question the representativeness of the measurement.

However, the use of an X-ray equivalent to DLS, X-ray photon correlation spec-

troscopy, could enable study of significantly more concentrated systems. The

technique, which requires a USAXS format to access the larger correlated size

domains, has been used to investigate the size distribution in highly concentrated

latex microparticle dispersions, which could be used for concentrated drug suspen-

sions as one example (Zhang et al. 2011).

USAXS is also inherent in X-ray imaging, and although not directly related to

structural elucidation in pharmaceutical materials or drug delivery systems, its

ability to enable imaging of microstructure in tissues such as lung (Dong

et al. 2014) should open opportunities for better understanding the interaction of

delivery systems with tissues on administration, and indicate issues such as aggre-

gation of particulate dosage forms in physiological fluids.

Fig. 10.2 Illustrating the sample to detector distances typically used in the different modes of

‘small’ angle X-ray scattering

342 B.J. Boyd and T. Rades



3 Colloidal Scale Structures in Pharmaceutical Systems
Probed Using SAXS

3.1 Drug Delivery Particles

Micellar systems are a common drug delivery vector for poorly water soluble drugs,

enabling the required dose to be solubilized in a practical volume of aqueous

medium (Kataoka et al. 2001; Torchilin 2001). They are also an important inter-

mediate structure in the absorption of drugs and poorly soluble nutrients from the

GI tract (Carey and Small 1970). Hence the structure of micelles, and the impact of

drug solubilization on the structure is an important aspect of pharmaceutical

science. SAXS can provide information such as size and shape of micelles as

well as micelle aggregation number, radius of gyration and characteristic inter-

headgroup spacing across the micelle core (Lipfert et al. 2007). Synchrotron SAXS

has been used to observe the formation and transformation of micelles in real time

(Hirai et al. 1995a, 1996; Liu et al. 1999; Lund et al. 2009; Schmolzer et al. 2002;

Weiss et al. 2005).

In the pharmaceutical field, SAXS has been used to determine the effects of drug

(Mackeben and Müller-Goymann 2000) and enzyme loading (Papadimitriou

et al. 1994) on the structure of micelles. The effects of molecular structure of

monomeric amphiphiles on micelle formation and structure has also been investi-

gated (Dupuy et al. 1997; He et al. 2002; Salentinig et al. 2014; Zhang et al. 1999),

aiding in selection of amphiphiles for formulation optimisation. Such studies may

also provide insight into micelle interactions with other endogenous amphiphiles

such as bile salts, and help to predict the fate of micelles after oral ingestion. SAXS

studies on the effects of counterions (Joshi et al. 2007) and non-aqueous solvents

(Aizawa 2010) on micelle structures also provide useful information for optimisa-

tion of micelle-based drug formulations.

Self nanoemulsifying and microemulsion drug delivery systems have also been

studied using SAXS (Dora et al. 2012; Formariz et al. 2008; Nielsen et al. 2007;

Schmiele et al. 2014) with droplet structure and likely location of components being

better understood in these systems. Synchrotron SAXS has been used to study the

interaction of microemulsions with proteins (Hirai et al. 2002, 1995b) and polymers

(Hilfiker 1991).

SAXS can be also used to study the size, lamellarity and bilayer thickness in

liposome drug delivery systems (Bouwstra et al. 1993; Glatter and Kratky 1982),

and influence of drug loading on structure (Ristori et al. 2005; Salvati et al. 2007;

Schütze and Müller-Goymann 1998; W€orle et al., 2006). Synchrotron SAXS has

also been used to study the dynamics of the self-assembly of liposomes from

micelles (Weiss et al. 2005, 2008). It is possible to use SAXS to distinguish between

proteins encapsulated inside the liposome from those at the surface (Bouwstra

et al. 1993; Skalko et al. 1998).
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3.2 Proteins in Solution vs. Protein Crystallography

Structure-based drug design (SBDD) is a commonly used method in rational drug

design (Anderson 2003; Williams et al. 2005). SBDD involves identifying the

protein and/or enzyme involved in a specific metabolic or cell signal pathway,

related to a particular disease state. Knowledge of the three-dimensional geomet-

rical shape or structure of the target protein, allows drug compounds to be designed

rationally to selectively interact with the target to bring about the desired effect.

Nuclear magnetic resonance (NMR) and X-ray scattering are routinely used to

derive the three dimensional structure of proteins and to study drug-protein target

interaction for SBDD optimisation (Deschamps 2005; Scapin 2006; Takeuchi and

Wagner 2006). Crystallography provides precision high-resolution protein struc-

tures, in the crystalline state, however the relationship between the crystalline

structure and conformational state under physiological conditions is not readily

determined. Protein crystallization required for protein crystallography often

requires high concentrations of organic polymers, salts, and additives. Such condi-

tions are very different from physiological systems and, as such, can alter protein-

drug interactions.

Perhaps the most recent developments in this field are in the development of

X-ray femtosecond lasers. These facilities provide a high intensity X-ray pulse with

very short duration, sufficient to obtain scattering for resolving crystals at similar

resolution to traditional crystallography. However, they require only very small

crystallites, and are of particular use in the mesophase-mediated crystallization of

membrane proteins such as G-protein coupled receptors, the most common drug

target in biology today (Liu et al. 2014).

Although SAXS has lower resolution (>1 nm) and hence cannot provide infor-

mation on protein structure at the atomic level, it can provide information on gross

structural features such as shape, tertiary and quaternary structures under physio-

logical conditions, and insights into protein function. SAXS has been used to

characterize size and shape of biological macromolecules such as RNA (Rambo

and Tainer 2010), proteins (Chacón et al. 2000; Hura et al. 2009), and protein

complexes (Sardet et al. 1976) in biologically relevant solutions, and for the study

of the effects of solution conditions on conformation (Ianeselli et al. 2010; Zhang

et al. 2006). Furthermore, synchrotron SAXS can also provide time-resolved

structural information, for example during protein folding or nucleotide hydrolysis

(Davies et al. 2005; Kataoka et al. 1997; Zhu et al. 2004). The use and progress of

SAXS for biological macromolecules, such as RNA and proteins in solution, has

been comprehensively reviewed (Lipfert and Doniach 2007; Svergun and Koch

2003).
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4 Mesoscale Structures

Materials of interest in the pharmaceutical field, particularly lipids for delivery, are

often in the liquid crystalline state, with order in one or more dimensions, and

liquid-like properties in other dimensions (Müller-Goymann 2002). There are two

principal types of liquid crystals: thermotropic (TLCs) and lyotropic liquid crystals

(LLCs). TLCs are formed by heating a crystalline solid or by cooling an isotropic

melt, whereas LLCs are often formed by amphiphilic molecules on contact with

water.

Liquid crystalline structure may be important in terms of both the state of the

drug, or the use of liquid crystalline materials as a drug delivery matrix. Thermo-

tropic liquid crystal forms of drug substances can enhance the solubility and

dissolution rate of drugs (Bunjes and Rades 2005; Patterson et al. 2002; Rades

and Müller-Goymann 1994), while lyotropic liquid crystals may be useful in a

sustained release setting. Lyotropic liquid crystals may actually be formed by some

drugs themselves on contact with water (Gutiérrez-Pichel et al. 2003; Mukerjee

1974). For example, antivirals (Rodriguez-Spong et al. 2008), phenothiazines

(Attwood et al. 1974), non-steroidal anti-inflammatory drugs (Fini et al. 1995),

among others (Schreier et al. 2000) are all surface active and have been shown to

self-assemble in aqueous environments. The self-assembly of amphiphilic drugs

may also affect their properties such as chemical stability (Kurz 1962; Wallace

et al. 2010).

Importantly in the context of scattering, liquid crystals have a longer range of

periodicity compared to solid crystals, making SAXS and/or WAXS appropriate for

investigation of their internal nanostructures. Studies have demonstrated that the

nanostructure of the lyotropic liquid crystal systems can have a significant bearing

on the controlled release characteristics of the matrix (Fong et al. 2009; Lee

et al. 2008) which in practical terms can be controlled by temperature, additives,

or for some systems, pH (Borne et al. 2001; Caboi et al. 2001; Chang and Bodmeier

1997; Clogston et al. 2000; Dong et al. 2006; Engstroem and Engstrom 1992;

Nakano et al. 2002). Hence, it is of great interest to understand their response to

certain stimuli as this can provide a handle on ‘triggered’ drug release behaviour

(Fong et al. 2009, 2010; Yaghmur et al. 2008).

4.1 High Throughput Characterization

The virtues of high throughput techniques lie in rapid screening of material

properties to enable fast selection of target structures for further development. In

the case of traditional laboratory SAXS instruments, where 30 min or greater may

be required to acquire a useful diffractogram, high throughput techniques are not

achievable on a useful timescale. However the advent of synchrotron scattering

approaches, where the acquisition time may be less than 1 s, have opened new
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opportunities for high throughput screening of materials for pharmaceutical deliv-

ery, or indeed of solid state forms of drug substances under a vast array of

conditions using microplate formats.

At the Australian Synchrotron (Kirby et al. 2013) there exists the capability to

run samples loaded in multiwall microplates, such as the 96-well plate format

illustrated in Panel a in Fig. 10.3, where the capillary is mounted on an XY

translation stage, to allow automated rastering of the sample wells through the

beam, with automated acquisition, typically 1 s per well, meaning that only a few

minutes are required to obtain 96 diffractograms (Mulet et al. 2013). Mulet

et al. have used this approach to rapidly screen the interactions of drugs with

lipid mesophase structures (Mulet et al. 2010), as well as to identify the phase

behaviour of new mesophase forming materials in high throughput fashion (Feast

et al. 2014). We have used also this approach for rapid phase diagram determina-

tion, one example being to determine the phase diagram of mixtures of phytantriol

and oleic acid in excess water at increasing pH to rapidly determine the optimal

range for pH triggered formation of mucoadhesive particles (Du et al. 2014). There

is also the option of running up to 90 samples in capillaries in a multicapillary

temperature controlled holder (Panel b in Fig. 10.3) for rapid temperature-

dependent phase diagrams when smaller sample sizes are required, or where the

background scattering from the plastic plate is unacceptable.

Fig. 10.3 Experimental sample environments at the Australian Synchrotron for high throughput

screening of self-assembled structures; Panel a illustrates a 96 well plate configuration, while

Panel b illustrates a multi (up to 90) capillary temperature controlled holder. In both cases the

sample holder is mounted on an XY translation stage for automated movement through the X-ray

beam and coordinated scattering acquisition (Reproduced with permission from Mulet et al. 2013)
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4.2 Time Resolved Experiments

Synchrotron techniques provide huge opportunities to access time resolved struc-

tural details. The high X-ray flux and rapid acquisition capabilities of modern

detectors has enabled micro- to milli-second data acquisition during transforma-

tions in materials under the influence of a wide range of physical and chemical

stimuli at far greater temporal resolution than can be achieved on lab instruments. A

number of such examples for self-assembled mesophase systems of pharmaceutical

relevance where a range of different time domains have been studied are

summarised in Table 10.1 below (see Sect. 5 for additional time-resolved examples

on solid drug polymorphism).

One issue that new users to synchrotron facilities need to be mindful of in time

resolved studies is the potential for beam damage, particularly for stationary

samples exposed to multiple exposures at the same location. The high flux on

sample is useful for getting a sufficient number of scattered photons onto the

detector in a short period of time to allow resolution of fast processes, however,

appropriate control experiments over the time domain but in the absence of the

stimulus or change need to be conducted to ensure that the apparent time resolved

changes in structure are not the result of, or substantially influenced by beam

damage. Beam damage is usually non-reversible—so reversibility of a transition

is usually a good indication that changes are not caused by beam damage. Strate-

gies, such has moving the sample slightly between frames if possible, or using the

minimal exposure time to obtain useful data may otherwise be necessary. Delays

between frames are also useful. When the sample is in a flow through mode, such as

Table 10.1 Examples of pharmaceutically-relevant time-resolved SAXS studies across a range of

time domains

System Stimuli Transition

Time

domain Reference

Zwitterionic and anionic

surfactants

Mixing dis-

similar

solutions

Micelles to vesicles 5 ms Weiss

et al. (2005)

Phytantriol bulk cubic phase

containing gold nanorods

Near infrared

light

Cubic to hexagonal

and inverse micellar

phase

50 ms Fong

et al. (2010)

DOPGþmonoolein Addition of

calcium

Vesicles to hexagonal

phase

100 ms Yaghmur

et al. (2008)

Phytantriol bulk cubic phase

containing spiropyran

laurate

UV Cubic to hexagonal

phase

1 s Fong

et al. (2012)

Phytantriolþ tributyrin

dispersion

Enzyme Lipid emulsion to

cubosomes

1 s Fong

et al. (2014)

Medium chain triglycerides Enzyme Lipid emulsion to

lamellar phase

5 s Phan

et al. (2013)
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the enzymatic transition illustrated above, beam damage is likely to be much less of

an issue as only a very small fraction of the sample is exposed in any one frame.

Two specific studies illustrating different capabilities in time-resolved studies of

pharmaceutically relevant systems mentioned in Table 10.1 are elaborated on here.

One involves the irradiation of gold nanorods embedded into a bulk cubic phase

sample—the plasmonic particles act as ‘nanoheaters’ to induce temperature-driven

phase transformations (Fong et al. 2010). In this case, a bulk phase sample was

used, with a NIR laser used to irradiate the sample while in the beam (Panel a in

Fig. 10.4), and care was taken to ensure that transitions were not the result of beam

damage as mentioned above, indicated by the reversibility of the transitions. The

data shows that the transitions are dependent on the gold nanorod concentration,

and that the effect specifically requires the presence of the particles. With only a

few seconds of irradiation, the apparent temperature of the matrix (as ‘felt’ by the

lipid structures) was increased from 25 to 70 �C, and relaxed over a similar time

frame as shown in Panel b in Fig. 10.4. The transitions in this systems have been

directly linked to drug release in vitro and in vivo (Fong et al. 2009).

The second example involves the generation of highly structured cubic phase

(V2) particles, ‘cubosomes’ using an enzymatic process for application to in situ
formation in the gut (Fong et al. 2014). Briefly, the disordered emulsion is added to

a digestion vessel, illustrated schematically in Fig. 10.5, to which lipase is added in

Fig. 10.4 Panel a: Light responsive liquid crystalline system with 50 ms data acquisition,

converted to apparent temperature vs. time profiles shown in Panel b. Modified with permission

from Fong et al. (2010)

Fig. 10.5 Production of cubosomes from emulsion particles by digestion process monitored using

in situ SAXS. Modified with permission from (Fong et al. 2014)
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the form of pancreatin to stimulate lipolysis. The digestion model has been used for

many years, but only recently adapted with a pump and flow-through capillary to

enable kinetic scattering information to be obtained in real time (Warren

et al. 2011). The scattering, with 1 s frames, demonstrates the progression from a

disordered emulsion precursor system, which, upon digestion of the tributyrin and

partition of butyric acid away from the emulsion droplets, undergoes a transforma-

tion to cubosome particles. The cubosomes thus formed are all facetted particles,

and there is a complete absence of liposomes which often contaminate cubosome

preparations when produced using other approaches. The entire process occurred in

less than 3 min, which would be missed using a laboratory source for this

experiment.

4.3 Spatially Resolved Experiments

In contrast to time resolved studies in mesoscale drug delivery systems, there has

been little study of spatially resolved structural detail in drug delivery systems. The

high flux of synchrotron sources and purpose built beamlines with optics capable of

controlling beam dimensions to less than 1 μm opens opportunities to conduct

spatially resolved scattering on systems of pharmaceutical relevance where struc-

tural change over distance of microns is of interest or concern. The formation of

mesoscale structures at the interface between oppositely charged surfactant and

polymer systems has been recognised for some time, however the spatial resolution

through these interfaces does not appear to have been studied. In the context of drug

delivery these interfaces are important for example in DNA/cationic lipid com-

plexes, or in mesostructured capsule formation. In the case of the latter, it has been

recently shown that lamellar phase structures can form at the interface between bile

salts and chitosan with application as novel controlled release materials (Tangso

et al. 2014). In Fig. 10.6, a bile salt solution and chitosan solution were brought into

Fig. 10.6 Set up and example data for spatial structural scans across the interface formed between

bile salt and chitosan solutions. The surfactant and polymer solutions are loaded from opposing

ends of a flat capillary, and the structures formed at the interface are resolved by moving the

capillary through the beam in a ‘line scan’ across the interface, acquiring the scattering profile at

100 μm intervals (Tangso et al. 2014)
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contact, and a lamellar phase was found to form at the interface; this was somewhat

surprising given that there is no lamellar phase in the binary surfactant-water phase

diagram for the bile salt component. The lamellar phase was subsequently found to

be temperature dependent, and forming capsules with lamellar structure in the shell,

by dispersing droplets of one solution in the other, provided a novel temperature

responsive controlled release system.

5 Probing Pharmaceutical Solid State Characteristics
Using Scattering at Wider Angles

While the use of scattering analysis from powder diffraction studies has been well

described in other chapters, the use of scattering from solid materials for under-

standing real time transformations in materials is a new development. Of particular

current interest in the pharmaceutical field is the transformation between different

solid state forms, e.g. amorphous to crystalline or polymorphic transition, on

contact with aqueous media (Aaltonen et al. 2009). Drug polymorphism can have

a significant impact on pharmaceutical properties such as apparent solubility,

dissolution rate, density, etc. (Bernstein 2007; Hilfiker et al. 2006). These properties

can directly impact on the quality and performance of drug products, by impacting

stability, dissolution, and in some cases bioavailability. The classical means of

analysing the solid state form of drug substances utilises laboratory scale XRD

instrumentation. While the sample is not under vacuum, the acquisition time is

typically 10 min or greater, precluding time resolution at the minutes to tens of

minutes timescales in situ. In fact, in a review on solid state transformations in

2012, Greco and Bogner stated that “No in situ monitoring of solution-mediated

phase transformation using XRPD has been reported” (Greco and Bogner 2012).

The classical XRD format is also not readily amenable to samples dispersed in an

aqueous environment.

Consequently, indirect methods such as Raman spectroscopy have been used to

probe solid state transformations at the surface of a compact. The technique pro-

vides access to fast kinetic processes, however data analysis requires prior correla-

tion of Raman spectra to known polymorphs, meaning that interpretation of the

transformation may be confounded by metastable or unknown forms. The config-

uration of the experiment is such that the Raman probe acquires information from

the surface of a compact pressed into a well holder, resulting in a low surface area

compared to the in vivo case of a disintegrating tablet, meaning that the kinetics of

the transformation may not be representative of the in vivo situation.

In order to address these shortcomings, a flow through approach coupled to

synchrotron diffraction, using the in situ formation of a slurry was conceived that is

then pumped through a capillary flow cell (Panel a in Fig. 10.7 (Boetker

et al. 2012)). The approach provides a much greater surface area for transformation,

with the high flux of the synchrotron source and the fast acquisition capabilities of
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detector enabling the first real time in situ direct measurement of solid state forms

using time resolved XRD. The consequent difference in kinetics was around three-

to fourfold faster than the equivalent system across a range of drugs and types of

transformations, as illustrated in Panel b in Fig. 10.7, where the transformation of

theophylline or nitrofurantoin anhydrate to hydrate forms was more rapid when

measured by in situ XRD than by Raman approaches.

Importantly, as a result of this study, it was also found that most crystalline

forms of drug substances display diffraction at quite low angles, enabling optimi-

zation of resolution of the peaks and ready integration. For example, the radially

integrated diffraction pattern obtained for theophylline anhydrate measured by

synchrotron SAXS-WAXS with 1 s acquisition is illustrated below in Fig. 10.8,

compared to the literature XRD pattern that took approximately 10 min to acquire.

The sharpness of the low angle peaks is evident in the top left SAXS pattern, while

for the combined SAXS-WAXS profile (manually compiled from separate SAXS

Fig. 10.7 Experimental setup for in situ XRD measurements (Panel a), and kinetics of transfor-

mation of anhydrate drug to hydrate form measured in situ using either the indirect Raman

spectroscopic approach, or the direct synchrotron XRD method (Panel b). Modified with permis-

sion from Boetker et al. (2012)

Fig. 10.8 Comparison of synchrotron integrated diffractograms on SAXS (top left) or

SAXSþWAXS cameras (top right) compared to the laboratory literature XRD profile. Modified

with permission from Boetker et al. (2012)
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and WAXS camera acquisitions taken simultaneously) demonstrated the resolution

of peaks in the wider angle region. It may also be possible to find examples where

peaks occur at angles too low to observe on a laboratory XRD instrument, partic-

ularly those that form liquid crystalline structures as their morphological state.

While these results themselves are interesting and may have wider implications

in concerns over the true kinetics of such transformation in the gastrointestinal tract,

the study serves as a great example of the possibilities of coupling reasonably

complex experimental setups, possible only because of the lack of need for vacuum,

with the fast acquisition capabilities of the synchrotron to do experiments that are

not possible on the laboratory equipment and are really only limited by imagination.

6 Alternative Small Angle X-ray Techniques

6.1 Anomalous SAXS (A-SAXS) in Pharmaceutical Systems

Typically, SAXS, particularly in soft matter, is often considered as a ‘non-specific’
technique, meaning that it is not discriminating on the basis of the material that it is

probing, and provides only information on the structural element and not on

molecular localization. However, it must be recalled that unlike neutrons, which

are diffracted from nuclei within the material, X-rays are diffracted based on

electron density. The strength of the diffraction effect then is related to what is

termed the ‘scattering cross-section’. Hence, and in contrast to neutrons, the higher
the atomic number of the element, generally the greater is the number of electrons,

and a consequent increase in the scattering cross-section. This is illustrated sche-

matically below in Fig. 10.9. In the case of neutrons, this relationship is not at all

valid, the classical example of this is the difference in SLD between deuterium and

hydrogen—chemically identical samples which have been fully deuterated will

‘look’ identical to X-rays, but will ‘look’ completely different to neutrons—this

effect can be taken advantage of using the so called ‘contrast matching technique’
where components of a material can be made selectively transparent to neutrons to

highlight localization of specific components of the material (Gradzielski 2012).

In the context of this book chapter, the above statements on scattering length

density appear to exclude molecular definition in SAXS, however there is one tool

available which has not received significant interest to date in pharmaceutical

research which holds much promise. Certain elements exhibit a ‘K-edge’ phenom-

enon, whereby X-rays are absorbed by elements to a differing extent above and

below a specific energy or wavelength. Lab instruments typically operate at a single

wavelength, so one cannot take advantage of this effect on lab instruments, however

modern synchrotron SAXS beamlines often have very fine control over the wave-

length of X-rays incident on the sample, and hence the energy can be scanned with

high precision. For example, at the SAXS/WAXS beamline at the Australian
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Synchrotron, energy changes can be accurately completed within 15–20 s, meaning

that a scan can be achieved on a practical time scale.

The energy at which a K-edge is apparent is dependent on the element present

(Fig. 10.10), and not all elements possess a K-edge that might fall within the

accessible range of the beamline, which is typically in the range of 5–20 keV

(2.48–0.619 Å).
Figure 10.10 indicates that bromine has a K-edge of 13.483 keV and is com-

monly incorporated into drug molecules. The opportunity exists therefore to con-

trast a brominated drug in and out of the overall scattering profile to obtain

information on localization of drug in a delivery system. This is a very new concept

that has only recently been demonstrated to discriminate the location of a drug

molecule in a delivery system (in this case micelles), (Sanada et al. 2013). The

graphical abstract from this paper, reproduced below in Fig. 10.11, schematically

illustrates the concept of obtaining two different scattering contrasts from above

and below the K-edge of bromine, and the interpretation in terms of structure. The

authors determined that the radius of a sphere describing the bromine contribution

was larger than that of the core of the micelle demonstrating interaction of the drug

Fig. 10.9 Relative

scattering cross-sections for

various common atoms—

X-ray scattering scales

approximately with atomic

number, whereas this is not

the case for neutrons, where

strong contrast is apparent

between hydrogen (H) and

deuterium (marked D)

Fig. 10.10 Section of the periodic table showing elements with their K-edge energies underneath

(in keV). The elements in orange are those commonly found in organic drug substances, but have

too low K-edge values for access on typical SAXS beamlines. The elements in blue are in the

typical energy range accessible, but are not typically incorporated into synthetic drug molecules.

Bromine in black satisfies both criteria
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with the corona as well as the core of the micelles. Although this is only one limited

example, it is expected that given the relatively common occurrence of bromine in

drug molecular structures, and the growing access to synchrotron sources with

tunable wavelength of X-rays that many more examples of such studies will be

published in the future.

6.2 Application of Grazing Incidence SAXS
in Pharmaceutical Applications

Grazing incidence small angle X-ray scattering (GI-SAXS) is a surface specific

form of SAXS, where the incident X-ray beam is impinged on the surface of the

sample at a critical angle to allow surface propagation of the beam, enhancing the

area over which scattering can be collected, and controlling the depth of penetration

into the sample. Koradia et al. have demonstrated the use of GI-SAXS to study the

surface of tablets of a range of drug substances (Koradia et al. 2012). They found

that amorphous domains exist on the surface of tablets, which increase with

compression load, and depth-dependent solid state transformations.

GI-SAXS has also been used to probe the swelling behaviour of polymers in

controlled release formulations of clarithromycin. Time dependent swelling behav-

iour and drug localization at the surface were able to be discriminated (Gomez-

Burgaz et al. 2009).

Fig. 10.11 Reproduced Graphical Abstract with permission from reference by Sanada

et al. (2013) illustrating the use of K-edge contrast for a brominated drug loaded into a micellar

system
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7 Concluding Remarks

The field of small angle X-ray scattering is evolving at a great pace, largely due to

the availability of synchrotron sources. There are a wide range of studies to be

explored in both the solid state and soft matter fields of pharmaceutical science, and

hopefully this chapter has raised some awareness of some of the opportunities that

are emerging. To think that opportunities in the scattering field are now completely

known is folly—to quote Brian Kobilka (Winner 2012 Nobel Prize in Chemistry for

his work on G-coupled protein receptors), “If I had obtained the GPCR crystals in

1995 or even in 2000, it would not have helped because it took time for the

synchrotron microfocus technology to catch up to solve their structure” (private

communication). It is inevitable that new opportunities will arise as facilities are

developed, and new sample environments invented that enable unique application

to understanding pharmaceutical materials and drug delivery systems that no-one

has yet dreamt of. Specific challenges that not yet reality would include in vivo

scattering on drug delivery materials, deconvolution of scattering in complex

media, and increased development of molecule specific scattering approaches

such as ASAXS.
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Chapter 11

Thermal Analysis of Pharmaceuticals

Sheng Qi

Abstract Thermal methods have been widely used and are well-established rou-

tine methods for pharmaceutical raw material and dosage form characterization.

The conventional thermal methods all involve measuring a response from a mate-

rial (usually in the form of energy/temperature or mass changes) as a result of

applying heat to the sample. In this chapter the most widely used thermal analytical

methods along with some more recently developed local thermal analysis and

thermally based imaging methods are reviewed with regards to their working

principle and applications in pharmaceutical product development. In the recent

years, with the addition of the newly developed thermal imaging techniques, the

capability of thermal analysis has broadened from conventional bulk sample anal-

ysis to also allowing more localized micron to sub-micron scale distribution and

compositional analysis. The limitations of thermal methods for different applica-

tions are also discussed in relation to other characterization methods.

Keywords Differential scanning calorimetry • Hyper DSC • Thermogravimetric

analysis • Localized thermal analysis • Amorphous • Crystallisation •

Polymorphism • Physical stability

1 Introduction

The thermal properties of pharmaceutical raw materials and products are extremely

important for understanding their processability and stability. Indeed, in many cases

thermal measurements can be used to predict the physical and chemical stabilities

of the materials. Thermal analytical methods include both classic thermal tech-

niques, such as differential scanning calorimetry, for which the measurement of

energy/temperature changes on heating are used to characterize a material’s behav-
iour and more recently developed techniques where thermal methods are combined

with other analytical techniques such as scanning atomic force microscopy. These

have extended the capability of thermal analysis to allow imaging and
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compositional identification. In this chapter, both conventional thermal analytical

techniques as well as new developments in local thermal analysis and thermally

based imaging technique are reviewed and the applications of these methods in the

pharmaceutical field are discussed.

2 Theoretical Background of Thermal Analysis

2.1 Differential Scanning Calorimetry (DSC)

2.1.1 Conventional DSC

DSC is a thermal analysis technique, which was first commercially introduced in

1963 (Theeuwes et al. 1974). It provides qualitative and quantitative information as

a function of time and temperature regarding thermal transitions in materials that

involve endothermic or exothermic processes, or changes in heat capacity

(Verdonck et al. 1999). In terms of instrumentation, there are two main types of

DSC instruments, power compensation and heat flux. Power compensation DSC

involves two separate furnaces for the reference and for the sample (Fig. 11.1). The

common principle of power compensation DSC is to heat both the reference and the

sample simultaneously in such a way that the temperature of the two is kept

identical, and the difference in power required to maintain the temperature is

measured (Reading and Craig 2006). Unlike power compensation DSC, which

uses two furnaces, heat flux DSC uses two crucibles for the sample and for the

reference within one furnace. They are both heated from the same source and the

temperature difference between the sample and the reference over the heating

profile is measured (Reading and Craig 2006).

For heat flux DSC, the output signal is then converted into the power difference

as shown in the following equation:

dQ = dt ¼ ΔT=R ð11:1Þ

Fig. 11.1 Schematic illustrations of power compensation and heat flux DSC
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where Q is the heat, t is the time, ΔT is the temperature difference between the

sample and the reference and R is the thermal resistance of the heat paths between

the furnace and the crucible. As described by Eq. (11.1), if the furnace and heat

paths are truly symmetrical, the temperature difference between samples and

reference is a measure of the difference in heat flow of the sample and reference.

The total heat content of a material has a linear relationship to its heat capacity (Cp

J/g �C), which is defined as the quantity of heat required to change the temperature

of the material by 1 K:

Cp ¼ dQ=dT ð11:2Þ

Rearranging this equation with time:

dQ = dt ¼ Cp dT=dtð Þ ð11:3Þ

where dQ / dt is the heat flow and dT / dt is the heating rate. With this equation, the

differential heat flow provides a measure of the sample heat capacity. DSC data is

normally expressed as the heat flow as a function of temperature. Typical transi-

tions can be measured using DSC including a range of first and second order phase

transitions, such as melting, crystallisation, glass transition (Tg) and relaxation. As

an example, Fig. 11.2 shows the thermal behaviour of amorphous paracetamol

Fig. 11.2 DSC responses of amorphous paracetamol examined at (a) 20 �C/min; (b) 10 �C/min;

(c) 5 �C/min; (d ) 1 �C/min (Reproduced from Qi et al. 2008a, b)
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examined by DSC at different heat rates (Qi et al. 2008a, b). Due to the low Tg and

physical instability of amorphous paracetamol on heating, glass transition, recrys-

tallization, polymorphic form transformation and crystalline melting occurred as a

sequence of responses of the sample heated in DSC (Qi et al. 2008a, b). It can be

clearly seen that the crystallisation process is significantly affected by the heating

rate of the DSC experiment, which highlighted the strong kinetic nature of the

crystallisation behaviour.

2.1.2 Modulated Temperature Differential Scanning Calorimetry

(MTDSC)

Conventional DSC mentioned above is a powerful tool to measure a wide range of

thermal events such as melting accurately. However it often struggles to distinguish

overlapping thermal events such as overlapped glass transitions and endothermic

relaxation events, which can occur within the similar temperature range for many

amorphous drugs and polymers (Reading and Craig 2006). MTDSC was designed

to separate overlapping thermal events. Compared with conventional DSC, where a

linear heating rate is applied, in MTDSC the sample follows a heating rate com-

monly with a sinusoidal modulated wave as seen in Fig. 11.3, and the uses of square

and saw tooth modulated waves have also been reported. Sinusoidal modulation is

overlaid on the linear ramp, namely, a perturbed heating or cooling process. As a

result, there are three important parameters related to the MTDSCmethodology, the

average heating rate (the underlying heating rate), the amplitude of the modulation

and the frequency of the modulation. Taking into account the contributions of these

parameters, the heat flow signal of a MTDSC run can be described as follows:

dQ=dt ¼ Cp � dT=dtþ f t; Tð Þ ð11:4Þ

Fig. 11.3 Different

scanning mode of

conventional (linear) DSC

and MTDSC (sine wave)
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where dQ/dt is the total heat flow, dT/dt is the heating rate, Cp is the heat capacity,

and f(t,T) is a function of time and temperature that governs the response associated

with the phase transition (Lacey et al. 2006). This equation shows that total heat

flow is comprised of two contributions: one is a function of the heating rate (heating

rate dependent and also called reversing component) and the other one is a function

of time and temperature (temperature and time dependent and also called

non-reversing component). The responses of heating rate dependent phase transi-

tions tend to be larger when evaluated using faster heating rates and are often

reversible transitions if multiple heating-cooling cycles applied. Temperature and

time dependent transitions cannot be reversed once initiated and these transitions

are termed as non-reversing transitions, such as relaxation and decomposition.

Consequently, by separating heat signals into reversing and non-reversing compo-

nents, overlapping reversing and non-reversing thermal events can be

distinguished.

In addition to separating reversing and non-reversing thermal events, MTDSC is

also able to measure the heat capacity more accurately in comparison to the

conventional DSC. In MTDSC, the heat capacity data (Cp) is calculated by Lacey

et al. (2006):

Cp ¼ KcpAMHF= AMHR ð11:5Þ

where Kcp is the heat capacity calibration constant, AMHF is the amplitude of the

modulated heat flow and AMHR is the modulated heating rate. Therefore, the

application of large amplitude in MTDSC can increase the heat capacity precision

by reducing noise (Hill et al. 1999). In practice, adjusting the combination of

amplitude, heating rate and period to suit the sample is extremely important for

the effective use of MTDSC. As a rule of thumb, slow heating rate (<5 �C/min)

should be used and the combination of all three parameters should allow at least six

modulations over the course of the transition of interest.

2.1.3 Hyper DSC

High speed or high performance conventional DSC, also known as hyper DSC,

operates at extremely fast heating rates from 200 �C/min up to 750 �C/min.

Conventional DSC using slow (linear) heating rates (typically heating rate below

100 �C/min) can result in good resolution but poor sensitivity particularly for phase

transitions that strongly affected by kinetic factors, whilst fast heating rates can

result in poor resolution but good sensitivity (Gaisford 2008). Fast heating rates

have the same total heat flow signal as in a DSC or MTDSC experiment. However

as transitions occur over a shorter time period, the signal response to the thermal

event appears larger (Lappalainen et al. 2006). One issue that can occur with

conventional DSC with slow heating is that the heating process may alter the

sample, before the thermal transition of interest is reached. Using fast heating

rates these effects can be eliminated or reduced, allowing for the characterisation
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of samples in their “as received” state (Gabbott et al. 2003). This technique is also

of particular advantage for materials possessing properties that may change upon

prolonged exposure to increased temperatures like amorphous products or formu-

lations of biological molecules (Gaisford 2008). Fox example, Saunders and

co-workers reported the sensitivity for detecting the amorphous content of spray

dried lactose increased from 10% (w/w) for conventional DSC to 1.5% (w/w) for

hyper DSC with 500 �C/min (Saunders et al. 2004).

2.2 Thermogravimetric Analysis (TGA)

TGA is one of the oldest thermal analytical procedures and has been used exten-

sively in the study of material science. The technique involves monitoring the

weight change of the sample in a chosen atmosphere (usually nitrogen or air) as a

function of temperature. The measurement is operated by applying a temperature

programme to a closed sample furnace containing an electronic microbalance (for

holding the sample), which allows the sample to be simultaneously weighed and

heated in a controlled manner, and the mass, time and temperature to be captured. In

the pharmaceutical industry, TGA is routinely used for thermal stability and

volatile components analysis of pharmaceutical materials (Pyramides et al. 1995).

In research and development phase of a pharmaceutical formulation, TGA can also

be used to facilitate the evaluation of processing temperatures of thermally based

manufacturing processes such as hot melt extrusion. It can determine the thermal

stability of the drugs and polymers upon heating to assist with selecting the

operation temperature in hot melt extrusion to avoid thermal degradation occurred

in process. As an empirical method, TGA is often used to measure the moisture or

residue solvent contents in processed materials. However, the drawback is that it

has no capability to identify the chemical composition of lost solvent. Therefore in

some studies TGA has been coupled with spectroscopic detection methods such as

gas chromatography (GC and GC-MS) to allow the chemical identification of the

volatile material liberated from the sample.

2.3 Scanning Probe Based Thermal Analysis

The coupling of thermal analysis with atomic force microscopy (AFM) gives the

new generation of thermal analysis with the capability to allow thermal measure-

ment to be performed at the selected point of interest. Such technique is often

known as localised thermal analysis (LTA). LTA is an extension of conventional

AFM, replacing conventional probes with thermal probes. The tips of these probes

are composed of material with high resistance to electrical current. When an

electrical current is applied, it causes the tip of the probe to become heated (Harding

et al. 2007). The probes have a unique advantage in that not only can they be used as
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normal probes to generate topographical images but they can also be used as a

localised heating source. The first LTA probe (called a Wollaston probe) was

developed in 1994 and first used in 1996 by Hammiche et al. (1996). The probe

consists of a 75 μm diameter silver wire with a 5 μm platinum filament core. The

wire is manipulated to form a sharp point at which the silver is electrochemically

removed to expose the filament (Fig. 11.4). This V-shaped wire is then used as the

sensor to perform the functions mentioned above. As a result of the micron spatial

resolution of the technique, the technique is known as micro-thermal analysis

(μTA). There are several modes in which heated probes can be used but one of

the most common is to carry out the thermal analysis on specific locations on a

sample surface (Reading et al. 2001). Following the generation of a topographic

image, the probe is placed in contact with a point of interest. The system monitors

the position of the probe above the surface as the voltage is applied. Once the

temperature at the end of the tip reach the softening temperature of the tested

sample, such as a glass transition or melting transition, penetration of the tip into the

sample will occur, which is reflected as a decreased deflection of the probe. Other

applications of heated probe have also been reported. For example, the LTA probe

can be used at a constant (heated) temperature as it is scanning across the sample,

which is often known as heated-tip AFM. This temperature is normally selected as

being above the softening temperature of one the components of interest in a multi-

component sample. The image generated often can reveal the distribution of the

components within the sample (Harding et al. 2007).

Recently, thermal probes with the similar dimensions to conventional tapping

mode AFM probes have been invented, which allows the application of LTA

studies at a increased spatial resolution (sub-micron) in comparison to the Wollas-

ton probe (Reading et al. 2001). The new generation of thermal probe has a length

of circa 200 μm and the height of the tip is below 1 μm (Harding et al. 2007). This

provides the probe with a topographic spatial resolution of 5 nm (Kjoller

et al. 2010). The probe is made of highly doped silica with boron or phosphorus

which has a high electrical resistance (Harding et al. 2007). This allows the tip to be

Fig. 11.4 Comparison of micro- and nano-thermal analysis probes: schematic design of micron

size Wollaston wire thermal probe on the left and nano-TA probe on the right (Reproduced from

Price et al. 1999 and Kjoller et al. 2010)
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heated when an electrical current is applied. With a sub-micron resolution, the

technique is named nano-thermal analysis (nanoTA). A typical nanoTA tip is

shown in Fig. 11.4.

A recent major development of LTA is the transition temperature mapping

(TTM) technique (Kjoller et al. 2010). Instead of manually selecting the tested

locations at the sample surface in conventional LTA, a defined region of interest at

the surface of the sample can be selected. With in the selected region, is each LTA

tested point is a pixel of the final thermal image of the entire region produced. The

LTA test at each point (pixel in the image) will stop once a thermal transition is

detected and the probe will move on to the next adjacent point to continue the same

process. The distance between the two consecutive pixels can be as close as 1 μm
(Kjoller et al. 2010). As with other imaging techniques, the detected transition

temperatures within that area are assigned a colour based on a particular palette and

hence the coloured image is assembled based on different transition temperatures.

As an imaging method, TTM can distinguish and reveal distribution of different

materials or phases within a small area (i.e. 50 μm�50 μm). It can also “draw” the

borderline between different phases in the same sample. Therefore, it can be useful

to investigate the distribution of different materials within the sample at a

sub-micron level (Qi et al. 2013). Figure 11.5 shows the possible identification

crystallised region at the surface of an amorphous felodipine sample.

Fig. 11.5 Nano-TA profiles of the thin films of amorphous felodipine before and after aging (left
hand side panel) and the optical images showing the tested areas on the film and the corresponding

TTM images (right hand side panel) (Reproduced from Qi et al. 2013)
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3 Physical and Chemical Phenomena Commonly
Investigated Using Thermal Approaches

3.1 Crystallisation

Crystallisation is one of the most common processes that occur (both intentionally

and unintentionally) for both active pharmaceutical ingredients and many excipient

materials. It can take place in materials with low molecular weights, such as many

drug molecules, lipids and salts, as well macromolecules including therapeutic

proteins and polymers. The kinetic behaviour of crystallisation is often of signifi-

cant importance in pharmaceutical formulation development and processing design

in order to produce physically and chemically stable and effective medicines.

Thermal analysis has been used to study the crystallisation behaviour of pharma-

ceutical materials in solution and in solid state (Málek 1999). The most commonly

used approaches for studying crystallisation kinetics using thermal methods is

applying Johnson-Mechl-Avrami (JMA) nucleation-growth model (Málek 1999).

However, it should be emphasized that the JMA model is only valid if the

crystallisation occurred under isothermal conditions at randomly dispersed second

phase particles (Málek 1999). Although scanning thermal methods, such as DSC,

often cannot accurately follow the isothermal crystallisation process the quantita-

tive analysis of the formation of crystals over time by DSC (through measuring the

melting enthalpy) can be used to construct the kinetic profile of the amount of

crystallisation over time (Qi et al. 2008a, b, 2010a, b). These results can then be

used in conjunction with the JMA model to explore the kinetic mechanism of the

crystallisation process.

3.2 Polymorphic Transformation

Many pharmaceutical solids have more than one crystalline state with different

lattice arrangements. The co-existence of different crystalline forms of the same

chemical entity is known as polymorphism. Factors such as choice of solvent,

temperature, additives, and preparation method can lead to the crystallisation of a

substance into different polymorphic forms. Thermodynamically, there should be a

single polymorph, which is the most stable form under a fixed condition. The

importance of polymorphs in the pharmaceutical industry is that the physical

properties of different polymorphs may be distinctively different. The physical

properties of the crystalline material can have a direct impact on the dissolution

rate and processability of the material. Furthermore, if the form obtained is not the

most stable one, polymorphic transition may occur spontaneously. Thermal

methods are the most frequently used characterization approach for determining

the stability relationship between the polymorphs either being enantiotropic or

monotropic (Burger and Ramberger 1979, Giron 2001). As seen in Fig. 11.6, for
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enantiotropically related polymorphs, their free energies become equal at the

transition temperature T0. Because the enthalpy of form A is lower than that of

form B at T0, the transition is often detected as an endothermic transition by DSC.

However, sometimes the transition temperature may be higher than the free energy

crossing point which may lead to the melting of form A without polymorphic

transformation. In this case, the enthalpy of fusion of form A is usually larger

than that of form B. For monotropically related polymorphs, the stability relation-

ship of the two polymorphs does not depend on the temperature below their melting

points (no free energy crossing point). Therefore polymorphic transformation from

metastable form B to form A may or may not occur on heating. If it occurs, this

transition is an exothermic process. If it does not occur, metastable form B usually

melts with a smaller enthalpy of fusion than that of the stable form A.

However, the kinetic influence from the conventional thermal scanning method

often makes the polymorphic transformation data difficult to interpret. Recently, Qi

and co-worker reported the development of modulated, quasi-isothermal and ultra-

slow thermal method as a means of characterizing the α to γ indomethacin poly-

morphic transition (Qi and Craig 2012). By using both scanning and quasi-

isothermal MTDSC to measure subtle heat capacity changes through the transfor-

mation, they were able to use Lissajous analysis to study the modulated heating

signal in order to identify the poorly resolved polymorphic transformation (as seen

in Fig. 11.7). Ultraslow heating rates (down to 0.04 �C/min) were also used to

minimize the kinetic interference from the method. By combining these thermal

methods, both kinetic and thermodynamic analyses of the polymorphic transfor-

mation via melt and recrystallization process between polymorphs of indomethacin

was achieved.

3.3 Glass Transition

The glass transition temperature (Tg) is a kinetic parameter associated with molec-

ular motion in an amorphous state, which can be measured using DSC andMTDSC.

Below Tg the amorphous materials are “kinetically frozen” into the glassy state, and

any further reduction in temperature only causes a small decrease in molecular
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Fig. 11.6 Gibbs free energy diagrams of enantiotropic and monotropic polymorphs (Reproduced

from Giron 2001)
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motions of amorphous solids. Whereas above the Tg, amorphous solids will enter a

rubbery state with significantly increased molecular motion (Hancock et al. 1995).

Molecular motion has been related to the occurrence of the recrystallisation of

amorphous solids and phase separation in amorphous solid dispersions (Hancock

et al. 1995; Zhou et al. 2008).

Fig. 11.7 Lissajous figures for the quasi-isothermal MTDSC studies of α indomethacin at the

temperature range of (a) 148–153 �C; (b) 157–161 �C (Reproduced from Qi and Craig 2012)
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For multicomponent amorphous systems, such as amorphous solid dispersions,

glass transition temperatures can also be used as indicators to describe their

physical state (Tobyn et al. 2009; van den Mooter et al. 2001). If a binary drug-

polymer system is miscible, only a single Tg can be observed using DSC. The

presences of two glass transitions indicate the presence of phase separation, which

often is due to the poor miscibility between components (Craig et al. 2000). For

miscible drug-polymer systems, if the Tg of the drug is lower than the Tg of the

polymer, drugs can act as a plasticizer and reduces the Tg of the system. However

this also manifests as an anti-plasticization effect provided by the polymer, which

increases the Tg to a higher value in comparison to that of the pure amorphous drug,

and stabilise the amorphous drug (Serajuddin 1999).

The Gordon-Taylor (G-T) equation is a useful tool in predicting the glass

transition temperatures of drug-polymer solid dispersions (Tobyn et al. 2009; van

den Mooter et al. 2001; Gordon and Taylor 1952). For completely miscible binary

drug-polymer solid dispersions, the glass transition temperature of the system can

be calculated by:

Tgmix ¼ w1Tg1

� � þ Kw2Tg2

� �� �
= w1 þ Kw2ð Þ½ � ð11:6Þ

where Tg1, Tg2 and Tgmix are the glass transition temperatures (in Kelvin) of

component 1, 2 and the mixture, and w1 and w2 are the weight fractions of each

component and K is a constant which can be calculated by:

K � ρ1Tg1

� �
= ρ2Tg2

� � ð11:7Þ

where ρ1 and ρ2 are the true densities of each component. The application of the

equation in predicting the miscibility of solid dispersions lies in the comparison

between the theoretical and experimental Tgmix values of the system. The Gordon-

Taylor equation relies on the assumption that the different components form and

ideal mixture (Tobyn et al. 2009). Therefore, if the calculated and experimental

Tgmix values are consistent, it may indicate that the system is miscible (Hancock and

Zografi 1994). However, exceptions to this have been reported (Tobyn et al. 2009;

van den Mooter et al. 2001; Khougazand and Clas 2000). The discrepancies of Tgs

between the calculations from Gordon-Taylor equation and experimental data may

be caused by two main reasons. Firstly, interactions between drugs and polymers in

amorphous solid dispersions can affect the values obtained (van den Mooter

et al. 2001). Positive deviation whereby the experimental value is higher than the

G-T predicted value could occur if the interaction between drugs and polymers are

stronger that what occurs between two drug molecules (Khougazand and Clas

2000), whereas negative deviation may be observed if the drug-polymer interaction

is weaker than that between two drug molecules (Shamblin et al. 1998). Secondly,

water sorption in amorphous solid dispersions can decrease the Tg value of the

system via the strong plasticization effect of water sorption (Hancock and Zografi

1994; Roos 1997).
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3.4 Molecular Mobility

The molecular mobility of drugs is commonly considered to be a key factor

associated with the stability of amorphous solids and solid dispersions, since a

high molecular mobility can lead to high tendency of recrystallisation and phase

separation on aging (Hancock et al. 1995). On aging non-equilibrium amorphous

materials tend to approach the equilibrium state by releasing the extra enthalpy and

configurational entropy. This reducing extra energy process is termed as structural

relaxation and the length of time over which the structural relaxation occurs is

known as the relaxation time. Molecular mobility has a reciprocal relationship with

the relaxation time constant (τ). In the Adam-Gibbs model (Hodge 1987), it is

calculated as:

τ ¼ τ0exp C = TScð Þð Þ ð11:8Þ

where τ is the molecular relaxation time constant, τ0 is a constant, T is the absolute

temperature, Sc is the configurational entropy, and C is a material dependent

constant. This equation was further modified to the Adam-Gibbs-Vogel equation:

τ ¼ τ0exp DT0= T 1-T0=Tf

� �� �� � ð11:9Þ

where D is the strength parameter, T0 is the temperature of zero molecular mobility,

and Tf is the fictive temperature (Aso et al. 2004). The fictive temperature is defined

as the temperature of intersection between the equilibrium liquid line and the

non-equilibrium glass line. In most cases, Tf values are very close to Tg values,

and therefore in calculations the Tf value can be replaced by the Tg value (Claudy

et al. 1997; Badrinarayanan et al. 2007). By measuring the Tg and configurational

entropy using thermal methods, the molecular mobility of amorphous solids can be

estimated (Konno and Taylor 2008; Ahlneck and Zografi 1990).

3.5 Structural Relaxation

Two types of relaxations of amorphous materials have been defined at temperatures

below and above the glass transition temperatures (Hancock and Zografi 1997). For

molecules with low Mw, at temperatures below Tg, the dominant relaxation proce-

dure is β-structural relaxation (also known as local molecular mobility), which can

take place by means of the atomic movements within the molecular structure. For

amorphous polymers, at temperatures below the Tg, β-structural relaxation refers to
the vibrating of the side chains of the polymer (B€ohmer et al. 1993). At tempera-

tures higher than the Tg, the dominant relaxation is α-structural relaxation (also

known as global molecular mobility), which could occur for both amorphous drug

and polymer whereby an entire molecule will be mobilised (B€ohmer et al. 1993).
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These two types of relaxation can be detected by techniques such as DSC, dynamic

mechanical analysis (DMA) and dielectric spectroscopy (Hancock and Zografi

1997; Bhugra et al. 2006; Hasegawa et al. 2009). For instance, when stored under

ambient conditions for a certain time period, the relaxation enthalpy of amorphous

indomethacin at the glass transition region can be detected on heating in DSC, and

the relaxation enthalpy was a contribution of both α and β relaxations on aging

(Hancock and Zografi 1997). For multicomponent system, such as solid disper-

sions, both relaxations of drugs and polymers are responsible for physical stability

of the sample on aging (Hancock and Zografi 1997). As discussed earlier, the

molecular mobility of an amorphous solid is associated with temperature, and

will decrease with decreasing storage temperature leading to an increased physical

stability. It has been used as an empirical practice that storing amorphous materials

at temperatures 50 K below the Tg can sufficiently lower the molecular motions and

leads to good physical stability of the amorphous material on aging (Hancock and

Zografi 1997; Qian et al. 2010).

3.6 Dehydration and Decomposition

Dehydration and thermal decomposition behaviour of pharmaceutical active ingre-

dients and excipients are commonly studied using TGA, or in some cases, TGA

combined with FTIR, MS or GC/MS for identification of evaporated fume (Lever

et al. 2000). In terms of dehydration studies, weight loss over the heating period is

quantitatively related to the moisture loss within the sample (assuming no further

thermally related decomposition occurs). Thermal decomposition temperatures can

be identified by sharp and continuous significant weight loss of the samples during

heating.

4 Applications of Thermal Analysis
for the Characterisation of Pharmaceutical
Raw Materials

4.1 Amorphous Drugs

Thermal analysis methods have been one of key streams of analytical techniques for

the characterization of pharmaceutical amorphous solids including APIs and excip-

ients. The physical parameters associated with their amorphous nature discussed

earlier can all be fully investigated using thermal methods. For example, the α- and
β-relaxation processes of amorphous indomethacin were studied using DSC

(Vyazovkin and Dranca 2005). The β-relaxation was detected as a small

endothermic relaxation peak that occurred in the similar temperature region of
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the Tg. The activation of this relaxation process increased with increasing the

annealing temperature of amorphous indomethacin. When the annealing tempera-

ture is well below the Tg, the β-relaxation fades significantly and leads to good

physical instability of amorphous indomethacin (Vyazovkin and Dranca 2005). The

crystallization kinetics of an amorphous API is another topic that has been widely

studied using thermal methods such as DSC. Qi et al. reported the rapid but

incomplete recrystallization behaviour of cyro-milled amorphous Etravirine at

temperatures below the Tg of the amorphous drug measured using DSC and

hyper DSC (Qi et al. 2010a, b). Furthermore, the effect of thermal history on the

stability of amorphous material is also frequently studied using DSC. Amorphous

paracetamol, as an example, shows a marked difference in recrystallization and

polymorphic form conversion behaviour depending on the cooling rate that was

used during sample preparation (Qi et al. 2008a, b).

4.2 Pharmaceutical Polymers and Lipidic Excipients

Thermal analysis methods are routine tests used in research and industry for the

characterization of pharmaceutical polymers and lipids, including their Tg, melting

and crystalline content and relaxation behaviour. Hydroxypropylmethylcellulose

(HPMC) is a classical example of such practice. Ford reviewed the use of the

thermal analysis for the characterization of HPMC as a raw excipient as well as in

gels and formulated tablets. Various factors including pan types used for the

analysis and thermal history of the sample were highlighted in the review in

terms of their potential effect on the DSC data quality and interpretation of the

results (Ford 1999). Semi-crystalline polymers such as PEGs are another example

of a pharmaceutical excipient where thermal analysis is considered to be key for

revealing the behaviour of the material. For example DSC has been used to

investigate the miscibility of PEG and crystalline drug as a fast screening method

for pre-formulation development (Thakral and Thakral 2013). Lipidic excipients

such as TPGS, Gelucire and Poloxamer, all have distinct melting transitions which

can be measured by DSC. Changes in the melting behaviour of these materials after

drug incorporation or processing provide an indication of the occurrence drug-

excipient interactions and the effect of processing on the excipients (Mosquera-

Giraldo et al. 2014, Qi et al. 2008a, b).

4.3 Polymer Blends

Pharmaceutical polymer blends have been recently valued as a class of useful drug

carrier materials with the advantage of having easily adjusted drug release profiles

and enhanced formulation physical stability. The phase behaviour of a polymer

blend can directly impact on the physical performance of the blends as a matrix.
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Thermal analysis methods such as DSC, MTDSC, LTA and TTM have been all

used to characterize pharmaceutical polymer blends. In Yang’s study, MTDSC was

used to estimate the miscibility between Eurgadit E PO and PVPVA by analyzing

the Tg of the blend (Yang et al. 2013). Visualization of the phase separation of the

processed polymer blend using TTM confirmed the immiscibility of the two poly-

mers (as seen in Fig. 11.8). This immiscibility was found to be advantageous,

enhancing the physical stability and in vitro dissolution rate of the formulation

(Yang et al. 2013). MTDSC was used to investigate the influence of the PEG chain

length on the miscibility of PEG/HPMC 2910 E5 polymer blends and the influence

of polymer on the miscibility with itraconazole (Janssens et al. 2008). It was found

that the polymer miscibility increased with decreasing chain length due to a

decrease in the Gibbs free energy of mixing. Lower miscibility leads to more

phase separated system indicated by a more rapid decrease of the Tg of the ternary

solid dispersion and a high level of itraconazole recrystallization from the ternary

solid dispersions. Marks and co-workers used DSC to assess the miscibility of the

blends and to screen a wide range of polymer blends as potential carriers for oral

drug delivery (Marks et al. 2014). As mentioned earlier, they also used Tg of the

blend as a particular indicator to evaluate the miscibility between different combi-

nations of hydrophilic and hydrophobic polymers.

5 Applications of Thermal Analysis
for the Characterisation of Pharmaceutical
Dosage Forms

5.1 Solid Dosage Forms

5.1.1 Physical Stability Evaluation

Thermal analysis has been widely used for monitoring the physical stability of solid

dosage forms, such as detecting amorphous contents, polymorphic conversions of

either API or crystalline excipients and excipient stabilities (lactose and crystalline

Fig. 11.8 (a) DSC profiles of the immiscible polymer blends with clearly separated two Tgs of the

EUDRAGIT® EPO and Kollidon® VA 64 and (b) TTM result of the surface of hot melt extruded

50:50 (w/w) polymer blend (Reproduced from Yang et al. 2013)
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lipids as typical examples). Here solid dispersion formulations are used as an

example to demonstrate how thermal methods can be used for not only monitoring

but also predicting the physical stability of such formulations. An amorphous drug-

polymer solid dispersion is a thermodynamically unstable system since the molec-

ularly dispersed drugs (high energy level) in the system will tend to convert back to

the more stable crystalline form (low energy level), leading to a physical instability

on aging. Freshly prepared amorphous solid dispersions may have the drug molec-

ularly dispersed in the polymeric carriers. On aging the physical instability of

amorphous solid dispersions can be observed in the form of phase separation and

recrystallization due to the relaxation of high energy-level drug molecules and

molecular mobility of drugs under accelerated storage conditions. Recrystallization

could then occur within the drug-rich phase whereby high concentration amorphous

drug crystallizes to form the more stable crystalline state. Factors which can

potentially affect the physical stability of amorphous solid dispersions have been

investigated widely, and glass transition temperatures, molecular mobility, physical

stability of amorphous drugs alone, miscibility between drugs and polymers and

solid solubility of drugs in polymers have been considered to be key factors

influencing the physical stability of solid dispersions (Hancock et al. 1995;

Konno and Taylor 2008; Ng et al. 2013; Marsac et al. 2006). Amongst these,

many can be studied using thermal analysis methods.

Crystallisation Tendency

Drug crystallization may take place if nuclei are presence either in form of residual

crystalline drug or foreign particles from the surrounding environment (Bruce

et al. 2010). For an amorphous solid dispersion, drug crystallisation of a poorly

water-soluble drug from the dispersion can significantly compromise the dissolu-

tion advantage an amorphous solid dispersion formulation can provide. Thermal

analysis can be used as a tool for the evaluation of the tendency of crystallisation of

amorphous drug either alone or present in a formulation, such as solid dispersions.

For example, Yang used DSC and MTDSC to study the effect of milling on the

physical stability of hot melt extruded solid dispersions (Yang et al. 2014). As seen

in Fig. 11.9, DSC can clearly indicate the instability of milled amorphous solid

dispersions formulations by the appearance of a recrystallization transition of the

phase separated amorphous drug on heating and the separation of single Tg to a

double Tg (Yang et al. 2014).

Quantitative Analysis of Crystallinity

The use of thermal methods including DSC andMTDSC for quantitative analysis of

crystallinity of pharmaceutical materials including API, processed formulations

and polymers has been widely reported (Grisedale et al. 2011; Kong and Hay

2002; Qi et al. 2010a, b). However, the absolute accuracy of the quantitative
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measurement of the crystalline content is still debatable. The common practice of

using DSC for crystallinity measurement relies on the measurement of the enthalpy

of the melting peak of the crystalline component and compares this to the melting

enthalpy of the crystalline material with known purity. However, this often can only

be used as an empirical approach for rough estimation of the crystallinity as the

melting enthalpy of the crystalline material is affected by the presence of other

excipients such as polymers and lipids. In addition, in many cases, recrystallization

of the amorphous proportion of the material on heating during DSC testing can

significantly affect the estimation of the crystalline content (Grisedale et al. 2011).

Instead of using the melting enthalpy, heat capacity and recrystallization enthalpy

can also be used to measure the amorphous content and as a means to indirectly

calculate the crystalline content in a formulation with drug and excipients

(Grisedale et al. 2011; Qi et al. 2010a, b).

Moisture-Induced Instability

Moisture can induce physical and chemical instability (such as degradation via

hydrolysis reaction) in an API and in formulated pharmaceutical products

(Ng et al. 2013; Ohtake and Shalaev 2013; Andronis et al. 1997; Rumondor

et al. 2009). In terms of the physical instability of amorphous systems in particular,

the sorption of moisture can promote the recrystallization of amorphous drug and

phase separation of amorphous solid dispersions that initially containing molecu-

larly dispersed drug in polymer matrices. The change in Tg and the presence of

crystalline material in the samples after exposure to moisture, which can be

measured using DSC and MTDSC, can often be used as indicators of physical

instability.

Fig. 11.9 (a) Total heat flow signals of the MTDSC results of 70% (w/w) felodipine loaded melt

extrudates before and after milling; (b) reversing heat flow signals of 70% (w/w) felodipi-

ne�PVPVA melt extrudates before and after milling (Reproduced from Yang et al. 2014)
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5.1.2 Drug-Excipient Miscibility Estimation

As discussed earlier, for a solid dispersion, drug-polymer miscibility can signifi-

cantly impact on the physical stability of system (Qian et al. 2010; Marsac

et al. 2006; Li and Chiappetta 2008; Kawakami 2012). Miscibility is a concept

originally applied the liquid solution theory to describe the mixing of two liquids

whereby if two liquids are miscible a homogeneous solution by mixing of the two

should be formed with any proportions of the two components. It has been applied

in the polymer and pharmaceutical industries to describe whether the mixing of two

polymers or drugs and polymers are thermodynamically favourable (Marsac

et al. 2006, 2009; Higgins et al. 2005). Miscibility can be estimated by thermal

methods based on the measurement of the melting point depression of the physical

mixes of a crystalline drug and a polymer (Qian et al. 2010; Marsac et al. 2006,

2009; Hancock et al. 1997). Melting point depression method measures the reduced

melting point of the crystalline drug when melted in the presence of a certain

polymer. The melting point of a pure drug occurs when the chemical potential of the

crystalline drug equals to the chemical potential of the molten drug. If the drug is

miscible with a polymer, the chemical potential of the drug in the mixture with the

polymer should be less than the chemical potential of the pure crystalline drug, and

thus the reduced chemical potential will result in a depressed melting point of the

drug in the presence of the miscible polymer (Nishi and Wang, 1975). In contrast, if

the drug and polymer are immiscible, no melting point depression is expected due

to the unchanged chemical potential brought by the presence of polymers.

Briefly, the melting point depression approach is a simple method to test the

miscibility between drugs and polymers by running a physical mixture of the drug

and the polymer in DSC on heating. The presence of a depressed melting point may

indicate the drug and the polymer are miscible. Previously the melting point

depression approach has been proved to be effective in predicting the miscibility

between felodipine and nifedipine with PVP (Marsac et al. 2006). However, the

depression of the melting point is heating rate dependent, which can affect the

accuracy of the prediction.

Drug-polymer solid solubility is also a concept derived from solution theory,

which considers the mixing of two liquids, solubility is defined as dissolving a

solid-state material into a solvent until the equilibrium maximum concentration at a

defined temperature and pressure (Qian et al. 2010; Marsac et al. 2006; Hancock

et al. 1997). Several theoretical methods have been reported for the prediction of

solid solubility of drugs in polymers (Marsac et al. 2006; Qi et al. 2010a, b;

Hancock et al. 1997). Melting point depression combined with Flory-Huggins

lattice based theory has been reported to predict solid solubility of felodipine and

nifedipine in PVP (Marsac et al. 2006). The interaction parameter χ from Flory-

Huggins theory can be calculated using the detected depressed melting points from

drug-polymer physical mixtures with different ratios, and by further using the

obtained interaction parathion the solid solubility of drugs in polymers can be

predicted. However, the calculation used by this method is lengthy and in practice

the depression of the drug melting is highly heating rate dependent. Therefore,
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finding the appropriate experimental conditions for measuring melting point

depression is also not straightforward.

Another thermal method for estimating drug-polymer solubility based on the

measurement of melting enthalpy of crystalline drugs in physical mixtures with

polymers by DSC was recently developed by Qi et al. (2010a, b). This model was a

modification of a previous melting enthalpy based method (Felix et al. 1974). It

assumed the dissolution of drugs in polymers on heating is endothermic and two

possibilities, which involve drugs completely dissolved in polymers and vice versa
were included in the model. The method was effectively used to predict the

solubility of felodipine in Eudrgait E PO, as seen in Fig. 11.10 (Yang

et al. 2014). There are discrepancies between the solubility measured using this

DSC based method and other prediction methods including melting point depres-

sion and solubility parameter methods. This is likely to be because of the nature of

the characterization method, which is using the behaviour of the drug at tempera-

tures close to the melting transition to predict the mixing behaviour with the

polymer at ambient temperature.

5.1.3 Micro-scale Drug Distribution Uniformity Assessment

Although conventional thermal analysis methods are mostly used for characterize

materials in bulk, the scanning and local thermal analysis have high precision for

characterisation of materials at a micron to sub-micron scale. This offers the

Fig. 11.10 Qi and Belton model prediction result of the miscibility between felodipine and

EUDRAGIT E PO (Reproduced from Yang et al. 2014)
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possibility of using these methods to study the distribution of drug or certain

excipients within a formulation. This has been achieved by other imaging methods

such as IR and confocal Raman imaging. However, each imaging method has

advantages and limitations. The essential requirement for successful application

of vibrational spectroscopic based imaging methods is to have sufficient separation

of the vibrational bands used to identify the drug and excipients. If this is not

available, local thermal analysis and thermal imaging method are good alternatives

for studying the drug distribution within a dosage form by using the thermal

transition temperature difference between the drug and other excipients. As seen

in Fig. 11.11, Moffat used TTM to map out the micro-phase separation of a series of

cyclosporine A containing solid dispersions processed using hot melt extrusion

under different operational parameters (Moffat et al. 2014). The presence of colour-

coded domains is an indication of the separation and distribution of phases

(polymer-rich and drug-rich domains) in the formulation. The results clearly dem-

onstrated that with increasing the processing temperature and residence time, a

significant improvement in the homogeneity with a narrow distribution of transition

temperatures could be obtained.

5.2 Semi-solid and Liquid Dosage Forms

DSC and high sensitivity DSC are also often used to characterize semi-solid and

liquid formulations, such as semi-solid dispersions, gels and liquid suspensions. For

semi-solid formulations, DSC can provide phase transition information relating to

the formulation, which can be used to understand drug-excipient interactions.

Gelucire 44/14 is one example of a semi-solid excipient and it has been widely

used as semi-solid dispersion matrix for enhancing the in vitro dissolution and

in vivo bioavailability of many poorly soluble drugs (da Fonseca Antunes

et al. 2013). The broadening and depression of the melting transition of Gelucire

and the disappearance of the melting peak of crystalline drug has been used an

indication of the solubilisation of drug in the lipid and the formation of semi-solid

dispersions (Hussein et al. 2012). DSC has a unique application in studying the

Fig. 11.11 TTM images of the surfaces of HME extrudates that processed at 110 and 150 �C with

5 min residence time and 150 �C with 15 min residence time (Reproduced fromMoffat et al. 2014)
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interactive behaviour of water molecules in the formulations with the polymer/

surfactant in gels and solutions (Schulz et al. 2000). DSC can allow the identifica-

tion of non-frozen water (highly interactive water bound with polymer/surfactants

at a molecular level), freezable bound water, and free water by detecting the

different melting transitions of different type of water (Schulz et al. 2000). DSC

can also been used to study liquid suspensions. Qi used high sensitivity DSC to

study the interactions of saturated fatty acids in alkaline buffer solution

(Qi et al. 2008a, b). The in solution results confirmed the prediction of the

occurrence of interactions observed in the DSC data of the dried fatty acids

microspheres.

6 Conclusion

Thermal and mechanical analysis are extremely useful characterization methods for

studying a highly diverse range of physical chemistry issues associated with drug

and formulation development in the pharmaceutical industry. With the continuous

development of new thermal analytical methods and thermal methods combined

with spectroscopic and imaging methods, a wider range of sample forms and sizes

can be studied and the application of thermal analysis in pharmaceutical product

development and production is likely to be significantly extended.
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Chapter 12

Isothermal Microcalorimetry

S. Gaisford

Abstract Isothermal microcalorimeters (IMC) measure the heat change in a sam-

ple as it is held at a constant temperature—since nearly all processes, chemical and

physical, occur with a change in heat, IMC analysis can be applied to the investi-

gation of almost any material. The inherent sensitivity of the measurement means

that small samples, or slow processes, may be investigated. This makes IMC a very

powerful tool, especially in pharmaceutical analyses, since complex, heterogeneous

samples can be studied directly. In this chapter, the basic principles of IMC are

introduced, the most common experimental arrangements are defined and applica-

tions to pharmaceutical analyses are discussed. Applications discussed progress

from preformulation characterization, through stability testing and amorphous

content quantification to analyses of formulated products.

Keywords Isothermal microcalorimetry • Solution calorimetry • Isothermal

titration calorimetry • Preformulation • Amorphous content

1 Introduction

All analytical techniques require the sample being analysed to possess some quality

in order to effect analysis. There may be a requirement for, for instance, a chromo-

phore or specific functional group. The net outcome is that while many analytical

techniques are extremely sensitive, they can only be used to study samples with that

particular functionality. Calorimeters are unique in the sense that the property they

measure, heat (or enthalpy), is a universal accompaniment to chemical and physical

change. This means calorimetry can be used, at least in principle, to study any

sample, because regardless of the change occurring it is almost certain to result in a

change in heat.1 The only requirement is that the sample, or a representative
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fraction of it, can be accommodated within the instrument. A further benefit is that

there is no requirement for optical clarity of the sample; it is possible to study solid

and heterogeneous samples directly. This is particularly advantageous for investi-

gation of pharmaceutical samples, because it means calorimetry can be applied at

all stages of product development, from identification of the drug substance through

to characterization of the drug product.

Calorimeters can be divided into those that heat the sample during measurement

(differential scanning calorimetry, DSC) and those that operate isothermally. DSC

is a standard technique widely applied to identification and characterisation of

physical forms, but is in the main used to study thermally-driven phase transitions.

Isothermal microcalorimeters (IMC), conversely, are used to study time-dependent

phase transitions or processes and can be constructed in numerous ways to allow

investigation of a multitude of properties and processes. The two techniques are

therefore complementary and together form a powerful suite that permits investi-

gation and characterisation of many pharmaceutical materials. This chapter will

explain the basic operating principles of IMC instruments and will discuss their

broad application to pharmaceutical development.

2 Theoretical Background

Calorimetry (literal meaning; measurement of heat) is an extremely versatile

technique, because when change occurs in a sample there is usually a concomitant

change in heat content. In other words, heat is a universal indicator of chemical and
physical change. The upshot is that calorimetry can detect, and potentially quantify,

changes in a wide range of materials. The only properties required of the sample are

that the process being followed results in a detectable quantity of heat and that the

sample (or at least a representative part of it) fits within the calorimetric vessel. IMC

is particularly suited to the measurement of pharmaceutical samples because it is

sensitive enough to allow the analysis of samples non-destructively (that is, it does

not cause any extra degradation other than that which would have occurred upon

storage), directly under storage conditions. This means there is no need for elevated

temperature stability studies (and hence no requirement for extrapolation of data,

although clearly most processes occur faster at higher temperatures and it is

possible to perform IMC measurements well above ambient conditions) and sam-

ples can be recovered and used in other studies (particularly important in the early

stages of the drug discovery process when samples may only exist only in milligram

quantities. It is important to note here that DSC analysis is usually destructive).

IMC also imposes no requirements on the physical form of a sample, meaning that

complex heterogeneous systems are open to investigation, as well as liquids and

solids. Further, because both physical and chemical processes occur with a change

in heat content, the technique is not limited in its detection ability to chemical

degradation, in the way HPLC is for instance.
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Calorimetry is one of the oldest analytical techniques, tracing its roots back to

the ice calorimeters of Black and Lavoisier and Laplace (ca. 1780). In these early

designs a sample is surrounded by ice. As the sample reacts, and so long as the

process is exothermic, heat is exchanged with the ice, resulting in melting and

formation of water. The volume of water produced is measured and the heat

released is quantitatively determined by knowledge of the latent enthalpy of fusion

of water. If, in addition, the rate of production of water droplets is observed, then

information on the kinetics of the process can be inferred. IMC data therefore

contain information on both the thermodynamics (heat, q, given the SI unit of

Joules, J) and the kinetics (power, dq/dt, given the SI unit of Watts, W) of the

system under investigation.

Modern instruments have not actually changed significantly since these early

designs, save for the fact that modern electronics allow for the construction of

apparatus that can measure both exothermic and endothermic events. In addition,

most instruments operate with an inert reference material, which is used to correct

for background noise and environmental fluctuations (and so are differential). An
example of a typical commercial system is shown in Fig. 12.1.

Experimentally, there are only three methods by which changes in heat can be

determined and all have been exploited in the design of IMC instruments. Indeed, it

is a good idea to know the principles of operation on which any particular instru-

ment is predicated, since it often impacts the type of sample that can be investigated

or the way in which the experiment should be constructed.

In power-compensation calorimetry, an electrical element is used either to add or

remove power from the calorimeter in order to maintain a particular temperature.

The calorimeter is usually constructed to hold both a sample and an inert reference

and the difference in power (ΔP) supplied by the element to the two sides is

measured. The power output from the sample is the inverse of ΔP supplied by

the element. In order to be able both to heat and cool, the element is usually of the

Peltier type. Power-compensation designs are often used for DSC instruments, as

they permit rapid changes in temperature, but they also feature in some isothermal

instruments (in particular, those designed for isothermal titration calorimetry).

In adiabatic calorimetry there is no exchange of heat between the sample and its

surroundings. Thus, heat release causes a rise in temperature and heat absorption

causes a temperature fall. A thermometer is used to measure temperature and

multiplication of the temperature change by an experimentally determined cell

constant (effectively the heat capacity of the sample) produces the change in

heat. In practice, constructing a true adiabatic shield around the sample is almost

impossible, and so most instruments are designed to allow some heat exchange with

the surroundings. The heat exchange is factored into the data conversion, usually by

models based on Newton’s law of cooling, and the instrument is said to operate

under isoperibolic conditions. Many solution calorimeters are of an isoperibol

design, and this has implications for the way experiments are performed (discussed

below).

In heat conduction calorimetry the sample is surrounded by a heat-sink, which is

maintained at a constant temperature. Between the sample and heat-sink is a
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thermopile (a collection of thermocouples wired in series); the thermopile, which

generates a voltage in proportion to the temperature gradient across it, is the only

direct connection between the sample and the heat-sink. If heat is produced by the

sample, the temperature of the sample will rise and heat will flow to the heat-sink

across the thermocouple. Conversely, if heat is absorbed by the sample, the

temperature of the sample will fall and heat will flow from the heat-sink across

the thermocouple. The amount of heat exchanged will quantitatively define the

amount of voltage produced. The voltage signal is converted to power by multipli-

cation with a cell constant. The cell constant is usually determined by calibration

with an electrical resistance heater.

Fig. 12.1 Schematic view of an isothermal microcalorimeter (image courtesy of TA Instruments

LLC)
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The arrangement of the sample in the calorimeter is also extremely important

because it defines the type of measurement that can be performed or sample that can

be studied. Common arrangements include;

Ampoule calorimetry: The sample is contained within a sealed ampoule that is

held in the measuring position of the calorimeter. The ampoule is typically

constructed from metal (stainless steel or an inert alloy, such as Hastelloy) or

glass and will have a hermetic cap. Ampoules can contain solids, liquids or

heterogeneous materials and may be reusable. If they can be autoclaved then they

are particularly suited to study of microbiological samples. It is also possible to

control the humidity of the atmosphere within the ampoule with the use of a mini-

hygrostat containing a saturated salt solution. Ampoule calorimetry has the most

general application, because virtually all types of sample can be accommodated.

Batch calorimetry: The sample chamber in the calorimeter is divided with a low

partition, which allows liquid and/or solid samples to be loaded separately. Once

measurement has begun, the chamber can be rotated, allowing the materials to mix.

This arrangement is particularly suited to measuring heats of interaction and/or

mixing.

Solution, or ampoule-breaking, calorimetry: Solution calorimetry is not, as the

name suggests, the study of solutions. Rather, it is similar in principle to batch

calorimetry, where two materials are held in separate chambers prior to measure-

ment. In this case one sample (usually a solid) is encapsulated in a small, sacrificial

ampoule. The other sample (usually a liquid) is held in the main sample chamber.

To commence measurement the ampoule containing the solid is broken, allowing

the two materials to mix. Ampoules can be glass (often referred to as crushing

ampoules) or metal (in which case the ampoule is constructed of several pieces

which fall apart). Solution calorimeters are particularly suited to measurement of

heats of dilution, dissolution or solution.

Flow calorimetry: In this case, a liquid sample is pumped through the sample

chamber with a peristaltic pump. The system can be arranged so that the sample is

recirculated through an external reservoir or pumped to waste. It is also possible to

pump two liquids and arrange for them to mix in the sample chamber, in which case

the system is referred to as a flow-mix calorimeter. Pharmaceutical applications of

flow calorimetry are limited, but it has been used to study dissolution kinetics and it

is highly suited to microbiological samples.

Isothermal titration calorimetry (ITC): ITC is probably the most widely used

arrangement after ampoule calorimetry. The arrangement permits injection of a

solution of ligand molecules into a solution of substrate molecules, and so it is a

standard method for determining binding affinity of drug candidates to biological

targets. From the heats of titration, it is possible to determine the enthalpy of

binding and to construct a binding isotherm, from which the binding stoichiometry

and affinity constant can be calculated.

Gas perfusion calorimetry: Here, the relative humidity (RH) or relative vapour

pressure (RVP) of the atmosphere inside the sample chamber can be controlled

during the course of an experiment. This is achieved either by placing a small

reservoir of liquid (a mini-hygrostat) in the ampoule or by flowing a purge gas
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through the chamber using mass flow controllers, Fig. 12.2. In a typical arrange-

ment of the latter, two gas lines are routed into the calorimeter. One is dry and the

other passes through a series of reservoirs containing the vapour (usually water or

ethanol). Proportional mixing of the flow rates of the two gas lines permits accurate

control of the RH or RVP in the sample chamber. Gas perfusion calorimetry is

particularly useful for investigating the stability of materials with respect to humid-

ity (accelerated stability trial conditions are easily replicated for instance) or for

determining amorphous contents.

It is extremely important to note here that it is imperative to select the correct

form of calorimetry to maximise the information gleaned from the sample

(an alternative view is to exercise caution that data are not misinterpreted because

the experimental arrangement is not appropriate). The principles for instrument

selection should become clearer through the applications discussed below.

3 Application of the Technique on Drug Molecules
and Formulation Components

The potential applications for IMC in characterising actives and excipients are

varied, and only brief summaries of the main areas are possible here. Beezer

et al (1999), Gaisford and Buckton (2001) and O’Neill and Gaisford (2011) give

more comprehensive reviews for the interested reader.

Fig. 12.2 Schematic

representations of the gas

perfusion and mini-

hydrostat methods for

maintaining a specific RH

above the sample
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3.1 Preformulation Characterisation

The simplest IMC experiment involves only the placement of a small (typically up

to 100 mg) amount of pharmaceutical powder into an ampoule. The power output is

recorded with time. If the sample undergoes a process, such as chemical degrada-

tion or change in physical form (say, from amorphous to crystalline or from one

polymorph to another) then a power is seen. Unlike in the case of DSC experiments

where endothermic events are often recorded, the power seen by IMC is almost

always exothermic, because the reaction occurs spontaneously (if endothermic

powers are seen this is usually a result of water or solvent evaporation). Thus,

one immediate use of IMC is simply to screen a new drug substance or excipient

and see if any power is being produced. Absence of a measurable power gives

confidence that the sample is stable. The presence of a power indicates some change

is occurring and further investigation will be needed to determine the cause (Beezer

et al 1998).

3.2 Excipient Compatibility Screening

This simple screening lends itself in particular to drug-excipient compatibility

screening during preformulation design of a dosage form (Chadha and Bhandari

2014). The basic methodology is very simple. Samples of the API and excipient

(s) in question are run individually to assess their response under the conditions of

interest (temperature, RH etc.) against an inert reference. The materials are then run

in binary mixtures (or tertiary or quaternary as necessary), usually in equi-mass

ratios and under 100% RH as this will ensure the maximum possible interaction

and increase the probability of observing any interaction in the calorimeter. If no

interaction is observed under these conditions then it is usually the case that the

materials will not interact under less stressed conditions (Phipps et al 1998).

The calorimetric outputs observed for the individual samples are summed to give

a theoretical response, representative of the calorimetric output should the two

materials not interact. The theoretical response is compared with the actual calori-

metric output for the real mixture. If the materials interact (i.e., there is some

incompatibility) then the observed calorimetric response will differ from the theo-

retical response. The data may reveal an incompatibility whereby a degradation

reaction is accelerated and hence the overall shape of the calorimetric curve will be

the same (i.e., the mechanism is unchanged) but the rate will be greater. Alterna-

tively the data may suggest that a new mechanistic pathway is possible in the

presence of the excipient and the calorimetric curve will be notably different.

Thus, any difference from the theoretical output is an indication of interaction

and possible incompatibility. At this stage the excipient can be rejected out of hand

(if the goal is a preliminary screen) or investigated further if the excipient is

essential for the formulation. Schmitt et al (2001) evaluated calorimetry as a
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rapid and practical screen for predicting compatibility between binary mixtures of

drug and excipients, using slurries to accelerate reaction. They showed it possible to

predict relative stability within a functional class (binders, diluents etc.). Their

study, although unable to provide quantitative information, predicted the worst-

case incompatibility for a formulation with known stability problems.

3.3 Purity Determination

While DSC is more widely used for purity determination, an IMC method can be

used so long as the sample undergoes a chemical reaction and that there are no other

contributions to the calorimetric data. The calculation to establish the quantity of

impurity present requires the reaction enthalpy to be known. The sample (accu-

rately weighed) is allowed to react to completion and the area under the power-time

curve (Q) is determined. In principle, Q must be equal to the product of the number

of moles of reactant and the enthalpy for reaction. Therefore if the measured value

for Q, obtained from the sample material, is divided by the value for Q obtained

from a pure reference sample of the same material, then that ratio will indicate the

percentage purity of the suspect material. This method has been used to estimate the

purity of triacetin (a compound used for validation of isothermal calorimeters) by

O’Neill (2002). The presence of an impurity was first suspected through a poor

correlation with the accepted reaction enthalpy for the hydrolysis reaction and was

confirmed from the results of a thin layer chromatography experiment.

3.4 Polymorph Stability

As for purity determination, DSC is widely used for identification of polymorphic

form, but IMC can be useful for quantifying rates of conversion between forms

providing the rate of conversion is reasonably fast (the extent of conversion, α, is
>0.15 over the lifetime of the experiment (hours)).

For instance, Urakami and Beezer (2003) used IMC to quantify the stability of

seratrodast polymorphs under controlled atmospheres of defined RH. Elevated

temperatures (50–65 �C) were used to ensure that a sufficient fraction of the

material had converted in order to perform the analysis. Not only was the enthalpy

of transition measurable (�5.70� 1.13� 10�1 kJ mol�1), quantification of conver-

sion kinetics was possible using the Hancock-Sharp equation, Eq. (12.1). The

Hancock-Sharp method involves plotting ln[ln(1-α)] versus ln t to obtain a series

of straight lines, the slopes of which yield a parameter m. The value of this

parameter indicates the mechanism of transformation.
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ln ln 1� αð Þ½ � ¼ lnBþ m ln t 0:15 � α � 0:5ð Þ ð12:1Þ

Where B is a constant, m is a parameter that indicates mechanism and t is time.

Urakami and Beezer (2003) concluded that the mechanism of transformation of

seratrodast is best described by the two dimensional growth of nuclei model. Since

their study was conducted as a function of temperature it was also possible to

calculate an activation enthalpy, thus permitting prediction of a shelf-life (based

upon 90% of Form II remaining, t90) for a variety of conditions and storage

temperatures. For example they predicted that the t90 for the transition of Form II

to Form III was approximately 3900 days at 63% RH and 298 K and 17.5 days at

63% RH and 313 K.

It is also possible to use IMC to determine the relaxation rate of amorphous

solids (an indicator of their likely propensity to crystallise). This is usually achieved

by model fitting the power-time data to a modified stretch exponential function.

Relaxation of amorphous pharmaceuticals has been demonstrated on a number of

systems, including a series of disaccharides (Kawakami and Pikal 2005; Liu

et al. 2002) and an amorphous maltose formulation (Kawakami and Ida 2003).

Alem et al. (2010) compare the use of IMC with DSC for quantifying rates of

relaxation.

3.5 Enthalpy of Solution

Measurement of the enthalpy of solution is useful because (i) it can be used to

identify the compound or differentiate between physical forms, (ii) it should be

equal but opposite to the enthalpy of fusion (determined with DSC) if mixing with

the solvent is ideal, (iii) it can be used as the basis for determination of amorphous

content (see below) and (iv) it can be used to determine interactions between drug

and excipients.

Enthalpies of solution are measured with a solution (or ampoule-breaking)

calorimeter. The (dry) sample is held within a chamber and is added to an excess

of solvent. There are numerous examples where solution calorimetry has been used

to measure the heat of solution of pure pharmaceuticals; Royall and Gaisford (2005)

give a good overview.

In terms of polymorph characterisation, forms I and II of cyclopenthiazide have

been shown to have comparable enthalpies of solution (~6 kJ mol�1) while form III

has a higher enthalpy of solution of 15 kJ mol�1 (Gerber et al 1991). Similarly,

solution calorimetry has been used to characterise the three polymorphic forms of a

pre-clinical drug, Abbott-79175 (Li et al 1996) and the polymorphs of an angio-

tensin II antagonist agent (MK996) (Jahansouz et al. 1999).

Jain et al (2000) used solution calorimetry to probe the possible interactions

between ampicillin and amoxicillin, a combination known to act synergistically.

Traditional spectroscopic analysis was not possible because of the proximity of
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their λmax values. Using solution calorimetry they were able to determine the

enthalpies of solution at a variety of pH’s as well as the excess molar enthalpies

of solution of the binary mixture. From the low values of the excess molar

enthalpies they concluded that the two antibiotics do not interact with each other

to any great extent.

Alves et al (2005) report the measurement of the enthalpy of solution of

diclofenac sodium and paracetamol individually and the excess molar enthalpy of

binary mixtures in order to determine whether there was any interaction when in

solution. It was reported that the enthalpies of solution of diclofenac sodium and

paracetamol, at pH 7.0, were 50.24� 0.04 kJ mol�1 and 24.76� 0.04 kJ mol�1

respectively. Again the values of the excess molar enthalpy are small and indicated

that little or no interaction existed.

3.6 Drug Stability

Drug stability is easily quantified by IMC. Further, it is possible to construct the

experiment so that stability is determined in either the solid state (with control of

relative humidity, RH) or in solution. If degradation follows first-order kinetics,

analysis simply involves plotting ln(power) versus time. The slope of the resulting

straight line gives the rate constant. The enthalpy of reaction is determined by

calculating the area under the power-time curve (heat,Q, in J) and dividing it by the
number of moles of compound that has reacted. Analysis is more complicated if

other higher or mixed-order kinetics are involved. A comprehensive overview is

given in Gaisford et al. (2006).

Numerous examples of the use of IMC for determining drug stability in solution

are in the literature. For example, Simoncic et al (2008) compared IMC with HPLC

for determining the stability of perindopril erbumine in aqueous solution while

Koenigbauer et al (1992) determined the activation energies for the degradation of

several drugs, including phenytoin, triamterene, digoxin, tetracycline, theophylline

and diltiazem. Roskar et al (2008) use IMC to determine the oxidative stability of

various amino acids. Gaisford (2005) shows various examples of the use of IMC to

study biopharmaceuticals.

Since water is difficult to remove entirely from a formulation, hydrolysis is a

common cause of chemical instability. There are numerous examples in the liter-

ature where hydrolysis reactions have been studied calorimetrically. For instance,

the degradation rate of meclofenoxate hydrochloride (MF), which hydrolyses in

aqueous solution, has been determined using IC (Otsuka et al 1994). By plotting ln

(power) versus time, the degradation rate constants for MF at pH 6.4 and 2.9 were

determined to equal 1.14� 10�4 s�1 and 9.7� 10�7 s�1 respectively. Comparison

of these data with rate constant values determined using HPLC (1.29� 10�4 s�1

and 9.0� 10�7 s�1) revealed the utility of the calorimetric technique. A similar

approach has been used to determine the rate constants for ampicillin degradation in
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aqueous buffers (Oliyai and Lindenbaum 1991) from pH 2 to 8 and a number of

cephalosporins (Pikal and Dellerman 1989).

A typical formulated pharmaceutical may well have several independently

degrading components and, although the degradation kinetics of the individual

components of a medicine may be known, their behaviour in combination may be

significantly different. Skaria et al (2005) studied aqueous solutions of binary

mixtures of selected parabens. They found that the rate constants for degradation

in binary systems were lower than those recorded for the pure compounds and

suggested the most likely explanation was that the two reactants degraded to a

common product, p-hydroxybenzoic acid. The data showed the sensitivity of IMC

to subtle changes in reaction mechanism.

It is also possible to analyse quantitatively more complex reactions. For instance,

Gaisford et al (1999) studied the acid catalysed hydrolysis of potassium hydroxyl-

amine trisulfonate, because it follows a well characterised, three-step reaction

mechanism. It was possible to model all stages of the reaction and determine rate

constants and enthalpies for each step.

Analysis of reactions progressing in the solid state is more challenging, because

kinetic schemes cannot be written on the basis of molecularity and so are written on

the basis of the fraction of reaction completed (α). Sousa et al (2010, 2012) have

discussed in some detail various approaches that can be used to interpret solid-state

reactions studied with IMC. Where data are very complex, chemometric analysis

may be of use. O’Neill et al (2007) discuss the role of chemometric analysis in the

interpretation of stability data and Kong et al (2009) use chemometric analysis to

aid interpretation of the effect of emodin on growth of Candida albicans.

3.7 Amorphous Content Quantification

Many pharmaceutical processing steps have the potential to render a crystalline

material fully or partially amorphous. The potential consequences of amorphous

content for drug product performance are significant (for instance in affecting

powder flow, compression, stability or force of adhesion/cohesion), and so the

need for assays capable of quantifying amorphous content is high. IMC is an

excellent choice because, as ever, it is capable of studying powders and formula-

tions directly, as a function of temperature and/or RH.

There are two ways of measuring amorphous content with IMC; solution

calorimetry and gas perfusion calorimetry. The choice of technique is often driven

by experimental factors. For instance, to use solution calorimetry a solvent must be

available that is compatible with the instrument and in which the drug has an

appreciable solubility. Gas perfusion calorimetry requires that a suitable

plasticising vapour is available. Gaisford (2012) recently published a review of

the use of IMC for quantifying amorphous contents.

The use of solution calorimetry for amorphous content quantification is predi-

cated on the fact that the heat of solution (ΔsolH ) comprises two components; an
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endothermic energy needed to break the crystal lattice (ΔclH ) and an enthalpy of

mixing with the solvent (ΔmixH ) (Eq. (12.2)).

ΔsolH ¼ ΔclH þ ΔmixH ð12:2Þ

If mixing with the solvent is ideal, the heat of mixing is zero (in practice, ideal

mixing is unusual and so this value is often exothermic) and the heat of solution for

a crystalline material is endothermic. However, amorphous materials have no

crystal lattice barriers to overcome and so this component is zero. Hence, the heat

of solution for an amorphous material will be zero if mixing is ideal and (usually)

exothermic if not. The use of solution calorimetry as an assay then simply requires

construction of a calibration plot of amorphous content (usually standards are

prepared by blending crystalline and amorphous samples in appropriate mass

ratios) versus heat of solution.

The first use of solution calorimetry for the quantitative measurement of the

degree of crystallinity of pharmaceuticals was by Pikal et al (1978), who measured

the heat of solution of various β-lactam antibiotics. Subsequent studies include the

analysis of sulphamethoxazole from different sources (Guillory and Erb 1985),

sucrose (Gao and Rytting 1997) and clathrate warfarin sodium (Gao and Rytting

1997). The issue of detection limits becomes important if the amorphous material is

the minor component in what is a predominately crystalline sample. Hogan and

Buckton (2000) assessed the applicability of solution calorimetry to study small

amorphous contents in milled powders by preparing a calibration curve for lactose

between 0 and 10% w/w amorphous content. They found that the technique could

quantify amorphous content to �0.5% w/w but noted that care needed to be taken

when preparing the ampoules, because ingress of even small amounts of humidity

caused partial recrystallisation of the sample before measurement.

Usually, in experiments designed to measure degrees of crystallinity of amor-

phous content a solvent is selected in which the solute is freely soluble. This ensures

complete dissolution of the sample within the time frame of the experiment.

Harjunen et al (2004) studied the dissolution of lactose into saturated aqueous

lactose solutions, a system where clearly the solute would not completely dissolve.

Interestingly, they observed a linear relationship between the amorphous content of

the lactose solute and the measured heat of solution in the saturated lactose solution

(ΔsatH ). Similarly, a linear relationship was found between the amorphous content

of lactose and ΔsatH in methanolic saturated solutions of lactose (Katainen

et al 2003).

One potential limitation to this approach is where the sample exhibits polymor-

phism, in which case there may be more than one crystalline form present; if this is

the case then for the calibration plot to be linear, it must be ensured that the

crystalline material used to prepare the standards and the unknown sample contain

the same proportions of the polymorphs. Similarly, Ramos et al (2005) showed that

the anomeric composition of sugars also affected the calibration curve (Fig. 12.3).

For gas perfusion calorimetry, the humidity (or relative vapour pressure, RVP, if

a solvent is used) of the atmosphere surrounding the sample is controlled. Two
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methods are available. In the simpler method, used where only a single RH is

required, a small volume of a saturated salt solution is placed in a small glass tube

(or mini-hygrostat) and housed in the calorimetric ampoule. Saturated salt solutions

maintain fixed RH’s in closed atmospheres, the specific RH being dependent on the

salt used. RVP can be achieved by placing solvents or solvent mixtures in the mini-

hygrostat. The principal advantages of this method are convenience and cost but it

does have some limitations. The biggest is that the sample will start to wet as soon

as the ampoule is sealed (which will be external to the instrument); there will then

be a time delay while the ampoule is loaded into the calorimeter and thermal

equilibrium is achieved. If the sample crystallises during this time then it will be

almost impossible to recover quantitative data. Other disadvantages include the fact

that the rate of water evaporation from (or condensation to) the reservoir will be

dependent upon the cross-sectional area of the mini-hygrostat and the fact that the

instrument will measure heats of evaporation and condensation since they occur

directly in the ampoule. Khalef et al (2010) discuss the limitations of using

saturated salt solutions for amorphous content quantification.

An alternative arrangement is to flow an inert carrier gas through the sample

ampoule. Mass flow controllers mix two gas streams, one dry and one saturated

with plasticising vapour, to vary the RH or RVP. The RH or RVP in the sample

ampoule can thus be altered in either discrete steps or as a linear ramp. The

immediate, and primary, advantage of this approach is that the flowing gas can be

dry during the loading and equilibration phases; this ensures both that the water

content of the sample at the start of each experiment is the same and that no data are

lost prior to commencement of data capture. Another advantage is that the instru-

ment does not record heats of evaporation and condensation from a salt reservoir.

The obvious drawback is cost and complexity.

Cook et al (1996) reported the use of isothermal microcalorimetry to quantify

amorphous contents of micronized drug particles and showed that amorphous

contents correlated to energy input during milling. Giron et al (1997) used the
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mini-hygrostat method to quantify amorphous contents in three pharmaceuticals, an

experimental drug, an isoquinoline derivative and a peptide, and could detect

amorphous contents less than 1% w/w in each. The best analytical conditions

were found to be different for each sample, the peptide in particular needing rather

extreme conditions of 80 �C and 100% RH.

Ahmed et al (1998) followed crystallisation of griseofulvin as a function of RH

(65, 75 and 85%) using salt solutions. The rate of crystallisation was determined

via model fitting and was found to increase in proportion with RH. Vivoda

et al (2011) use a mini-hygrostat to quantify amorphicity in lactose and nifedipine.

Lehto and Laine (1998) used both the mini-hygrostat and IGPC methods to follow

crystallisation of cefadroxil, noting that determination of the enthalpy of

crystallisation was complicated by the effect of water expulsion immediately

following crystallisation itself. Fiebich and Mutz (1999) used both the mini-

hygrostat and IGPC methods to quantify amorphous contents in desferal. They

show that both approaches allowed detection to 1% w/w but that the IGPC method

was particularly sensitive to small changes in the position of the baseline. Alam

et al (2014) recently proposed a more accurate method using gas perfusion calo-

rimetry based on heat of adsorption.

4 Application of the Technique on Dosage Forms

Perhaps more than any other analytical technique, IMC has the capacity to study

processed and formulated samples directly and so the array of applications to which

it has been put is vast. The range of applications broadly mirrors those described

above, except the sample has more constituents and so the potential for reaction is

often greater (and similarly, the data are harder to interpret).

Starting with processing, Qian et al (2012) used IMC to determine water uptake

in naphthalene when milled with mesoporous silicon dioxide and correlated the

data with the likelihood of recrystallizing the sample. Hulse et al (2009) use IMC to

characterize the polymorphic composition of spray-dried mannitol samples.

Gaisford et al (2010) and H€ockerfelt et al (2009) both used IMC to determine the

amorphous content of milled powders, noting that amorphous content increases

while particle size remains constant.

Ziffels et al (2010) used IMC to quantify recrystallisation of partially amorphous

lactose during and after compression while Al-Hallak et al (2008) used IMC to

characterize the effect of compression forces on the stability of dibasic calcium

phosphate dehydrate tablets. Simoncic et al (2007) were able to determine the

stability of enalapril maleate in tablets with IMC and correlated their data with

HPLCmeasurements. Calahan et al (2013) used IMC to follow the crystallisation of

AMG 517 from HPMC-AS solid dispersions while Gaisford et al (2009a) were able

to quantify the rate of crystallisation of indomethacin from HPMC films. Gaisford

et al (2006) used IMC to determine the stability of busulfan in intravenous

infusion bags.
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Solution calorimetry has been used to study the actions of formulations directly.

For instance, Gaisford et al (2004) used solution calorimetry to follow the acid

neutralisation of magnesium trisilicate mixture BP. They showed that of the three

active components in the mixture (magnesium carbonate, magnesium trisilicate and

sodium bicarbonate), magnesium carbonate contributed most to the action of the

product, followed by sodium bicarbonate. Conti et al. (2008) used solution calo-

rimetry to investigate the mechanism of controlling release of diltiazem HCl from

polymeric matrices. They noted that the drug showed no interaction with HPMC

but an unfavourable interaction was seen with NaCMC. When the two polymers

were used in combination a favourable interaction was seen, which correlated with

zero-order release of the drug. The results indicated that solution calorimetry might

be useful for screening and selecting polymer blends for use in controlled-release

tablets. As well as highlighting potential chemical interactions between drugs and

excipients, Conti et al (2006) also showed that solution calorimetry could be used to

derive the swelling profiles of polymers in buffers, again helping in the develop-

ment of modified-release formulations.Conti et al. (2007) has been changed to

Conti et al. (2008) as per the reference list. Please check if okay.Yes, 2008 is correct

Ooi et al (2014) used gas perfusion calorimetry to flow pressurised metered dose

inhaler model propellants through the sample chamber. They showed that the model

propellant caused spray-dried beclometasone dipropionate to crystallise while

spray dried salbutamol sulphate remained in its amorphous form.

While stability/compatibility studies are often strongly focused on the com-

pounds within the formulation, the packaging material is also an integral part of

the formulation and so should be considered during stability trials. The primary

function of the packaging material is to protect the formulation from its environ-

ment. Further, the packaging itself is a chemical entity and hence may potentially

interact with the formulation. Because of its invariance to physical form and its

capacity to study relatively large samples isothermal calorimetry is ideally suited to

investigate potential interactions between a formulation and its packaging.

The methodology for this aspect of formulation testing is largely the same as that

described above for incompatibility testing. Here the formulation is now studied

(rather than the individual components) in the presence of various packaging

materials. Gaisford and O’Neill (2007) show the calorimetric output for a variety

of packaging materials for a tablet susceptible to oxidation, Fig. 12.4. The tablet is

shown individually (control experiment) and then sealed within a number of

different packaging materials. It is clear that the tablet alone is relatively unstable.

For this particular formulation Triplex packaging offers essentially no protection at

all (i.e., the calorimetric response is identical in both cases). PVC provides little or

no protection. The aluminium packaging material appears to offer a significantly

better protection than all other materials in that the rate of change in the calorimet-

ric output is reduced and hence it can be inferred that the degradative process is

inhibited.

It is also possible to construct a calorimeter such that the sample is irradiated

with light during measurement. Dhuna et al (2008) report the development of a
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photocalorimeter and show its use in determining the photostability of nifedipine in

the solid state.

5 Application of the Technique In Vivo

While it is feasible to construct a calorimeter large enough to accommodate humans

(McLean and Tobin 1987), pharmaceutically in vivo applications really focus on

microbiology and biotechnology (Krell 2008). Partly, this is due to the fact that

growing organisms are easily monitored with IMC, even in complex or heteroge-

neous media. In addition, it is possible to study mixed bacterial populations or

biofilms. Since the shape of bacterial growth curves is also unique to each organ-

ism, IMC can also be used to identify bacterial species (Boling and Blanchard

1973). It is thus possible to study the effect of antibiotics on bacteria or to

investigate the growth and proliferation of bacteria on medical devices. For

instance, Gaisford et al (2009b) and Said et al (2014a) used IMC to quantify the

effect of silver-containing wound dressings against S. aureus and P. aeruginosa
while Said et al (2014b) tested the efficacy of an anti-biofilm dressing. Similarly,

human cell growth and interactions can be investigated directly (Santoro

et al 2011). Calorimetry is also used in the clinic to identify sepsis or urinary

tract infections (Braissant et al 2010).

Isothermal titration calorimetry (ITC) is widely used to investigate the binding

thermodynamics of substrates to biological ligands (and so to optimise lead
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compound design) but is also used to study systems designed to form spontaneously

following oral delivery. Examples include its use to help design anionic

liposaccharides for oral delivery (Abdelrahim et al 2012), to quantify the interac-

tion of DNA with betaxolol (Sun et al 2010) and characterise the solubilisation of

simvastatin with a range of surfactants (Patel et al 2007).

6 A “How to” Section (Example Protocols)

The ubiquity of heat2 is the technique’s primary advantage and biggest drawback. It

should be clear from the preceding text that IMC can be used to study almost any

sample one might imagine but it is often the case that the data are complex in shape

because they may comprise contributions from several simultaneous processes. It is

also true that calorimetric data are extremely susceptible to systematic errors

because of the accidental measurement of one or more of a range of processes

(such as solvent evaporation and/or condensation, erosion, side reactions and so on)

that may occur concurrently with the study process(es). These errors become

proportionately more significant as the heat output from the study sample decreases.

The majority of the effort in performing a calorimetric measurement should be

devoted to setting up the experiment to ensure that erroneous or unexpected powers

have not been accidentally introduced as a corollary of poor experimental design or

execution.

It is clearly possible to design a wide range of calorimetric arrangements and it is

important to understand the types of sample each is most suited to studying. The

design of many instruments is a compromise between factors desirable for good

calorimetric measurement and factors necessary to ensure a certain measurement

function, meaning that careful experimental design and suitable calibration (pref-

erentially using chemical test reactions) are essential precursors to accurate sample

measurement. Selection of the most appropriate calorimeter design is critical when

planning an experiment. Hopefully, the examples given in the previous section will

direct the reader in making the best choice, but in general terms;

• Adiabatic solution calorimeters are really suited to reactions that progress to

completion within 1–2 h, because of the inherent difficulties in making the

necessary heat-loss corrections over longer time periods. They are not therefore

suitable for stability assays, but are appropriate for dissolution processes

• Power compensation instruments have a lower detection limit but a better

capacity to cope with high powers and are therefore usually used to study

energetic reactions with large heat rates

• Heat conduction calorimeters, because they can measure micro and even nano-

Watts are most suited, and most commonly used, for the study of long-term, low

2The author’s personal favourite definition; Heat does not come in different colours, Cooper

et al. 2001.
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energy reactions, typified by the degradation mechanisms often followed by

pharmaceuticals.

7 A “Don’ts” Section (Common Mistakes People Make
and How to Avoid Them)

It follows from above that a common mistake might be to select the wrong type of

calorimeter design. A good principle would be to review the literature where similar

samples have been studied, and note the type of calorimeter typically used. It is also

critical that the sample is loaded properly, that no contaminants are on or in the

system and that (if solvents or humidity are involved) that the sample chamber is

hermetically sealed. A leaky seal will permit constant evaporation of the solvent,

which will manifest as a constant, endothermic deflection from baseline. A further

consideration is necessary if the solvent used is not ethanol. Methanol and most

other organic solvents usually have the capacity to swell or degrade the o-rings

forming the hermetic seal. If such an interaction is suspected, then an o-ring should

be exposed to the solvent prior to measurement for confirmation and any o-rings in

the instrument switched to a version made from a resistant polymer (for instance,

Kalrez®).

A final consideration is to match the dynamic range of the instrument to the

magnitude of the power being produced by the sample, if such a facility is available.

Some high-sensitivity instruments have maximum dynamic ranges (for instance,

the TAM 2277 system cannot measure powers larger than 3 mW).
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Chapter 13

HPLC/UHPLC

Steen Honore Hansen

Abstract Separation techniques have become unavoidable in the drug develop-

ment process. All samples must be considered to consist of several components. It is

important to verify that a compound developed in the initial research phase pri-

marily contain the expected compound and not a number of major impurities that

may be responsible for effect or side effects, but even a “pure” API do always

contain minor impurities which have to be controlled. The formulated drug prod-

ucts contain a lot of excipients and have to be tested for stability where new

impurities may be formed. In the clinical trials samples of plasma, urine, tissue

etc. also have to be analysed for the drug substance and its metabolites often in very

low concentrations. Therefore all these samples must be considered as complex

samples and separation is needed in order to determine each component in a

selective and reliable way.

Liquid chromatography is most useful for such qualitative and quantitative

analysis and is performed using high performance liquid chromatography (HPLC)

or ultra high performance liquid chromatography equipment (UHPLC). Using these

techniques high efficiency separations are achieved, and in this chapter these

techniques are described in detail.

Keywords High performance liquid chromatography (HPLC) • Ultrahigh

performance liquid chromatography (UHPLC) • Separation theory • Separation

selectivity • Separation efficiency • Detection • API purity • Drug stability •

Sample preparation • Validation

1 Introduction

High performance liquid chromatography (HPLC) was developed in 1960s (Huber

1969) and has since become the most commonly used chromatographic technique

in areas like drug development, food analysis and environmental monitoring. In the
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beginning of this millennium the technique was further developed into what is

called ultrahigh performance liquid chromatography (UHPLC). At an early stage in

the development HPLC was named high pressure liquid chromatography because

of the relative high pressures used during analysis and with UHPLC the used

pressures are even higher but the basic principles are the same.

Today these techniques are often just mentioned as liquid chromatography (LC).

1.1 Chromatographic Separation

A chromatographic technique involves two phases of which at least one is mobile

and the other most often is stationary. The two phases move relative to each other

and in most cases the mobile phase move through a bed of a stationary phase. The

stationary phase may be a piece of paper (paper chromatography), particles of a

suitable material placed as a thin layer on an inert support (thin-layer chromatog-

raphy) or packed into a tube (a column) (column chromatography). Column chro-

matography can be executed using a liquid (liquid chromatography; LC) or a gas

(gas chromatography; GC) as the mobile phase. Before HPLC came into play

column chromatography was performed using gravity flow of the mobile phase.

The basic physico-chemical principle of chromatography is the partitioning of

analytes between two immiscible phases. When a mixture of analytes is introduced

into an LC system a number of separation mechanisms will influence the partition

of analytes between the two phases. The two phases move relative to each other and

in most cases one phase moves (the mobile phase) while the other is stationary (the

stationary phase). Sample molecules introduced into the chromatographic system

will be exposed to a number of interactions (diffusion, collisions, dipole-dipole

interactions, hydrogen bonding, electrostatic interactions etc. as illustrated in

Table 13.1) in the two phases simultaneous with the transport of the analytes

through the system. The interactions taking place are dependent on the physical

and chemical nature of the analytes as well as of the mobile and stationary phases

and may result in different partition of analytes between the two phases and thus in

Table 13.1 Energy in bonds or of intermolecular forces

Type of bond/Intermolecular force

Example of interacting

molecules

Energy in

Kj/mol

(Kcal/

mol)

Covalent RH2C-CH2R 400–1200 (100–300)

Ionic R4N
+-OOC-R 200–800 (50–200)

Hydrogen bond H3COH•••••HOH 20–50 (5–12)

Dipole-dipole C6H5Cl/H3CC�N 12–40 (3–10)

Dipole-induced dipole H3CC�N/C6H6 10–25 (2–6)

Dispersion/van der Waal C6H6/C6H14 5–20 (1–5)
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different migration rate through the system. A difference in migration rate of

analytes in the system is synonymous with separation.

In this chapter an introduction to important separation principles in LC is given

and how these principles can be used for separation, identification and quantifica-

tion of analytes in the drug development process. The use of some chromatographic

theory is needed in order to fulfill requirements from the health authorities control-

ling the quality of drug on the market. The quality of drugs and drug substances is

regulated through the quality standards given in the international pharmacopoeias

(e.g., Ph.Eur 2015; USP 2014). It is important to verify that a given chromato-

graphic system is suitable for the intended purpose and this is done using a system

suitability test. In such a test requirements to the number of theoretical plates, the

retention factor and/or the resolution of given analytes are often stated and should

be fulfilled before, during and after using the system. This will provide the highest

reliability of the data produced.

1.2 Theory of Partition

Differential migration of individual compounds through the chromatographic sys-

tem depends on the equilibrium distribution of each compound between the sta-

tionary phase and the mobile phase. Therefore, differential migration is determined

by those experimental variables that affect this distribution such as the composition

of the mobile phase, the composition of the stationary phase and the temperature

(Snyder et al. 2010; Scott 1992). If we want to alter migration to improve separa-

tion, we must change one or more of these variables. The equilibrium distribution of

an analyte in a two-phase system is given by the distribution constant, KC

(Fig. 13.1):

Analyte in 
organic phase

Analyte in 
aqueous phase

Fig. 13.1 An analyte have

a certain distribution

constant, KC, for a given

system of two immiscible

phases at a given

temperature and pressure
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KC ¼ Cs

Cm

where Cs is the concentration of compound in the stationary phase and Cm is the

concentration of compound in the mobile phase. The speed by which each com-

pound migrates through the column is determined by the number of molecules of

the compound which is statistically in the mobile phase at any instant, since sample

molecules do not move through the column while they are in the stationary phase.

The partitioning of molecules between the two phases is, however, a very rapid

process. Retention of a compound is therefore determined by its distribution

constant. Compounds with a large distribution constant have statistically a large

portion of its molecules in the stationary phase and these compounds are strongly

retained in the chromatographic system. Compounds with a small distribution

constant have statistically a small portion of its molecules in the stationary phase

and these compounds are less retained.

A compound appears to migrate smoothly through the column but at the molec-

ular level the migration of a compound is highly discontinuous. Each time a

molecule is transferred to the stationary phase, its migration is temporarily stopped

while other molecules of the same kind pass further on. Some of these are

immobilized a moment later and will be passed by the first molecule, and so

on. Each molecule will thus follow a rapid, random alternation between the

stationary and the mobile phase where the concentration of a compound, HA, in

the stationary phase (s) and in the mobile phase (m) is determined by the distribu-

tion constant, KC:

KC ¼ HA½ �s
HA½ �m

The distribution constant is a constant relating to specific molecular specie, but

often the molecules can be present as different species e.g., by dissociating in a

polar aqueous phase:

HAþ H2O $ A� þ H3O
þ

or form dimers in the organic phase:

2HA $ HAð Þ2
These equilibria are very fast compared to the chromatographic process and it is

therefore appropriate to look at the total distribution of all the species of a com-

pound between the two phases:
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DC ¼ HA½ �s þ A�½ �s þ HAð Þ2
� �

s

HA½ �m þ A�½ �m þ HAð Þ2
� �

m

¼ HAtotal½ �s
HAtotal½ �m

The distribution between the two phases can also be expressed as the mass distri-

bution ratio by multiplying the concentrations with the matching phase volumes:

Dm ¼ HAtotal½ �s � Vs

HAtotal½ �m � Vm
¼ amountof HAð Þtotal

� �
s

amountof HAð Þtotal
� �

m

:

1.3 Retention

The retention volume, VR, of an analyte is the volume of mobile phase needed to

elute the analyte to its maximum concentration from the chromatographic system

(Fig. 13.2):

VR ¼ tR � F

where tR is the corresponding retention time and F is the flow rate of the mobile

phase in mL/min.

The hold-up volume (also named the dead volume), VM, corresponds to the

volume of mobile phase present in the system between the site of sample injection

and the detection cell. This volume has to be moved out of the system before an

Fig. 13.2 A schematic chromatogram showing relevant chromatographic parameters
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analyte injected and being only present in the mobile phase can reach the detector

(Dm� 0).

When an analyte is eluted to it maximum concentration half of it has left the

system in the mobile phase and the other half is still in the system distributed

between the mobile and the stationary phase:

VR � HA½ �m ¼ Vm � HA½ �m þ Vs � HA½ �s

Thus

VR ¼ VM þ Vs
HA½ �s
HA½ �m

¼ VM þ VsDC;

and this lead us to:

VR ¼ VM þ VMDm ¼ VM Dm þ 1ð Þ

Dm is the mass distribution ratio of the analyte and is often referred to as the

capacity factor, k or k’. Now k is the preferred designation and is more correctly

called the retention factor.

For most purposes retention times are used instead of retention volumes

resulting in the equations:

tR ¼ tM k þ 1ð Þ and k ¼ tR � tM
tM

The correlation between retention and distribution ratio in a chromatographic

system is obvious and the use of k-values makes it easy to compare chromato-

graphic systems between different laboratories when using the same stationary and

mobile phases but with different column dimensions and/or different connecting

tubes.

1.4 Selectivity

The relative retention between two compounds, α, is equivalent to the ratio between
their mass distribution values

α ¼ k2
k1

where k2 is the retention factor of the later eluting compound and k1 the retention

factor of the first eluting compound. α is dependent of the nature of the
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chromatographic phases and the temperature and its value should be kept within the

range from 1.05 to 2 because larger values will result in unnecessary long

analysis time.

Changing the selectivity in the separation is one of the most important ways to

improve chromatographic separation and this is primarily done by changing the

nature of the mobile and/or the stationary phase. Sometimes a change in column

temperature may also affect the selectivity.

Please observe that the relative retention in Ph.Eur. is based on the ratio between

retention times without correcting for the hold-up volume, tM. This is done in order

to avoid determination of tM, but it may sometimes lead to a significant difference

from the correct α-value for early eluting analytes.

1.5 Separation Efficiency

Molecules from a number of compounds in a mixture will after a chromatographic

separation appear in separate bands if the compounds have different Dm-value

(k-value). All molecules will migrate back and forth between the mobile and the

stationary phase and the amount of each type of molecules present in the two phases

is a statistical question dependent on the mass distribution ratio of each compound.

The faster this exchange of molecules between the two phases is, the better will

differences in partition ratios between analytes be expressed, and the more efficient

the separation will be. In principle the molecules of an analyte should be brought

into equilibrium between the two phases to express the distribution ratio. This will

theoretically take place a number of times during the migration of the analytes

through the column. Each equilibrium obtained can be considered equivalent to a

theoretical plate also called the height equivalent to a theoretical plate, H. This

theory is similar to the theory of theoretical plates in a distillation column (Martin

and Synge 1941).

The number of theoretical plates, N, in a column is equivalent to the length, L,

divided by H.

N ¼ L

H

The plate height has the length σ2/x, where σ is the standard deviation of the

Gaussian peak (see Fig. 13.3) being equivalent to ¼ of the peak width, w, and x

is the distance travelled.

For a peak just leaving the column the following equation is valid

N ¼ Lx

σ2
¼ 16 Lxð Þ2

wb
2

and when using time units for column length and peak width we get
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N ¼ 16
tR
wb

� �2

¼ 5:54
tR
wh

� �2

where wh is the peak width at half peak height and wb is the peak width (~4σ) at
base line. It is therefore easy to calculate the number of theoretical plates for a

certain compound using the chromatogram obtained. The number is dimensionless

and the narrower the single peak, the more peaks can be separated and the higher

the number N. The number of peaks possible to separate in a given chromatographic

system assuming Gaussian peaks and a resolution of 1 is expressed as the peak

capacity, PC:

PC ¼ 1þ √N
4

ln
tR
tM

� �

1.6 Resolution

The separation of two closely eluting, gaussian peaks can be expressed by the

resolution, RS,

RS ¼ 2
tR2

� tR1

wb1 þ wb2

� �
¼ 1:18

tR2
� tR1

wh1 þ wh2

� �

Fig. 13.3 A Gaussian peak

with relevant parameters

assigned
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where tR2 and tR1 is the retention of the last and the first elution peak, respectively.

The peak width may be measured at base line, wb, or at half width, wh.

When a resolution of 1.0 is achieved an overlap between the peaks is about 3%

and when RS¼ 1.5 an overlap of only 0.2% is present. Thus, with RS� 1.5 the

peaks are considered to be fully separated. However, this is only true when the

peaks in question are of similar heights. If large differences in peak heights are

present the minor peak may be compromised by a larger overlap from the major

peak. In such cases another parameter for the resolution based on a peak to valley

measurement can be used for characterization of the separation (Fig. 13.4).

An increase in resolution may preferably be achieved in two different ways:

(1) by increasing the difference in retention (this is an increase in selectivity, α) or
(2) by achieving more narrow peaks (this is an increase in efficiency, N). The

change in α can be achieved by changing the constituents of the mobile phase (e.g.,

buffer (pH) and/or the organic solvent). The increase in efficiency is achieved by

selecting a column containing a packing material with a smaller particle diameter

(i.e., another column).

The resolution may also be expressed using the approximate formula

RS ¼ 1

4
√N

α� 1

α

� �
k

k þ 1

� �

where efficiency, selectivity and retention are represented. From this it is directly

deducible that it requires four times the number of theoretical plates to double the

resolution, and as N is proportional to the length of the column an increase in

analysis time of four will be the result. Therefore, a change in the selectivity is to be

preferred. If it is possible to increase α from 1.05 to 1.10 the need for theoretical

plates is decreased with a factor of 4 (Table 13.2). Thus an increase in relative

retention will reduce the need for separation efficiency, and shorter columns may be

used reducing the time of analysis accordingly. From Table 13.3 it can be learned

that an increase in retention factor beyond 10 will only result in increase in analysis

time without much improvement in separation.

Fig. 13.4 Peak to valley-

ratio
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1.7 Summary on Theory

The basic of chromatography is partition of analytes between two immiscible

phases. In LC the mobile phase is a liquid while the stationary phase is a solid or

a liquid. A difference in distribution ratios is needed in order to obtain separation of

analytes. From the theory outlined above a number of parameters can be

highlighted: Retention can be expressed in time, tR, or volume, VR, units but

could preferably be expressed as the retention factor, k, because this is identical

to the mass distribution ratio, Dm. Values of k can be use when comparing similar

LC system between laboratories independent of column dimensions. Separation

efficiency of the chromatographic system is given by the number of theoretical

plates, N, and the separation of an analyte from closely eluting peaks is expressed

by the resolution, RS.

These parameters are often used in the characterization of chromatographic

system and are important parameters for evaluation of the suitability of a chro-

matographic system when used in system suitability tests in pharmacopoeias.

Table 13.2 The required number of theoretical plates, N, as function of selectivity, α

α α
α�1

� �2
Necessary number of N for RS ¼ 1:5 and k ¼ 2

1.01 10,201 826,281

1.02 2601 210,681

1.03 1177 95,377

1.04 676 54,756

1.05 441 35,721

1.10 121 9801

1.15 58 4418

1.20 36 2916

1.25 25 2015

1.30 19 1514

Table 13.3 The required number of theoretical plates, N, as a function of retention

Retention factor k

Necessary number of N to obtain RS ¼ 1:0 for given α
α ¼ 1:05 α ¼ 1:10

0.1 853,780 234,260

0.2 254,020 69,700

0.5 63,500 17,420

1.0 28,220 7740

2.0 15,880 4360

5.0 10,160 2790

10 8540 2340

20 7780 2130
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1.8 The Chromatographic Process

A minimum of knowledge about what is going on inside the analytical column

during separation will ease the understanding of what is important when designing a

new LC method.

When an analyte enters the chromatographic column the molecules will travel

with the mobile phase in between particles and through pores in the column packing

material. The molecules will therefore travel different distances which will result in

distribution into a larger volume of mobile phase and thus a broader chromato-

graphic peak when the analyte leave the column. This phenomenon is call EDDY

diffusion (Fig. 13.5).

Furthermore, the molecules will be exposed to diffusion, which will have a

significance in the longitudinal direction of the column and thus also lead to peak

broadening. However, this contribution to the peak broadening will diminish with

increasing flow-rate (Fig. 13.6).

Finally, the kinetics of the mass transfer of molecules between the two phases is

important for the separation efficiency of the LC system. A fast exchange of the

molecules between the two phases will promote the expression of the difference in

mass distribution ratio between analytes and in this way increase separation effi-

ciency. An increase in column temperature and a decrease in viscosity of the mobile

and stationary phases will increase the exchange rate between phases and thus

increase separation efficiency.

The individual contribution of the three parameters eddy diffusion, A, longitu-

dinal diffusion, B, and mass transfer, C, to H as a function of the flow rate, u, of the

mobile phase has been described in the classic van Deemter equation (Van Deemter

et al. 1956)

Fig. 13.5 Principle of EDDY diffusion
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H ¼ Aþ B

u
þ Cu

The van Deemter equation now exists in a number of refined versions (Huber and

Hulsman 1967; Done and Knox 1972) but the basic principles are the same.

This can also be visualized in a diagram where the efficiency given as one

theoretical plate, H, is plotted against the flow rate. The smaller the value of H, the

more efficient is the system. From this Figure it is obvious that if loss in separation

efficiency due to mass transfer can be minimized the flow rate may be increased

leading to shorter analysis times. A deeper look into the van Deemter equation will

also reveal that decreasing particle diameters of the column packing material will

lead to increase in separation efficiency (Fig. 13.7).

1.9 Execution of HPLC/UHPLC

A basic HPLC equipment consists of a high pressure pump, a sample injection

device, the separation column and a detector (Fig. 13.8).

Fig. 13.6 Mass transfer of

analyte between the

chromatographic phases

Fig. 13.7 The principle of

a van Deemter plot
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The mobile phase is contained in a reservoir in which it also can be degassed.

Water and polar organic solvents contain a certain amount of dissolved air. When

the mobile phase is placed under pressure in the chromatographic system the

solubility of the air increases, but when the pressure gradually decreases from the

inlet to the outlet of the separation column the air may be released and form small

bubbles that may disturb the detector signal. Therefore it is important to degas polar

solvent prior to use in a pressurized LC system. Mixing of water and organic liquid

will also result in release of air seen as bubbles. Therefore careful degassing of

mobile phases is especially important when using gradient elution.

When samples contain a number of analytes with very different polarity (large

span in distribution constants) gradient elution, where the eluting strength of the

mobile phase is gradually increased during chromatography, is used. This has the

advantage that late eluting peaks will be eluted earlier as sharper and higher peaks

thus improving detection limits. The immediate reduction in analysis time observed

is however somewhat lost due to the needed time for re-equilibration to the initial

mobile phase condition. The correct re-equilibration is very important in order to

keep constant retention times. If full re-equilibration is not achieved the retention of

the analytes in the following chromatogram will be shorter—especially of the early

eluting peaks. Gradient elution in the form of a washing step with strong eluting

properties may also be useful in order to “clean” the column for strongly retained

solutes.

Fig. 13.8 Basic components of an HPLC system
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The HPLC pump is designed to deliver a constant flow against a high pressure.

In standard HPLC equipment the pressure limit is about 400 bar while it in UHPLC

may be as high as 1500 bar. This puts a high demand on the technology in order to

avoid leakages in the instrument. The constant flow is a must if reliable qualitative

and quantitative data are to be obtained. Any particles in the mobile phase or in the

sample will be deposited on top of the HPLC column and therefore a filter is placed

on the solvent inlet line. If the separation column is gradually blocked due to

injection of samples containing particles or material sticking onto the stationary

phase the pump should compensate by increasing the pressure and keeping the flow

rate constant.

Sample injection may be performed using a manual high pressure loop valve or

by the use of an autosampler. The advantage of an autosampler is of course that the

system will be able to work 24 h a day. Both injection devices should of course be

able to withstand the high pressure in the system.

All partitioning between the mobile phase and the stationary phase are depen-

dent on the temperature. The column system should be kept at a constant temper-

ature. A larger difference in temperature between the sample (kept at room

temperature) and the column (e.g., 50 or 60 	C) will result in peak broadening

due to problems with mixing of liquids of different temperatures. This can be

overcome by keeping the temperature of the capillary coming from the injection

device to the column at the same temperature as the column.

The separation column (for HPLC and UHPLC) is the heart of the chromato-

graphic system. It is in the column the analytes distribute between the two phases

and in this way get separated. It is the composition of the mobile and the stationary

phase that primarily control the separation. The separation principle is either

straight phase (normal phase) chromatography, where the stationary phase is

more polar than the mobile phase, or reversed phase chromatography, where the

stationary phase is more nonpolar than the mobile phase.

For straight phase systems silica is often the preferred column packing material.

Silica is an inorganic polymer formed by addition of acid to a silicate solution.

However, silica from different manufacturers is often different in behavior due to

different manufacturing processes. A typical mobile phase would be a mixture of

heptane with 5% of 2-propanol. However, if aqueous samples are injected into such

a system the water will stick to the silica and gradually form an aqueous stationary

phase and therefore such systems are difficult to keep in equilibrium. Straight phase

systems are therefore not suitable for analysis of aqueous samples. In the beginning

of the HPLC era silica contained a lot of metal ions (type A silica) which had an

influence on the chromatographic performance, but now silica for chromatography

is always highly purified (type B silica) (Gilroy et al. 2003) (Fig. 13.9).

It was a major break-through when stable stationary phases to be used in

reversed phase chromatography became available in the beginning of the 1970s.

Silica with chemically bonded stationary hydrophobic phases is used together with

aqueous mobile phase made up of water and a miscible organic solvent like

methanol or acetonitrile. The mobile phase can be further modified with a buffer

to control pH and also with other additives. Reversed phase chromatography made
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it possible to directly analyse aqueous samples, and this principle has now become

the far most used HPLC technique of all.

Basically the chemically bonded phase packing materials consist of silica

material chemically modified with more or less hydrophobic organic molecules.

The most used material is the octadecylsilylsilica (called ODS or C18 material,

Fig. 13.10) which has C18 hydrocarbon chains on the surface. There seem to be no

limit to the type of modification of the silica surface that can be performed.

Presently (2014) there is close to one thousand different C18 materials on the

market and they are all more or less different in their chromatographic character-

istic because differences in manufacture of the silica and also in the bonding of the

C18 groups. It is therefore recommended not to change the brand of a column

packing material when first a method has been established.

A column packing material based on silica is not fully stable because very small

amounts will dissolve over time. This is generally not a problem at low pH but at pH

above ca. 8.5 silica dissolves and will disappear if no precautions are taken.

However, from the beginning of this millennium a number of column packing

materials for reversed phase chromatography which can be operated at high pH,

have become available.
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Another direction of the technological development has been within particle size

of the column packing materials. Starting out in about 1970 with solid core particles

of about 40 μm in diameter having thin layer of porous silica on the surface smaller,

fully porous particle sizes of 10 and 5 μm soon became available. In the 90s 3 μm
became available and now column packing materials with particle sizes of

1.3–2 μm is state-of-the-art. It is remarkable that a number of the small particles

now again are manufactured with a solid core and with a thin porous layer on the

surface (DeStefano et al. 2008; Yoon et al. 2007). The decrease in particle diameter

will of course lead to higher backpressures in the system. This can be overcome in

two ways: a shorter column can be used because the smaller particles give more

efficiency (higher number of theoretical plates) or by using higher pressures.

Columns packed with 5 and 3 μm particles can be run in a standard HPLC system

with a pressure limit of 400 bar (¼40 Mega Pascals). But 1.5 μm particles require

equipment that is able to run at a much higher backpressure and therefore UHPLC

was developed. The chromatographic principles are the same as previously but new

demand on the pumps, autosamplers and detectors had to be met. The pumps and

autosamplers have to be able to withstand high pressures up to 1000–1500 bar

(100–150 Mega Pascals) at the inlet side of the HPLC column. Using the column

packing materials with 1.3–2 μm particles will provide very high number of

theoretical plates and therefore the column dimensions can be reduced and analysis

time and amount of mobile phase can be considerably reduced (see Tables 13.4 and

13.5). The high efficiency gives very narrow chromatographic peaks which means

new demand on the detector cell volume to avoid that peaks separated on the

column are mixed up in the detector cell. To fully explore the advantages (high

efficiency and high speed of analysis) of UHPLC, UHPLC equipment is needed. On

the other hand it is possible to use columns with 2–2.5 μm particles in standard

chromatographic systems if the column length is not reduced too much (not below

50 mm). To do this it is important to optimize (reduce) the extra column volume

which is in the connecting tubing from the injection device to the column and from

the column to the detector incl. the detector cell volume.

Detection of analytes in the column effluent can be performed in many ways. The

most widely used principle is spectrophotometry. A spectrophotometer equipped

with a flow-through cell is all that is needed, but special requirements are needed.

Table 13.4 Effect of column length and particle size on column efficiency (N)

Resolving 
Power

N(5 µm)
12,500

8,500

6000

4,200

-

12,0007,000

-10,500

-14,000

-21,000

Resolving
Power

N(1.8 µm)

Resolving 
Power

N(3.5 µm)

Column
Length 
(mm)
150

100

75

50

6,5004,20030

- 2,5002,10015

Resolving
Power

N(1.3 µm)

-

-

-

-

12,000

-
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One of the first HPLC detectors developed had a mercury lamp as the light source.

This provide discrete emission lines of which the line with the wavelength 2537 Å
(254 nm) has the strongest light intensity giving the lowest limits of detection when

used as detection wavelength. This is also the reason why many chromatographers

still use 254 nm as the detection wavelength for their methods, although mercury

lamps no longer are in use. Spectrophotometric detectors today are variable wave-

length detector able to detect at several wavelength at the same time or diode array

detectors where full UV spectra can be obtained inmilliseconds and thus in each data

point of the eluting peak. The spectrophotometric detector can be used in the

wavelength range from 190 nm to about 800 nm but limitation may occur due to

light absorbance of the mobile phase in the lower UV range.

Many other detection principles have been proposed and a number is commer-

cially available and the most important of these are shown in Table 13.6. Of these

detectors especially the mass spectrometer (MS) becomes more and more important

because this detection principle provides not only quantitative information but also

information on the molecular structure as well as much higher selectivity than the

UV detector.

It is important to have a detection volume that is appropriate in relation to the

peak width of the chromatographic peak. If the detection volume is too large two

closely eluting but separated peaks will be mixed in the detector cell and will then

Table 13.5 Some typical HPLC columns and the corresponding eluent consumption

Column

dimension

(mm)

Particle

size

(μm)

Flow rate

(mL/min)

Mobile phase

consumption (Rel.

%)

Injection

volume

(μL)

Volume of liquid

in column (μL)
Permeability¼ 0.6

250� 4.6 5 1.0 100* 20 2491

150� 4.6 3 1.0 60 (rel. to *)¤ 20 1495

150� 2.0 3 0.2 12 (rel. to *) 5 198

100� 2.0 2.5 0.2 8 (rel. to *) 5 132

50� 4.6 1.8 1.0 33 (rel. to ¤) 20 498

100� 4.6 1.8 1.0 60 (rel. to *) 20 997
*relative to 250 � 4.6 mm with 5 μm particles
¤relative to 150 � 4.6 mm with 3 μm particles

Table 13.6 Some selected, commercially available LC detectors and their typical performance

Detector

Lower limit of detection

(ng)

Compatible with gradient

elution

Ultra-violet (UV) 0.1–1 Yes

Fluorescence 0.001–0.01 Yes

Mass spectrometry (MS) 0.001–0.01 Yes

Electrochemical (ECD) 0.01–1 No

Refractive index (RI) 100–1000 No

Evaporative light scattering

(ELSD)

0.1–1 Yes

Charged aerosol (CAD) 0.1–1 Yes
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appear as one unresolved or only partly resolved peak. Accordingly, detector to be

used for high efficiency separations should also have a fast electronic response. If

the response factor of the detector is too long chromatographic separated peaks may

appear as partly unresolved peaks in high efficiency systems.

1.10 LC in Drug Discovery, Development
and Manufacturing

HPLC has since its commercialization in the late 1960s become the most important

analytical chemical technique for analysis of drug substances and drugs. It is the

work horse when identity and quantity of analytes are to be determined.

In the early discovery process a lot of molecules are to be tested in different

assays. The quality (purity) of the test samples must be known to avoid wrong

conclusions on the test result. Already at this stage LC coupled to MS are used to

verify identity and purity of samples.

When lead substances have been selected they will be produced in a larger scale

to be used in preliminary animal experiment. At the preclinical stage LC is used not

only for quantitative analysis and purity testing but can also be used for determi-

nation of physico-chemical characteristics of the compound. Preclinical character-

ization parameters like pKa, log P and log D values can be determines using LC

(Chiang and Hu 2009). pKa values can of course be determines using other

techniques like UV-spectrophotometry or titration but especially determination of

log P and log D values using reversed phase LC have shown to be useful.

In early drug discovery it is also important to obtain knowledge about the

biotransformation of the drug substance in different animal species incl human

(Zhang et al. 2007). Initially this is performed using isolated liver microsomes or

intact hepatocytes from the different animal species. Preferably all drug metabolites

found in humans should be qualified in the animal toxicity studies.

1.11 Drug Formulation and Stability

The analysis of dosage forms can easily be performed using LC. However, it should

always be considered if a more simple approach can be applied for such analysis. If

the dosage forms only contain one API having UV absorption and a number of

non-UV absorbing excipients, quantitative UV measurements may be preferred. If

the dosage forms contain UV absorbing excipients, contain more than one API or it

is a question of a stability indicating method, LC is a logic choice. Such analysis are

typically performed using reversed phase LC and with UV detection. The drug

formulation is dissolved in the appropriate volume of mobile phase and after

filtration or centrifugation the sample is injected onto the LC.
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Although a “pure” API may be considered a multicomponent system because

small amount of impurities always will be present the mixing of the API with

excipients is a real multicomponent system. When creating such a formulation a

number of items have to be considered in order to obtain a stable product. It is not

only the compatibility between each individual ingredient but also possible pres-

ence of impurities in the excipients which may—being a impurity of a major

component of the system compared to the amount of API—comprise a significant

problem (Wu et al. 2011). Examples of this are the content of peroxides in

polypyrrolidone resulting in oxidation of the API.

The API can also under certain conditions react with excipients and form new

compounds—impurities. And if they amount to a certain level they have to be

identified and qualified with respect to toxicity.

Examples: 5-aminosalicylic acid (5-ASA) a drug used to treat gut deceases was

to be formulated as an enema. The API can easily be oxidized, a reaction which is

catalyzed by trace metals e.g., iron and therefore citric acid was added partly as a

buffer substance and partly for scavending possible catalytic divalent cations. It

lasted a while before it was discovered that the API and citric acid reacts with each

other (Larsen et al. 2009). The product was assayed for content of 5-ASA by HPLC

during the stability trial and because 5-ASA is an amino acid it elutes fairly early in

a reversed phase system. However, the formed reaction products were amides and

esters (Fig. 13.11) that had a considerably longer retention and therefore eluted as

broad peaks in later chromatograms. Such broad peaks will first be detected when

they have reached a significant amount. This is an example that shows that it can be

a good idea to used gradient elution where late eluting impurities are more easily

detected at an earlier stage in the drug development process.

In general citric acid and other multivalent carboxylic acid are likely to react

with alcohol groups and with primary and secondary amines to form esters and

amides, respectively. The reaction is of course much faster in solution compared to

COOH

OH

H2N

H2N

COOH

COOH

HOOC OH

COOH

HO

NH C OH
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COOH
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COOH

O
C OH
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COOH
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+ +

5-ASA Citric Acid

Amide and ester derivatives

Fig. 13.11 Reaction between 5-aminosalicylic acid and citric acid forming the symmetrical

citrates. The corresponding asymmetrical citrates are also formed
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the solid state but even in solid state some micro environment with water may

create an environment for such processes to take place.

Drug substances containing carboxylic acid groups can therefore also react with

excipients having alcohol groups in their structure. An example of this is the drug

substance cetirizine which has been shown to react with polyalcohols like sorbitol

and glycerol as well as polyethylene glycols (Yu et al. 2010). Cetirizine is formu-

lated as drops, syrups as well as tablets, and impurities being reaction products

between the API and some excipients have been found in the liquid preparations.

2 Animal Experiments

Already at a very early stage in the drug development process biochemical in vitro

systems comprising the use of cells or subcellular preparations are used. In order to

be able to study the fate of the drug substance and possible transformations products

in these systems more dedicated separation and detection techniques are required.

HPLC is still a very important tool but now UHPLC seems to take over due to the

very high separation efficiency. This combined with the latest developments in

mass spectrometry is an extremely valuable tool for picking the needle in the

haystack. This is becoming even more important in the analysis of biopharmaceu-

tical often used at very low doses. It is not unusual to measure at a level of few

picogram per mL of plasma.

Initial in vitro experiments with hepatocytes or subcellular fraction thereof take

place in order to look at drug metabolism in different animal species as well as in

humans. Also at this stage HPLC become unavoidable as metabolites have to be

separated and even isolated and purified in a sufficient amount to be analysed by

NMR (nuclear magnetic resonance) to give the final chemical structure. The NMR

technology has developed into a level that makes it possible to elucidate the

structure of sub milligram down to a few microgram of substance, and these

amounts may be isolated using an analytical HPLC column. If larger amounts of

metabolites are to be purified the possibility is to use larger columns and also for

this purpose UHPLC technique is available.

A typical bioanalytical method consists of a sample preparation including a

concentration step followed by LC-MS. The sample preparation is either performed

using liquid-liquid extraction or using solid phase extraction followed by evapora-

tion of the organic extract and reconstitution in the mobile phase. For extraction

solid phase extraction columns in a 96 well-plate format can be used enabling high

through put analysis.
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3 Clinical Trials and Bioanalysis

After the preliminary animal toxicity studies have been performed and it has been

verified that humans do not produce other metabolites than those observed in

animal studies and when the formulation of the drug product is finalized the first

clinical trials on healthy humans can take place.

The bioanalytical methods developed during animal studies can often be used to

follow the plasma concentrations in clinical studies.

3.1 “How to” and “Don’t do”

Performing HPLC/UHPLC is in principle a very straight forward activity. Famil-

iarize yourself with the hard-ware and soft-ware. Prepare the mobile phases and

flush the instrument. Select and install your column (in more than 90% of the cases

reversed phase will be used typically with a C18 column packing material), and be

sure to avoid dead volumes in the connections between tubing, column and detec-

tor. Bring your sample into solution and secure that the solution is free of particles

(by centrifugation or filtration) and is compatible with the mobile phase (that the

sample solvent has a similar or less strong elution effect on analytes compared to

the mobile phase) and that no precipitation will occur (e.g., from proteins in

biofluids). The detection principle should of course be compatible with the mobile

phase (no strongly UV absorbing components if UV detection is used and only

volatile constituents when MS is used).

Troubleshooting is an unavoidable part of performing HPLC/UHPLC. It is not

possible to give a full presentation of this in the present text, but a help to solve

problems can be found from manufacturers or in text books. Only the most common

mistakes that can ruin the analysis are presented here.

One of the most encountered mistakes among unexperienced chromatographers

is injection of samples dissolved in a solvent which is stronger eluting than the

mobile phase. This may lead to peak broadening, peak distortion or even to

disappearance of the peak. A typical example may arise when analysis of drug

substances and drugs with low solubility in water are to be performed by reversed

phase LC. Due to the solubility the samples may be dissolved in methanol, but if

such a solution is injected into the reversed phase system where the mobile phase

typically is a mixture of water and an organic solvent like methanol or acetonitrile,

the sample solvent is stronger elution than the mobile phase. After injection the

analyte molecules therefore prefer to stay in the sample solvent plug until it has

been mixed with the mobile phase. If there is a large difference in elution strength

of the sample solvent compared to the mobile phase (e.g., a mobile phase with a

high water content) the analyte peak may be distorted or the analyte may even be

eluted in the solvent front. Also a difference in pH may result in such problems

which are shown in Fig. 13.12 where the ionisable compounds 4-aminobenzoic acid
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and aniline is influenced by the difference in pH while the neutral compound

methylparaben is unaffected of the discrepancy between the sample solvent and

the pH of the mobile phase. The problems will of course increase with increasing

sample volume as also shown.

If the solubility of the drug necessitate use of an organic solvent for dissolution it

is important to validate if the sample can be used directly for LC analysis. Injection

of increasing sample volumes into the LC will reveal if troubles can be expected. If

it is necessary to dissolve the sample in neat methanol or acetonitrile a subsequently

addition of small amounts of water (e.g., 5 or 10%) to the sample will diminish the

problems.

If possible the sample should be dissolved in the mobile phase or a solvent which

is less strong eluting compared to the mobile phase, and all these considerations

also applies for straight phase chromatography incl. HILIC where water is the

stronger eluting solvent.

Samples ready for LC analysis should be completely free of particles and other

items that may stick to the column (e.g., fat or constituents that may precipitate

during injection). Therefore sample preparation is of the outmost importance.

Fig. 13.12 Influence of sample solvent on the resulting chromatogram. Separation of 3 test solutes

(1) 4-aminobenzoic acid, (2) aniline, (3) methylparaben in a reversed phase system with a C18

column and a mobile phase consisting of 15% acetonitrile in 20 mM phosphate buffer pH 6.0. The

solutes are dissolved in five different sample solvents and the samples are injected in a volume of

5 μL and 50 μL, respectively
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Everything that is dissolved in the final sample should be able to pass through the

analytical column. Otherwise items may build up on the column and gradually

change its separation characteristic and efficiency or even block the column. A

perfect sample preparation will avoid these problems.

When quantitative analysis is performed always measure the calibration stan-

dards in the same batch run as the samples. Use of calibration curves from a

previous batch run can result in wrong results because the LC technique is not an

absolute measurement but is based on comparison with calibration standards of

known concentration. Because a number of parameters may change from batch run

to batch run (temperature in the column, detector response, mobile phase compo-

sition etc.) calibration standards have to be measured in the same batch run.

Sometimes chromatographers are recommended to use a precolumn in order to

protect the analytical column. In such a case it is important to realize that the

precolumn is a part of the analytical column and any gradually change in retention

time or column efficiency will be restored when changing the precolumn. These

changes forth and back may have an influence on quantitative data and therefore

validation is important.

3.2 Validation

Validation of an analysis method should be performed according to the

ICH-guideline Q2(R1). Validation of a method is needed in order to prove that

the method in question is suitable for the intended purpose. The validation should

cover linearity, accuracy and precision. Limit of quantification and limit of detec-

tion is normally only needed for bioanalytical method. Furthermore, range and

robustness may be validated (se guideline) especially if the method is to be

transferred to another laboratory. The validation package can be more or less

voluminous depending of where in the discovery, development or manufacturing

process the method has to be used. However, some minimum validation must

always be performed in order to prevent the production of unreliable analytical

data. Please do remember that all analytical data are produced to be used for

decisions for further action. Linearity, accuracy and precision should always be

investigated.

4 Conclusions

Separation techniques have become most important to obtain qualitative and

quantitative data throughout the process of drug development. HPLC with the

further technological development into UHPLC (the borderline is difficult to set)

allows qualitative and quantitative determination of several components in a
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sample within a few minutes. With the coupling to different selective detectors—

especially mass spectrometry—very sensitive and reliable analysis can be

performed also on biofluids (plasma, urine etc.) with detection down into the

femtomol range. Liquid chromatography has become extremely popular because

aqueous samples can be handled in a simple way compared to what was necessary

with gas chromatography where extraction to a volatile organic liquid was needed.

In drug development HPLC/UHPLC is very useful from the early development

phase, into the API characterization, the drug formulation process, the drug stability

testing and the analysis of biofluids during clinical trials. But remember: Validation

is a very important part of any method development to assure reliable data.
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Chapter 14

Capillary-Based Techniques for Physical-
Chemical Characterization of Drug
Substances and Drug Delivery Systems

Jesper Østergaard, Susan W. Larsen, and Henrik Jensen

Abstract Physical chemical characterization of drug compounds and drug deliv-

ery systems is challenging when the amount of material for analysis is limited.

Capillary-based methodologies based on capillary electrophoresis (CE) or Taylor

Dispersion Analysis (TDA) present a number of advantages as they are character-

ized by being fast, require a very limited amount of sample material, are easy to

automate and highly versatile. Different methods may be applied leading to a range

of physical chemical properties being probed for the same sample using the same

instrumentation. The term affinity CE covers a range of approaches for assessing

important physical chemical parameters such as non-covalent affinity constants,

pKa values as well as partition/distribution coefficients measured by quantifying

partitioning into microemulsions and micelles. On the other hand, TDA provides

data on diffusivities and hydrodynamic radius as well as viscosity. A variant of this

technique termed Flow Induced Dispersion Analysis (FIDA) may be used to

quantify non-covalent affinity interactions for charged as well as neutral species.

The present chapter highlights novel features of capillary based methods in profil-

ing physical chemical properties of drug compounds and drug delivery systems. A

number of feasible applications are described, which may serve as an inspiration in

delivery science and technology.

Keywords Capillary electrophoresis • Taylor dispersion analysis • Diffusion
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1 Introduction

Characterization and analysis of drug substances is an integrated part of the drug

development process. In the initial development phase, the amount of material

available for characterization and analysis is often a limiting factor. While this

problem has been apparent for many years, the trend towards an increasing focus on

drugs based on biomacromolecules (peptides, proteins and DNA/RNA) has further

highlighted these methodological challenges.

Faced with a few micrograms of a new chemical entity (NCE) some of the initial

questions to be asked in a drug development program might be: Is the compound

pure and stable? What is the solubility and perhaps acid base properties? What is

the partition coefficient? Does the compound interact with plasma proteins? Using

standard techniques, it may be possible to select only a few key properties to study

simply due to lack of material. Later in the development, the selection and charac-

terization and performance of the drug substances and drug delivery systems may

be additionally limited by time consuming procedures.

The focus of the present chapter is capillary-based techniques, namely capillary

electrophoresis (CE) and Taylor Dispersion Analysis (TDA) that are characterized

by low sample volume requirements (microliters), automated and rapid methods.

CE-based separation methods have therefore frequently been used as an approach

for quantification of drug substances and impurities. However, the same general

advantages also present capillary-based methods as an interesting choice for

physical-chemical characterization such as for example assessment of partition

behavior; acid dissociation constants (pKa-values) and non-covalent interactions.

The current chapter will review the basis for CE, affinity CE and TDA. In

addition to describing a number of useful physical–chemical characterization

methods, the aim is to provide guidelines to select the most appropriate technique

(s) in a given situation. The format of the present chapter prevents a detailed review

of the entire body of literature covering the subject. The aim is to provide the reader

with a practical tool that can be used in selecting methodology and be an aid in data

treatment, analysis and interpretation. More specialized reviews are available in the

literature (Henchoz et al. 2009; Heegaard and Kennedy 1999; Østergaard and

Heegaard 2003, 2006; Jia 2005; Neubert and Rüttinger 2003). In addition, the

table in Sect. 3 of the present chapter provides references to more specialized

literature covering specific applications.

2 Capillary-Based Techniques for Application
in Pharmaceutical Sciences

Capillary electrophoresis has been widely used as a separation method in

bioanalysis (Kostal et al. 2008). Many applications involve quantification of an

active pharmaceutical ingredient in plasma, drug formulations or crude products.
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It should, however, be highlighted that in relation to drug development, capillary-

based methods are highly relevant for screening and characterization of

non-covalent interactions as well as determination of physical-chemical properties

using only a minimum amount of material.

2.1 The Basics of Capillary-Based Analysis

The minimum requirement for conducting capillary electrophoresis (CE) based

analysis is a high voltage power supply, a separation channel and a detector

(Fig. 14.1) In TDA, a pressure gradient may be used to produce a hydrodynamic

flow (Fig. 14.1). Usually, narrow bore fused silica capillaries (20–75 μm inner

diameter) are used as the separation channel as they are relatively cheap and a wide

variety of protocols exists for surface modification (see Sect. 3.2). In CE, charged
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compounds are separated according to differences in their migration in an electrical

field. The electrophoretic migration velocity, va, of an analyte is given by:

va ¼ μa � E ð14:1Þ

where μa is the electrophoretic mobility and E is the field strength in the capillary.

The field strength may be controlled experimentally as it is directly proportional to

the applied potential difference between inlet and outlet of the capillary, Vapp:

E ¼ Vapp

lc
ð14:2Þ

where lc is the total capillary length.

In addition to the electrophoretic migration velocity, there is also an electroos-

motic flow veof which is also dependent on the field strength according to:

veof ¼ μeof � E ð14:3Þ

where μeof is the electroosmotic mobility defined as:

μeof ¼
ε � ζ
η

ð14:4Þ

Here ζ is the zeta potential of the inner capillary wall (related to the surface charge),
ε is the relative permittivity of the run buffer solution and η is the run buffer

viscosity. The “run buffer” is the solution present inside the capillary as well as

at the inlet and outlet of the capillary during the separation. The run buffer filling

the capillary will be transported through the capillary by the electroosmotic flow.

Consequently, compounds are transported through the capillary by the combined

action of the electroosmotic flow (EOF) and the electrophoretic migration. In some

situations, the EOF is in the same direction as the electrophoretic mobility, whereas

in other situations the electrophoretic mobility and EOF are in opposite directions.

The polarity and inner surface charge of the capillary, the polarity of the applied

potential difference and the charge of the compound being analyzed determines if

the EOF and electrophoretic mobility will be operating in the same direction or in

opposite directions (Fig. 14.1). In most cases, the EOF is in it-self not relevant for

analysis, and is therefore solely measured in order to be able to correct for it in order

to obtain the mobility of the species of interest (see later sections). The effective

electrophoretic mobility corrected for the EOF is obtained as:

μeff ¼
lc � ld
Vapp

1

ta
� 1

teof

� �
ð14:5Þ
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where ld is the length from the capillary inlet to the detector and ta and teof are the
peak appearance times corresponding to the analyte and the EOF, respectively.

The peak appearance time of the EOF is obtained by a charge neutral compound

without electrophoretic mobility; such compounds, also termed EOF markers, are

transported through the capillary exclusively by the EOF. According to Eq. (14.4),

the direction and magnitude of the EOF depends on the surface zeta potential of the

capillary. For example changing the surface charge from negative to positive will

change the direction of the EOF. It should also be noted that if the EOF of the

system and electrophoretic mobility of an analyte are in opposite directions, it is not

always possible to observe both in the same run.

Due to the low samples volumes needed, an inherent limitation in capillary-

based techniques is the relatively high detection limits. Most commercial systems

for capillary electrophoresis have a built-in UV-Vis detector, but the short optical

light path may prevent detection limits lower than the micromolar range. Further,

for compounds lacking a suitable chromophore, as may be the case for many

pharmaceutical excipients, UV-detection is not an option. Most commercially

available CE systems can relatively easily be hyphenated with other detectors

such as fluorescence (Annovazzi et al. 2004; Cao et al. 2013), capacitively coupled

conductivity detection (CCCD)(Jensen et al. 2007), ElectroSpray Ionization Mass

Spectrometry (ESI-MS)(Wan et al. 2005) and Inductively Coupled Plasma Mass

Spectrometry (ICP-MS)(Nguyen et al. 2012, 2013a, b). Of these techniques, fluo-

rescence is by far the most sensitive; however, many drug substances as well as

excipients lack a suitable fluorophore. CCCD is a cost effective alternative com-

pared to most other detection techniques and may in favorable cases have sensitiv-

ities in the micromolar range (Kuban and Hauser 2011). ESI-MS is a sensitive

alternative in CE, but the limitations in the choice of buffer systems prevent the use

of ESI-MS as a universal detection technique for pharmaceutically relevant sys-

tems. ICP-MS offers element specific detection and has advantages in detection of

metal containing drug compounds (Nguyen et al. 2012, 2013a, b).

TDA rely on a hydrodynamic flow, which may be generated by a pressure

gradient along the capillary as illustrated in Fig. 14.1. TDA is described in further

detail in Sect. 2.3.

2.2 Techniques Based on Affinity Capillary Electrophoresis

Affinity capillary electrophoresis is an overall term for a variety of techniques used

for assessing non-covalent interactions. In this section, we shall briefly discuss

some of the most frequently applied approaches termed mobility shift affinity CE,

affinity electrokinetic chromatography, pre-equilibrium capillary zone electropho-

resis and frontal analysis capillary electrophoresis.
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2.2.1 Mobility Shift Affinity CE

Mobility shift affinity CE is used to study solution equilibrium processes which

may be represented as:

kon
A þ L Ð AL

koff

, K ¼ kon
koff

¼ AL½ �
A½ � � L½ � ð14:6Þ

where K is the equilibrium constant corresponding to the equilibrium between A

and L to form the complex AL (Zavaleta et al. 2006; Liu et al. 2009), kon is the rate
constant corresponding to complex formation (association) and koff is the rate

constant corresponding to complex dissociation. For the sake of clarity, we have

represented the process as a simple 1:1 equilibrium, but the technique may also be

used for other stoichiometries.

In mobility shift affinity CE, the entire capillary and the run buffer vials are filled

with buffer containing the ligand L in various concentrations. The other binding

partner, A, is injected as a small sample zone in the capillary and the electric field is

applied. The most important requirement for this method is that at least one of the

binding partners should be charged in order to have an effective electrophoretic

mobility different from the complex AL. Another requirement is related to the

binding kinetics, which should be fast compared to the analysis time. A mobility

shift CE experiment is illustrated in Fig. 14.2.

Data analysis is simplified if L is present in large excess compared to A (the

molecule detected). If L is present in large excess and/or K is high, the apparent

effective mobility, μeff, measured experimentally will approach that of the complex

AL. On the other hand if conditions are selected so that A and L do not bind (low

concentration of A and/or L), the effective mobility measured corresponds to that of

A. In general, the effective mobility will be related to the fraction of bound analyte

A according to:

μeff ¼
A½ �

A½ � þ AL½ � � μA þ
AL½ �

A½ � þ AL½ � � μAL ð14:7Þ

where μA and μAL are the electrophoretic mobilities of A and AL, respectively.

Combining Eq. (14.6) and Eq. (14.7) provides the binding isotherm:

μeff ¼
μA þ μAL � K � L½ �

1þ K � L½ � ð14:8Þ

Experimentally, μeff (obtained from Eq. (14.5)) is determined at various [L] to

obtain the binding isotherm. A data fitting procedure will provide K and μAL. If L is

in large excess compared to A, [L] can be approximated by the total ligand

concentration.
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Mobility shift CE may be applied as a general methodology for assessing

non-covalent interactions, which of the binding partners that should be selected

as the analyte (the species detected) will depend on the properties of the molecules

such as the absence or presence of suitable chromophores, solubility, as well as

electrophoretic mobility.

2.2.2 Affinity Electrokinetic Chromatography (EKC)

In electrokinetic chromatography (EKC), a charged pseudo-stationary phase is

added to the run buffer, which provides an electrodriven separation of neutral

molecules based on the differential interaction or partitioning of the neutral analytes

with the charged pseudo-stationary phase. The differential partitioning will confer

different effective electrophoretic mobilities to the analytes. An affinity EKC

experiment is illustrated in Fig. 14.3.

Due to these characteristics EKC is also an efficient technique for investigating

partition behavior or drug lipophilicity(Terabe et al. 1984, 1985). The so-called

pseudo-stationary phase is often a microemulsion or micellar solution. The effec-

tive mobility of an analyte is dependent on the fraction of analyte present in the

aqueous phase xaq and in the pseudo-stationary phase, xps according to:
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Fig. 14.2 Schematic distribution of A+, AL+ and L in the capillary during a mobility shift CE

experiment (a). Schematic illustration of electropherograms in the presence and absence of an

interaction ligand where A is the compound detected (b). In this example, A+ is positively charged

and the interacting ligand L is neutral. In the presence of L, the apparent electrophoretic mobility

of A is decreased due to complex formation
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μeff ¼ xaqμA þ xpsμps ð14:9Þ

where μA and μps are the mobilities of the analyte and the pseudo-stationary phase,

respectively.

The analyte is distributed into the pseudo-stationary phase according to the

equilibrium partition coefficient:

P ¼ A½ �ps
A½ �aq

ð14:10Þ

Experimentally, the retention factor, k, is determined as:

k ¼ nps
naq

ð14:11Þ

where nps and naq are the amounts of A in the pseudo-stationary and aqueous

phases, respectively. The retention factor is linked to the partition coefficient

according to:
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Fig. 14.3 Schematic distribution of the negatively charged pseudo-stationary phase

(ps) (illustrated by circles) and the neutral compound A (the detected compound) during an

EKC experiment (a). Electropherograms in the presence and absence of the ps (b). The ps marker

is a molecule completely distributed into the ps. The EOF marker is a neutral molecule not

interacting with the ps

446 J. Østergaard et al.



k ¼ A½ �ps
A½ �aq

� Vps

Vaq
¼ P � Vps

Vaq
ð14:12Þ

where Vps and Vaq are the volumes of the pseudo-stationary and aqueous phases,

respectively.

The retention factors for neutral and charged compounds, respectively, are

obtained experimentally according to:

k ¼ tA � teof
� �
teof 1� tA

tps

h ih i ð14:13Þ

k ¼ tA � t0ð Þ
t0 1� tA

tps

h ih i ð14:14Þ

Here tA, teof, tps and t0 are the peak appearance times of the analyte in the presence

of pseudo-stationary phase, the EOF peak appearance time, the pseudo-stationary

phase migration time and the analyte peak appearance time in the absence of the

pseudo-stationary phase, respectively. A highly lipophilic compound is usually

employed to determine tps, by assuming 100% partitioning into the pseudo-

stationary phase. Examples of electropherograms obtained in an EKC experiment

are shown in Fig. 14.4 (Østergaard et al. 2003a). The dynamically coated capillary

leads to a more optimal EOF (see Sect. 3.2).

2.2.3 Pre-equilibrium Capillary Zone and Frontal Analysis Capillary

Electrophoresis

In pre-equilibrium zone and frontal analysis capillary electrophoresis, the sample

contains the equilibrium binding mixture (A, L and AL), whereas the run buffer

does not contain the interacting species. Upon sample injection, usually by pres-

sure, the free (un-bound) analyte is separated from bound analyte, detected and

subsequently quantified. In pre-equilibrium CZE, a narrow sample plug is injected

and separation in the capillary leads to three peaks corresponding to A, L and AL

(Østergaard and Heegaard 2006; Heegaard et al. 2008) whereas in capillary elec-

trophoresis frontal analysis (CE-FA), a large sample zone (20–200 nL) is injected

giving rise to a so called plateau peak (Fig. 14.5). If binding dissociation kinetics

(koff) is slow, CZE can be applied, however, it is important to carefully verify that

the conditions are adequate (i.e., dissociation of the complex does not occur during

initial separation) as it may otherwise result in erroneous binding parameters

(Østergaard et al. 2005). The advantage of CE-FA is that systems exhibiting rapid

on-and-off kinetics may be studied (Østergaard and Heegaard 2006; Vuignier

et al. 2010a; Kraak et al. 1992). In contrast to CZE, plateau heights rather than

peak areas are employed in CE-FA for data analysis. After separation of the
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unbound and bound analyte, the plateau height corresponds to the amount of

un-bound analyte. A schematic illustration of CZE and CE-FA experiments are

provided in Fig. 14.5.

The concentration of free analyte is obtained from a standard curve obtained by

injecting the analyte alone. In CE-FA, the achievement of a plateau is essential

since this is an indication of the equilibrium being maintained during separation and

that the height of the plateau is representative of the equilibrium concentration of

the analyte in the original sample. An example is shown in Fig. 14.6.

The broader analyte plateau observed in the presence of a binding ligand is a

result of the interaction affecting the migration of the complexed analyte. Fitting to

an appropriate binding isotherm results in equilibrium binding parameters

(Østergaard et al. 2002, 2003b). A prerequisite of both CZE and CE-FA is that

free analyte and complex have different electrophoretic mobilities. CZE and

CE-FA may in principle be performed on mixtures (for example plasma samples)

as separation is an integrated part of these methods (Østergaard and Heegaard

2006).
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Fig. 14.4 Electrochromatograms of representative test solutes of small organic compounds. (a)
Uncoated fused-silica capillary. The run buffer is a microemulsion consisting of 1.80% w/w

sodium dodecyl sulphate (SDS), 0.82% w/w n-heptane, 6.49% w/w 1-butanol in 0.1 M borate-

0.05 M phosphate (pH 7.4). (b) Dynamically coated capillary (see also Sect. 3.2). Microemulsion:

2.16% w/w SDS, 0.82% w/w n-heptane, 6.49% w/w 1-butanol in 0.05 M HCl (pH 1.4). In both

examples UV detection at 214 nm were employed. From (Østergaard et al. 2003a) with permission

448 J. Østergaard et al.



2.3 Techniques Based on Taylor Dispersion Analysis

Taylor dispersion analysis (TDA) is based on the dispersion of the injected com-

pound(s) in a hydrodynamically driven flow (also called Hagen-Poiseuille flow) in a

capillary (Taylor 1953, 1954). The dispersion is determined by the capillary

dimensions, flow rate and the diffusivity of the measured substance. In principle

TDAmay be carried out using any equipment able to generate a hydrodynamic flow

(Taylor 1953, 1954), whereas CE-based methods has the additional requirement of
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Fig. 14.5 Schematic illustration of the distribution of species in the separation capillary during

CZE or CE-FA (a). Schematic illustration of the separation of A, AL and L in a CZE experiment

with slow dissociation kinetics and a small sample volume (b). Detection of A in the presence and

absence of L in a CE-FA experiment. A comparatively large sample volume is introduced into the

capillary giving rise to plateau peaks the height of which is proportional to the concentration of

A. In the presence of L, the plateau peak is lowered and becomes wider due to the binding

equilibrium. In this illustration, the ligand being separated from A is not detected, but experimen-

tally it is often seen in the electropherogram (c)
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a high voltage power supply (Fig. 14.1). A variation of TDA termed Flow Induced

Dispersion Analysis (FIDA) may be used for determining non-covalent interactions

(Jensen and Ostergaard 2010; Bielejewska et al. 2010). A schematic illustration of

TDA and FIDA experiments are shown in Fig. 14.7.

Most CE systems have an internal pump which may be used to carry out a TDA

experiment (Bello et al. 1994; Sharma et al. 2005; Østergaard and Jensen 2009), but

more dedicated equipment has also been introduced (Ye et al. 2012) and in some

cases, it has been advantageous to employ two detection windows (see Fig. 14.8)

(Ye et al. 2012). Taylor dispersion analysis may be used to quantify diffusion

coefficients (hydrodynamic size) (Bello et al. 1994; Sharma et al. 2005), as well

as non-covalent interactions (Jensen and Ostergaard 2010).

2.3.1 Determination of Diffusion Coefficients by Taylor Dispersion

Analysis

The golden standard in size determinations is based on dynamic light scattering.

However, accurate measurement of diffusion coefficient (as measured by TDA)

may give similar information. Recent studies have indicated good correlation

between size measured by TDA and dynamic light scattering techniques (Hawe

et al. 2011). TDA is better suited for measuring diffusivities of small molecules as

compared to dynamic light scattering.

An example of a TDA experiment employing two detection windows is shown in

Fig. 14.8. The second peak is lower and wider as compared to the first peak as a

result of the dispersion occurring during the pressure driven flow.

The signal corresponding to the analyte adopts a Gaussian peak shape which

experimentally may be analysed according to:

A
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Fig. 14.6 Electropherograms of 0.5 mM 2-propylisoquinolinium bromide in 10 mM sodium

phosphate buffer (pH 7.4) in the absence ( full line) and presence of 5 mg/mL dextran sulfate

(broken line), respectively. Contactless conductivity detection (a) and UV detection (b). The
different peak appearance times are due to different detector positions on the capillary. The data

in (a) and (b) refer to the same experiment. From (Jensen et al. 2007) with permission
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C ¼ Aþ Be�
t�trð Þ2
2σ2

� �
ð14:15Þ

where C is the analyte concentration across the capillary, A is a constant describing

detector offset and B is a proportionality constant (depending on detector response,

capillary radius, dispersion and the peak appearance time tr), and σ2 is the temporal

variance. Provided certain conditions are fulfilled, the diffusion coefficient may be

obtained from (Sharma et al. 2005):

D ¼ R2
c

24σ2

� �
tr ð14:16Þ

where Rc is the capillary radius. In the case where two detection windows are

employed, the diffusion coefficient is obtained from a difference measurement

(Ye et al. 2012):
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Fig. 14.7 Schematic illustration or the distribution of species in TDA (a) and FIDA (b). Taylor-
grams in the absence of L (blue curve) and in the presence of L (red curve) where A is the detected

molecule. The hydrodynamic flow employed in TDA and FIDA gives rise to relatively broad peaks

compared to CE-based methods
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D ¼ R2
c

24

t2 � t1
σ22 � σ21

� �
ð14:17Þ

where t1 and t2 are the peak appearance times corresponding to detector window

1 and 2, respectively, and σ21 and σ22 are the temporal variances corresponding to

peak 1 and 2, respectively.

An advantage of using two detection points is that errors introduced by the finite

width of the injected sample plug are minimized. Further details on TDA are

available in the literature (Sharma et al. 2005; Østergaard and Jensen 2009; Cottet

et al. 2007a, b, 2010; Ibrahim et al. 2013; Le Saux and Cottet 2008).

It may be of interest to convert measured diffusivities to apparent size by

employing the Stokes-Einstein relation:

D ¼ kBT

6πηRh
ð14:18Þ

where kB is the Boltzmann constant, T is the absolute temperature, η is the solvent
viscosity and Rh is the hydrodynamic radius.

Fig. 14.8 Six superimposed dispersion profiles of 0.2 mg/mL phenol in water detected at 254 nm.

The injected sample (33 nL (50 mbar for 7 s)) was forced through the capillary tube by a pressure

drop of 50 mbar. Total length of the 75.6 μm i.d. capillary was 90.2 cm, with 30.7 and 50.9 cm to

the first (red trace) and the second (blue trace) detection window, respectively. From

(Ye et al. 2012), with permission
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2.3.2 Assessment of Non-covalent Interactions from Dispersion

Measurements

In FIDA, the apparent diffusion coefficient of an analyte A is measured in the

presence of an interacting ligand L and under the assumption of rapid interaction

kinetics; the non-covalent equilibrium binding constant, K, and the diffusivity of A

and AL are obtained in the data analysis (Jensen and Ostergaard 2010) (see

Fig. 14.7). In order for the method to be feasible, an additional requirement is

that the complex, AL, is significantly larger than A (i.e., AL and A have different

diffusivities).

The FIDA setup is very similar to the mobility shift ACE setup as the ligand is

present in the run buffer in the capillary (Fig. 14.7). Important differences should,

however, not be overlooked: the ligand should also be included in the sample and at

the same concentration as in the run buffer. Since TDA is not a separation method,

the presence of an inert marker or other impurities may affect the determination.

The advantages of FIDA are mainly related to the simplicity in instrumentation (the

only requirement is a hydrodynamic flow in a capillary tube and a detector), the low

sample volume requirements and the fact that FIDA is not relying on the interacting

species to be charged. In many cases, it can therefore be a supplement to ACE as it

can address systems not applicable to CE. Further, the FIDA procedure also pro-

vides diffusivities of free analyte and complex which are not as easily obtained

using other affinity methods.

3 Pharmaceutical Applications

The advantages of capillary-based techniques have been exploited in numerous

studies of relevance to physical-chemical profiling of drug substances and drug

delivery systems (Henchoz et al. 2009; Østergaard and Heegaard 2006; Jia 2005;

Neubert and Rüttinger 2003; Jensen et al. 2013; El Deeb et al. 2013; Vuignier

et al. 2010b). In this section some general features related to the determination of

physicochemical properties using the capillary-based techniques are described in an

overview format. Table 14.1 includes references to a number of selected applica-

tions of relevance to the techniques.

3.1 Affinity Capillary Electrophoresis and Taylor Dispersion
Analysis

3.1.1 Acid Dissociation Constants (pKa Values)

Determination of the effective electrophoretic mobility as a function of pH in a

series of buffer solutions provides a convenient approach for determination of
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Table 14.1 Selected applications of affinity capillary electrophoresis, electrokinetic

chromagraphy and Taylor dispersion analysis for physicochemical characterization

Parameter Method Comments Ref.

pKa Mobility shift

ACE/CZE

Screening of pKa values for

drugs. Pressure assisted CE for

increased throughput

Ishihama et al. (2002)

pKa Mobility shift

ACE/CZE

Determination of pKa for unsta-

ble drugs. Degradation products

and impurities separated from

main component. UV-Vis spec-

tra applied to compound

identification

Ôrnskov et al. (2003)

Lipophilicity EKC Determination of octanol-water

partition coefficients for

34 compounds including drugs

and model prodrugs. Use of

dynamically coated capillary for

increasing EOF

Østergaard et al. (2003a)

Lipophilicity/

partitioning

CE-FA Liposome-buffer distribution

coefficients determined for

charged drug substances. Vali-

dation by comparison to equi-

librium dialysis

Franzen et al. (2009)

Plasma pro-

tein binding

CE-FA Human serum albumin binding

of 12 low-MW compounds

using UV detection. Method

development, estimation of

binding parameters and dis-

placement study

Østergaard et al. (2002)

Plasma pro-

tein binding

CE-FA α1-acid glycoprotein and bovine

serum albumin binding of

selected drugs using CE-FA

with MS detection

Vuignier et al. (2010b,

2012)

Rh, diffusion

coefficient

TDA Determination of diffusion

coefficients and hydrodynamic

radii of low-MW drugs sub-

stances in water, acetonitrile,

methanol, isopropyl myristate,

medium chain triglyceride, and

propylene glycol. Simultaneous

determination of solvent

viscosity

Ye et al. (2012)

Rh TDA Sizing of selected peptides and

proteins (MW 1–150 kDa).

Effect thermal stressing and

comparison with DLS

Hawe et al. (2011)

Rh, excipient

interactions

TDA Determination of drug-

cyclodextrin (CD) complexation

constants as well as drug and

complex Rh

Jensen and Ostergaard

(2010)

(continued)
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ionization constants (Jia 2005; Babic et al. 2007; Poole et al. 2004). Determination

of pKa values by CE can be considered a variant of mobility shift ACE and because

CE is a separation method it is suited for characterization of impure as well as

unstable compounds (Ôrnskov et al. 2003). The precise drug concentration does not

need to be known since peak appearance times are applied for the quantification and

due to the microscale format only small amounts of substance are required. As

compared to potentiometric titration and UV spectrophotometric pKa determina-

tion, CE may be more laborious because it is less well-supported in terms of

software. From an experimental point of view, CE is attractive because of the

autosampling capabilities of CE systems and is therefore well-suited for character-

ization of batches containing 5–10 compounds.

3.1.2 Partitioning and Lipophilicity

The partitioning of a drug substance between two immiscible solvents is not

feasible for direct study by capillary-based methods; however, partitioning may

be studied by EKC when a non-aqueous phase can be dispersed in an aqueous

buffer. For instance, the partitioning of drug substances into micelles and

microemulsion droplets by EKC is well established. As a micellar phase sodium

dodecyl sulfate is most commonly applied but a wide range of anionic and cationic

surfactants has been investigated. The solubilization capacity of surfactant

Table 14.1 (continued)

Parameter Method Comments Ref.

Excipient

interactions

Mobility shift

ACE

Alprostadil-CD complexation

studies with relevance for for-

mulation performance

Schipper and Ramstad

(2005)

Excipient

interactions

Mobility shift

ACE

Binding of NSAIDs to

polyvinylpyrrolidone (PVP),

vinylpyrrolidone-vinyl acetate

copolymer

Jia et al. (2013)

Partitioning/

delivery

system

EKC Partitioning of cephalosporins

into micelles, mixed micelles

and microemulsions. Correla-

tion of partition behavior with

oral bioavailability in rabbit

Mrestani et al. (1998,

2010)

Delivery

system

CE-FA, EKC

and

pre-equilibrium

CZE

Characterization of PEGylated

liposome formulation

containing oxaliplatin or cis-

platin. Membrane interactions,

leakage, release and plasma

protein interactions

Nguyen et al. (2013a),

Franzen and Østergaard

(2012), Franzen

et al. (2011)

Delivery

system

CE-FA Binding of acylated-peptide

ghrelin to liposomes. Effect of

liposome net charge and peptide

acyl chain on binding

Østergaard and Moeller

(2010)
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containing solutions may be estimated using EKC. Micellar EKC (MEKC) and

microemulsion EKC (MEEKC) have shown to provide excellent surrogate methods

for estimating octanol-water partition coefficients similar to liquid chromatography

(Henchoz et al. 2009; Jia 2005; Wan and Holmen 2009). Microemulsions with

compositions similar to that applied in Fig. 14.4 have shown to mimic octanol-

water partitioning particularly well. The pseudo-stationary phase (partitioning

phase) should be UV transparent, stable and carry charge for providing a large

separation window. The analytes subject for characterization should ideally be

neutral because determination of their mobility in the aqueous phase may be

affected by drug-surfactant ionpairing for charged species. Micellar solutions and

microemulsions are preferred pseudo-stationary phases due to their transparency,

ease of preparation and stability; however, other phases involving vesicles and

liposomes have been applied as well. Provided that the dispersed structures are

sufficiently stable as is the case with liposomes, i.e., will not dissociate during

dilution, frontal analysis CE may be an attractive alternative to the EKC format.

CE-FA may be better suited for partitioning and lipophilicity determination of

charged species than EKC (Franzen and Østergaard 2012). Attempts have been

made to correlate EKC derived retention factors and partition coefficients with

Caco-2 cell and skin permeability (Pascoe et al. 2006; Xian et al. 2008; Örnskov

et al. 2005; Wang et al. 2009) as well as with oral bioavailability (Wang et al. 2007).

3.1.3 Plasma Protein Binding

Lipophilicity and ionization state are of importance in describing the plasma protein

binding properties of drug substances, which in turn affects drug distribution,

clearance, metabolism and pharmacological efficacy (Trainor 2007). From the

early start of ACE, characterization of plasma protein binding has been an area of

significant interest as reviewed elsewhere (Østergaard and Heegaard 2003, 2006;

Vuignier et al. 2010b; Oravcová et al. 1996) and here only a few illustrative studies

are pointed out in Table 14.1. Often CE-FA will be the CE method of choice since,

in general, the drug-plasma protein binding stoichiometry is unknown and mobility

shift ACE is for most practical purposes limited to 1:1 interactions as higher order

interactions are challenging to analyze (Sanger van de Griend et al. 1997), whereas

for example human serum albumin most often binds several ligands and cannot be

saturated. Affinity CE generally requires less material and is less labor intensive as

compared to equilibrium dialysis and ultrafiltration and may therefore be an

attractive characterization tool. However, for highly bound substances the rela-

tively low sensitivity may constitute a limitation when applying CE with UV

detection. Combination of frontal analysis CE with a mass spectrometer may be

an approach to address this issue (Vuignier et al. 2012).
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3.1.4 Diffusivity and Size

The diffusivity or the hydrodynamic radius are key parameters in drug transport in

the pharmaceutical sciences. The hydrodynamic radius can also provide informa-

tion on the self-association and aggregation state of molecules. Diffusion is a slow

process but TDA performed in 50–100 μm inner diameter capillaries constitutes a

relatively fast method for retrieving diffusion coefficients of molecules ranging

from low-molecular weight drug substances, over polymers and proteins to

nanoparticles in solution (Bello et al. 1994; Ye et al. 2012; Cottet et al. 2007b, c;

Wan and Holmen 2009; Jensen et al. 2014; Belongia and Baygents 1997). In

addition to the diffusion coefficient, a measure of solvent viscosity may be obtained

from the TDA measurements (Ye et al. 2012). Sizing by TDA may offer an

interesting alternative to size measurements by dynamic light scattering (DLS)

where the measured scattering intensity for small particles is proportional to the

particle diameter to the power of six whereas in TDA mass sensitive detectors are

commonly used (Cottet et al. 2007a). DLS is more sensitive for detecting larger

particles or aggregates. This may be to an extent where a few large particles may

mask the light-scattering contribution of the small molecules in the sample (Filipe

et al. 2013; Z€olls et al. 2012). As detailed in Sect. 2.3, the diffusivity and hydro-

dynamic radius is determined from the dispersion of the peak in TDA, consequently

a mixture of several compounds may constitute a challenge. However, it is possible

at least for simple mixtures to deconvolute the signal and obtain size measures for

the different molecules (Cottet et al. 2010). Another approach to analyze mixtures

is to apply an electrophoretic separation step prior to TDA (Østergaard and Jensen

2009; Le Saux and Cottet 2008). The effective electrophoretic mobility determined

by CE is related to the charge to size ratio of a molecule; hence, combination of CE

with TDA may in certain cases be used for estimating the effective charge of

analytes (Ibrahim et al. 2012, 2013; Li et al. 2011). In addition to the methods

covered briefly here, molecular weight and pI determination of proteins are rou-

tinely determined by capillary gel electrophoresis analysis and capillary isoelectric

focusing (cIEF), respectively (El Deeb et al. 2013).

3.1.5 Interactions with Excipients and Delivery Systems

The interaction and partitioning of drug substances with micelles, microemulsions

or liposomes may provide information regarding drug lipophilicity. However, such

studies may also provide data useful for guiding excipient selection or formulation

development. For a range of excipients (or simple delivery vehicles) interaction or

partition studies may be used to attain an estimate of solubilization capacities of

various types of excipients. The most widely investigated excipients are likely to be

cyclodextrins by mobility shift ACE and surfactants using MEKC. In case both the

drug and cyclodextrin are uncharged, the Taylor dispersion analysis format detailed

in Sect. 2.3 may be used for investigation of the complexation (Jensen and
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Ostergaard 2010). CE has also been applied for the characterization of drug-

polymer (polyelectrolyte) interactions. The relatively weak interactions between

cationic drug molecules and polyelectrolytes such as dextran sulfate, chondroitin

sulfate and hyaluronic acid have successfully been characterized by CE-FA (Jensen

et al. 2007; Ye et al. 2013). Although more challenging due to the potential of

capillary wall adsorption addressed briefly below, binding of proteins to cationic

polymers have also been successfully investigated by frontal analysis CE (Zou

et al. 2010). The types of excipients and drug delivery systems amendable for

characterization using capillary-based systems is pretty much defined by the geom-

etry of the capillary and the fact that the systems have to be dispersed in solution.

Examples include interactions involving liposomes (Franzen and Østergaard 2012),

dendrimers (Dribek et al. 2007) PLGA (Progent et al. 2002), polyvinylpyrrolidone

(PVP), vinylpyrrolidone-vinyl acetate copolymer (Jia et al. 2013) as well as deter-

mination of critical micelle concentrations (CMCs)(Lin 2004). This is an area of

research still in its infancy, however, due to the virtues of the capillary-based

techniques, being in solution, automated and compound sparing, and the increased

focus on nanoparticulate delivery systems it is likely to be a field with increasing

activity. Liposomes illustrate the potential of applying capillary-based characteri-

zation methods to drug delivery systems. Surface charge, size, membrane interac-

tions and permeability as well as drug encapsulation efficiency, leakage and release

have been assessed by CE, EKC and TDA (Franzen and Østergaard 2012).

3.2 Selecting the Appropriate Technique and Avoiding
Pitfalls

The techniques outlined above each have their strength and weaknesses, and

method selection should therefore be based on a careful consideration. Below is

listed a few paragraphs which is intended to be an aid in selecting the most

appropriate technique(s).

3.2.1 Effect of Solution Media on the Results

If the system contains a highly UV-Vis absorbing background, detection schemes

based on for example CCCD or MS may be used as UV-Vis absorption spectros-

copy is not optimal. In some systems, a relatively large amount of substances, for

instance cyclodextrins, are used which may have an impact on the viscosity of the

sample solutions and separation buffers (Holm et al. 2011; Østergaard et al. 2012).

This has to be taken into account in mobility shift ACE and EKC where measure-

ments rely on mobilities. Corrected effective electrophoretic mobilities, μ’, may be

obtained by the “current correction method” or by separate viscosity measurements

according to (Vespalec and Bocek 2000):

458 J. Østergaard et al.



μ
0 ¼ μeff �

I0
I
¼ μeff �

η

η0
ð14:19Þ

where I0 and I are the measured currents at zero and at a given ligand (cyclodextrin)

concentration, respectively, and η0 and η are the measured viscosities at zero and at

a given ligand concentration, respectively. The “current correction method” is only

feasible when the ligand is neutral. Viscosity measurements may readily be

performed using a commercial CE instrument (Østergaard et al. 2003b). A special

aspect to be considered in CE based methods is related to temperature control in the

capillary. When a high voltage is applied, a current passes through the capillary

resulting in Joule heating. As most physical-chemical parameters are temperature

dependent it is a possible source of error that should be carefully evaluated (Holm

et al. 2011; Østergaard et al. 2012). Joule heating can be minimized by choosing run

buffers of low ionic strength and small electric fields. Several approaches have been

described for quantifying and correcting for Joule heating (Kok 2000). In TDA,

joule heating is not an issue.

Substantial difference in the ionic strength between sample and run buffer may

result in sample stacking or de-stacking due to the non-homogeneous electric field.

These artifacts are most pronounced for the large sample sizes employed in CE-FA.

3.2.2 What is the Kinetics of the System (Fast or Slow Binding/

Partitioning)?

An important point to consider is the binding kinetics as it is relevant for the choice

of methodology and since certain assumptions are made in the data analysis.

Mobility shift ACE and TDA are suited for fast binding kinetics, in order for

equilibrium to be maintained at all times during separation or hydrodynamic

flow. Indications of (too) slow on-and-off kinetics in CE methods may become

apparent as excessive peak broadening or peak splitting. In contrast, CZE should be

used for binding systems characterized by slow on-and-off kinetics; it should be

possible to separate the binding partners within a time frame that is short as

compared to the dissociation kinetics. CE-FA is most optimal for fast binding

kinetics. In many cases, the binding kinetics is not known beforehand. However,

for a simple 1:1 interaction changing the concentration of analyte and/or ligand in a

given assay should lead to similar equilibrium constants and is thus an option for

controlling that the theoretical requirements are met.

3.2.3 Is Adsorption an Issue?

Capillary wall adsorption of the analytes is frequently an issue in capillary-based

systems due to the high surface to volume ratio. The most common indications or

clear warnings are tailing peaks due to adsorption to the inner surface of the
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capillary and sub-optimal fitting of the data to the binding model. Fortunately a

number of approaches can be taken to alleviate adsorption issues. A standard fused

silica capillary is negatively charged at pH above 4 and therefore especially

positively charged molecules may be prone to adsorption. Adsorption related

problems will often be apparent as tailing peaks or even the complete disappearance

of peaks and less reproducible migration times. The surface charge may be mod-

ified using an electrostatic dynamic coating procedure of a positively charged

polymer (Bendahl et al. 2001), polymer physisorption (Gilges et al. 1994;

Albarghouthi et al. 2003) or covalently modifying the capillary surface (chemi-

sorption) (Cretich et al. 2005). Various types of capillary coatings may be employed

to prevent or minimize adsorption and thereby optimize procedures. Additionally, it

may be used for EOF optimization as illustrated in Fig. 14.4.

3.2.4 Is the Charge/Size Ratio on the Analyte and/or Ligand Optimal
for the Assay?

The primary prerequisite for performing affinity studies by electrophoresis is the

presence of a charge on one of the interacting species. Furthermore, the interaction

has to lead to a significant change in mobility of the complex as compared to the

free species. If this is not the case, or if the interacting species are uncharged, TDA

based methods may be used. In TDA, there should be a change in size (diffusivity)

upon binding (see paragraph 2.3).

4 Conclusions and Perspectives

The present chapter has highlighted the unique advantages of capillary-based

techniques for physical-chemical characterization of drug substances and drug

delivery systems: speed, low sample volume requirements, automation and versa-

tility. From the examples referenced in Sect. 3, it should be apparent that capillary-

based techniques present a highly versatile platform which may be used for

assessment of many different parameters and systems. Yet, the full potential of

capillary techniques for physical-chemical characterization remains to be realized

outside the academic laboratories. This may in part be for historical reasons;

capillary-based technologies have so-far mainly been used in purely analytical

chemical settings for quantification purposes. Hopefully, the future direction of

the technology will be towards an increased adaptation in formulation development

and characterization, as these areas can greatly benefit from the attractive features

of capillary-based techniques. Although this holds for drug development in general,

there can be no doubt that the trends towards an increasing focus on biopharma-

ceuticals will be a key driver in this process.
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Mrestani Y, Behbood L, Härtl A, Neubert RHH (2010) Microemulsion and mixed micelle for oral

administration as new drug formulations for highly hydrophilic drugs. Eur J Pharm Biopharm

74:219–222

Neubert RHH, Rüttinger H-H (2003) Affinity capillary electrophoresis in pharmaceutics and

biopharmaceutics. Marcel Dekker, New York

Nguyen TTTN, Østergaard J, Sturup S, Gammelgaard B (2012) Investigation of a liposomal

oxaliplatin drug formulation by capillary electrophoresis hyphenated to inductively coupled

plasma mass spectrometry (CE-ICP-MS). Anal Bioanal Chem 402:2131–2139

Nguyen TTTN, Østergaard J, Sturup S, Gammelgaard B (2013a) Determination of platinum drug

release and liposome stability in human plasma by CE-ICP-MS. Int J Pharm 449:95–102

Nguyen TTTN, Østergaard J, Sturup S, Gammelgaard B (2013b) Metallomics in drug develop-

ment: characterization of a liposomal cisplatin drug formulation in human plasma by

CE-ICP-MS. Anal Bioanal Chem 405:1845–1854
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Chapter 15

Asymmetrical Flow Field Flow
Fractionation: A Useful Tool
for the Separation of Protein
Pharmaceuticals and Particulate Systems

Julia Engert, Roman Mathaes, and Gerhard Winter

Abstract The focus of this chapter will be on asymmetrical flow field flow

fractionation (AF4) for the separation and characterization of protein pharmaceu-

ticals and particulate systems. The chapter will provide some background and

historical information on field flow fractionation and the general working principle.

In addition, a practical guide on how to use AF4 will be described and critical

parameters for the development of a suitable separation method will be discussed.

The use of AF4 for protein pharmaceuticals as well as particulate systems will be

described and some examples given in the literature will be presented. Finally, a

summary of the most recent trends in AF4 and an outlook will be given for potential

application fields in the future.

Keywords Asymmetrical flow field flow fractionation • Protein pharmaceuticals •

Separation

1 Introduction and General Principles of AF4

Asymmetrical flow field flow fractionation (AF4) is the most important represen-

tative of a group of separation technologies developed in the 1960s following one

common principle, the field flow fractionation. Separations are carried out within a

rectangular, flat channel where perpendicular to a laminar flow from inlet towards

outlet a second field is applied. This field can be a temperature gradient, a thermal

gradient, a magnetic field, a gravity field (created by centrifugation) or a flow field

(Wahlund and Giddings 1987; Schimpf et al. 2000). The perpendicular field (called

“cross-flow”) leads to a force that drives soluble or insoluble molecules and

particles towards one of the channel walls (so-called accumulation wall). Under
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laminar flow conditions, the flow velocity across the channel thickness has a

parabolic profile with the highest flow velocity at the center of the channel and

slowest velocity at the walls. Smaller species diffuse back towards the middle of the

laminar flow channel faster than larger species. At equilibrium, a steady state is

established for each sample species at a certain distance from the channel wall. The

mean thickness of this sample equilibrium layer is correlated to the retention time

and physicochemical properties of the sample (Williams and Giddings 1994). By

that, smaller species are eluted earlier, and when a detector is placed at the end of

the separation channel, a fractogram similar to a chromatogram, can be established.

Field-flow fraction (FFF) developed rather slowly in the first decade after its

introduction in 1960 (Wahlund and Giddings 1987), and it lasted until about the

year 2000 until the protein formulation community took real notice of the method

(Klein and Huerzeler 1999; Fraunhofer and Winter 2004). This has several reasons,

one of them being the fact that - at that time- a small number of suppliers had

optimized AF4 systems so far, that they were commercially available for a reason-

able price and could be used after a few hours of training by experienced HPLC

users. This went along with the development of the asymmetrical version of flow

field fractionation, that makes the systems much easier to build and to apply

(Giddings 1993). Let us consider how a flow field is built up in a channel with

laminar flow: The upper and lower wall of the channel have to be replaced by

semipermeable membranes that allow liquid to be pumped into the channel and

(on the other side) to be removed to create the cross flow (Fig. 15.1).

Such systems had been built e.g. by Giddings, and even though they worked very

well (see application examples for liposomes, lipoplexes under 3.2), their setup was

rather cumbersome. In a next step, the upper semipermeable wall was removed and

Fig. 15.1 Schematic illustration of the separation/fractionation principle of AF4. The parabolic

flow profile of the channel flow transports the sample injected through the inlet through the AF4

channel. The cross-flow perpendicular to the channel flow forces the sample towards the accumu-

lation wall. Separation/fractionation is then a result of two parameters taking place simultaneously.

Smaller particles will diffuse back faster towards the channel center due to Brownian motion

compared to larger particles. Secondly, particles located close to the accumulation wall will start to

rotate and, as a consequence, will experience hydrodynamic lift forces back to the channel center
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the cross-flow only achieved by pumping out water on the lower channel wall.

Although the field would then be imperfect and “asymmetrical”, it serves the

purpose perfectly as the movement of the analytes and their separation takes

place close to the outlet wall and therefore the imperfection of the upper part of

the channel plays no major role. This makes the systems finally cheaper and easier

to handle which catalyzed its success (Wahlund and Giddings 1987).

Another driver for the increased interest in AF4 was the fact that in protein

formulation sciences the relevance of aggregates and small, subvisible particles

became more and more obvious, and particulate and nanoparticulate drug delivery

systems needed more reliable analytics. As we will see in detail, AF4 can close

certain gaps that other methods leave open, especially when size exclusion chroma-

tography (SEC) as the standard for soluble macromolecules and optical methods

measuring nanoparticles are considered. Before we discuss the method in more

detail, a recent technical development shall be introduced. Hollow fiber FFF (some-

times called HF5) is the logical consequence when the AF4 principle is brought to its

theoretical optimum. Why not transforming a channel with one semipermeable wall

into a round tube where the entire wall surface can be used for removing liquid and

creating a flow field? Existing technologies from hollow fiber dialysis modules were

adapted to AF4 and the new “HF5” system was created (Reschiglian et al. 2014;

Zattoni et al. 2008). With that, FFF reached a grade of convenience similar to

column based chromatographic systems, where the user “plugs in” the separation

device (now the “HF5 hollow fiber module”) and starts the run.

2 Practical Guide for AF4

Before carrying out a separation of a sample with AF4, we shall consider first the

reasons to do so, namely the potential benefits over other methods and then how to

run a sample and how to interpret the resulting fractogram. Of course, over the past

decades excellent reviews have been written and handbooks edited, amongst which

the books by Schimpf, Caldwell and Giddings are still considered as standard

monographs (Schimpf et al. 2000; Caldwell 1988). The core of the AF4 method

is the separation channel; all other peripheral compounds are comparable to stan-

dard chromatographic systems, be it the autosampler or the numerous detectors that

can be used in line, like UV/VIS spectrophotometer, fluorimeter, refractive index

(RI) detector, or multi-angle laser light scattering (MALLS) detector. Compared to

a chromatographic column, an AF4 channel is first of all empty. No large surfaces,

as they are typical for the column fill material, are provided and no inlet/outlet frits

are needed. At least in theory, anything can be brought into the channel that is

smaller than the channel height and everything leaves the channel eventually.

Typical (inner) channel dimensions are a length of 10–40 cm, a width of 1–5 cm

and a height of 100–500 μm (with more typically a height of 250–350 μm). With

that, almost all types of protein aggregates and pharmaceutically relevant

nanoparticles, even small microparticles can be loaded on an AF4 channel. Upper
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size limits as for the standard SEC do not apply anymore. It is well known that due

to sample filtration and the frit inlet of the SEC columns, one will always see only

the soluble part of potential impurities and large species are systematically lost or

underestimated. Thus, AF4 has a clear advantage over SEC in this respect. AF4 can

also be used in a semi-preparative mode by applying larger channels. On the other

hand, AF4 has a lower limit for molecules that can be analyzed. The cut-off of the

semipermeable membrane that closes the channel is the limiting step. Cut-offs of

about 10 kDa are standard. For smaller analytes one could use smaller cut-offs, like

e.g., 5 kDa, but pressure in the system then rises and finally losses for molecules in

size close to the cut-off make quantitative analytics impossible. Insulin may be

named as the molecule marking the lower limit of AF4. As the channel is empty and

unspecific to the type of analytes, they are only separated by their hydrodynamic

radius, not by any other physical or chemical feature. However, certain molecules

may bind unspecifically to dialysis membranes and therefore the general separation

principle of AF4 may be somewhat compromised in these cases. Another feature of

AF4 separation is that in practically all cases, the formulation in which the drug

substance is dissolved can be used as a running buffer. This ensures that especially

for aggregation phenomena, changes in pH, ionic strength, buffer type, surfactant

concentration, and concentration of stabilizers that all could influence the analytical

result can be avoided. As mentioned above, adsorption to the cross-flow wall can

occur, and in such cases addition of surfactants or salts may be necessary. But

molecules of this type often adsorb to other surfaces, too, and must be formulated

with surfactant anyway to avoid losses during pharmaceutical fill and finish oper-

ations. Reschiglian et al. provided a concept that eliminates the membrane, but this

could only be applied to very large particle/colloids in the sample and has therefore

not found broader application (Reschiglian et al. 2000). Another argument that has

been used in favor of AF4 versus SEC is the fact that the shear forces applied to a

molecule or a colloidal particle are much lower in AF4 than in SEC. Higher overall

pressure and the narrow spaces between the densely packed gel particles in an

analytical column speak in favour of AF4 and data received from analytical

ultracentrifugation (AUC), SEC and AF4 confirm this view in a way that aggregates

are underestimated by SEC because they are “milled” down to smaller oligomers or

dimers. On the other hand, AF4 is often criticized for its potential to artificially

create aggregates. The main reason for that is the “focusing step” that is needed

before an AF4 separation is started.

2.1 The Focusing Step

A sample injected into the running buffer of an AF4 channel would spread in a way

that only weak, flat peaks will be achieved. To avoid this, after injecting a sample

into the inlet area of the channel, forward flow and backflow are applied and the

entire running buffer leaves the channel through the cross-flow membrane

(Fig. 15.2). In that phase, a sharp band of the sample species is formed, preferably
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close to the inlet side of the channel. Finally, the backflow is stopped and the regular

separation starts with a forward flow plus a cross-flow. During the focusing step, the

sample is concentrated in a band close to the membrane and under these conditions

one could imagine that the higher concentration in the focus band and the

microfluidics moving the molecules towards the membrane surface may induce

aggregation. Control runs, if possible, are needed to exclude such artifacts (Litzén

and Wahlund 1991).

2.2 Instrumentation

Before we consider performing (as a thought experiment) an AF4 run, we need to

choose an instrument. The market is rather clearly laid out, as there are only two

major competitors in Europe and North America. Both provide the user with

excellent systems for more than 10 years; however, their technical philosophy is

slightly different. Wyatt Technology (Wyatt Technology Europe GmbH, Dernbach,

Germany), uses standard HPLC compounds for dosing the running buffer, for

injecting the samples, and creating the linear and cross-flow; in fact, only a single

pump is used. Whilst theoretically any system could be used, in practice the

compounds are taken from Agilent. To exactly control the different flows, a

“switchbox” with valves, pressure sensors, splitters etc. is used, called “Eclipse”

system by Wyatt. Postnova (Postnova Analytics, Landsberg am Lech, Germany)

uses a different approach. Several pumps provide the different flows and they are all

custom-built as are the autosamplers, controllers etc. Both companies provide

several detectors, with Wyatt having an emphasis on MALLS detectors. Due to

the fact that Wyatt has built and optimized MALLS detectors and pertaining

evaluation software systems for some decades, they rely on the SLS software

package ASTRA but control the AF4/HF5 systems with a different software.

Fig. 15.2 Schematic illustration of the sample positioning during the focusing step applied in

AF4. The flow from the channel inlet and the inversed flow from the channel outlet force the

sample within a narrow band. Particles arrange at a distance to the accumulation wall according to

their diffusion coefficient
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Postnova has one software package comprising fractionation run control and SLS

evaluation, but has less SLS experience overall (Wyatt 1991; Roessner and Kulicke

1994).

MALLS detectors are common and relevant for AF4 applications, as they allow

a direct and independent determination of the molecular size of an analyte. This is

helpful and often used in SEC, too, but in AF4 two more aspects have to be

considered. Firstly, retention times in AF4 are less easy to calibrate and to predict

compared to the situation in SEC, therefore an independent method is needed.

Secondly, the chance to have very large molecules or colloids running through the

AF4 channel that cannot be separated by other methods so easily makes MALLS

detection very attractive to estimate their size/molecular weight immediately in line

(Wyatt 1991; Roessner and Kulicke 1994).

2.3 Separation

If we start an AF4 run, we first need to place the membrane into the separation

channel (Fig. 15.3), equilibrate it with the running buffer, rinse the system and

inject the sample. After focusing the sample band, the separation can start. For a

given channel and membrane (only regenerated cellulose and polyethersulfone are

on the market) the linear flow and the cross-flow are the only variables. The volume

of the cross-flow enters the channel together at the inlet with the volume that finally

leaves the channel at the outlet. Considering this, one becomes aware that the

sample is diluted over the course of the separation run. Part of that is counteracted

by the “up-concentration” during the focusing step. Another trick allows increasing

the concentration of the analyte entering a detector after the channel. This feature is

called “slot outlet” and uses the fact that the separation takes place slightly above

the accumulation wall and the rest of the channel height is almost free of sample

molecules. Consequently, only the part of the channel content next to the

Fig. 15.3 Schematic drawing of a typical AF channel. Following sample injection and focusing

samples are separated. Smaller particles (red) elute prior to larger particles (green)
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accumulation wall is taken to the detector (“splitting” the flow), the rest is

discarded. Before the optimal cross-flow is selected, a run without cross-flow is

helpful to determine whether the sample is retained by the separation system as

such, e.g., by adsorption to the membrane, and furthermore what molecule sizes are

present in the sample before it has seen focusing and cross-flow. In case of strong

membrane binding, albumin can be used to block such adsorption. Now the cross-

flow is selected. Typically a cross-flow is not kept constant over the entire separa-

tion run but reduced over time (like a gradient) and finally set to 0 at the end. It is

therefore a typical feature of an AF4 run, that all sample material that has been

accumulated and not rolled towards the outlet according to the equilibrium distance

from the wall, will then be released and detected as a wash off peak.

Larger species tend to elute not earlier than with this peak, and care has to be

taken not to overestimate such species because of aggregates having formed at the

accumulation surface and not being present in the sample as such. Theoretical

calculations are possible to estimate the retention time of molecules or

nanoparticles under given conditions (channel dimensions, fluxes, densities, vis-

cosities, temperature) and allow indirectly to identify interactions that disturb the

theoretical ideal diffusion behavior due to surface interaction and/or self-interaction

of the analyte species (Giddings 1978).

In summary, the development of a suitable AF4 experimental set-up requires

time and analysis of the various parameters having an influence on the quality of the

resulting AF4 fractogram. Critical experimental parameters are the ionic strengths

of the carrier liquid, the focus flow rate, the cross flow rate and the sample load.

Some parameters may be more critical than others, but nonetheless, development of

an appropriate AF4 method is time-consuming and non-trivial (Williams

et al. 2001; Williams and Giddings 1994).

2.4 Steric Mode

Very large species within a sample show the so called “steric mode” elution

behavior and elute in front of all the rest with the injection peak (Fig. 15.4).

Although such steric mode pre-peaks are not regular shaped and not resulting

from a quasi-equilibrium situation, they can deliver important qualitative informa-

tion (Caldwell et al. 1979). The presence of very large species like oil droplets,

agglomerates and particles can be confirmed in one run, a feature that SEC will not

be able to deliver. Fraunhofer and Winter have shown that the presence of silicon

oil droplets from prefilled syringes can be differentiated from protein drug aggre-

gates (Fraunhofer and Winter 2004; Fraunhofer 2003). Gottschalk et al. went one

step further and used the steric mode pre peak to quantify very large, particulate

protein aggregates whereas the soluble, large aggregates run under normal separa-

tion mode (Gottschalk et al. 2006).
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2.5 Benchmarking of AF4

2.5.1 Comparison to Electron Microscopy

Electron microscopy is widely used for the characterization of systems in the nano-

and micrometer range. Scanning electron microscopy (SEM), transmission electron

microscopy (TEM) and both cryo-SEM and cryo-TEM are currently utilized.

Despite their advantages to fully elucidate the surface structure of a system,

disadvantages are the tedious sample preparation and the time-consuming sample

analysis. In addition, only a small fraction of the total sample can be analyzed.

While in cryo-SEM and cryo-TEM samples are viewed in their frozen state, SEM

and TEM usually require a drying and/or staining step, which may alter sample

morphology and produce artifacts. In contrast to this, AF4 allows the analysis of a

larger fraction of the total sample, gives detailed information about particle size,

allows fractionation of different particle size fractions, and furthermore

nanoparticles can be analyzed in liquid dispersion.

2.5.2 Comparison to Size Exclusion Chromatography

Size exclusion chromatography (SEC) is the standard method for the analysis and

separation of proteins and other polymers of pharmaceutical relevance. Being the

workhorse in every biopharmaceutical lab, SEC has matured to a very reliable and

precise method. Qualification of the equipment and validation of the methods are

common practice (Arakawa et al. 2010; Philo 2009). Still, SEC has its limitations

and drawbacks. First, columns are very expensive, their standing times are often

frustratingly short, especially when samples are rich in impurities, and the columns

have to be selected for the samples under investigation, meaning that one needs

different columns to cover a broad range of analytes. AF4 has certain advantages

here. As already mentioned, one channel serves for the separation of all types of

analytes from 5000 Da to particles of several hundreds of nanometers. Furthermore,

is has been shown that SEC underestimates larger protein aggregates compared to

AF4. For that reason, since the 1990s, AF4 received increasing interest as a new

tool (“orthogonal method”) for protein, nucleotide and polymer research (Litzén

Fig. 15.4 Schematic illustration of the steric mode principle in AF4. Larger particles possess a

higher particle velocity vector and are therefore eluted earlier compared to smaller particles from

the AF4 channel
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and Wahlund 1989; Litzén et al. 1993; Gabrielson et al. 2007; Carpenter

et al. 2010). When it comes to the quantification of fragments, AF4 might have

its weaknesses as small compounds can get lost due to the chosen membrane

cut-off, but typical fragments formed from antibodies will be well retained, sepa-

rated and detected. AF4 has therefore long been used as a trouble-shooting device

and research instrument only, but now the first systems run under current good

manufacturing practice (cGMP) conditions, and AF4 methods are used for the first

products and projects for regulatory specifications.

2.5.3 Comparison to Analytical Ultracentrifugation

Although AF4 has shown its promises over SEC for larger particles and protein

aggregates, AUC is often chosen when a method is sought where the interaction

with the analytical separation systems can be reduced to practically zero and

artifacts are very unlikely (Pauck and Coelfen 1998). Due to the mandatory

presence of the channel membrane, AF4 can as a matter of principle not provide

that. AUC is extremely expensive, needs experienced operators and specialists for

interpretation, and by that, is not useful as a routine method accompanying product

development, clinical supplies, scale up, and product release. In our eyes AUC

should be used to control SEC and AF4 for their ability to detect relevant amounts

of aggregates or colloids. Once qualified in that way, AF4, or in case of “easy”

samples also SEC, could then be used for routine purposes.

3 Analysis of Particulate Systems

3.1 Nanoparticles

As described above, AF4 is a versatile tool for the analysis of various types of

formulations. However, in particular for analytics of nanoparticulate formulations

or particulates, it has been shown in various reports in the literature that AF4 offers

additional attributes when it comes to sample analysis. Usually, nanoparticulate

formulations are characterized by the classical analytical methods such as electron

microscopy and dynamic light scattering (DLS). Electron microscopy allows inves-

tigating the surface of the nanoparticles, whereas analysis in terms of particle size

and size distribution is cumbersome, since at least 10,000 particles must be counted

in order to satisfy statistical requirements. DLS on the other hand does not provide

any information on the surface characteristics of the sample, but can be utilized to

calculate an average particle size and a size distribution according to the Stokes-

Einstein equation. However, this technique is in principle only applicable to

monodisperse formulations that contain perfectly spherical particles at an ideal

concentration. AF4, on the other hand, allows obtaining information on particle size

15 Asymmetrical Flow Field Flow Fractionation: A Useful Tool for the Separation. . . 475



while at the same time particles can be fractionated according to their size, should

particles of different sizes be present in the formulation. In the following section an

overview over different nanoparticulate formulations investigated by AF4 is given.

A nice tutorial on how to select and develop a protocol for nanoparticle fraction-

ation by AF4 can be found in Gigault et al. (2014a).

3.1.1 Human Serum Albumin Nanoparticles

John and Langer (2014) analyzed 150 nm human serum albumin (HSA) based

nanoparticles in terms of particle size but also investigated the particle formation

process using AF4. The authors report that the determination of an ideal cross flow

for sample analysis is the main influencing parameter on the separation quality.

Therefore, in a first step the cross flow should be varied. Cross-flow should be

sufficiently high for particle separation, but at the same time as low as possible to

achieve an optimal peak shape in the AF4 fractogram. In addition, the focusing step

is highlighted as an important parameter. If the focusing step is too short or the

focus flow too low, particles will not be fractionated completely. On the other hand,

if the focus flow and the cross flow are increased to such an extent that the particles

are located too close to the membrane, more time is needed for complete elution. In

terms of particle concentration for AF4, a compromise needs to be found between a

starting concentration that is sufficiently high (as the sample will be diluted during

fractionation) but not too high since otherwise overloading effects of the channel

will occur.

In addition to the analytical method for particle size characterization described

above, the authors also utilized AF4 to observe HSA nanoparticle formation during

the desolvation process, as well as characterized the size and degree of PEGylated

HSA nanoparticles. Increasing amounts of ethanol were added for HSA desolvation

which first resulted in the formation of protein aggregates and later in the formation

of HSA nanoparticles. Covalent modification of HSA nanoparticles with PEG was

observed by an increase in particle size and a time shift of the particle count rate.

According to the author’s reports, AF4 can be used to also quantify the degree of

PEGylation when unbound PEG is previously removed from PEGylated

nanoparticles.

3.1.2 Gelatin Nanoparticles

Fraunhofer et al. (2004) were able to show that AF4 is a powerful tool to charac-

terize gelatin nanoparticles in addition to the characterization of gelatin bulk

material and analysis of the nanoparticle drug-loading process. Using AF4, the

authors were able to separate and quantify e.g., proteins and oligonucleotides,

which were even more challenging, since the raw material of the nanoparticles

was also of a proteinaceous nature. In addition, AF4 allowed confirming the

heterogeneity of the gelatin molecular weight. In a further study, Zillies
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et al. (2007) utilized AF4 to quantify the PEGylation efficiency of nanoparticles

without further sample preparation.

3.1.3 Particles from Melt Extrusion

AF4 has also been reported as an analytical method to investigate and characterize

the formation of structures or particles when solid dispersions prepared by melt-

extrusion were dispersed in aqueous media (Kanzer et al. 2010). Kanzer

et al. compared the size and size distribution obtained by either PCS or AF4 coupled

with an online MALLS detector. In contrast to PCS, which only indicated submi-

cron particles, AF4 allowed separating up to three different nanoparticulate frac-

tions: colloidal polymer, nanoparticle aggregates and nanoparticulate aggregates of

the incorporated drug (Kanzer et al. 2010), therefore providing a much deeper

insight into the bulk phase of the dispersion compared to PCS.

3.2 Liposomes, Liposomal Formulations and Lipoplexes

Apart from solid nanoparticles, liposomes, liposomal formulations and lipoplexes

have also been investigated. In the early days, classical flow field flow fractionation

(FFF) has been employed to investigate the size and size distribution of liposomes.

In 2006, Hupfeld et al. (2006) reported on the analysis of small liposomes. The

authors used three different techniques to analyse liposomal size, namely PCS, SEC

with subsequent PCS analysis, and FFF coupled with on-line static light scattering

and RI detectors. While all three methods delivered useful results, the size distri-

bution calculated was not identical. Bulk analysis of the liposomal preparation by

PCS revealed a broad mono-modal or bimodal size distribution, whereas after

fractionation by either SEC or AF4 smaller liposomes with a much narrower size

distribution were obtained in addition to a broader peak representing larger parti-

cles. The authors concluded that bulk analysis of liposomal formulations by PCS

often suffers from the limitation that PCS tends to underestimate smaller particles

when at the same time larger particles are present. On the other hand, results

obtained by FFF showed larger minimum liposome diameters, which the authors

explained by the different detection limits of the PCS measurements and MALLS

detection. Hence, fractionation of the sample prior to size analysis can result in

more reproducible particle sizes (Hupfeld et al. 2006). In a consecutive study,

Hupfeld et al. (2009) utilized AF4 to systematically investigate the effect of focus

flow rate, cross flow rate, sample load and ionic strength of the carrier liquid on the

retention behavior of liposomes separated by AF4. Varying the focus flow resulted

in peak shifts and changes in peak shape, therefore for each formulation at first an

optimal focus flow should be determined. Secondly, sample load had an effect on

calculated geometric radii. Overloading effects of the channel may be observed

when the sample load is too high, meaning that some larger particles do not reach
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their expected position within the channel and remain in proximity to the parabolic

flow profile. As a consequence, such particles will then elute earlier than expected.

Another important aspect is the influence of the cross flow rate and the cross flow

mode. Different constant cross flow rates were applied. While too small cross flow

rates result in insufficient fractionation, high cross flow rates hinder complete

elution of the sample. Therefore, in most cases a cross flow gradient is applied to

obtain both satisfactory separation and complete elution. Lastly, the ionic strength

of the carrier solution also impacted on the fractionation and size analysis of

liposomes, since the retention of charged liposomes in a low or high ionic strength

carrier medium may be different to highly purified or distilled water and also

compared to the fractionation of uncharged liposomes. Not only does the

zetapotential of the liposomes influence the location of the particles from the

channel wall; the orientation of phosphatidyl choline groups within the liposome

may also change upon an increase of the ionic strength, hence impacting on the

zetapotential of the particles and consequently on the repulsive effects between

individual liposomes as well as between liposomes and the accumulation wall

(Hupfeld et al. 2010). Again, an optimal salt concentration needs to be found for

sample analysis. If the salt concentration of the liposomal formulation is different to

the carrier medium, shrinking and swelling effects of liposomes due to osmotic

pressure can be observed (Hupfeld et al. 2010). Apart from liposome fractionation

and size analysis, AF4 has recently been used to study drug transfer from liposomal

formulations, using donor and acceptor liposomes and quantifying the amount of

drug retained in the donor liposomes (Hinna et al. 2014).

FFF has further been used to analyze physical characteristics such as particle

size and storage stability of self-assembled cationic lipid-DNA complexes

(lipoplexes). These systems usually suffer from their heterogeneity, as free lipo-

somes, DNA, and complexed DNA-liposomes are present in one single formula-

tion. In 2001, Lee et al. studied the feasibility of an FFF system coupled with UV,

RI and MALLS detectors. Exploring different ionic strengths of carrier liquids and

types of membranes, the authors were able to establish a system which enabled

them not only to study such complex systems of various lipid-DNA ratios, but also

revealed that with MALLS detection the formation of aggregates upon storage

became visible which was not observed with other techniques such as PCS (Lee

et al. 2001). In addition, cationic lipid-DNA particle fractions can be fractionated

using FFF which can be useful if structure-activity relationships of the different

complexes need to be determined.

3.3 Virus-Like Particles

Virus-like particles (VLPs) as vaccine carriers have also been investigated using

asymmetrical flow field-flow fractionation. Lang et al. (2009) report on the analysis

of nicotine-conjugated VLP carriers, where AF4 was used as a complementary

technique to DLS. The aim of this study was to investigate aggregated species of
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VLPs, which is not possible by DLS or by SEC. The authors were able to separate

VLP formulations into VLP fragments, monomers, dimers and oligomers/aggre-

gates. AF4 was further used in the formulation development and testing of formu-

lation stability over time. Chuan et al. (2008) reported an optimized AF4 method for

the characterization of VLPs, and the authors focused on potential adsorption

effects as well as on the separation of VLP fragments, monomer, dimer, and

aggregates. AF4 was benchmarked against classical techniques such as TEM and

DLS. Under optimized conditions, no sample aggregation effects were observed.

VLP samples could be fractionated by AF4, and approximately 69% of the VLPs

showed a size between 15 and 35 nm, whereas the remaining fraction was com-

posed of particles having a size range up to 100 nm. In addition to this, the authors

reported that using AF4 even changes in the quaternary structure of the VLPs could

be monitored. In a further study, Pease et al. (2009) analyzed four different types of

VLPs: VLPs with and without packaged genomic DNA or protein, VLP with

packaged foreign protein, VLP with packaged genomic DNA, and VLP assembled

from VLP pentamers modified to express a foreign peptide sequence on the VLP

surface.

3.4 Polyplexes

Noga et al. (2013) reported on the use of AF4 to investigate hydroxyethyl starch

(HES)-coated polyplexes. In this study, the authors synthesized different

HES-polyethylenimine (PEI) conjugates and used AF4 to investigate the rate of

biodegradation upon incubation with alpha amylase (AA). The authors were able to

show that degradation of HES in the presence of AA is rapid at the beginning and

subsequently levels off after 4–6 h. Furthermore, lower molar substitution of HES

showed higher degradation rates. The effect of molar mass on biodegradation was

also investigated, showing that larger molecular weight HES (e.g., HES70) was

degraded to a higher extent compared to lower molecular weight HES (e.g., HES

30). The authors explained this result by the better accessibility of α-1,4-glycosidic
bonds of HES in the higher molecular weight HES molecules for AA.

3.5 Non-spherical Nanoparticles

In contrast to classical DLS measurements, field flow fractionation and in particular

AF4 can also be used to analyze, quantify and separate particulate systems which

are not perfect spheres, for example protein filaments or non-spherical particles. In

2004, Jores et al. (2004) reported on a study using symmetric flow field-flow

fractionation to compare size and size distribution of solid lipid nanoparticles

(SLNs) and nanostructured lipid carriers (NLCs) with DLS measurements. The

colloidal structures were prepared from glyceryl behenate and medium chain
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triglycerides in order to combine mixtures of solid and liquid lipids to increase drug

loading and improve controlled release thereof. PCS indicated that SLN and NLC

differed from a nanoemulsion with respect to Brownian motion due to asymmetric

particle shapes, thereby also leading to higher polydispersity indices. The authors

reported that using symmetric field-flow fractionation allows separation of isomet-

ric from asymmetric particles, as isometric particles will elute earlier. Here clearly

the principle of field flow fractionation has great advantages compared to DLS in

bulk, since isometric and asymmetric particles are separated before the measure-

ment in field flow fractionation.

Further studies using classical FFF for non-spherical particles have been

reported by Chun et al. (2008) for single wall carbon nanotubes (SWNTs). Here

the authors characterized the rodlike structures according to their size by comparing

the elution times of fractions of SWNTs to standard spherical particles.

Mathaes et al. (2013) utilized an AF4 system equipped with a MALLS detector

for measuring the radius of gyration (geometric radius) and a DLS detector to

determine the hydrodynamic radius of 40 nm spherical and stretched polystyrene

particles. From the measurements, a shape factor (the quotient of the geometric

radius to the hydrodynamic radius) can be calculated and enables to clearly

distinguish spherical from elongated or rod-like particles. However, AF4 is limited

in terms of particle size by the resolution of the DLS detector. In the presented

study, the DLS only allowed to measure particles in the size range between 3 and

200 nm. Gigault et al. (2014b) also looked into the characterization of self-

assembled nanofibers by AF4 to investigate the length of the nanofibers as well

as their aggregation potential.

Care must be taken when non-spherical particles are analyzed by either FFF or

AF4. Phelan Jr and Bauer (2009) highlight that up to a size of about 500 nm rodlike

particles elute using FFF by a normal mechanism, whereas an inverse steric effect

occurs when larger particles are separated. Alfi and Park further investigated this

topic using FFF and concluded in their study that the separation behavior of rods

and spheres also strongly depends on the conditions used for the fractionation

procedure (Alfi and Park 2014).

4 Preparative Use of AF4

AF4 cannot only be used to fractionate and then analyze portions of sensitive

samples such as proteins or antibodies, this technique can also be used to prepar-

atively separate protein aggregates from monomer species (Freitag et al. 2011b).

Separate fractions of aggregate species can then be analyzed in much more detail.

Freitag et al. (2011b) utilized AF4 to separate and quantify fragments, monomer

and soluble oligomers of a therapeutic antibody. The molecular weight of the

detected species was calculated according to the fractogram obtained using the

described AF4 method. It was possible to store the different fractions either at

2–8 �C for up to 3 weeks without any changes in the soluble oligomer fraction.
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Alternatively, fractions were frozen in the deep freezer (�80 �C) and subsequently

gently defrosted in the refrigerator at 2–8 �C without any changes in the peak

position, retention time or loss of soluble oligomer due to adsorption phenomena. In

addition to the excellent protein separation potential, AF4 can also be run using

different ionic strength buffers; hence samples can be analyzed using any tonicity of

the formulation which may later be used for in vivo studies. In a further study,

Freitag et al. (2011a) were able to show that by using a rinsing/disinfection routine

for the AF4 instrument, it was possible to obtain protein fractions with endotoxin

levels far below the required 0.250 IU/mL for parenteral administration according

to the monograph “water for injections” in the European Pharmacopoeia. This

semi-preparative approach has not been published before, except for a circular

AF4 variant (Maskos and Schupp 2003).

5 Recent Trends in AF4

In the following section, the most recent trends in using AF4 are summarized. The

examples given here highlight that AF4 receives increasing attention from

researchers not only in the pharmaceutical field, but also in various other disciplines

and various different types of applications.

5.1 Quantitative Characterization of IgG Aggregates

Protein aggregates in pharmaceutical formulations receive growing attention due to

the potential risk of aggregates to induce unwanted immunogenicity in patients.

While a number of techniques is available for protein formulation characterization

(SEC, DLS), it is recommended to utilize orthogonal methods for protein aggregate

characterization such as AUC or AF4 (Carpenter et al. 2010). Ma et al. recently

studied soluble aggregates formed in heat-stressed solutions of an IgG molecule to

which polyacrylates were added for stabilization purposes (Ma et al. 2014). In

contrast to other techniques it was possible with AF4 to obtain information on %

IgG recovery in addition to quantify and size the fraction of IgG monomer or dimer

in comparison to IgG aggregates.

5.2 Separation of Different Types of Antibody Aggregates
for Immunogenicity Testing In Vivo

As described above, protein aggregates are linked to unwanted immunogenicity in

patients. However, it is still a matter of debate if all aggregates in general are
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responsible for immunogenicity, or if immunogenicity is only linked to certain

types of aggregate species (soluble, insoluble, reversible, irreversible aggregates).

Freitag et al. separated samples of a murine monoclonal antibody based on aggre-

gate size by AF4, and the collected fractions were subsequently used to test

immunogenicity in vivo (Freitag et al. 2014).

5.3 Separation and Quantification of Protein Aggregates by
HF5

Fukuda et al. qualified the still not so extensively used HF5 method for the

quantification of a monoclonal antibody and aggregates thereof in terms of preci-

sion, accuracy, linearity, and quantitation limit (Fukuda et al. 2014).

5.4 AF4 as an Additional Method to Gain Insight into
Degradation Pathways of Antibody-Based Drug
Candidates

Fincke et al. utilized AF4 in addition to spectroscopic techniques, DLS, differential

scanning calorimetry (DSC), electrophoresis, visual inspection, and surface

plasmon resonance (SPR) to investigate degradation pathways of three different

antibody-based drug candidates upon exposure to elevated temperature (Fincke

et al. 2014). This study highlighted the usefulness of AF4 as an orthogonal

technique to classical bulk measurement techniques such as DLS.

5.5 Characterization of β-Cyclodextrin-Dextran Polymers
for Poorly Water Soluble Drugs

di Cagno et al. (2014) evaluated the potential of different newly synthesized

β-cyclodextrin-dextran polymers for parenteral administration of poorly water

soluble drugs. The authors investigated the stability of the new substances in

terms of aggregate formation by molecular weight, the ability to solubilize a poorly

soluble drug as well as drug release properties.
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5.6 PLGA Nanoparticles Released from a Tablet

Engel et al. (2014) reported on the use of AF4 as an analytical method to determine

the release of PLGA nanoparticles embedded in a tablet. Two different sizes of

PLGA nanoparticles (120 and 220 nm) were prepared and subsequently dried using

either spray-drying or freeze-drying. This dry nanoparticle powder was then

transformed into tablets by direct compaction using α-lactose-monohydrate, PEG

4000, polyvinylpyrrolidone, crosscarmellose sodium and silicium dioxide as fur-

ther ingredients. Release of nanoparticles from the solid dosage forms was then

analysed using AF4 without further treatment such as filtration. The authors report

that nanoparticle release from the tablets was completed within 30 min, and the

presence of nanoparticles in the release media could be clearly proven by AF4 as

well as by DLS batch measurements. This is a very interesting approach as AF4

offers the possibility to quantify nanoparticle release and potentially released API

in its soluble form by UV detection at the same time, given the concentration of the

API is sufficiently high.

5.7 Characterization of Cationic Polymers for Gene Delivery

AF4 has also been investigated as a characterization technique for cationic poly-

mers. Wagner et al. studied different cationic polymers for their applicability in

gene delivery and used AF4 as an additional technique to AUC and NMR spec-

troscopy (Wagner et al. 2014). The authors describe that SEC and mass spectrom-

etry (MS) often do not deliver meaningful results, in particular when cationic

polymers are analyzed. For SEC, this is due to the fact that the cationic polymer

strongly interacts with the stationary phase of the SEC column; therefore the

authors investigated AF4 as an alternative technique since in AF4 no stationary

phase is present. Nonetheless, care must be taken when choosing the channel

membrane, as strong interactions with the membrane material may lead to peak

deformation and broadening. Additionally, the ionic strengths of the eluent must be

evaluated carefully when charged polymers are being fractionated as must be the

amount of injected sample as overloading effects may occur due to electrostatic

repulsion. In summary, AF4 was established as a reliable method to obtain confor-

mational information and determine the molar mass and PDI of different polymers

given that the molar mass of the polymer is larger than 15 kg mol�1 (Wagner

et al. 2014).
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5.8 Characterization of Polymersomes Using AF4

Till et al. investigated several polymersomes based on polyethylene block copoly-

mers using AF4 and compared the results to classical characterization techniques

such as electron and atomic force microscopy, as well as static light scattering

(SLS) and DLS, and small-angle neutron scattering (Till et al. 2014).

5.9 Quantification and Characterization of Nanoparticulate
Additives in food

In a recent study, Heroult et al. described the development of an AF4 method for the

characterization and quantification of silica nanoparticles in a commercially avail-

able food product, coffee creamer (Heroult et al. 2014). The presence of

nanoparticulate additives such as silver nanoparticles as antibacterial additives,

titanium dioxide as whitener or silica as an anti-caking agent is widely performed

in food industry. These excipients are also used in pharmaceutics, therefore, the

developed AF4 method may also be relevant for further studies.

6 Conclusion

In summary, AF4 has become a technique which is more and more relevant in the

pharmaceutical setting and can be used as an orthogonal method to well-established

classical characterization techniques. However, method development for AF4

remains to be non-trivial and may be a time-consuming procedure. Nonetheless,

in some cases, AF4 may close an open gap that other techniques cannot capture. It

will be interesting to see how AF4 will further evolve and in particular, if and how

further developments of e.g., the HF5 system will proceed in the future.
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Chapter 16

Light and Electron Microscopy

Heike Bunjes and Judith Kuntsche

Abstract Microscopic techniques have a long history in pharmaceutical formula-

tion research and development. They are especially useful for the study of systems

containing particles of different length scales (like powders, granules, or colloidal

suspensions) but can also be employed for the study of compact solid forms like

tablets or of semisolids. As they yield a visual impression of the object of study they

provide a rather natural way to the comprehension of sample behavior. As with all

analytical techniques, however, there may be limitations and pitfalls that should be

known in order to employ the methods correctly. This chapter explains the basic

features of the microscopic techniques traditionally employed in pharmaceutical

research—optical light microscopy as well as scanning and transmission electron

microscopy with their respective variations. Apart from a short overview on

instrumentation, the different sample preparation techniques are explained and a

selection of pharmaceutical application examples is provided to illustrate the

wealth of information that can be obtained and to stimulate a more detailed

exploration of the possibilities of these fascinating methods.
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1 General Remarks on Microscopy in Pharmaceutical
Formulation Research

Investigation by light or electron microscopy is a very helpful tool in formulation

research as it yields visual images of the objects of interest. It is particularly suitable

for the investigation of samples containing particles; Scanning Electron Micros-

copy (SEM) is also often used to visualize the surface structure of larger objects

such as tablets. The high magnification that is employed upon microscopic inves-

tigation is a great advantage but also implies that only a small portion of the sample

can usually be analyzed. Thus, investigators need to be very careful in selecting

their samples and areas of investigation within the microscopic specimen appro-

priately in order to ensure that the data they obtain is representative for the whole

sample. Several specimens usually need to be prepared and different areas of a

specimen to be inspected in order to achieve this goal. Moreover, (electron)

microscopic methods are prone to artifacts (e.g., resulting from unfavorable

specimen-beam interactions in SEM or the preparation procedures usually required

for Transmission Electron Microscopy (TEM) analysis). As a further complication,

many microscopic techniques lead to two-dimensional projections of three-

dimensional objects which needs to be taken into consideration upon interpretation

of the images. Thus, although the principle of “seeing is believing” usually acts in

favor of microscopic analysis, one should not simply trust everything that appears

to be revealed in a microscopic image. A sound basic knowledge about the methods

including their potential pitfalls helps to employ these powerful techniques ade-

quately and to avoid misinterpretations. This chapter can only provide a glimpse

into the fascinating field of microscopic investigation and reference to specialized

textbooks is recommended to those who would like to apply the methods for their

research (e.g., Carlton 2011; Flegler et al. 1995; Goldstein et al. 2003; Williams and

Carter 2009). As with many other techniques, microscopy often is most useful when

used in combination with other methods that can provide complementary informa-

tion in particular on those facts that cannot adequately be unveiled by this

technique.

2 Optical Microscopy

A lot of information can be obtained about pharmaceutical samples such as

powders, suspensions or emulsions by just the simplest bright-field microscope,

for example about particle morphology, size and homogeneity. Despite the com-

parative ease of use, low demands on instrumentation and sample preparation,

optical microscopy is probably one of the most underestimated analytical tech-

niques in modern pharmaceutics.

This chapter will introduce the basic principles of optical microscopy (often also

referred to as light microscopy) together with the different techniques used in
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optical microscopy such as polarizing, phase contrast and differential interference

contrast microscopy. Fluorescence microscopic techniques are not included as this

would go beyond the scope of this chapter. Fluorescence imaging is, however, an

emerging field in both biological and pharmaceutical science and the interested

reader is referred to the large number of review articles focusing on fluorescence

imaging (e.g., White and Errington 2005; Oheim et al. 2006; Vielreicher

et al. 2013).

2.1 General Principles of Optical Microscopy

The main components of an optical microscope are the illumination source (often a

halogen lamp), the condenser, the objective and the ocular (eyepiece). The general

light path in an optical microscope is schematically shown in Fig. 16.1. Compre-

hensive information about the theory and principles of optical microscopy can be

found, for example, on the websites of microscope manufacturers (e.g., www.

opympusmicro.com, www.zeiss.com/microscopy).

Key parameters in microscopy are magnification and resolution. The total

magnification of an optical microscope is provided by the magnification power of

the objective (usually between�4 and�100) and the magnification provided by the

ocular lens system (usually �10). When using an objective with a magnification

power of �40 together with an ocular with �10 magnification, the total magnifi-

cation will be �400. However, even the highest magnification is worthless, if the

resolution is unsatisfactory. Resolution is the smallest distance between two objects

where they can be clearly distinguished as two separate objects. The resolution R of

the diffraction limited light microscope can be calculated by the equation intro-

duced by Ernst Abbe (Eq. (16.1)) where R is a function of the wavelength (λ) of the
light source used for sample illumination (shorter wavelengths increase the resolu-

tion), the refractive index (n) of the media between objective and sample and the

half of the opening angle of the objective (Θ):

R¼λ=2n ∙ sin θ¼λ=2 ∙NA ð16:1Þ

The product ðn ∙ sin θÞ is known as the numerical aperture NA of an objective and

provides convenient information about resolution of a given objective. The larger

the opening angle of an objective (and thus the larger its aperture), the more of the

diffracted light from the sample can be gathered and the higher the resolution of the

sample image. Numerical apertures of objectives for optical microscopy range from

0.1 for very low magnification objectives (e.g., �4) up to about 0.9 for high

magnification objectives (e.g., �100). By replacing air by a medium with higher

refractive index (e.g., water or oil, Table 16.1) between the sample and the

objective, higher numerical apertures can be achieved, e.g., up to 1.6 when using

an immersion oil. The oil immersion technique requires specially designed
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objectives (oil immersion objectives) and is generally used at high magnification

(where a high resolution is required).

Another important characteristic of microscopic objectives is the correction for

imaging errors (aberrations): Spherical aberrations (also known as aperture errors),

chromatic aberrations (caused by dispersion effects) and aberrations caused by the

field curvature (when using lenses with curved surface producing a curved image

plane). Objectives with different degree of correction of aberrations (and conse-

quently costs) are available (Abramowitz et al. 2002; Drent 2005; Piston 1998).

Plane objectives generally provide correction for field curvature. Common types of

objectives together with their degree of correction for optical aberrations, numerical

aperture and magnification are summarized in Table 16.2.

Fig. 16.1 Comparison of the setup of an (inverted) optical microscope with that of a transmission

electron microscope
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The condenser is primarily an optical lens system which focuses the light from

the illumination source onto the sample. It usually is composed of a diaphragm with

variable aperture and one or more lenses. In the up-right transmission light micro-

scope, the condenser is located above the light source and below the sample. For

special techniques used in optical microscopy (cf. Sect. 2.2) the condenser is

equipped with special optical filters. The ocular lenses (eyepiece) focus the micro-

scopic image onto the image plane (e.g., the eye) and usually also provide an

Table 16.1 Common

immersion media in optical

microscopy (Abramowitz and

Davidson 2014)

Material Refractive index

Air 1.0003

Water 1.333

Glycerol 1.4695

Paraffin oil 1.480

Cedar wood oil 1.515

Synthetic oil 1.515

Table 16.2 Magnification, numerical aperture and working distance for common objectives

(Spring et al. 2014)

Type of objective Magnification

Numerical

aperture

Working distance

(mm)

Achromat correction for

• SA with 1 color

• CA with 2 colors

�4 0.10 30.00

�10 0.25 6.10

�20 0.40 2.10

�40 0.65 0.65

�100 (oil) 1.25 0.18

Plan achromat correction for

• SA with 1 color

• CA with 2 colors

• FC

�4 0.10 30.00

�10 0.25 10.50

�20 0.40 1.30

�40 0.65 0.57

�100 0.90 0.26

�100 (oil) 1.25 0.17

Plan fluorite correction for

• SA with 2–4 colors

• CA with 2–4 colors

• FC

�4 0.13 17.10

�10 0.30 16.00

�20 0.50 2.10

�40 0.75 0.72

�100 0.90 0.30

�100 1.30 0.20

Plan apochromat correction
for

• SA with 3–4 colors

• CA with 4–5 colors

• FC

�4 0.20 15.70

�10 0.45 4.00

�20 0.75 1.00

�40 0.95 0.14

�100 (oil) 1.40 0.13

The price of the objectives increases with increasing degree of aberration correction

(SA¼ spherical aberration, CA¼ chromatic/color aberration, FC¼ field curvature)
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additional magnification (often�10). Modern microscopes are often equipped with

a tri-ocular eyepiece facilitating connection to a camera. Finally, optimal illumina-

tion of the sample is a prerequisite for any convenient microscopic analysis and

K€ohler’s illumination, introduced in 1893 by August K€ohler, is still the predomi-

nant technique applied (Davidson and Fellers 2003; Goldberg 1980).

2.2 Special Techniques in Optical Microscopy

A limiting factor, especially with biological samples, is the poor contrast in normal

bright field light microscopy. By introducing special filters in the light path, contrast

of the image can be improved (phase contrast and differential interference contrast)

or optical properties (birefringence) can be visualized by polarizing microscopy.

In the phase contrast technique (Elliot and Poon 2001; Pluta 1969), differences

in refractive indices in sample structures are “converted” to bright-dark contrast

thus providing contrast in a sample even if the differences in optical densities

between the visualized structures are small. For this technique, a ring annulus is

included in the condenser producing a hollow cone of light. A matching phase shift

ring is located in the objective, resulting in an artificial phase difference of the light

wave together with a reduction of light intensity. Due to these effects, an interfer-

ence with the light that has been diffracted by the sample occurs and a phase

contrast image is the result (Fig. 16.2 top). A disadvantage of the phase contrast

technique is halo-formation and that it can only be used with thin samples.

A more sophisticated method to visualize samples with low contrast is the

differential interference contrast setup (Elliot and Poon 2001) where differences

in optical density in the sample are visualized as a difference in relief in the image

(Fig. 16.2 bottom). However, the three-dimensionally appearing image is an optical

effect and does not necessarily reflect the true structure of the sample. The optical

setup is more complicated than that used in phase contrast microscopy and polar-

ized light is required as light source. Special prisms (Wollaston prisms) are located

in the condenser and in the objective. The prism in the condenser splits the

polarized light into two beams, which have a slight difference in their traveling

direction and the prism in the objective re-combines the beams. By passing the

sample, both beams are affected when passing density boundaries and their optical

path will be different when entering the second prism generating the differences in

the relief and the three-dimensional appearance of the structure in the microscopic

image.

Polarization microscopy (Oldenbourg 1996; Weaver 2003) is probably one of

the most commonly used techniques of optical microscopy in the pharmaceutical

field when investigating optically anisotropic (birefringent) samples such as crys-

talline or liquid crystalline materials. Two polarization filters are applied, one

placed in the condenser (the polarizer providing polarized light for sample illumi-

nation) and another above the objective (the analyzer). The analyzer can be moved

in and out of the light path and also allows adjustment of the angle respective to the
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Fig. 16.2 Different contrast techniques used in light microscopy: microscopic images of a single

PMMA sphere, radius RP¼ 550� 7 nm, refractive index nP¼ 1.49, in decalin, nm¼ 1.47. The top

15 images each (field of view 4.3 μm� 4.3 μm) form a series at varying degrees of defocus: 1.0 μm
of forward axial (focusing) movement separate successive images, with no. 8 being in focus. The

larger bottom images are a respective composite of 1-pixel-wide slices across the center of

165 images like the series above them, but with each separated by 0.11 μm; this gives a quasi-

side-on view; image no. 8 of the upper series is at the line indicated by the arrows; the dotted lines

show the positions of images 1 and 15. Reprinted from Elliot and Poon 2001, Copyright (2001),

with permission from Elsevier



polarizer. If polarizer and analyzer are inserted into the optical path and the

analyzer is oriented perpendicular to the analyzer (crossed polarizing filters), no

light is passing when the sample is isotropic and the image appears dark. In contrast,

viewing a birefringent sample, characteristic bright/dark patterns, which depend on

the sample’s birefringence, are observed. Often, a so-called λ-plate can be inserted

in the light path just below the analyzer and the image of an isotropic sample with

crossed polarizing filter will appear purple.

2.3 Applications of Optical Microscopy in Pharmaceutical
Analysis

The pharmacopoeias, e.g., the European Pharmacopoeia (Ph.Eur.) suggest optical

microscopy for the detection of sub-visible contaminations in infusions and injec-

tions (Ph.Eur. 2.9.19) and for the characterization of particles >1 μm (Ph.Eur.

2.9.37). These monographs illustrate the two major applications of optical micros-

copy in pharmaceutical sciences: Quality control and material science.

Simple bright-field optical microscopy can already provide important informa-

tion about a pharmaceutical sample, for example to detect drug precipitation in

emulsions, particulate contaminations and the presence of undesired large particles

in the μm-size range in colloidal dispersions. Differential interference contrast

optical microscopy has been applied for stability evaluation of w/o/w multiple

emulsions where coalescence of the internal aqueous phase could clearly be

detected after storage of the samples (Hoppel et al. 2014). Optical microscopy

provides an important analytical tool for quality control of colloidal formulations

such as nanoparticle dispersions, nanoemulsions, liposomes and so on. Colloidal

drug carrier systems have been intensively studied in the last decades especially

with respect to drug targeting purposes but the number of approved nanomedicines

(especially based on nanoparticles as drug carriers) is still unsatisfactory. Strict

control of size and size distribution combined with physical stability present a main

requirement for formulations intended for intravenous injection, but adequate

physicochemical characterization and the lack of generally accepted standard

methods for size determination together with problems of physical stability still

present a serious challenge in the development of nanomedicines (Dawidczyk

et al. 2014). Although optical microscopy allows rapid detection e.g., of drug

precipitation in colloidal suspensions which may not be detectable by conventional

particle sizing methods based on light scattering, optical microscopy is currently

only rarely described for the characterization of colloidal dispersions in the scien-

tific literature. Driscoll and co-workers used optical microscopy in addition to light

scattering methods for stability evaluation of parenteral fat emulsions (Driscoll

2006). The limitations in detecting fractions of large particles by conventional light

scattering methods (e.g., laser diffraction with sub-micron instrumentation) have

also clearly been seen for drug nanosuspensions (Keck and Müller 2008; Keck
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2010). These examples illustrate the usefulness of optical microscopy to get at least

qualitative information about the presence of μm-particles in colloidal dispersions.

For quality control and size determinations, optical microscopy should always be

applied in addition to conventional light scattering methods.

The probably most frequently used application of (polarizing) optical micros-

copy in pharmaceutical analysis is material characterization, e.g., for the investi-

gation of polymorphism (Bauer et al. 2001; Gilchrist et al. 2012; Nichols and

Frampton 1998), crystallization behavior (Jurasin et al. 2011; Munk et al. 2012;

Seefeldt et al. 2007; Tian et al. 2009; Wu et al. 2012), identification of liquid

crystalline phases (Amar-Yuli and Garti 2005; Gong et al. 2011; Kuntsche

et al. 2009b; Prehm et al. 2008) (Fig. 16.3) and phase behavior of mixtures

(Benedini et al. 2011; Mercuri et al. 2012; Nonomura et al. 2009). In this context,

microscopy is usually used in combination with other analytical techniques such as

X-ray scattering/diffraction, differential scanning calorimetry and spectroscopic

methods. If the microscope is equipped with a hot-stage sample holder (hot stage

microscopy), phase transitions can be directly monitored and birefringence patterns

observed at the different temperatures can facilitate phase identification. A com-

prehensive description about the use of polarizing microscopy and application of

hot stage microscopy can be found in Carlton (2011).

Knowledge of solid state properties such as crystal modifications and crystal

morphology are of uppermost importance as they determine, for example, solubil-

ity, dissolution rate as well as the efficiency of downstream processes such as

milling (Chow et al. 2008). As an example, the influence of poly(N-isopropyl

acrylamides) on the crystallization of nitrofuantoin as a model drug has recently

been studied byMunk et al. (2012). Without the polymer, nitrofurantoin crystallizes

from acetone-water mixtures forming needle-shaped crystals, whereas both a den-

dritic crystal morphology and uncontrolled crystallization of a metastable crystal

modification (as identified by Raman spectroscopy) was observed in presence of the

polymer (Fig. 16.4).

Fig. 16.3 Polarizing light

micrograph of the liquid

crystalline phases

developing in the contact

zone between the nonionic

surfactant tyloxapol (Tyl)

and water (H2O): H:

hexagonal; C: cubic; L:

lamellar phase. Only the

hexagonal and the lamellar

phase exhibit birefringence
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3 Electron Microscopy

If higher resolution than achievable in light microscopy is required electron micro-

scopic techniques can be employed to view the sample. The use of electron

microscopic methods does, however, usually require more sophisticated sample

preparation techniques and the sample is thus less close to its natural state upon

observation. Two different types of instruments are typical for electron micros-

copy—transmission electron microscopes (TEMs) and scanning electron micro-

scopes (SEMs). These two classes of instruments share some common basic

features but also have fundamental differences as explained in the following.

3.1 General Setup of Electron Microscopes

Compared to a light microscope, most electron microscopes are rather large instru-

ments. All of them consist of a microscopic column containing the electron source

and the electron optical system, a sample stage or holder and detection systems that

provide the data for the generation of electron microscopic images (Figs. 16.1 and

16.10). While electron beam generation and focusing are conceptually similar in

TEM and SEM, the processes involved in image formation are fundamentally

different. In the transmission setup, the image is detected much below the sample

which is positioned in the upper part of the column. In conventional scanning

electron microscopes, the sample forms essentially the lowest part of the setup

and detection of the image generating data takes place in closer vicinity to and

above the sample. Much shorter microscopic columns can thus be used in SEM as

compared to TEM. In the following, after a short description of the common

features of both types of instruments, the specificities of each technique will be

outlined.

The electron beam is generated at the top of the column in an electron gun by

thermionic or by field emission. For thermionic emission usually a tungsten hairpin

Fig. 16.4 Nitrofurantoin monohydrate (NFMH) crystallized from acetone:water mixtures in the

presence of (A) no additive (needle growth of NFMH form II), (B) atactic poly(N-isopropyl

acrylamide) (PNIPAM) (controlled dendritic growth of NFMH form II), (C) atactic PNIPAM

(uncontrolled growth of NFMH form I). Reprinted with permission from Munk et al. 2012.

Copyright (2012) American Chemical Society
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wire (filament) or a lanthanum hexaboride (LaB6) crystal with very fine tip is

electrically heated resulting in the emission of electrons at the tip of the filament

or crystal. The filament (or crystal) is operated at a very high negative potential and

thus acts as a cathode (Fig. 16.5). The electrons emitted from the tip of the cathode

are accelerated in an electric field towards a circle-shaped anode operated at zero

potential. The electrons that pass the aperture in the center of the anode form the

electron beam used for analysis. The cathode is surrounded by the Wehnelt cap set

to an even higher negative potential than the cathode. Thus, the Wehnelt cap repels

the electrons bringing them to a focus in front of the anode aperture. In field

emission guns, electrons are “drawn” out of a very fine tungsten tip by a strong

electric field applied between the emitting cathode and a first anode. The emitted

electrons are accelerated toward a second anode; the potential between this anode

and the cathode determines the accelerating voltage. Field emission can be accom-

plished in the cold or with the aid of heat to the tip (Schottky emission). Field

emission guns combine high brightness of the electron beam with small beam size

and narrow wavelength distribution of the emitted electrons; they are particularly

useful for high resolution analysis in SEM. The costs for such instruments are,

however, much higher than for those employing thermal emission.

The generated electron beam passes a set of electromagnetic lenses on its way

down the column. Condenser lenses condense the beam and finally an objective

lens focuses it onto the specimen. Apertures (small pieces of metal containing holes

through which the beam must pass) can be used at different places of the column to

e.g., shape the beam and to remove stray electrons. Usually, the whole electron

microscopic setup is operated under high vacuum to avoid discharging effects due

to ionization of gas molecules, scattering of the electrons as they interact with the

gas molecules and, in particular, to protect the electron source from deleterious

chemical reactions (e.g., oxidation) that could dramatically reduce their lifespan.

Fig. 16.5 Electron gun (filament setup) for beam generation in electron microscopes
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3.2 Transmission Electron Microscopy (TEM)

3.2.1 The Transmission Electron Microscope

The principal setup of a TEM (Williams and Carter 2009; Flegler et al. 1995) is

similar to that of an inverted light microscope in which the sample is, however,

illuminated by an electron beam focused by electromagnetic lenses (Fig. 16.1).

Electrons that pass the specimen are projected onto a viewing screen or a photo-

graphic or electronic image recording device. Adequate sample preparation is a

very important part of electron microscopic investigation by TEM. Since electrons

cannot easily penetrate matter, only very thin samples can be studied. The contrast

in TEM is obtained by the interaction of the electrons with the material (scattering).

Heavy metals like lead, uranium and platinum strongly interact with the electrons

and are, therefore, often used to improve the contrast (e.g., upon negative staining,

see below). Since increasing acceleration voltage decreases the wavelength of the

electrons the resolution of TEM becomes better at higher voltages. On the other

hand, the contrast decreases with increasing acceleration voltage as the scattering of

the electrons is inversely proportional to their velocity. In TEM investigations on

colloidal drug carrier systems voltages between 80 and 200 kV are usually applied.

3.2.2 Sample Preparation and TEM Investigation

Negative staining is the most straightforward preparation method for the evaluation

of colloidal particles by TEM (Friedrich et al. 2010; Harris 1997, 2007). A small

drop of liquid sample is positioned on a TEM grid (small gold or copper grid with

defined mesh size coated e.g., with a thin layer of carbon) which usually has been

subjected to glow discharge in order to hydrophilize the carbon support film. During

a short time of contact, particles present in the sample adsorb to the carbon support.

After blotting excess sample and optional washing with water, a staining solution

containing heavy metal salts which provide high contrast in the electron microscope

(e.g., uranyl acetate, ammonium molybdate, or sodium phosphotungstate) is

contacted with the grid. Excess solution is removed from the grid and the sample

is air dried at room temperature. Dry samples can either be stored or directly be

investigated in the electron microscope. Upon TEM observation, the colloidal

particles appear bright against the darker background of the stain which interacts

more strongly with the beam electrons than the usually organic matrix of the

particles under investigation. Although the dried film of stain provides some sort

of support for the colloidal particles, both staining and drying may result in

structural alterations of the colloids which always need to be taken into consider-

ation when interpreting negative staining TEM images. In particular “soft” particles

like liposomes or emulsion droplets tend to collaps during sample preparation

(Friedrich et al. 2010; Klang et al. 2013).
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A closer approach to the native state of the particles is obtained when using

freeze-fracturing (Severs 2007). This technique relies on the vitrification (i.e.,

transformation into the glassy state) of the liquid components of the sample (e.g.,

the aqueous dispersion medium) by extremely rapid cooling. The liquid sample is

sandwiched between two copper or gold holders and subjected to freezing e.g., in

liquid propane or melting nitrogen. This can be done manually or by using special-

ized equipment like a cryojet device. Under constant cooling in liquid nitrogen, the

frozen sample is transferred to a freeze-fracturing unit where it is fractured under

continued cooling and in high vacuum. The fracture planes develop predominantly

along areas of the sample with weak molecular interactions (e.g., within lipid

bilayers) (Meyer and Richter 2001). In order to obtain an observation plane with

higher structuring the fractured sample can optionally be etched by water sublima-

tion in vacuum leaving behind the non-volatile components of the sample. After-

wards, the sample surface is shadowed with a thin platinum/carbon layer (about

2 nm) usually at an angle of 45� with respect to the fracture surface. Subsequently, a
thicker carbon layer (about 20–30 nm) is deposited onto the sample at an angle of

90� to improve stability of the film deposited on the sample surface. The sample is

removed from the freeze-fracture device and the original sample cleaned away by

rinsing with solvents to remove all organic residues. Thus, a “negative” replica of

the fractured (and etched) sample plane is obtained that is placed on an electron

microscopic grid to be viewed in the electron microscope. Due to the shadowing the

images may adopt a somewhat “three-dimensional” appearance. The platinum/

carbon replicas are stable over time and upon TEM observation; thus, they can be

stored for later re-investigation. When obtained under optimal sample preparation

conditions, freeze-fractured replicas reflect the original, native state of the sample

and can provide valuable insights also into the interior of particles. Artifacts may,

however, easily occur, e.g., due to an insufficient freezing rate that may induce

crystallization or as a result of re-deposition of solvent molecules onto the sample

plane after fracturing. Moreover, due to the many steps involved, sample prepara-

tion by freeze-fracturing is an intricate and rather time-consuming technique. With

the more widespread availability of cryo-TEM instruments it has been replaced by

this technique to some extent, although it remains an important source of ultra-

structural information.

Investigation by cryo-TEM after plunge-freezing is the closest approach to the

native state of the samples. After vitrification, colloids can directly be studied in

their frozen-hydrated state. This way, information about the size, shape and internal

structure of the particles may be obtained (Klang et al. 2012, 2013; Kuntsche

et al. 2011). In contrast to the above mentioned techniques, which essentially rely

on the preparation of suitable specimens, sample investigation by cryo-TEM

additionally requires specialized electron microscopic equipment (see below).

Detailed information on this technique can be taken from a large pool of dedicated

literature (Friedrich et al. 2010; Grassucci et al. 2007, 2008; Harris 1997).

In most cases, specialized carbon-coated holey grids are used in cryo-TEM

studies. Such grids consist of a squared copper mesh covered with a carbon-coated

foil which is perforated by holes that can have different shapes. After fixation of the

16 Light and Electron Microscopy 503



TEM grid (previously submitted to glow discharge to hydrophilize the carbon) in

the preparation chamber, a small droplet of sample is applied. Upon removal of

excess sample by blotting with a filter paper a thin film of the sample forms in the

holes of the grid (the sample must not be too viscous for this procedure). The

sample is then immediately plunge-frozen, commonly in liquefied ethane cooled to

liquid nitrogen temperature. As in freeze-fracturing, a very high cooling rate is

required to vitrify the sample thereby avoiding the formation of crystalline ice.

Automated vitrification systems with controlled humidity and/or temperature are

available that help to ensure a reproducible sample preparation procedure (Egelhaaf

et al. 2000). Under constant cooling, the grid with the vitrified sample is removed

from the liquid ethane, excess ethane is blotted off and the sample is transferred into

the cooled sample holder which is then quickly inserted into the electron micro-

scope. Sample preparation for cryo-TEM thus requires strict control of sample

environment over the whole process of preparation, transfer and electron micro-

scopic investigation. Contact with atmospheric moisture needs to be avoided as it

may lead to a contamination with ice on the vitrified specimen and/or on cooled

parts of the equipment.

Apart from a specialized cryo-holder that ensures continuous cooling of the

sample to about liquid nitrogen temperature upon microscopic observation the

cryo-TEM should be equipped with a liquid nitrogen-cooled decontaminator

close to the sample holder that collects water molecules being introduced into the

vacuum system with the cooled holder or evaporating from the sample during

observation. Often, cryo-holders allow tilting of the sample during observation

thus providing access to information about the three-dimensional structure of the

particles of interest which can be investigated from different angles (Barauskas

et al. 2005; Kuntsche et al. 2010b). Sophisticated data evaluation even allows the

reconstruction of the three-dimensional particle structure (Koning and Koster

2009). The colloidal structures embedded in the thin vitrified film are viewed

under low dose conditions to avoid electron beam damage. In spite of this, the

time period for viewing of the sample in cryo-TEM is often rather limited as most

samples are sensitive to radiation.

Also in cryo-TEM artifacts may occur (Friedrich et al. 2010; Kuntsche

et al. 2011; Burrows and Penn 2013). For example, cryogen residues can remain

from the plunge-freezing process or there may be ice contamination due to a too

high content of evaporated water in the microscopic column. Since the sample film

usually becomes thinner in the middle of a hole of the grid, smaller particles are

usually found in the middle part of the film. Very large particles may already be

removed upon blotting when preparing the thin film to be vitrified.

3.2.3 Application of TEM in Pharmaceutical Formulation Research

TEM is particularly useful for the study of colloidal and nanostructured drug

delivery systems. Often, the different preparation techniques are used in combina-

tion to obtain complementary information (Figs. 16.6 and 16.7). A lot of application
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examples on pharmaceutically relevant systems can be found in extensive reviews

on the use of transmission electron microscopy in pharmaceutical research (Klang

et al. 2012, 2013; Kuntsche et al. 2011) and only a selection is presented in the

following.

As a prominent example, the size, shape and lamellarity of liposomes have

intensively been studied with TEM techniques (Almgren et al. 2000; Bibi

et al. 2011; Hope et al. 1989). Structural alterations due to differences in bilayer

Fig. 16.6 Cryo (left) and freeze-fracture (right) transmission electron micrographs (bars represent

100 nm) of tristearin nanoparticles in the β-modification. The particles, which have a platelet-like

shape, appear as elongated ellipsoidal structures in top-view and long rectangles in side-view.

They display a layered internal structure (l) and tend to pack in stacks at this concentration (10%

triglyceride). Reprinted with permission from Bunjes et al. 2007. Copyright (2007) American

Chemical Society

Fig. 16.7 TEM micrographs of supercooled cholesteryl myristate nanoparticles stabilized with

polysorbate. The particles have a cylindrical shape that appears spherical in top-view and rectan-

gular in side-view. Left: negative staining, scale bar: 140 nm; right: cryo-TEM, scale bar: 100 nm.

Data from Kuntsche et al. 2010b
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composition and physical state can easily be visualized this way as can drug

precipitation within liposomes as a result of gradient loading (Kuntsche

et al. 2010a; Lauf et al. 2004; Li et al. 1998). Apart from liposomes, which originate

from the liquid crystalline lamellar phase, nanoparticles based on other types of

lyotropic mesophases, in particular the cubic and hexagonal phase, are being

increasingly investigated in the field of drug delivery. Cryo-TEM is an invaluable

characterization method for the corresponding dispersions, as it allows detailed

visualization of the shape and the internal structure of the nanoparticles (Barauskas

et al. 2005) (Fig. 16.8). This technique is even more important for characterizing

internally structured nanoparticles without a periodic internal pattern (“sponge”

nanoparticles), where the structure cannot be elucidated in detail by other methods

(Barauskas et al. 2006). The cage-like ultrastucture of immunostimulating com-

plexes (Iscoms) and related colloidal structures, that have an interesting potential as

vaccine adjuvants, have intensively studied with TEM, in particular after negative

staining (Demana et al. 2004; Madsen et al. 2010; Muhsin et al. 1989). The structure

of complexes resulting from interaction of nucleic acids with cationic lipids,

surfactants or polymers is well accessible to studies with cryo- and freeze-fracture

TEM (Ainalem et al. 2009; Alfredsson 2005; Sternberg et al. 1994). Cryo-TEM in

particular has also been employed to identify the various colloidal structures that

may be formed by amphiphilic block copolymers (spherical and worm-like

micelles, vesicles) being under investigation as alternative drug carrier systems

(Rank et al. 2009; Velluto et al. 2008).

The different colloidal structures (e.g., emulsion droplets, vesicles formed by

excess phospholipid) occurring in colloidal fat emulsions for parenteral nutrition or

as drug carriers have also been studied by TEM techniques (Klang et al. 2012;

Kuntsche et al. 2009a; Westesen and Wehler 1992). Moreover, TEM has led to

valuable insights into the structure and morphology of solid lipid nanoparticles.

Anisometric, platelet-shaped particles usually form upon crystallization of

Fig. 16.8 Cryo-TEM

micrograph showing the

different colloidal structures

in an aqueous dispersion of

glycerol monooleate/

poloxamer 407 after high

pressure homogenization:

Vesicles, cubic phase

nanoparticles and particles

of intermediate structure.

Scale bar: 200 nm. Data

from Kuntsche et al. 2008
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spherical triglyceride nanodroplets after processing by melt-homogenization but

other particle shapes (ranging from spherical over block-like to the often occurring

platelets) may be observed in dependence on the composition and preparation

process (Bunjes et al. 2007; Finke et al. 2013; Rosenblatt and Bunjes 2009). At

higher concentration, platelet-like particles tend to self-organize in stacks (Bunjes

et al. 2007; Unruh et al. 2002) (Fig. 16.6). Under favorable circumstances, even the

lamellar organization of the triglyceride molecules within single crystalline parti-

cles can be observed (Bunjes et al. 2007; Rosenblatt and Bunjes 2009) (Fig. 16.6)

Upon incorporation of liquid oils or drugs, liquid compartments sticking to the

surface of the solid, platelet-like matrix of the nanoparticles may be formed as

revealed by TEM images (Bunjes et al. 2001; Jores et al. 2004). Also the association

of inorganic sunscreen pigments with solid lipid nanoparticles could be visualized

(Villalobos-Hernández and Müller-Goymann 2005).

As a kind of intermediate between liquid emulsion droplets and solid lipid

nanoparticles lipid nanoparticles in the supercooled smectic state have been pre-

pared from cholesterol esters as drug delivery system for poorly water-soluble

drugs. TEM studies revealed that—depending on the nature of the emulsifier

used—these particles are of more or less clear cylindrical shape (Kuntsche

et al. 2004, 2005, 2010b) (Fig. 16.7). Also for these dispersions, the presence of

other colloids formed by the excess of emulsifier(s) could be observed in

co-existence with the smectic lipid nanoparticles.

Examples for the use of TEM also include studies on nanoparticulate dispersions

of pure drugs or drug conjugates. Examples are the visualization of the shape of

amorphous and crystalline felodipine nanoparticles by cryo-TEM, cryo- and freeze-

fracture TEM studies on supercooled ubidecarenone nanoparticles or the detection

of shell-enclosed hexagonally structured nanoassemblies in aqueous dispersions of

a gemcitabine squalene conjugate by cryo-TEM (Couvreur et al. 2008; Lindfors

et al. 2007; Siekmann and Westesen 1995). Crystalline drug nanoparticles can be

visualized in a rather straightforward manner by investigation of negatively stained

specimens (Bitterlich et al. 2014) (Fig. 16.9).

Fig. 16.9 TEM micrographs (negative staining) of a fenofibrate nanosuspension after 8 h (left)

and 24 h (right) of grinding in a stirred media mill. Scale bars: 500 nm. Data from Bitterlich

et al. 2014
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In contrast to negative staining and cryo-TEM, TEM after freeze-fracturing can

also be employed on semisolid and even solid systems. Thus, it has been used for

the investigation of different kinds of liquid crystalline structures, vesicular phos-

pholipid gels or semisolid emulsion systems as well as for solid lipid matrices

(Attama et al. 2006; Brandl et al. 1997; Gašperlin et al. 1994; Müller-Goymann

1984; Paspaleeva-Kühn and Nürnberg 1992; Rades and Müller-Goymann 1997;

Savic et al. 2005; Schütze and Müller-Goymann 1992).

3.3 Scanning Electron Microscopy (SEM)

Scanning electron microscopy (SEM) is a well established tool to investigate the

morphology of particles and the topology of pharmaceutically relevant surfaces at

high resolution. Although it may sometimes be operated at magnifications not much

higher than those used in light microscopy the considerably higher depth of field

provided by SEM allows unique insight into topological features of a sample.

The SEM technique relies on the generation of a very fine electron beam that

scans the sample surface in a point-wise, regular manner. The beam electrons

penetrate the surface of the specimen and lead to a multitude of interactions with

the sample atoms. These interactions give rise to the generation of different kinds of

radiation (in particular electrons and X-rays) from the specimen surface that can be

monitored by specialized detectors and used for imaging and element analysis. The

most important SEM technique for pharmaceutical applications is surface imaging

based on the detection of secondary electrons. This technique leads to the well-

known “three-dimensional” grayscale images often included in monographs on

pharmaceutical excipients (e.g., Rowe et al. 2009) and scientific publications on

particulate pharmaceutical formulations. This section of the chapter will introduce

the basics of the method and its applications with a particular focus on imaging by

secondary electron detection. For more detailed insights, a lot of specialized

literature is available, in particular with reference to biological and materials

science but also with regard to pharmaceutical applications (e.g., Carlton 2011;

Flegler et al. 1995; Goldstein et al. 2003; Klang et al. 2013).

3.3.1 The Scanning Electron Microscope

A sketch of a typical SEM-setup is provided in Fig. 16.10. SEMs are operated at

lower accelerating voltages than TEMs. The accelerating voltage may be as high as

30 kV but SEMs that can operate at voltages below 1 kV are increasingly being

used. Upon passage through the microscopic column the electron beam is con-

densed, and finally an objective lens focuses it as a small spot onto the specimen.

Scan coils, which are usually situated within the objective lens, can deflect the beam

and are used to move the beam spot in a raster pattern over the surface of the

specimen. Magnification depends on the dimensions of the area scanned during

508 H. Bunjes and J. Kuntsche



sample analysis (for higher magnification, the area is reduced). In order to achieve a

high resolution, the spot size of the beam should be small (although spot size is not

the only parameter determining resolution of a SEM). Interaction of the electron

beam with the atoms of the specimen induces a multitude of effects (see

Sect. 3.3.2). The resulting signals arising from the specimen’s surface are recorded
by corresponding detectors which are synchronized with the movement of the beam

spot. Thus, the type or strength of a detector signal can be allocated to the

corresponding position of the specimen’s surface where the effect was produced.

The release of so-called secondary electrons (SE) from the specimen is used for

surface imaging. SE have a rather low energy and are monitored by a detector

positioned at the side of the sample chamber. Usually, an Everhart-Thornley

detector is used for this purpose (Fig. 16.11). The front structure (Faraday cage or

collector screen) of this detector is positively charged (~300 V) and can thus collect

Fig. 16.10 Schematic illustration of the setup of a Scanning Electron Microscope
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the low-energy SE emerging from anywhere on the specimen surface by electro-

static attraction. High energy electrons are not deflected by the relatively low

potential of the Faraday cage and will only be detected if their path sends them

directly into the opening of the detector. Electrons inside the Faraday cage are

accelerated by a very high positive potential onto a small scintillator disc where

they induce photon formation. By a light pipe, the photons are directed to a

photomultiplier localized outside of the specimen chamber. Here, they cause the

formation of an electron cascade thus amplifying the signal which is finally

recorded and assigned to the respective spot on the specimen surface.

3.3.2 Electron Beam-Specimen Interactions

After entrance into the sample, the beam electrons undergo a multitude of interac-

tions upon collision with the atoms of the sample. Thus, they get scattered, change

direction and lose energy on their way. The interactions occur in a so-called

interaction volume which has a pear- or droplet-like shape (Fig. 16.12). The size

of the interaction volume increases with accelerating voltage and decreases with

increasing atomic number. Within the interaction volume, the electrons undergo

elastic or inelastic interactions with the sample atoms. Elastic interactions occur

due to interaction with the nucleus of the specimen atoms. They do not cause much

change in the energy of the electrons but lead to a deflection effect at a large angle.

Elastic interaction may cause the electrons to be scattered back towards the

direction of the primary beam (backscattered electrons, BSE). Due to their high

energy, BSE can leave the specimen from a comparatively large depth of the

interaction volume.

Inelastic interactions are due to interactions with the electron shell of the

specimen atoms. They cause a large energy loss of the incident electron and its

deflection at low angles. Inelastic interaction may lead to the release of weakly

Fig. 16.11 Operating principle of an Everhart-Thornley detector
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bound electrons from the orbital shell of the specimen atoms (secondary electrons,

SE). Although SE may be generated throughout the interaction volume, only those

in close vicinity (in the order of several nm) to the specimen surface can leave the

specimen because of their low energy. In areas protruding from the sample surface,

the fraction of SE that can leave the surface of the specimen is higher than in flat

areas because more SE are generated at a distance close to the surface (Fig. 16.12).

Therefore, the protruding areas appear brighter in the projection and an image of

three-dimensional appearance is created. The topography of the sample is thus very

well reflected in SE micrographs. The confinement of the origin of the SE created at

the beam spot to a very narrow space leads to a high resolution of SE micrographs.

The yield of SE increases with decreasing energy of the beam since the probability

of interactions of the beam electrons with electrons from the outer shell of the

specimen atoms increases when the beam electrons become slower. Thus, the

resolution of surface images becomes better when the acceleration voltage is

decreased. SE can also be generated by processes other than those outlined

above. For example, BSE may liberate SE from other places in the specimen or

even from components of the specimen chamber. Such effects decrease resolution

but cannot be completely avoided.

BSE are not just a source of noise in SE micrographs but they can themselves be

used for imaging. Images created from BSE detection do not reflect the surface

topography in detail but can be used to analyze the composition of the sample

surface. The yield of BSE generally increases with atomic number of the sample

atoms albeit not in a linear manner. The intensity of electron backscattering thus

reflects the sample composition. Organic materials composed solely of light atoms

such as C, H, O, and N do not give rise to much backscattering. However, if

components of higher atomic number are contained in the sample (for example,

calcium phosphate as filling agent or API salts with inorganic counterions) contrast

between areas of different composition, e.g., on a tablet surface, may be achieved

Fig. 16.12 Illustration of the pear-shaped interaction volume in which the different types of

radiation that lead to image formation in SEM are created. Secondary electrons (SE) can leave the

specimen only from areas close to the surface; thus, protruding parts of the specimen lead to a

higher intensity in SE imaging
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(Carlton 2011). BSE are detected close to the point where the electron beam

enters the specimen chamber. As they can leave the specimen from a rather large

part of the interaction volume and thus further away from the beam spot, the

resolution of the corresponding images is lower than with SE detection.

3.3.3 Sample Preparation for SEM

The size of samples used for SEM is mainly limited by the size of the sample

chamber; thus, samples can be rather large. In conventional SEM, sample thickness

is not a problematic issue as only the sample surface is investigated. Sample

preparation is often more straightforward in SEM compared with TEM. Dry

powder or granule samples are usually mounted onto the sample holder of the

SEM by using double-sided carbon adhesive tape (conductive). Powders can be

sprinkled onto the tape or blown to it with the aid of an airstream. Also larger

objects like tablets can be fixed by tape or they can be glued to the holder. To

investigate the interior of tablets or larger particles, these objects may be broken or

cut (preferably with a microtome). If particles agglomerate too strongly, they can be

dispersed in a suitable volatile non-solvent and sprayed onto the holder or be

deposited by filtration (e.g., using a Nuclepore filter). Filtration followed by drying

is also well suitable for the preparation of particles from suspensions.

If the sample is non-conducting (as are most samples of pharmaceutical interest)

it needs to be coated with a thin conductive layer unless investigated at very low

accelerating voltage or in a low vacuum instrument. In most cases, sputter coating is

used for that purpose. A sputter coating device (Fig. 16.13) consists of a vacuum-

tight chamber containing an anode that holds the specimen to be coated and a

cathode with the coating material (e.g., gold, palladium, carbon). After evacuation,

the chamber is filled with argon gas and an electric field is generated between anode

and cathode. At sufficiently high voltage an argon plasma is formed in which the

argon atoms are ionized and accelerated towards the cathode. There, they liberate

atoms from the coating material which distribute in the chamber and are deposited

on the specimen. The process has to be controlled such that a thin (up to a few nm),

continuous film is formed on the specimen; the film must not get too thick as it

otherwise might cover details of the specimen’s surface.

3.3.4 Environmental Scanning Electron Microscopy

Traditionally, the whole system of the SEM enclosing the electron beam (electron

gun, column and sample chamber) operates under high vacuum. During the last

decades, instruments that work with low vacuum in the sample chamber have

become available. As these may help to overcome problems with charging of

non-conducting samples and with vacuum sensitive samples they are used in

some pharmaceutical applications. For example, so-called Environmental Scanning

Electron Microscopes (ESEM) can operate under relatively high water vapor
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pressures in the sample chamber but other low-vacuum devices have also been

developed. Operation under low vacuum does not only allow investigating samples

in a hydrated state close to ambient conditions but can also eliminate the need to

coat samples with a conductive layer.

3.3.5 Energy Dispersive X-ray Spectrometry

Investigation of a sample by SEM cannot only lead to images but also to specific

information on the chemical composition of the sample at specific sites. This type

of investigation—energy dispersive X-ray spectrometry (EDX, often also referred

to as EDS)—is based on the generation of X-rays upon interaction of the electron

beam with the sample atoms. Apart from a continuous spectrum of X-rays (“Brems-

strahlung”) generated by the deceleration of the beam electrons due to interaction

with the specimen atoms sharp X-ray signals are produced at wavelength positions

that are specific for a given element. These signals are the basis for elemental

mapping by EDX. They are generated when an inner shell electron of the specimen

atom is hit by the electron beam and knocked out of its position. Its space is filled

with an electron from a higher energy level electron shell and the energy difference

is emitted as an X-ray photon with the corresponding energy. Replacement of the

electron in the innermost shell (the K shell) can occur from the next higher level

shell (the L shell) leading to Kα radiation or—less probably—from the even higher

M shell yielding a smaller peak of the Kβ radiation. There are also electron

Fig. 16.13 Layout of a sputter coating device
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transitions between the higher level shells (if present) altogether leading to a more

or less complex spectrum of element-characteristic, sharp signals arising on top of

the continuous spectrum. The X-ray detector records the X-ray spectra arising from

the areas of interest in the specimen and the characteristic signals can be assigned to

the corresponding elements.

3.3.6 Pharmaceutical Application of SEM and SEM/EDX

SEM imaging is extremely helpful to examine the size, shape and detailed mor-

phology of particles and to understand morphology-related properties of sub-

stances, formulations or dosage forms (e.g., reviewed by Schmidt (2002)). The

technique is thus abundantly used in the context of research and development

especially on solid dosage forms and only a very limited number of examples can

be referred to here. In the evaluation of pharmaceutical raw materials (drug sub-

stances and excipients) SEM images revealing the size, shape and morphology of

the particles help to understand the processing properties and pharmaceutical

performance of these materials (Kleinebudde 1997; Pitchayajittipong et al. 2010).

The impact of different preparation procedures like precipitation or milling on

important properties of the resulting drug or excipient particles can be investigated

by SEM (Crisp et al. 2011; Ho et al. 2012; Kubavat et al. 2012; Otte and Carvajal

2011; Rasenack and Müller 2002). The structure of spray and freeze dried formu-

lations is often examined with this method (Corveleyn and Remon 1997; Devi and

Williams 2013; Littringer et al. 2013; Vehring 2008) (Fig. 16.14). The formation of

interactive powder mixtures, where smaller particles (usually those of the active

Fig. 16.14 SEM micrographs of mannitol samples spray dried at different outlet temperatures

(left: 67 �C; middle: 84 �C; right: 102 �C. Scale bar 300 μm (top line), 30 μm (bottom left and

right) 20 μm (bottom middle)). Reprinted from Littringer et al. 2013, Copyright (2013), with

permission from Elsevier
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substance) adhere to larger ones can easily be shown by SEM (Adi et al. 2007;

Grasmeijer et al. 2013). Such interactive mixtures are highly relevant in formula-

tions used in dry powder inhalers for which also other types of formulations are

developed with the aid of SEM investigations (Healy et al. 2014; Hoppentocht

et al. 2014). Images of tablet surfaces or cross-sections are very illustrative for the

interpretation of deformation processes during tableting (Ghanam et al. 2010;

Narayan and Hancock 2003) (Fig. 16.15). Similar images help to understand the

Fig. 16.15 SEM micrographs of a tablet prepared from ibuprofen-containing pellets coated with

Eudragit; top: tablet surface, bottom: cross-section. Reprinted from Abbaspour et al. 2008, Copy-

right (2007), with permission from Elsevier
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structure and formation of polymer layers upon coating of tablets, granules or other

particles and their behavior upon processing (Abbaspour et al. 2008; Haaser

et al. 2013; Jeong and Park 2008). In the field of parenteral dosage forms, the

influence of production parameters on the morphology of polymer microparticles

can be investigated and the structure and degradation of implants be analyzed

(Cheng et al. 2009; Jeyanthi et al. 1996; Lee et al. 2012; Witt and Kissel 2001).

SEM has also been applied to investigate particulate objects with sizes in the

nanometer range, for example, to reveal the size and shape of the particles in

drug nanosuspensions or of drug carrier nanoparticles (Bhakay et al. 2011; Finke

et al. 2013; Gaumet et al. 2007; George and Ghosh 2013). In order to study “soft”

structures in a close to their native situation a freeze-fracture technique (partly

performed within the SEM instrument) is available and has been applied to

lyotropic liquid crystalline cubic structures as well as other types of aqueous

colloidal systems (Krauel et al. 2007; Rizwan et al. 2007).

For specific questions, the use of SEM in combination with energy dispersive

X-ray spectrometry (SEM/EDX) can be a very interesting option. The possibility to

identify particles or zones according to their elemental composition has, for exam-

ple, been used to investigate the distribution of active ingredients or excipients in

different kinds of solid dosage forms (Ghalanbor et al. 2010; Nagy et al. 2012;

Pingali and Mendez 2014; Raijada et al. 2013; van Eerdenbrugh et al. 2008). In

these studies, the components of interest are identified by mapping the occurrence

of a substance-specific element as indicator (e.g., sulfur for spironolactone,

piroxicam or proteins, or Mg for magnesium stearate). There are also approaches

to map a larger number of components, e.g., present at a tablet surface, by

indentifying phases of different composition using complex evaluation procedures

(Scoutaris et al. 2014). Moreover, SEM/EDX analysis has proven to be an effective

tool for the identification of foreign matter particles in tablets or drug

nanosuspensions (Juhnke et al. 2012; Pajander et al. 2013).

4 Conclusion

Various microscopic techniques are available for the research on pharmaceutical

formulations. They range from rather simple light microscopy to very advanced

(and expensive) electron microscopic methods. Depending on the type of sample

and question to be solved the right technique has to be chosen; however, different

microscopic methods can often provide valuable complementary information. In

particular for the more advanced techniques a certain degree of expertise is required

in order to select the right preparation and measurement conditions for a given

sample and to avoid misinterpretation of results. When used appropriately, micros-

copy can be extremely helpful to elucidate pharmaceutically relevant features of a

sample as illustrated by numerous examples from the literature.

516 H. Bunjes and J. Kuntsche



References

Abbaspour M, Sadeghi F, Afrasiabi Garekani H (2008) Design and study of ibuprofen

disintegrating sustained-release tablets comprising coated pellets. Eur J Pharm Biopharm

68:747–759

Abramowitz M, Davidson MW (2014) Immersion media. http://www.olympusmicro.com/primer/

anatomy/immersion.html. Accessed 30 Nov 2014

Abramowitz M, Spring KR, Keller HE, Davidson MW (2002) Basic principles of microscope

objectives. BioTechniques 33:772–781

Adi H, Larson I, Stewart PJ (2007) Adhesion and redistribution of salmeterol xinafoate particles in

sugar-based mixtures for inhalation. Int J Pharm 337:229–238

Ainalem M, Carnerup AM, Janiak J, Alfredsson V, Nylander T, Schillén K (2009) Condensing

DNA with poly(amido amine) dendrimers of different generations: means of controlling

aggregate morphology. Soft Matter 5:2310–2320

Alfredsson V (2005) Cryo-TEM studies of DNA and DNA–lipid structures. Curr Opin Colloid

Interf Sci 10:269–273

Almgren M, Edwards K, Karlsson G (2000) Cryo transmission electron microscopy of liposomes

and related structures. Coll Surf A 174:3–21

Amar-Yuli I, Garti N (2005) Transitions induced by solubilized fat into reverse hexagonal

mesophases. Colloids Surf B 43:72–82

Attama A, Schicke B, Müller-Goymann CC (2006) Further characterization of theobromae oil–

beeswax admixtures as lipid matrices for improved drug delivery systems. Eur J Pharm

Biopharm 64:294–306

Barauskas J, Johnsson M, Tiberg F (2005) Self-assembled lipid superstructures: beyond vesicles

and liposomes. Nano Lett 5:1615–1619

Barauskas J, Misiunas A, Gunnarsson T, Tiberg F, Johnsson M (2006) “Sponge” nanoparticle

dispersions in aqueous mixtures of diglycerol monooleate, glycerol dioleate, and polysorbate

80. Langmuir 22:6328–6334

Bauer J, Spanton S, Henry R, Quick J, Dziki W, Porter W, Morris J (2001) Ritonavir: an

extraordinary example of conformational polymorphism. Pharm Res 18:859–866

Benedini L, Schulz EP, Messina PV, Palma SD, Allemandi DA, Schulz PC (2011) The ascorbyl

palmitate-water system: phase diagram and state of water. Colloids Surf A 375:178–185

Bhakay A, Merwade M, Bilgili E, Dave RN (2011) Novel aspects of wet milling for the production

of microsuspensions and nanosuspensions of poorly water-soluble drugs. Drug Dev Ind Pharm

37:963–976

Bibi S, Kaur R, Henriksen-Lacey M, McNeil SE, Wilkhu J, Lattmann E, Christensen D, Moham-

med AR, Perrie Y (2011) Microscopy imaging of liposomes: from coverslips to environmental

SEM. Int J Pharm 417:138–150

Bitterlich A, Laabs C, Busmann E, Grandeury A, Juhnke M, Bunjes H, Kwade A (2014)

Challenges in nanogrinding of active pharmaceutical ingredients. Chem Eng Technol

37:840–846

Brandl M, Drechsler M, Bachmann D, Bauer K (1997) Morphology of semisolid aqueous

phosphatidylcholine dispersions, a freeze fracture electron microscopy study. Chem Phys

Lipids 87:65–72

Bunjes H, Drechsler M, Koch MHJ, Westesen K (2001) Incorporation of the model drug

ubidecarenone into solid lipid nanoparticles. Pharm Res 18:287–293

Bunjes H, Steiniger F, Richter W (2007) Visualizing the structure of triglyceride nanoparticles in

different crystal modifications. Langmuir 23:4005–4011

Burrows ND, Penn RL (2013) Cryogenic transmission electron microscopy: aqueous suspensions

of nanoscale objects. Microsc Microanal 19:1542–1553

Carlton RA (2011) Pharmaceutical microscopy. Springer, New York

Cheng L, Guo S, Wu W (2009) Characterization and in vitro release of praziquantel from poly

(ɛ-caprolactone) implants. Int J Pharm 377:112–119

16 Light and Electron Microscopy 517

http://www.olympusmicro.com/primer/anatomy/immersion.html
http://www.olympusmicro.com/primer/anatomy/immersion.html


Chow K, Tong HHY, Lum S, Chow AHI (2008) Engineering of pharmaceutical materials: an

industrial perspective. J Pharm Sci 97:2855–2877

Corveleyn S, Remon JP (1997) Formulation and production of rapidly disintegrating tablets by

lyophilisation using hydrochlorothiazide as a model drug. Int J Pharm 152:215–225

Couvreur P, Reddy LH, Mangenot S, Poupaert JH, Desmaële D, Lepêtre-Mouelhi S, Pili B,
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Chapter 17

Vibrational Spectroscopic Imaging

Sara J. Fraser-Miller, Jukka Saarinen, and Clare J. Strachan

Abstract Vibrational spectroscopy, which probes vibrations within and between

molecules, may be divided into four classes: mid-infrared (MIR, also referred to as

just infrared (IR)), near-infrared (NIR), terahertz/far-infrared (FIR), and Raman.

These techniques, described in earlier chapters, have several features in common:

they are rapid, non-destructive, and label-free and can yield information-rich data

about both the chemical and physical (e.g. solid state form) properties of samples.

NIR, IR and terahertz spectroscopies probe the absorption of infrared light of

increasing wavelength (from NIR to terahertz regions). In contrast, Raman spec-

troscopy is based on a scattering phenomenon and may be used to probe vibrations

that occur in both the MIR and terahertz regions. These techniques have become

widespread for drug and dosage form characterisation during, for example, synthe-

sis and pharmaceutical processing.

Often it is important to know the location of components within a sample. Thus,

spectrometers can be coupled with devices (e.g. microscope, array detector) for

spatially resolved analysis. With various setups, vibrational spectroscopic imaging

may be performed on the macro-, micro-, and even nano-scales. The continuing

fundamental advances in spectroscopic imaging technology are facilitating the

increasingly widespread adoption of vibrational spectroscopic imaging for diverse

analyses in the pharmaceutical setting.

In this chapter vibrational spectroscopic imaging methods based on IR, NIR,

terahertz, and Raman signals will be described. The chapter begins with a description

of the principles of the analytical methods and their variants, followed by an

introductory description of spectroscopic data analysis methods. Finally, the phar-

maceutical application of these methods will be described throughout the ‘lifecycle’
of the drug. This includes raw material (drug and excipient) and dosage form

characterization, drug dissolution/release analysis, and imaging during drug delivery.
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1 Vibrational Spectroscopic Imaging Methodology

1.1 Definitions of Imaging and Mapping

The terms imaging and mapping are often used interchangeably, with the term

imaging used in this chapter to refer to image generation in general. However, more

precisely, the appropriate term depends on the data acquisition method. Both

methods result in a hypercube of data, spatial (x- and y-) and spectral (z-) infor-

mation. Mapping involves collecting a whole spectrum (100–1000s of wave-

lengths) from a single point in space, and repeating this measurement from

different grid positions. Imaging involves the collection of spatially resolved data

representing a single wavelength, often carried out using a focal plane array (also

known as a Staring array) or a charged couple device (CCD) as the spatially

resolved detector. The sample can then be imaged using different wavelengths to

build up the spectral hypercube (Fig. 17.1). Typically, mapping allows richer

spectral data acquisition and sometimes a higher spatial resolution, but is usually

slower for imaging a given area which can limit its feasibility (e.g. for dynamic

samples).

Fig. 17.1 Visualization of the differences between mapping and imaging setups. Mapping

collects a full spectrum from one sampling position at a time, imaging collects spatial information

at one wavelength at a time and mapping and imaging can be combined to collect full spectra for a

series of positions at a time. All three methods result in a hypercube consisting of spatial

information (x- and y-directions) and spectral information (z-direction)
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To try and mitigate the disadvantages of each approach, some setups involve a

merging of these two methods, such as gaining full spectral information for

multiple spatial points, often in a line setup. An illustration of the differences

between mapping and imaging methods and the merged version of the two is

given in Fig. 17.1. The feasibility of these approaches is also affected by the

spectroscopic technique employed. Instrumental and sampling variations for

MIR, Raman, NIR and terahertz imaging are introduced below and also

summarised in Table 17.1.

1.2 MIR

Mid-infrared (MIR) spectroscopy encompasses transitions in the energy range

4000–400 cm�1 (light with wavelengths of 2.5–25 μm). These transitions are

associated with fundamental vibrations where a molecule is excited from the

ground (v¼ 0) to the first vibrational excited state (v¼ 1) and any associated

rotational-vibrational transitions. The MIR transition is a single photon absorption

event; this is illustrated in Fig. 17.2.

For a MIR transition to occur, a photon of the correct energy (hv1) must interact

with the sample with a vibrational transition associated with a change in dipole

moment (μ). This means that vibrations where the dipole moment (δ� through to δ+)
is altered are IR active. An example of a strongly IR active mode is an �O–H bond,

with the O atom being δ� and the H atom δ+. Stretching and compression along the

O–H bond results in expansion and compression of the dipole moment (μ) meaning

this vibrational mode is IR-active. This vibration and change in dipole moment is

illustrated in Fig. 17.3a.

Experimentally, a MIR microscope includes an energy source (incandescent

silicon carbide or synchrotron), a sample, a device to separate out the different

wavelengths of light (spectrometer or gratings) and a detector (deuterated tri

glycine sulphate (DTGS) or mercury cadmium telluride (MCT)). Often a Michelson

interferometer is used as the spectrometer with the interferogram signal being

converted to a spectrum using a Fourier transformation (FT). Imaging is possible

by coupling an IR setup with microscope optics. While MIR spectroscopy may be

used to probe diverse samples, it is very sensitive to water, making imaging samples

in an aqueous medium difficult with this methodology.

In a confocal setup, the theoretical minimum sample spot diameter (d ) is

diffraction limited. This means that the theoretical minimum sample spot size is

governed by the wavelength (λ) of light being used and the numerical aperture (NA)
of the focusing objective by the equation

d � 1:22λ

NA
ð17:1Þ
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From this it can be seen that with a change in the wavelength the minimum sample

spot diameter will change. For example if a setup has an objective with a NA of

0.90, the spot size of the two extremes of the spectral window will vary by a factor

of 10 with a resolution of 3.4 μm at 2500 nm and a resolution of 34 μm at

25,000 nm.

The approximate depth of field (L) is also dependent on the refractive index (n)
of the sample by the equation

L � 4nλ

NA2
ð17:2Þ

Fig. 17.2 The transitions involving absorption, emission and scattering of photons. The energy of

an incident photon is hν0, the energy difference between the ground (ν¼ 0) and first vibrationally

excited state (ν¼ 1) is labelled hν1. Infrared (IR) and near-infrared (NIR) are absorption processes
which probe the fundamental and overtone vibrational transitions, respectively. Terahertz radia-

tion probes the rotational and long range order (phonon) modes of the samples. Scattering

processes can be elastic (Rayleigh) or inelastic (Raman). The inelastic processes can involve the

incident photon contributing energy to the molecule via a vibrational transition (hν0�hν1, Stokes
scattering) or gaining energy from the molecule (hν0 + hν1, anti-Stokes scattering). Stimulated

Raman scattering (SRS) involves the use of a second laser at energy hν0�hν1 to stimulate the

scattering process. Coherent anti-Stokes Raman scattering (CARS) is used to probe the anti-Stokes

spectrum by using SRS to populate the vibrationally excited state which is then proved by another

pass of the hν0 laser. Sum frequency generation (SFG) uses two-photon excitation (with different

energies) to induce anti-Stokes scattering, second harmonic generation (SHG) is a special case

where the two photons are the same energy. The fluorescence pathway involves absorption of the

photon into the excited state and emission from a lower level excited state back to the ground state.

Two-photon fluorescence occurs when two photons induce an excitation to the electronic excited

state with emission back down to the ground sate. Although fluorescence is not classified as a

vibrational event, it is shown here for comparison
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Hence materials with different refractive indices will give different sample vol-

umes, this applies to all experiments which use diffraction based principals to

minimise the sample spot size such as backscatter and attenuated total reflection

(ATR) arrangements.

There are multiple sampling orientations employed in MIR imaging. These

include backscattering, transmission and ATR setups (Griffiths and Miseo 2014;

Grotheer et al. 2014). The different setups are employed to overcome various

sampling issues. Near-field IR has also been employed to chemically image at a

resolution smaller than the diffraction limited spot size. An illustration of these

different sampling setups is given in Fig. 17.4.

(a) IR active
O-H bond

≠ 0
dm

dq
≠ 0

da

dq

(b) Raman active
C=C bond

Fig. 17.3 Examples of (a) IR active (change in the dipole moment of the OH bond), and (b)
Raman active (change in the polarisability of the C¼C bond), modes

Fig. 17.4 Illustration of sampling methodology for backscatter, transmission, ATR and near-field

methods
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1.2.1 Transmission

Transmission mode is where the source and detector are on opposite sides of the

sample, and may be performed using mapping (sample stage is moved) or imaging

(with focal plane array (FPA) detector). The sample needs to be thin (~10 μm or

less) for sufficient transmission of the infrared light and to not image a large sample

volume. Embedding and microtoming is often necessary to obtain a suitable

sample. This setup can produce spectral artefacts such as the Christiansen effect

and Mie scattering in inhomogeneous samples (Griffiths and Miseo 2014; Romeo

et al. 2006; Pollard et al. 2007).

1.2.2 ATR-IR

A spherical ATR crystal with a high refractive index (e.g. germanium or silicon)

can be used to improve the spatial resolution (in practice as good as approximately

4 μm laterally) by refracting light into a tighter spot (Griffiths and Miseo 2014).

ATR-IR imaging is especially suited to imaging surface properties, since the

evanescent wave responsible for image generation only penetrates approximately

1–3 μm into the sample (depending on the crystal, angle of incidence of light and

sample). The sample placed on the ATR crystal can be thick and thus sample

preparation is often unnecessary, although the need for intimate contact between

the sample surface and ATR crystal often requires sample compression onto the

crystal. The setup is usually operated in imaging mode with a focal array detector,

due to the challenges in reproducibly and non-destructively translating a micro-

ATR crystal across the sample surface. Imaging may be performed in macro

(without magnification) or micro (with microscope) modes depending on the

desired spatial resolution (higher in micro) and field of view (smaller in micro).

A challenge of the ATR-IR setup is to visually image the sample as the ATR crystal

is often opaque to the visual spectrum. Instrumentation companies have devised

clever solutions for this problem such as the LUMOS by Bruker Optics, where the

sample is looked at optically before the ATR crystal is put in place for the spectral

measurements.

1.2.3 Near-Field MIR

Atomic force microscopy (AFM) has been used in conjunction with MIR spectros-

copy to image samples at a sub-diffraction limited resolution as low as 30 nm

(Higgins et al. 1996; Samson et al. 2006; Dazzi et al. 2012). By having the detector

closer to the sample than the wavelength of light being used to illuminate the

sample, the spatial resolution is much higher than with diffraction limited setups. A

typical setup consists of the sample on an IR transparent prism with the IR light

source coming from below. An AFM cantilever sits above the sample and detects
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the thermal expansion and associated ring down (cantilever oscillations over time)

of the sample associated with a transition of the same energy as the IR laser pulse. A

spectrum is produced by plotting the ring down amplitude against excitation

wavelength (Sonntag et al. 2014; Dazzi et al. 2012). Most studies using near-field

IR look at biological systems (Cricenti et al. 2003; Gucciardi 2010; Keplinger

et al. 2014) or polymer blends (Felts et al. 2013; Michaels et al. 2004; Vancso

et al. 2005). The miscibility of pharmaceutical blends has also been studied with

this technique (Sonntag et al. 2014; Dazzi et al. 2012; Van Eerdenbrugh et al. 2012).

1.3 NIR

Near infrared (NIR) spectroscopy covers the spectral region of 12,500–4000 cm�1

(0.8–2.5 μm wavelength). The transitions at these wavelengths tend to be overtone

(v¼ 0 to v¼ 2, 3. . .) and combination (two or more fundamental transitions excited

simultaneously) vibrations. An example of an overtone transition is given in

Fig. 17.2.

Like MIR, the active modes are associated with a change in the dipole moment.

However in quantum mechanics the overtone transitions are forbidden. With

anharmonicity (deviation from a simple harmonic oscillator) of the bond vibrations

these transitions become allowed, so some transitions do occur. The molar absorp-

tivity of these transitions are quite low, hence the signal is weaker than its MIR

counterpart. The transitions seen in the NIR tend to be associated with X–H bonds,

where X is often C, O, N or heavier atoms. NIR spectra often contain broad and

complex spectral features whose precise origins can be difficult to identify. This

kept NIR spectroscopy out of favour as a spectroscopic method until comparatively

recently, when the use of multivariate data analysis to qualitatively and quantita-

tively analyse spectral differences has facilitated the use of NIR spectroscopy.

Like with MIR, there is a source (incandescent) which illuminates the sample,

the resulting light is separated (spectrograph or gratings) and detected (Si-based

CCDs and InGaAs). The orientations for sampling are transmission or diffuse

reflectance modes. Focal plane array (FPA) detectors have allowed for faster

spectroscopic imaging by collecting information from multiple points at once.

This has allowed the use of NIR imaging to expand.

Like MIR, NIR is sensitive to aqueous environments. The diffraction limited

spot size for NIR measurements is smaller (approximately 2–3 μm) than that for

MIR. However, in practice, this spatial resolution is normally never achieved for

two reasons: the inherently weak NIR signal requires samples hundreds of

micrometres thick, and scattering of the NIR light with solid samples leads to

spatial resolutions of tens to hundreds of micrometres depending on the sample.
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1.4 Raman

1.4.1 Spontaneous

Raman spectroscopy is similar to MIR spectroscopy in that it probes the vibrational

transitions in molecules, as seen in Fig. 17.2. Raman spectroscopy differs fromMIR

spectroscopy in the way in which these transitions are probed. MIR is a single

photon absorption event whereas Raman is a two photon scattering event where the

first photon hits the sample and a second photon is scattered back. The dominant

scattering process is elastic scattering (Rayleigh scattering) which results in no

energy change in the photons. One in every 106–108 photons will undergo sponta-

neous inelastic scattering, where the photon will lose or gain energy to or from the

molecular vibrational energy levels; this is called Raman scattering.

The inelastic processes can involve the incident photon (energy of hν0) contrib-
uting energy to the molecule resulting in a transition (hν0�hν1), where energy given
to the system from the scattered photon represents the energy gap between the

ground and first vibrationally excited state (energy of hν1). This is called Stokes

scattering. The scattered photon may also gain energy from a transition between a

vibrationally excited state falling back to the ground state (hν0 + hν1). This is called
anti-Stokes scattering, and is weaker than the Stokes scattering due to the molecule

needing to be in a vibrationally excited state when it interacts with the incident

photon. This process is governed by a Boltzmann distribution which defines the

relative population of energy states at a given temperature. Schematics of Rayleigh,

Stokes and anti-Stokes transitions are given in Fig. 17.2.

The vibrational transitions that undergo IR absorption or Raman scattering are

dependent on the nature of the vibrational modes. IR active modes require a change

in the dipole moment in the vibration. An example of a strongly active IR transition

is that of the O–H σ-bond stretch. The oxygen atom is more electronegative than

the H, drawing electrons to itself and becoming slightly negative, denoted δ�,
whilst the hydrogen atom is slightly positive, denoted δ+. On extension and

compression along the OH bond axis, the dipole is extended and compressed

resulting in a change in the dipole moment, as seen in Fig. 17.3a. Conversely,

Raman active transitions require a change in the polarisability (distortion of the

electron cloud) of the vibrational mode. An example of a strongly Raman active

system is C¼C, where the π electron cloud is distorted with expansion and

compression along the C¼C axis as shown in Fig. 17.3b. This means that MIR

and Raman are complementary techniques; molecules which are strongly IR active,

such as water, tend to have a very weak Raman signal, and vice versa. Raman

activity (or inactivity) can be used as an advantage when imaging pharmaceutical

formulations. For example many APIs have high levels of conjugation, making

them strongly Raman active, this means they have a strong signal compared with

σ-bonded systems, which are common for many excipients.

Raman spectroscopy can be carried out using different experimental setups. The

excitation photons are usually provided via a laser (historically arc emissions or
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filtered sunlight were used). This light source is focused onto the sample and the

scattered photons are collected, spectrally discriminated and detected. In modern

times the two main methods of spectral discrimination and detection are Fourier

transform (FT) and dispersive setups. FT systems are similar to those employed in

FT-IR spectroscopy. Dispersive systems utilise a spectrograph to spatially separate

the different wavelengths of light and image this signal onto a charged coupled

device (CCD) detector. Raman imaging is experimentally carried out via coupling a

Raman setup (CCD or FT based) to an optical microscope to enable measurements

to be carried out on a small sample volume.

Like IR microscopy, the minimal sample volume measureable in a confocal

setup is diffraction limited. The lateral resolution is described by Eq. (17.1) and the

depth of field is described by Eq. (17.2). By changing the illuminating wavelength,

the minimum sample spot diameter will change. For example if a setup has an

objective with a NA of 0.90, the spot size at 785 nm will be 1.1 μm and at 532 nm

will be 0.7 μm. The depth of field is also dependent on the refractive index of the

sample. Therefore the approximate depth of field for Raman spectra of PMMA

n ¼ 1:5ð Þ and silicon n ¼ 3:4ð Þ would be 3.9 and 8.9 μm, respectively, when

measured at 532 nm with a NA of 0.9. It is important to remember that mixtures

with components with varied refractive indexes will give a varied sample volumes,

making any suggestions of a defined sample volume difficult (Everall 2010).

Furthermore, in reality some low levels of signal will be detected from outside

this sample volume. The relative amount of signal detected depends on the Raman

scattering ability of the region being focused on and the nearby constituents. If the

microscope is focused on a mixture component which is a poor Raman scatterer

which is positioned above a component which is a good Raman scatterer, then the

signal detected will likely contain signal associated with the neighbouring compo-

nent. It is then hard to interpret if there are low levels of this component in the

theoretical focal volume or if the component constitutes a nearby layer (McCreery

2000; Everall 2000a, b, 2009, 2010).

Further complicating the situation, when taking a series of measurements at

varying depths, the position being measured within the sample may not be where

one would expect it to be due to the change in refractive index of the air:sample

interface. This means the spectra are collected from further into the sample than

anticipated; this is called spherical aberration. To minimise the effects of spherical

aberration, an oil immersion objective combined with an immersion fluid with the

same refractive index as the sample is often used (Everall 2000b, 2009, 2010).

1.4.2 Coherent Raman

One of the challenges with Raman mapping and imaging is the inherently weak

signal which can make analysis painfully slow. The Raman transition can be

stimulated by the use of a second laser at the same frequency as the Stokes shifted

light. Both and coherent anti-Stokes Raman spectroscopy (CARS) and stimulated

Raman spectroscopy (SRS) utilise this phenomenon. CARS is a four photon
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interaction, or four wave mixing process, where pump, Stokes scattering and probe

photons interact with the sample to generate coherent anti-Stokes scattering (Cheng

and Xie 2004). SRS is another form of coherent Raman imaging, but instead only

pump and Stokes waves are utilised. When the difference in frequency between the

two beams matches a vibrational mode a small fraction (about one millionth) of the

incident energy is transferred between the two beams. To measure this small

alteration, one of the input beams is intensity-modulated at high frequency. This

modulation is transferred to the other beam and can be measured using sensitive

photodetection. In contrast to CARS, SRS lacks a non-resonant background. The

CARS and SRS processes are illustrated in Fig. 17.2.

Fully integrated commercial coherent Raman microscopes have only recently

been commercialised with Leica being the first to market such a system (narrow-

band CARS setup) around 2012. The major benefit of coherent Raman imaging

(both CARS and SRS) compared to imaging based on spontaneous Raman scatter-

ing is the much more rapid imaging capability (several orders of magnitude). This

allows video rate imaging which opens up the possibility for dynamic process

analysis, as well as much shorter imaging times. In addition, coherent Raman

imaging is inherently confocal (no requirement for a pinhole) with a slightly higher

spatial resolution of approximately 200–400 nm laterally and 1 μm axially (inherent

confocal nature) compared to conventional Raman mapping. Furthermore,

autofluorescence (one-photon) interference, which can be a major problem when

imaging pharmaceutical and cellular samples with conventional Raman micros-

copy, may be avoided in many cases. On the other hand spontaneous Raman

mapping (less so imaging) gives richer spectral information which supports anal-

ysis of subtle spectral differences and analysis of complex mixtures.

Most coherent Raman microscope setups are also capable of detecting other

non-linear optical phenomena during analysis (multimodal imaging). This includes

sum frequency generation (SFG), including second harmonic generation (SHG) and

two photon excited fluorescence (TPEF) (see Fig. 17.2 for schematics of these

phenomena). SFG occurs when the energy of two photons is combined and the

sample emits a photon with the higher energy. In SHG, the two incoming photons

have the same energy. SFG occurs in situations which lack inversion symmetry.

This includes non-centrosymmetric crystals (e.g. collagen and chiral pharmaceuti-

cal crystals) and boundaries.

The continual development of coherent Raman imaging systems capable of

rapidly collecting CARS or SRS spectra (broadband or multiplex) are likely to

provide richer spectral information in future and facilitate quantitative analysis.

While spectra based on SRS and spontaneous Raman scattering are linear to

concentration, CARS spectra are not (the resonant CARS signal scales quadrati-

cally with concentration). However, multiplex CARS spectroscopy allows quanti-

tative analysis if the imaginary and linear to concentration component of the CARS

signal is extracted, for example, by maximum entropy analysis (Rinia et al. 2007).

For more information about quantitative CARS microscopy, readers are referred to

an excellent review (Day et al. 2011a).
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Several detailed reviews about coherent Raman imaging are available (Evans

and Xie 2008; Zumbusch et al. 1999; Rodriguez et al. 2006). Reviews on coherent

Raman imaging (and nonlinear optical imaging) tailored to a pharmaceutical

audience have also been published (Strachan et al. 2011; Strachan 2012; Fussell

et al. 2013b).

1.4.3 Near-Field Raman

The Raman signal can also be enhanced by near-field effects, this occurs when a

sample is placed adjacent to a roughened metal surface, metal nanoparticles or

between a sharpened tip and a metal surface. The techniques which utilise this are

surface-enhanced Raman spectroscopy (SERS) and tip-enhanced Raman spectros-

copy (TERS). The near-field or surface enhancement is believed to be due to a

combination of three contributions: surface plasmon resonance, charge transfer

between the molecule and metal conduction band and resonances within the

adsorbed molecule (Lombardi and Birke 2009).

SERS imaging setups involve Raman microscopy with the sample of interest

either applied to a roughened surface or metal nanoparticles applied to the sample

surface. The spectra are collected using a wavelength of light which is associated

with surface plasmon resonance of the roughened surface or metal nanoparticles.

SERS signal only occurs in ‘hotspots’, which typically consist of sharp edges of

nanoparticles or tight joins between two nanoparticles. Quantitative imaging with

SERS using nanoparticles is very difficult as it is very much by chance as to

whether the laser will be focused on a ‘hotspot’ to gain enhanced signal, making

some components appear in higher concentrations by chance and not getting

consistent spectra across the sample.

TERS overcomes this chance–based enhancement seen in SERS by using a

nano-tip to generate enhancement in a given position. This can be done using

scanning tunnelling microscope (STM) or atomic force microscopy (AFM) feed-

back setups for the tip (Schmid et al. 2013). Movement of this tip across a sample

allows the generation of a spatially distributed spectral map with a spatial resolution

approximately 100� smaller than that seen in diffraction limited systems (Sonntag

et al. 2014; Pekdemir et al. 2012), some studies have obtained a resolution as low as

1.7 nm (Chen et al. 2014). TERS studies have focused on biological systems (Cialla

et al. 2009; Elfick et al. 2010; Pekdemir et al. 2012), nanomaterials (Natelson

et al. 2013; Saito et al. 2009) and method development (Dieringer et al. 2006;

Poborchii et al. 2009). Recently, tip-enhanced CARS has also been reported

(Furusawa et al. 2012). With the development of readily available TERS setups

and manufactured tips it is likely that TERS will be more suitable for use in

pharmaceutical applications.
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1.5 Terahertz

Terahertz radiation lies between the MIR and microwave regions of the electro-

magnetic spectrum. It can be defined as having a frequency of between 0.05 and

4 THz, corresponding to 1.67–133 cm�1. It is somewhat synonymous with the

far-infrared region, which has commonly been defined as having a spectral region

of 400–10 cm�1 (25–1000 μm). In materials, terahertz radiation can induce rota-

tional transitions (Fig. 17.2), low frequency bond vibrations, hydrogen-bonding

stretches and torsion vibrations, and in solids, crystalline phonon vibrations (Chan-

try 1971; M€oller and Rotschild 1971). Crystalline phonon vibrations can be thought
of as collective vibrations constructed from the interaction of many intramolecular

vibrations and require a periodic structure for propagation. Thus, crystalline mate-

rials are capable of sustaining crystalline phonon modes that appear as peaks in

terahertz spectra, while amorphous materials lack the required long range order for

phonon mode propagation and the energy associated with intermolecular vibrations

is diffusely dissipated within the material, resulting in spectra that lack distinct

peaks. Since the advent of commercially available terahertz spectrometers just over

10 years ago, the technique has been widely used for solid state analysis in

pharmaceutical materials (e.g. (Strachan et al. 2004; Zeitler et al. 2007a); for

more details see Terahertz Spectroscopy chapter in this book).

In terahertz pulsed imaging, structures within solid dosage forms can be resolved

in three dimensions. Since most pharmaceutical excipients are (semi)transparent to

terahertz radiation, some of the terahertz radiation will propagate into the sample.

The core technology is the same as for terahertz pulsed spectroscopy (Shen 2011;

Zeitler et al. 2007c). In short, terahertz pulses are generated using a femtosecond

pulsed NIR laser that pumps a biased photoconductive antenna. The pulses are

collimated and focused onto the sample, and the reflected or transmitted terahertz

pulse is then collected and focused onto an unbiased photoconductive antenna for

detection. Imaging may be performed using reflection (Fig. 17.5) or transmission

setups.

In terahertz pulsed imaging involving reflection, structures within solid dosage

forms can be resolved in three dimensions. Each time there is a boundary associated

with a refractive index (RI) change, some of the terahertz pulse will be reflected.

The terahertz pulse reflection is recorded as a time domain waveform. If the

refractive indices of the different parts of a dosage form are known, the information

about the dosage form may be directly converted into depth information (Fig. 17.6).

The time domain waveform may be sequentially collected at multiple points across

the sample surface to generate spatially-resolved information in three dimensions.

With current commercially available terahertz imaging setups, different types of

solid dosage forms (e.g. tablets, large pellets) are automatically rotated using a

robotic arm allowing analysis to be performed from all directions with respect to the

dosage form. Due to the longer wavelengths involved, lateral resolution at

150–250 μm in terahertz is poorer than for the other imaging techniques described

in this chapter. However, information can be directly obtained deep (several
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millimetres) into solid dosage forms with an axial resolution of 30–40 μm without

any need for prior calibration standards. A single time domain waveform may be

collected within milliseconds. Depending on the sample dimensions, a whole

dosage form may be mapped within a few minutes.

Fig. 17.5 Schematic of a terahertz pulsed imaging setup. The fs pulsed laser beam is split into

probe and pump beams. Two optical fibres launch the beams and connect the spectroscopy unit to

the terahertz emitter and detector within the imaging unit. The silicon lens setup (silicon probe)

circumvents the need for nitrogen purging by minimizing the distance to the sample and therefore

interference from water vapour absorption. A six-axis robotic arm is used to present the sample

surface orthogonally to the terahertz radiation (based on a pre-generated topographic model) and

thus the structure can probed. From (Haaser et al. 2013a) with permission from Elsevier

Fig. 17.6 A typical terahertz time-domain waveform calculated for a single-layer coated tablet.

The first peak at 0 mm depth is due to the reflection at the surface of the coating layer. The peak at

~0.1 mm represents interface between the coating layer and the tablet core. From the terahertz

waveform parameters such as (A) the peak intensity (directly related to changes of the RI and

sensitive to signal scattering); (B) the time delay between the surface refection and the coating/

core interface reflection (used to calculate the coating thickness); and (C) the interface index

(related to changes of the RI at the coating/core interface) are obtained. From (Haaser et al. 2013a)

with permission from Elsevier
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In the transmission setup, the measurement is analogous to terahertz spectros-

copy using transmission. However, the terahertz beam is focused onto the sample to

obtain diffraction limited lateral spatial resolution. The terahertz signal is sequen-

tially obtained for adjacent pixels as the focus is moved across the sample. The

technique is sometimes referred to as terahertz spectroscopic imaging (but is most

consistent with the mapping concept described at the start of this chapter). Using

this transmission approach, the information is not sufficiently resolved in the

z-direction for 3D imaging. Detailed spectral information can be obtained for 2D

imaging. More detail about the technical aspects of terahertz imaging is provided in

the Terahertz Spectroscopy chapter and briefly in Table 17.1.

2 Data Analysis

Converting spectroscopic data into an interpretable image can be done using

univariate, bivariate and multivariate methods. Appropriate preprocessing before

creating images based on the spectra is usually required. A brief outline of various

preprocessing as well as uni-, bi- and multivariate analysis methods will be

discussed here.

2.1 Spectral Preprocessing

Spectral preprocessing is often required to remove differences associated with

spectral artefacts which are not associated with the chemical information of inter-

est. For example, an enhanced baseline in a Raman spectrum can be associated with

emission due to fluorescence or sample heating. This enhanced baseline hinders the

direct use of a single band intensity to relate to a component’s concentration, since
the enhanced baseline gives the peak an enhanced intensity not associated with the

single component concentration. Similar problems arise with variations in the

spectral intensity scales due to focusing differences between samples and high

noise signals masking spectral signals.

2.2 Noise Correction

Noise is the component of a spectrum which contains no useful information and

consists of a random, often high frequency structure. The noise component of

spectra comes from the detection of electrical and thermal sources by the detector,

as well as statistics-based random events (Shaver 2001). The noise component of

spectra is ideally minimised during spectral acquisition. This can be achieved by

increasing the acquisition time and co-addition of multiple scans for most
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spectroscopic techniques or also increasing the laser power or changing to a shorter

laser wavelength for Raman spectroscopy (Shaver 2001; Adams 2004).

Post data acquisition, the high frequency noise component of spectra can be

reduced artificially by smoothing methods which use a moving window to smooth

the spectra. An example of this is moving average smoothing. Moving average

smoothing artificially reduces the noise component of the spectra by taking portions

of the spectra (windows), calculating the average value of that segment of the

spectrum (window of2nþ 1 x-values) and replacing the centre value in the segment

with the average for the 2nþ 1 points. The process is then repeated by moving the

window along by one point spectrum value. This continues for all x-values in the

spectrum by moving the window along (CAMO 2012; Beebe et al. 1998). Similarly,

a polynomial can be fitted to the window and used to find the centre value instead of

an average, this is called Savitzky-Golay smoothing (Savitzky and Golay 1964;

Steinier et al. 1972).

The segment size is an important parameter in smoothing methods. If the

segment size is too narrow then little to no noise reduction will occur. Similarly,

if the segment size is too large, the resolution between close-lying bands may be

lost. The ideal segment size depends on the spectra in question.

2.3 Baseline Correction

Baseline correction is used to remove elevated baselines associated with sampling

orientation, diffuse scattering or sample emission. The selection of an appropriate

baseline correction method is important. If the baseline profile is curved then a

polynomial baseline is appropriate or if the spectra are not noisy then a derivative of

the spectra can be taken. If the baseline is linear and just offset then a linear baseline

correction or baseline offset correction is appropriate.

Linear baseline correction acts to remove a linear slope from a given spectrum

by creating a straight line between two endpoints. This method works well for

smaller ranges of data, or spectra with an approximately linear slope in the baseline,

such as those associated with different foci. However, when a spectrum has a

curved baseline then this baseline correcting technique is not effective. The math-

ematical representation of linear baseline correction for a single spectrum is

x ¼ ~x þ αþ βx ð17:3Þ

where x is the vector representing the spectrum as a whole, ~x is the spectral vector

representing the spectral features of interest (i.e. in this case the spectra), α and β are
the estimated slope and offset which are based on at least two points which are

thought to contain only baseline information (Beebe et al. 1998).

An n-order polynomial can be fitted to a spectrum with a specific number of

approximate baseline points. The polynomial is subtracted from the spectrum to
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remove large, curving baselines. This is particularly useful for fluorescence and

thermal type baselines.

Differentiation acts to remove the effects of the baseline by replacing each point

in the spectrum with the slope at each point in the spectrum calculated from a

chosen window size. However, this also decreases the signal–to–noise ratio of the

spectra and changes the band shape, making complex spectra harder to interpret.

Differentiation can also be used to distinguish shoulders and small bands hidden

within large bands (Adams 2004).

2.4 Scaling and Scatter Correction

Differences in scale can occur due to changes in the optical path length (focus) and

variation in the sample surface. The scale and nature of the spectra will be different

depending on sample focus, with differences in intensity and sample volume being

measured from focusing slightly above, at, or below the sample surface. Correction

of the scale differences can be performed by normalisation methods, such as mean

and peak normalisation, or by scatter correcting methods, such as standard normal

variate (SNV) and multiplicative scatter correction (MSC), which also correct for

some differences in the baseline.

Mean normalisation calculates a new value for each point along a given sample

xi by dividing each point xk for that sample by the mean of the sample xi as shown
here

Xi,k ¼ Xi,k

Xi

�
�

�
�

ð17:4Þ

where Xi,k is a matrix (or vector if i ¼ 1) with i samples and k variables per sample.

Each x-value of the samples of the matrix Xi,k is divided by the average for the

sample in the data matrix Xi

� �

(CAMO 2012).

Peak normalisation (or area normalisation) corrects for differences in the scale

between spectra by taking the integral of a specific band, representative of a specific

component which may be used as an internal standard. The area under the curve is

normalised to equal one, with the rest of the spectra correspondingly scaled.

The SNV transformation removes scatter effects by centering and scaling each

spectrum independently in the data set. Mathematically SNV transforms the dataset

by the equation

xSNVi,k ¼ x i; kð Þ � xi
σ

ð17:5Þ
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where xi are the spectral values of a sample (i), x is the mean of all the xi in the

sample and σ is the standard deviation of the sample (Barnes et al. 1989; CAMO

2009–2012).

MSC also acts to correct for both baseline slope and offset effects. MSC fits a

regression line to each sample spectrum, with the regression line for each spectrum

described by

xi,k ¼ aþ bxk þ ηi ð17:6Þ

where x1, . . . xk are the spectral values of a sample, and x1, . . . xk are the average

values from the calibration samples. The a and b coefficients, for intercept and

slope, respectively, are calculated using least squares regression for each wave-

length (CAMO 2012; Isaksson and Naes 1988).

The coefficients a and b, found in the above equation, are then applied to the

following equation

xMSC
i ¼ xi � a

b
ð17:7Þ

where the MSC corrected x points (xMSC
i ) are equal to the initial point value (xi),

subtracted by the baseline of the spectrum (a) and then divided by the slope of the

spectrum (b) (CAMO 2012; Isaksson and Naes 1988).

2.5 Univariate Analysis

Univariate images are based on a single variable from the spectra, such as peak

intensity at a single wavelength or the integral of a band. This is a very simple

method which is easy to implement and interpret. The limitations of this method

include the potential to exclude valuable information and to get false intensities

based on baseline and scale of the spectra (if not properly preprocessed). Further-

more, non-overlapping spectral bands are generally required.

2.5.1 Peak Intensity

Peak intensity false colour maps are commonly used for looking at the spatial

distribution of a single component (Balss et al. 2008; Franzen and Windbergs 2014;

Rizi et al. 2011; van Apeldoorn et al. 2004). A requirement for this imaging analysis

to work is the presence of an intense band representing the chemical of interest

which is not masked by signal from other components. The spectra also need to be

appropriately preprocessed so that differences due to scale are not contributing to

the image.
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2.5.2 Peak Integral

Peak integral false colour maps are similar to peak intensity maps, where a single

variable is used to create an image of the spatial distribution of a specific compo-

nent (Almeida et al. 2012; Balss et al. 2008). The single variable used is the integral

(area under the curve) of a band. The way in which the integral is calculated is

important, such as the creation of a linear baseline between integral endpoints in a

spectrum with an enhanced baseline. Like peak intensity, the chosen band needs to

be located in a spectral region where it is not masked by other constituents. The

selection of appropriate preprocessing is again very important, particularly a nor-

malization method to remove differences based in sample focus. Small changes to

the band intensity, band-width and peak position tend to be hidden in this

measurement.

2.5.3 Bandwidth

The bandwidth or full width half maximum (FWHM) has been used to look at how a

given component changes across a sample (Vervaeck et al. 2013). The bandwidth is

useful for looking at the crystallinity of a drug distributed across a sample, with a

broader band indicative of a more amorphous structure.

2.6 Bivariate Analysis

Bivariate imaging is a popular method of imaging analysis (Balss et al. 2008;

Breitenbach et al. 1999; Karavas et al. 2007; Zhang et al. 2007). Bivariate images

consist of a ratio between two parameters such as the peak intensities or integrals of

two independent bands. The use of two bands can be considered an internally

normalised method, where the relative amounts of two different sample compo-

nents are directly compared across the imaged sample.

2.7 Multivariate Analysis

Multivariate methods utilise many variables, this means a whole spectrum with its

associated components contribute to the image. Common multivariate methods

used for imaging include principal component analysis (PCA), classical least

squares (CLS), partial least squares regression (PLSR), multiple curve resolution

(MCR; also known as multivariate curve resolution) and band target entropy

minimization (BTEM). A brief introduction into what these techniques can do is

given here. Appropriate preprocessing is important for multivariate analysis
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methods, for example in PCA if there is variance associated with scale and baseline

they will appear in the model and possibly hide the more interesting differences

associated with the chemical or physicochemical composition.

2.8 Principal Component Analysis (PCA)

PCA is a tool used to significantly reduce the dimensionality in large datasets. For

example spectra with hundreds to thousands of variables can be reduced to, for

example, two or three dimensions called principal components (PCs) (Beebe

et al. 1998). This simplification is based on the variance across the dataset, with

each spectrum represented as a single point in 2D or 3D PC space. The variance

across each reduced dimension (PC) can be interpreted back to the spectra via the

loadings plot (what the variance in a given PC looks like). If a loadings plot shows

spectral differences of interest, the values of each individual spectrum for the PC

can be used to create a false colour map showing the distribution based on the

separating features. In pharmaceutical applications the separating features might be

associated with different formulation ingredients (active drug, different excipients)

or the distribution of different solid state forms of a single component. It is

important to note that this is a qualitative method; PCA cannot be used to quantify

components.

2.9 Classical Least Squares (CLS)

CLS is a quantitative method which is used in well-defined systems where all the

components are known and pure spectra have been acquired (Beebe et al. 1998).

CLS requires that there is a linear relationship between measurement and concen-

tration. The concentration of a given component from CLS is used to create the

false colour images of the spatial distribution of a single component. This method is

often used for quantitatively mapping the spatial distribution of an API (Balogh

et al. 2014; Breitkreitz et al. 2013; Nagy et al. 2012).

2.10 Partial Least Squares Regression (PLS)

PLS is another quantitative method which also requires a linear relationship

between measurement and concentration. However, unlike CLS, it is more robust

to less defined systems which may contain additional undefined ingredients (CAMO

2009–2012; Beebe et al. 1998). A model is created based on known mixtures and

their concentrations; this is then used for unknowns to give the predicted concen-

tration of a given formulation component. These concentrations can be used to

create false colour maps of the given component distribution across a sample.
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2.11 Multiple Curve Resolution (MCR)

MCR is a qualitative and/or quantitative method used to find linear combinations of

pure components in a mixture or system. MCR decomposes the initial series of

spectra into the pure component spectra and their relative concentrations (CAMO

2009–2012; R. and A. 2006). To quantify based on these curves, some known

mixtures are required to calibrate the concentrations. Like CLS and PLS, the

concentrations given from MCR can be used to spatially map the distribution of

ingredient concentrations using false colour maps.

2.12 Band Target Entropy Minimization (BTEM)

BTEM is a self-modelling curve resolution technique which does not require

reference spectra or prior information to find pure constituents (Chew et al. 2002;

Widjaja et al. 2002, 2003a, b; Widjaja and Seah 2008). Like MCR, the output of this

analysis gives the pure component spectra and the relative amounts of those

components.

3 Pharmaceutical Applications

3.1 Drugs and Dosage Forms

Vibrational spectroscopic imaging of drugs and dosage forms during

preformulation, formulation and processing has been investigated extensively

with MIR, NIR, terahertz and Raman spectroscopic techniques over the last two

decades. A selection of studies in which various drugs and dosage forms have been

imaged using the aforementioned imaging techniques are presented in Table 17.2

and some of these are highlighted in more detail below. In this and the subsequent

sections on imaging drug release/dissolution and drug delivery, the examples are

intended to illustrate the types of analyses that are possible rather than form a

comprehensive review of all pharmaceutical applications.

3.2 MIR Imaging

In pharmaceutics, FTIR imaging has been most widely used to characterise com-

ponent distribution in solid dosage forms (Table 17.2), for example tablets (Roggo

et al. 2005a; Ricci et al. 2007) and microsphere matrices (van der Weert et al. 2000;

Mei et al. 2003; Chan and Kazarian 2004b). One example of drug distribution
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imaging involved the model protein (lysozyme) in poly(lactic-co-glycolic acid)

(PLGA) microspheres, prepared by w-o-w solvent evaporation and imaged using

transmission FTIR imaging (van der Weert et al. 2000). The microspheres

(~150 μm volume-adjusted diameter) were embedded in Technovit 7100

(containing hydroxyethyl-methacrylate) and slices of approximately 5 μm thickness

were prepared. It was possible to visualise the protein distribution (with diffraction

limited spatial resolution) based on the absorbance intensity of characteristic IR

bands: amide bands at 1550 cm�1 (amide II) and at 1650 cm�1 (amide I), and PLGA

at 1756 cm�1 (spectral resolution 4 cm�1). The embedding material surrounding the

microspheres could be visualised using the characteristic band at 1720 cm�1. From

the false colour images lysozyme was found primarily inside the microspheres. The

lack of lysozyme on the surface of the microspheres was confirmed from IR spectra

obtained with an ATR setup (not spatially resolved) and FTIR-photoacoustic

spectroscopy (FTIR-PAS). This analysis was then used to explain the lysozyme

release behaviour. It was previously observed that there was a burst release of

lysozyme from the microspheres and it was thought that it was due to the lysozyme

localization on the surface. However FTIR imaging and IR spectroscopy showed

that there was no lysozyme on the surface area of the microspheres. The reason for

this burst release was apparently the diffusion of protein from cavities through

water-filled pores in the PLGA matrix.

As mentioned above, water gives a strong signal in IR spectra. This water

sensitivity can be used to monitor water sorption into pharmaceutical products.

Water sorption during storage can cause solid state changes. FTIR imaging was

used to study water sorption in thin films (~12 μm) containing a mixture of

polyethylene glycol (PEG) 80% (w/w) and griseofulvin 20% (w/w) (Chan and

Kazarian 2004b). They placed samples on a BaF2 disc that was located in a

controlled temperature and humidity cell. The humidity conditions were modified

by changing the ratio of dry and wet incoming air. The sorption of water could be

imaged in transmission mode with a 15� transmission objective and a 64� 64 FPA

detector producing a field of view of 266� 266 μm with a spectral resolution of

16 cm�1. Griseofulvin and PEG had characteristic IR bands at 1540 and 1240 cm�1

respectively, which could be used for imaging the distribution of these substances

on the surface of the film (Chan and Kazarian 2004b). Water sorption was imaged

using the broad water band at 3700–3100 cm�1. The temperature was kept constant

at 25 �C and the sample was exposed to relative humidity (RH) values of 0.5, 60, 70,

80 and 90%. The spectroscopic images revealed that griseofulvin was not

homogenously distributed in the PEG matrix, with separate areas of griseofulvin

distinguishable in the matrix. Based on the IR spectra, the PEG was also found in

the griseofulvin-rich areas, but not vice versa. Water sorption occurred mostly in

the areas rich in PEG. By looking at the images obtained and based on semi-

quantitative data achieved by integrating the absorbance of the broad water band,

relatively little water sorption was observed at RHs from 0.5 to 60%. Above 60%

RH, the amount of sorbed water increased substantially and doubled when the RH

reached between 80 and 90%.
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FTIR imaging has also been used to image polymeric solutions (Chan and

Kazarian 2005) and solid state form distribution in pure drugs (Rustichelli

et al. 2000; Chan et al. 2007) (see Table 17.2 for further examples). Whilst the

resolution of FTIR imaging setups are diffraction limited to at best around 4 μm, the

relatively new and exciting near-field techniques such as AFM-IR spectroscopy can

reveal chemically specific information at nanoscale resolution. Van Eerdenbrugh

et al. have used near-field IR imaging via the coupling of AFM toMIR spectroscopy

to look at the micro- and nanostructure of a felodipine:poly(acrylic acid) blends

(Van Eerdenbrugh et al. 2012). The instrument used was a nanoIR in contact mode

with the spatial resolution of around 100 nm. The nano-IR imaging showed that the

discrete sub-micrometre domains seen in the 50:50 mix consisted of felodipine rich

amorphous regions and the continuous phase was dominantly poly(acrylic acid).

Selected wavelengths were used to give false colour images of the blends based on

the chemical constituents to give sub-micrometre scale chemical images.

3.3 Raman Imaging

3.3.1 Spontaneous Raman

Since APIs often contain strongly Raman scattering moieties, such as double

bonded and especially aromatic groups, Raman microscopy can potentially be a

more sensitive method that MIR imaging to detect API distribution in a wide range

of pharmaceuticals. Other distinguishing features compared to MIR imaging

include a generally higher spatial resolution (approximately 1 μm for a confocal

setup), more flexible sampling arrangements, and minimal water sensitivity. Drug

distribution has been imaged in, for example, powders (Vajna et al. 2011a), gran-

ules (Fujimaki et al. 2009), tablets (Widjaja and Seah 2008; Vajna et al. 2010,

2011b; Nakamoto et al. 2013), solid dispersions (Furuyama et al. 2008), inhalation

formulations (Sasic and Harding 2010; Schoenherr et al. 2009; Steele et al. 2004)

and transdermal tapes (Sakamoto et al. 2009).

While both imaging and mapping have been used, mapping appears to be the

more common approach despite longer acquisition times (Gordon and McGoverin

2011), perhaps due to the combined advantages of the possibility for confocality, a

higher spatial resolution, and richer spectral information. Indeed, the spectra

obtained with Raman mapping have been subjected to diverse univariate, bivariate

and multivariate analysis methods to maximise spectral interpretation. The multi-

variate methods include K-means clustering (KM), PCA, CLS and MCR (Zhang

et al. 2005). Zhang et al. directly compared the use of different multivariate data

analysis methods and the resulting chemical maps (Zhang et al. 2005). Direct CLS

was selected as a multivariate method that requires reference spectra of pure

components. PCA, MCR and cluster analysis were chosen as methods that do not

require reference information (unsupervised methods). The sample was a bilayer

tablet that had two chemically and optically distinguishable layers (a stock placebo
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blend from lactose, Avicel® and magnesium stearate was prepared and divided into

two portions with 2% red dye in one layer and 5% sodium benzoate (API) in the

second layer). The Raman spectra were collected using a 785 nm excitation laser

through a 50� objective. The sampling area was 400� 400 μm with a step size of

10 μm in the x- and y-directions. All of the multivariate data-analysis methods had

some strengths and weaknesses in this particular study. Since, direct CLS required

reference spectra of samples it was considered to be the most accurate method and

false-colour images obtained using other methods were directly compared to those

obtained using direct CLS. The PCA images resembled direct CLS images to some

degree (and were considered an effective method for exploratory data-analysis).

KM cluster analysis was a useful tool to automatically separate the image into areas

containing similar chemical composition. In this case, the MCR images were

similar to the direct CLS images (with MCR it is important to ensure the calculated

resolved component spectra resemble those of the pure components before any

false colour images are interpreted). In general, the most suitable data analysis

methods are both sample and even instrument specific, and not necessarily obvious.

This study, therefore serves as an example to show that careful data analysis method

selection and testing is just as important as spectroscopic imaging method selection.

Besides imaging drug (and excipient) distribution, Raman microscopy can be

used to study polymorph and crystallinity distribution in pharmaceuticals since

different solid state forms of an API usually have different Raman spectra.

Nakamoto et al. showed how crystalline and amorphous forms of ethosuximide

(ESM) can be distinguished in a model tablet containing ESM together with several

excipients (lactose monohydrate, microcrystalline cellulose, hydroxyl-propyl-cel-

lulose and magnesium stearate) (Nakamoto et al. 2013). One batch was a placebo,

one contained 100% of crystalline ESM and the other three batches contained

amorphous ESM in varying proportions. One of the batches was almost completely

amorphous (2.5% crystallinity). Raman spectra of the excipients and ESM were

recorded using a Horiba LabRAM ARAMIS system with a 532.09 nm diode laser

and a 50� objective. The excipients did not have any Raman peaks in the

2000–1500 cm�1 region, leaving a clear window for the ESM signal. Crystalline

ESM had two peaks at 1758.3 and 1705.2 cm�1 and amorphous ESM had one peak

at 1767.6 cm�1. Differences in the spectra allowed visualization of crystalline and

amorphous ESM on the surface of a tablet. A direct CLS model was used after

baseline correction and normalization to create the images. Crystalline ESM was

found on the surface of the tablets containing 100% crystalline ESM and amor-

phous ESM was found on the surface of tablets containing ESM mostly in the

amorphous state. It was also possible to detect areas of amorphous ESM among the

crystalline ESM on the surface of tablets containing both forms of ESM.

Imaging approaches are potentially capable of very early detection of solid state

changes, such as phase separation and crystallisation during storage (compared to

non-microscopic spectroscopic analysis), since, if data at enough pixels are col-

lected, some are likely to represent those of the newly formed solid state form or

phase separated component. Furthermore, the different forms/components may be

detected with Raman microscopy even if the API is at a low concentration in the
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formulation. This heightened potential for sensitive detection by collecting data at

multiple pixels needs to be balanced with the drawback of increased data collection

time compared to macroscopic spectroscopic analysis.

3.3.2 Coherent Raman

CARS microscopy is the most widely investigated coherent Raman imaging

method in pharmaceutics. The earliest drug formulations imaged with CARS

microscopy were emulsions (Pautot et al. 2003). Emulsions and other lipid based

formulations are particularly suitable for coherent Raman microscopy, since lipid

structures contain many C–H stretching modes that give strong CARS signals at

wavelengths easily detected with current setups. Other lipid based formulations that

have been imaged include solid lipid extrudates and lipid based matrix tablets

(Jurna et al. 2009; Windbergs et al. 2009).

Recently, CARS microscopy has been used to image protein distribution in lipid

microparticles (Christophersen et al. 2015). Lysozyme distributions inside solid

lipid microparticles (SLMs) prepared from different lipid excipients and by differ-

ent techniques were imaged and dissolution profiles of these different SLMs were

compared to obtain information about how drug distribution and preparation

method affect drug release and dissolution. The lipid excipients were glyceryl

trimyristate, glyceryl distearate and glyceryl monostearate. SLMs were prepared

by melting and mixing the lipid with either an aqueous protein solution (w/o/

w method) or powdered protein (s/o/w method), followed by mixing with a

polyvinyl alcohol solution. The CARS microscope was the first commercialised

fully integrated CARS setup, and was capable of narrowband CARS imaging

(Leica TCS SP8 CARS microscope). To identify suitable CARS wavenumbers

(shifts) for imaging the different components, CARS spectra of the lipids and

lysozyme were first recorded between 2700 and 3300 cm�1 (this involved manual

tuning of the optical parametric oscillator (OPO) sequentially to each CARS shift).

The lipids had a peak maximum at about 2860 cm�1 (CH2 stretching), while

lysozyme had a peak maximum at 2940 cm�1 (Fig. 17.7c). The spectrally

overlapping signals were separated using a cluster analysis algorithm in the micro-

scope software, with weighting factors for the two components (represented by

2860 and 2940 cm�1 for lipid and protein respectively), applied individually for

each sample. Lysozyme could be visualised within virtual cross sections of all the

SLMs using CARS, with the data for each image taking seconds to record

(Fig. 17.7a). Lysozyme had localised in the core of SLMs prepared by the w/o/

w method from glyceryl trimyristate and glyceryl distearate. The CARS images

were compared with transmission electron microscopy (TEM) images, which

confirmed that these particles had a well-defined shell structure (Fig. 17.7b). The

situation was different in the case of SLMs prepared by w/o/w method from

glyceryl monostearate. In some cases the lysozyme had distributed unevenly into

many small cavities or close to the surface within a hollow space. TEM pictures

revealed that this could be because of a loose shell structure of these particles. The
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glyceryl monostearate and glyceryl distearate SLMs prepared by the s/o/w method,

had a similar drug distribution compared to the w/o/w particles. However in SLMs

made from glyceryl tristearate, the drug was localised in a smaller area. Also TEM

images revealed that the hollow core-shell structure was missing. The particles

prepared with different excipients and preparation methods exhibited substantially

different lysozyme release profiles, which could be explained by the different

lysozyme distributions. This is just one example that illustrates the potential of

coherent Raman imaging to reveal important information about drug distribution

and subsequently drug release behaviour.

Polymer dispersions are also suitable for CARS analysis. Kang et al. have used

CARS microscopy for imaging paclitaxel drug distribution and release from a

polymer film (Kang et al. 2007). Paclitaxel distribution was detected in many

Fig. 17.7 (a) Overlay of CARS images at 2860 cm�1 (red, representing lipid) and 2940 cm�1

(green, representing lysozyme) of a lysozyme loaded trimyristin (TG14) solid lipid microparticle

prepared by the w/o/w method. The cross-sectional projections show the lysozyme encapsulated in

the hollow core. (b) Transmission electron microscopy image of solid lipid microparticle. (c)
Normalised CARS spectra of lysozyme, glyceryl monostearate (GMS), glyceryl distearate (GDS),

and TG14. Adapted from Christophersen et al. (2015) with permission from Elsevier
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types of polymer films with a lateral resolution of 0.3 μm and a depth resolution of

0.9 μm, which is higher than what can be achieved with diffraction limited

spontaneous Raman imaging/mapping setups.

In several cases, the advantages of the superior 3D spatial resolution and

imaging speed of coherent Raman microscopy compared to conventional Raman

microscopy have been demonstrated for the same type of dosage form. Spontaneous

Raman microscopy has been used to image two active pharmaceutical ingredients

(APIs) in inhalation blends (Sasic and Harding 2010). The chemical images formed

based on these spectra revealed the presence of both APIs on the surface of lactose.

However the chemical images were quite pixilated, with a lateral spatial resolution

of ~5 μm. CARS microscopy was used by Fussell et al for the same purpose, albeit

with a better spatial resolution of about 0.4 μm laterally and 1 μm axially (Fussell

et al. 2014a). Budesonide and salmeterol distribution was determined in an inhala-

tion powder mixture with lactose carrier particles. The CARS microscope was a

homebuilt system consisting of a picosecond pulsed laser operating at 1064 nm

combined with an OPO that were used to tune the Stokes beam to suitable CARS

resonances for the different components (2888 cm�1 for lactose, 3046 cm�1 for

budesonide and 3050 cm�1 for salmeterol). The laser beams were focused onto the

inverted microscope using 60� and 40� objectives. Using the intensities at the

selected frequencies for each component, it was possible to visualise salmeterol

(Fig. 17.8) and budesonide distribution on the surface of lactose carrier particles.

Often electron microscopy is used for imaging drug particles on the surface of a

lactose carrier particle with very good spatial resolution. In this study images taken

by CARS microscopy were compared to those taken with scanning electron

microscopy (SEM). SEM is not a chemically specific method and therefore iden-

tification of drug particles is based on the morphological properties of a material,

which might be difficult or impossible at times. In this study, after 0.5 min of

mixing the inhalation blend, it was possible to detect salmeterol on the surface of

lactose just by looking the SEM pictures based on a typical plate-like morphology.

The chemically-specific CARS images confirmed this. Prolonged mixing causes

plastic deformation and aggregation; hence the plate-like salmeterol particles were

not detected after 600 min of mixing from SEM images. CARS microscopy

revealed that the round–shaped particles on the surface of lactose were salmeterol

in a different morphology.

This study clearly highlights some of the benefits of CARS microscopy com-

pared to imaging based on spontaneous Raman scattering. Better spatial resolution

can be achieved when CARS microscopy is used, allowing detection of submicron

particles. With the use of image analysis software, it is possible to form particle size

distribution profiles from CARS images. In the same study, Fussell et al. compared

the size distribution of budesonide particles based on CARS image analysis method

and laser diffraction analysis. The CARS image analysis method produced slightly

larger particle sizes. Inherent confocality is also a benefit in CARS microscopy,

allowing depth scanning. A nice example of this was included in this study where a

lactose particle was scanned from bottom to top allowing visualization of drug

penetration and surface curvature. As shown, CARS microscopy can be an
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Fig. 17.8 CARS (A+B), SEM (C+D) and combined CARS and SEM images (E + F) of

salmeterol (red) and lactose (green) mixtures after 0.5 (left) and 600 min of mixing (right).
Scale bars represent 20 μm. Reproduced from (Fussell et al. 2014a) with permission from John

Wiley and Sons
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extremely rapid method for imaging the distribution of substances of interest

(video-rate for narrowband CARS imaging, compared to minutes for (spontaneous)

Raman imaging and minute to hours for Raman mapping). One of the limitations of

conventional narrowband CARS setups is that imaging at a single wavelength for

each component of interest limits specificity. Obtaining the CARS signal at multi-

ple Raman shifts can take some time because the energy difference between the

Stokes laser and pump lasers has to be changed manually as many times as there are

wavenumbers to be detected. However, approaches to much more rapidly obtain

CARS signals at multiple wavelengths (CARS spectra) for hyperspectral imaging

using narrow-band CARS sources have been and are being developed. In the study

by Fussell et al. described above, a hyperspectral imaging setup using an

OPO-based approach to rapidly scan through multiple CARS shifts it took about

4 min to measure a spectrum from 3800 to 3100 cm�1 (Garbacik et al. 2012).

Broadband CARS sources are another approach to rapidly (in minutes) obtain

CARS spectra for imaging. As described earlier in this chapter, such data can

also allow quantitative analysis with advanced spectral processing (Day

et al. 2011b).

Stimulated Raman scattering (SRS) has also been used to image component

distribution in dosage forms. Slipchenko et al. used SRS imaging to detect

amlodipine besylate (API) and four excipients within pharmaceutical tablets

(Slipchenko et al. 2010). The results were directly compared to the images obtained

by confocal Raman mapping and CARS imaging. With SRS, the API and all the

excipients were successfully visualised with a lateral spatial resolution of 0.62 μm,

which was better than for the confocal Raman microscope with a lateral spatial

resolution of a few μm. The imaging speed in SRS was also much faster; it took 1 s

per pixel with confocal Raman mapping, compared with 100 μs per pixel for SRS.
This study also demonstrated the benefit of SRS imaging over CARS microscopy

by the absence of a non-resonant background signal. SRS spectra are also linear to

concentration which facilitates quantitative analysis.

3.4 Near-Infrared Imaging

NIR spectroscopy is a rapid spectroscopic imaging method with a lower spatial

resolution in practice than MIR imaging. However, it is fast, with a more flexible,

non-contact sampling setup. The technique has become popular for imaging inter-

mediate products during pharmaceutical processing (Table 17.2). NIR imaging has

been used for example to control powder blend homogeneity (El-Hagrasy

et al. 2001; Jovanovic et al. 2006) and tableting (Ellison et al. 2008). It has also

been used to understand how process related changes affect tablet dissolution

(Roggo et al. 2005b). For example, the chemical composition of the surface of

tablet cores has been used to explain the differences in drug dissolution rate. It has

also been used to visualise API and excipients in final pharmaceutical formulations

to be able to confirm the quality of the product (Amigo and Ravn 2009; Ravn
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et al. 2008). In a similar manner, Puchert et al. (2010) used NIR imaging to

distinguish counterfeit medicines from genuine ones.

It is possible to get a very large amount of spectroscopic data in a comparatively

short time using NIR spectroscopic imaging (Amigo et al. 2008). Although this can

be useful, careful data treatment is especially important when NIR imaging is used

since the overlapping signals originate from both chemical and physical sample

properties. Univariate and many multivariate chemometric data processing

methods have been applied to NIR spectroscopic imaging. Univariate data analysis

can be used when a sample contains few substances in which the main spectral

variation of interest is expected to result from physical phenomena (e.g. baseline

shift). Such an analysis was performed by Ellison et al., in which the density

variation of lactose monohydrate tablets with different amounts of magnesium

stearate (0, 0.25 and 1%) was imaged (Ellison et al. 2008). The absorbance at

2120 nm, representing baseline shift, was chosen to image density distribution. In

order to get quantitative data from each pixel, a calibration curve was constructed

based on the measured densities of tablets and corresponding average absorbance

intensities at 2120 nm. False colour images revealed that the density was higher at

the edges than the centre of the tablets. Density changes in the tablets correlating

with upper and lower punch forces were also visible.

Many types of multivariate data-analysis methods are used for extracting the

information from NIR data sets. These methods include partial least squares (PLS)

(Palou et al. 2012; Gendrin et al. 2007), classical least squares (CLS), principal

component analysis (PCA), multivariate curve resolution (MCR), cluster analysis

(Amigo et al. 2008) and self-modelling curve resolution (SMCR) (Awa et al. 2008).

In addition, new data treatment methods such as linear image signature (LIS) have

been developed (Puchert et al. 2010). While the best methods depend on the sample,

PLS analysis has been proven accurate in several examples (Gendrin et al. 2007;

Jovanovic et al. 2006; Palou et al. 2012).

Palou et al. (2012) used NIR imaging with PLS analysis to study the distribution

of API and five excipients (API and excipients #1 and #2 accounted for 95% of the

tablet content) in a tablet and also to quantify the thickness and surface distribution

of the film coating. Spectra of pure samples were used to form a calibration model.

The tablets were then imaged from six different directions: four outer sides and both

internal surfaces after splitting the tablet into two. The PLS model was then used to

predict the concentrations of each of the excipients on each imaging spot in the

tablet. The concentrations achieved using the PLS model were very close to the

nominal values for the API and the excipients. The distribution of the components

could be seen from the false colour images calculated with PLS. High concentra-

tions of API and excipient #2 were observed from the same areas while high

concentrations of API and excipient #1 were complementary. This was attributed

to API and excipient #2 being mixed first together before addition of the other

excipients. The minor excipients were distributed homogenously. In addition, PLS

was also used to quantify the thickness and the distribution of the coating. The

model was successfully used to quantify the mean coating thickness of the samples.
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It was also observed that the coating material was not uniformly distributed on the

tablet surface.

One of the pharmaceutical manufacturing processes that can be monitored using

NIR spectroscopic imaging is powder blending. El-Hagrasy et al. used this tech-

nique noninvasively to monitor powder blend homogeneity of mixtures of salicylic

acid and lactose and to determine the end-point for mixing (El-Hagrasy et al. 2001).

A V-blender was used for mixing and there were optical ports installed on the

blender that allowed the NIR spectra to be recorded with fibre optics. The blender

was stopped at predetermined times to collect NIR spectra and samples for UV

spectroscopy (reference method). UV spectroscopy revealed that the mixture was

sufficiently homogenously mixed after 16 min of mixing. Similar end-points were

also achieved from NIR spectra treated with suitable algorithms and NIR images

could be used to visualise this. Images were collected using an InSb imaging

camera that had a discrete bandpass filter that allowed the salicylic acid absorbance

band at 1656 nm to be recorded. It was possible to see that the mixture reached

homogeneity after 14–16 min. It was concluded that NIR spectroscopy and imaging

could be used to define the endpoint of mixing as well as UV spectroscopy. One

advantage of using imaging is that the large sample mass could be used statistically

to improve the reliability of the end-point determination.

These examples show how NIR spectroscopic imaging can be used as a rapid

and non-invasive method to obtain information from all stages of drug manufactur-

ing, starting from quality assurance of raw materials to analysis of finished drug

products such as tablets and capsules. NIR imaging is especially well suited to real

time processing analysis for controlling and optimising manufacturing of medicines

(process analytical technology).

3.5 Terahertz Imaging

Terahertz imaging of drugs and dosage forms has been reviewed in some detail in a

number of publications (e.g. (Haaser et al. 2013b; Shen 2011; Smith and Arnold

2011; Zeitler et al. 2007c). A few examples that illustrate some of the breadth of

published pharmaceutical applications are highlighted below and in Table 17.2. For

a more complete treatment terahertz imaging applications in this book, the reader is

referred to the Terahertz Spectroscopy chapter in this book.

Terahertz pulsed imaging (TPI) is particularly well suited to imaging layered

structures of large dosage forms such as tablets, with tablet coating analysis being

the most widely published pharmaceutical application of TPI to date. The first

proof-of-principle analysis in this context was that of Fitzgerald et al. (Fitzgerald

et al. 2004; Wallace et al. 2004), in which sugar coatings of two brands of over-the-

counter ibuprofen tablets were imaged and compared. A 1 mm2 area was raster

scanned and the thickness of the sugar coatings of both brands was determined

(results were verified using cut cross-sections of the tablets). In contrast to the

innovator product, multiple coating layers were detected for the generic product.
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The success of this proof-of-principle study provided justification for developing an

imaging setup with a robotic six-axis arm capable manipulating the presentation of

tablets to the terahertz beam such that entire tablet surfaces could be mapped

(e.g. Imaga2000, Teraview Ltd, Cambridge). As a result, almost all subsequent

publications of 3D TPI for pharmaceutical dosage form imaging have involved

imaging of whole tablets. This was first demonstrated by Zeitler et al. who imaged

entire film-coated tablets, sugar-coated tablets, multi-layered controlled release

tablets, and even the gelatin coating of soft gelatin capsules (Zeitler et al. 2007b).

In contrast to other vibrational spectroscopic imaging methods, terahertz imag-

ing can often easily detect interfaces at least 2 mm below the tablet surface of

coated tablets (Zeitler et al. 2007b). A flurry of publications in the last few years

have shown 3D TPI to be suitable for detailed analysis of coating thickness

distribution variation, imaging coating structure defects, density analysis (see

examples in Table 17.2). One of the most widely investigated pharmaceutical

applications of TPI is for controlled release coating analysis, since the structure

of such coatings is critical to drug release behaviour.

The resonance of the rotational modes of water with terahertz radiation effec-

tively precludes terahertz sampling in an aqueous environment. Nevertheless,

dosage form coating properties have been investigated and directly correlated to

drug release behaviour, and therefore TPI may potentially be used to predict drug

release from coated dosage forms, so long as the drug release is limited by diffusion

through the coating rather than dissolution of the drug itself. Coating thickness, as

determined by TPI, has in some cases been directly correlated to drug release of

sustained release coatings. Furthermore, if the coating around the central band is

thinner (as determined by TPI), drug can be released faster from this region than

from the tablet sides. In other cases an inverse relationship between coating

thickness and drug release rate has been observed, i.e. a higher coating thickness

measured with TPI was associated with a faster drug release (e.g. Ho et al. 2008).

Coating density, obtained from coating thickness combined with weight gain and/or

the terahertz electric field peak strength signal, was found to be different in these

samples. A higher coating density was correlated with a slower drug release

(Ho et al. 2010). Changes in coating structure (density, extra interfaces, thickness)

due to different processing conditions, including coating method, scale up, and

process interruptions have been detected with TPI and correlated to changes in drug

release behaviour. This topic has recently been discussed (Haaser et al. 2013a). In

this context, TPI is an effective tool to understand and even predict drug release

behaviour from controlled release systems.

More recently, TPI has also been shown to be of value with much smaller dosage

forms (Haaser et al. 2013b). Standard size pellets (approximately 1 mm diameter)

with a sugar starter core, metoprolol succinate drug layer, and finally a sustained-

release polymeric coating were analysed with respect to drug layer and polymer

coating thickness and as well as coating density. Both the drug (approx. 40 μm in all

batches) and polymeric coatings thicknesses (approx. 40 μm (batch I), 60 μm
(batch II) and 100 μm (batch III)) could be accurately determined (Fig. 17.9,

SEM was used as a reference technique). Only a small area on each pellet was
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imaged due to the sampling setup restrictions and high curvature of the pellets.

Nevertheless, subsequent dissolution testing on the same pellets showed that the

calculated thicknesses were directly correlated with drug release.

Transmission 2D terahertz spectroscopic mapping, in which terahertz spectra are

sequentially obtained across the sample, has been used for chemical and solid state

mapping. The lateral spatial resolution is also approximately 200 μm for this setup

(diffraction limited), while the axial resolution is over 2 mm (Charron et al. 2013).

Charron et al. quantitatively mapped caffeine-oxalic acid co-crystal and co-crystal

former distribution in compacts (Charron et al. 2013). Polyethylene was used as a

transparent and highly compressible albeit not very pharmaceutical matrix former.

The peak intensity for the cocrystal at 1.56 THz (at 120 K) was established to be

linear to concentration, and was used to quantitatively map cocrystal concentration

mapped across the compacts. With sampling at each pixel traversing the entire

thickness of the compact, excellent agreement was found between total cocrystal

content according to the mapping results and known concentration (Charron

et al. 2013) Another example of terahertz spectroscopic mapping in drug and

dosage form characterisation is the mapping of illicit drugs within polyethylene

bags and paper envelopes (Kawase et al. 2003). Transmission terahertz spectro-

scopic mapping obviously suffers in terms of spatial resolution compared to other

techniques in this chapter, including TPI imaging based on refractive index

changes. Nevertheless, it may, for example, be of value in sensitive solid state

mapping if other methods are not sufficiently solid state sensitive or non-destructive

sampling at depth is required.

Fig. 17.9 Coating (top) and drug (bottom) layer thickness of a pellet imaged using terahertz

pulsed imaging from batch I (A, D), Batch II (B, E) and batch III (C, F). The black circles indicate
the areas used for coating and drug layer thickness calculation. Dark blue pixels in the pellet area

correlate with measurement failure (and were excluded from calculations). The colour scale bars

are in μm. Reproduced from (Haaser et al. 2013b) with permission from Elsevier
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3.6 Drug Release and Dissolution

Drug dissolution and release processes are affected by a number of interacting

chemical and physical phenomena, many of which may themselves change during

interaction of the drug or dosage form with the biological medium (e.g. excipient

swelling or dissolution, porosity changes, drug distribution changes, chemical

reactions, etc). Imaging of the dosage forms during drug release and/or dissolution

can help in obtaining a mechanistic understanding and subsequent optimization of

drug release behaviour. Vibrational spectroscopic imaging has some advantages

compared to other currently used imaging methods for analysis, including the high

chemical specificity without the need for coloured components (c.f. visual photog-

raphy) or magnetic moments (magnetic resonance imaging). As illustrated below,

in some cases the imaging is sufficiently rapid to allow in situ imaging.

Imaging drug release and/or dissolution has been carried out via both MIR and

Raman-based methodologies. Raman-based methods have the advantage of having

generally weak water signals which facilitates visualization of the drug and dosage

form in an aqueous environment. Since water strongly absorbs all forms of infrared

light, NIR, MIR and terahertz imaging have generally not been considered tech-

niques of choice for imaging drug release/dissolution. On the other hand, this

problem has been effectively circumvented in MIR imaging by using adapted

ATR sampling setups (in which water as well as drug and excipients may all be

imaged simultaneously).

3.7 MIR Imaging

Macro-FTIR ATR imaging has been used to image in situ the dissolution of tablets

(van der Weerd and Kazarian 2004; van der Weerd et al. 2004). In these studies

Van der Weerd et al. invented a diamond ATR plate system in which a tablet could

be directly compressed on the surface of the diamond. With water flowing at

1 mL min�1 through the system, the tablet changes could be analysed over time

with a Bruker Optics IFS66S step scan spectrometer with a 64� 64 MCT FPA

detector with a spectral resolution of 16 cm�1, field of view of 820� 1140 μm and

nominal spatial resolution of 13–18 μm.

In the first study, the model tablet consisted of hydroxypropyl methylcellulose

(HPMC) and caffeine 20% (w/w) (van der Weerd et al. 2004). Spectral data sets

were acquired at 8 min intervals. For image formation, the first image represented

the dry sample and images were also presented after the water flow had been on for

0, 40, 80, 160 and 190 min. The individual components were imaged at each time

point based on absorbances specific to each component: 960–1130 cm�1 for

HPMC, 1680–1720 cm�1 for caffeine and 3200–3500 cm�1 for water. Even though

the spatial resolution was not especially high (approximately 15 μm), areas of

caffeine particles in the HPMCmatrix could be distinguished. Just after the addition
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of water, the water associated closely with the HPMC. Over time, the caffeine and

HPMC absorbance decreased as water penetrated into the tablet. Interestingly, the

caffeine particles moved counter to the water flow during the experiment, probably

due to the HPMC swelling. Spectra extracted from different areas of the sample

after 40 min of water flow were also analysed visually. Four areas were chosen,

representing, (a) the inner region of the tablet, (b) a caffeine particle, (c) the area

outside the tablet core and d) the tablet surface at the beginning of the water flow.

Caffeine peaks were also apparent in the spectrum recorded from the inner

regions of the tablets, although the signal could not be seen in the images due to

insufficient spatial resolution. HPMC peaks were also observed from the outer areas

of the tablet indicating the relocation of tablet material by diffusion or gel

formation.

The FTIR imaging of tablet dissolution was extended with a more quantitative

analysis (van der Weerd and Kazarian 2004). PLS analysis was used to reduce the

large amount of data in the original data sets. Originally a data cube with

64� 64� 700 pixels was obtained, where 64� 64 pixels formed the spatial dimen-

sions and 700 wavenumbers represented the spectral dimension. After PLS reduc-

tion it was possible to express a complete infrared spectrum in one value. Three

independent PLS regression models were used, and the resulting values were the

concentrations of niacinamide, HPMC and water (the three components in the

model tablet). Based on these PLS models, images at different time points were

constructed, and it was possible to see how water penetrated into the tablet and

reduced the concentrations of HPMC and niacinamide. A UV spectrometer was

also added to the system and the results obtained by FTIR images were compared to

the dissolution profiles obtained by UV spectroscopy; a strong correlation between

the dissolution profiles obtained through FTIR imaging and UV spectroscopy was

observed.

Other examples are listed in Table 17.3, and drug dissolution and release using

ATR-IR analysis has also been reviewed in detail elsewhere (Kazarian and Ewing

2013). While the types of dosage forms that can be analysed is limited due to the

need for contact optics, a clear advantage of this method includes the ability to

(quantitatively) image drugs, excipients and water during the same in situ
measurement.

3.8 Raman Imaging

3.8.1 Spontaneous Raman

A few studies have featured Raman microscopy for imaging drug dissolution and

release processes (Table 17.3). Extrudates containing the drug theophylline

anhydrate (50% w/w) and the lipid tripalmitin, with or without the water-soluble

polyethylene glycol (PEG) (25% w/w) have been analysed (Haaser et al. 2011).

Dissolution testing was performed using US Pharmacopeia apparatus 1. Extrudates
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Table 17.3 Selected studies involving vibrational spectroscopic imaging of drug release and

dissolution

Technique Purpose Sample type Conclusions Reference

FTIR In situ imaging of

tablet dissolution

Tablets Drug dissolution

could be followed and

compared to dissolu-

tion tests

Rustichelli

et al. (2000)

and van der

Weerd

et al. (2004)

FTIR Study drug release

from polymer film

PEO polymer

film with

testosterone

False colour images

revealed two distinct

delivery mechanisms

Coutts-

Lendon

et al. (2003)

FTIR Image dissolution of

solid dispersion

Solid dispersion,

nifedipine/PEG

It was observed that

nifedipine started to

crystallise at a con-

centration of 10 wt%

Chan and

Kazarian

(2004a)

FTIR Image dissolution of

solid dispersion

Solid dispersion,

ibuprofen/PEG

Crystallization of

ibuprofen could be

observed and it was

concluded that this

slows overall drug

dissolution

Kazarian and

Chan (2003)

FTIR Study the diffusion of

nicotine in ethanol/

water into a polymer

membrane

Ethylene-vinyl

acetate (EVA)

polymer and

nicotine/ethanol/

water solution

Distribution of each

component in the

polymer could be

visualised

Rafferty and

Koenig

(2002)

Raman

+ FTIR

Study drug diffusion

from a semisolid

formulation

Dithranol in

white soft

paraffin

IR could be used for

observing the lateral

distribution of API

and Raman could be

used for observing 3D

diffusion

Grotheer

et al. (2014)

Raman Image a matrix dos-

age form during

dissolution

Solid lipid

extrudates

Drug distribution and

release were success-

fully mapped using

Raman microscopy

Haaser

et al. (2011)

Raman Investigate the physi-

cal structure of solid

lipid extrudates and

relate the structure to

dissolution behaviour

Solid lipid

extrudates

Raman mapping
could be used for

detecting micrometre

size differences on the

surface of matrices

and their effect on

dissolution

Windbergs

et al. (2010)

CARS Visualise the solid

state changes in the-

ophylline and its

effect on dissolution

Theophylline

anhydrate and

monohydrate

Theophylline solid

state conversion cor-

related with dissolu-

tion rate changes

Fussell

et al. (2013a)

(continued)
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were removed from the dissolution media periodically, and transverse sections of

the extrudates were prepared with a razor blade and mounted onto microscope

slides. A dispersive confocal Raman microscope was used for point-by-point

mapping the extrudate cross–section with an excitation wavelength of 785 nm,

spectral region 65–1520 cm�1, and 20� (lateral resolution ~14 μm) and 50�
(lateral resolution ~4 μm) objectives. Theophylline had a resolved Raman peak at

554 cm�1, tripalmitin had two peaks at 1100 cm�1 and 1130 cm�1 and PEG had a

double peak at 844 and 860 cm�1, from which normalised peak areas were used to

calculate drug distribution in the Raman mapping studies. After 120 min of

dissolution of the binary extrudates (without PEG), 17% (w/w) of theophylline

anhydrate was released according to UV–Vis spectroscopy. Assuming a boundary

that would recede uniformly based on Higuchi kinetics, the Raman signal from

theophylline would be observed close to a 45 μm zone from the edge of the

extrudate. It was possible to detect drug loss from this 45 μm zone, although the

drug boundary was not uniformly receding. In the ternary system extrudates, the

PEG dissolved rapidly from within the matrix and after 30 min it was completely

dissolved (Fig. 17.10). The fast polymer dissolution increased the exposed surface

area of the drug, resulting in faster drug release compared with the binary system.

This study showed how Raman microscopy can be a useful tool for high resolution

imaging of controlled release formulations and their changes during drug release.

The acquisition time for each image was several hours, which precludes in situ
analysis. However, this meant that an official pharmacopeia dissolution testing

setup without modification could be used. Raman imaging could be used for faster

image acquisition (using just a few wavenumbers) which might be possible in situ
depending on the application.

Table 17.3 (continued)

Technique Purpose Sample type Conclusions Reference

CARS Study paclitaxel dis-

tribution in

PEG/PLGA blends

and its release

PEG/PLGA

polymer films on

a cover glass

CARS microscopy

showed that drug

release is closely

related to its

distribution

Kang

et al. (2006,

2007)

CARS Study drug release

from oral drug for-

mulations and moni-

toring solid state

changes

Theophylline

tablets and

extrudates

It was possible to fol-

low drug release and

solid state changes

with CARS

microscopy

Jurna

et al. (2009)

and

Windbergs

et al. (2009)

CARS Study lipid digestion Glycerol

trioleate, porcine

pancreatic lipase

Multiplex CARS

microscopy could be

used to observe lipid

digestion

Day

et al. (2010)
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Fig. 17.10 Cross-section of an extrudate containing tripalmitin (blue, 1100 cm�1), theophylline

anhydrate (red, 554 cm�1), and polyethylene glycol (green, 844 and 860 cm�1). Raman map of all

three components recorded before dissolution testing with (a) a 20� objective, and (b) a 50�
objective. (c) Corresponding optical microscopy image with rectangles depicting areas mapped in

(a) and (b). Raman map of all three components recorded after dissolution testing for 30 min with

(d) a 20� objective (note absence of PEG signal above 8% threshold, and that there was no

evidence of theophylline monohydrate formation). (c) Corresponding optical microscopy image

with rectangle depicting corresponding area mapped in (d). For further details see original

publication. Reproduced from (Haaser et al. 2011) with permission from John Wiley and Sons
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3.8.2 Coherent Raman

There are several studies over the last decade in which CARS microscopy has been

used for imaging drug release. Kang et al. investigated paclitaxel in polymer films

(Kang et al. 2006, 2007). They investigated the structure affecting the release of

paclitaxel from poly(ethylene glycol)/poly(lactic-co-glycolic acid) (PEG/PLGA)

blends. They observed that paclitaxel was partitioned into the PEG phase. On the

surface of the films, the addition of PEG caused an accelerated burst release of

paclitaxel. Inside the film, paclitaxel was distributed differently and its release

retarded by the continuous PLGA matrix.

Theophylline drug release from lipid formulations have been studied using

CARS microscopy (Jurna et al. 2009; Windbergs et al. 2009). In these studies

lipid based solid oral drug formulations, similar to those described above for the

spontaneous Raman mapping, were investigated. Theophylline anhydrate and

monohydrate were combined with tripalmitin. Tablets made from the powdered

substances were prepared, and extrudates of theophylline and tripalmitin were also

used. Samples were imaged 30 and 180 min after addition of dissolution media

(purified water) and compared to the images taken before dissolution. The CARS

microscope used a 1064 nm laser combined with an OPO for narrowband CARS

imaging with manual tuning to different resonances. The imaging was performed

using 20� objectives. Initially Raman spectra from pure compounds were

measured to find the suitable resonances for CARS imaging. Tripalmitin, theoph-

ylline monohydrate and theophylline anhydrate had peaks at 2880, 3109 and

3123 cm�1 respectively. Because the theophylline peaks overlapped it was not

possible to selectively image one solid state form at a time. However, the signal at

3109 cm�1 could be used to non-selectively detect both forms of theophylline.

Since theophylline monohydrate had a needle-like morphology (compared to more

prismatic morphology for the anhydrate form), this could be used to distinguish

between these two solid forms. Tablets made from powdered theophylline

monohydrate and tripalmitin, powdered theophylline anhydrate and tripalmitin

and from extrudes of the theophylline anhydrate and tripalmitin, were imaged. It

was observed that theophylline monohydrate dissolved completely in water over a

180 min time period and after 30 min there were only a few theophylline

monohydrate needles visible. The theophylline monohydrate needles had left vis-

ible voids in the insoluble tripalmitin matrix, which indicated that the tripalmitin

matrix stayed intact during the dissolution and hence the drug release was

completely diffusion controlled. When tablets made from powdered theophylline

anhydrate and tripalmitin were imaged, an interesting observation was made. After

30 min of dissolution, the signal from theophylline was still visible. However

typical needle like morphology for theophylline monohydrate was observed,

which strongly suggested that the transition from the anhydrate to monohydrate

form had occurred. After 180 min all theophylline appeared to have dissolved

(no drug signal present). This suggested that the dissolution process had multiple

stages. First the anhydrate dissolved, leading to a supersaturated solution with
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respect to the less soluble monohydrate. The monohydrate form crystallised out of

solution and finally the two forms of theophylline dissolved. Theophylline

anhydrate tablets made from extrudates were also imaged. Interestingly no needle

like morphology was observed after 30 or 180 min of dissolution. This suggested

that when the extrudates are used for tableting, theophylline monohydrate is not

formed during the dissolution process.

The need for speed for in situ analysis of dosage forms during dissolution testing

has also been one of the major motivations for the introduction of CARS imaging

for the analysis of drug release over the last decade. In the studies described above

with tripalmitin and theophylline, a flow-through cell was also used. This flow-

through cell allowed in situ visualization of the tripalmitin-theophylline matrices

during dissolution. Fussell et al. improved this in situ system and added a UV

spectrometer to the setup (Fussell et al. 2013a). Directly compressed compacts

made from theophylline anhydrate and theophylline monohydrate were imaged

during dissolution in situ with dissolution monitored simultaneously via UV-vis

absorbance of the solution. Theophylline monohydrate crystal growth on the

surface of the theophylline anhydrate compacts was observed when the samples

were imaged by CARS microscopy at 2952 cm�1. Besides the visual observation of

crystal growth, CARS spectra collected using hyperspectral CARS imaging were

used to confirm the solid-state identity. A peak shift in the theophylline spectrum

was observed from 3120 to 3105 cm�1, due to the conversion from the anhydrate to

monohydrate form. The dissolution curves obtained by UV absorbance spectros-

copy also gave valuable information. When the anhydrate form was used, a peak in

theophylline concentration occured, after which the concentration dropped rapidly.

This drop can be explained by the anhydrate form of theophylline reaching super-

saturation, which caused precipitation and crystal growth of the less soluble

monohydrate. When a methyl cellulose solution was used as the dissolution

medium, the dissolution profiles were quite different. There was no significant

difference in the dissolution profiles of compacts made from theophylline

monohydrate, but the decrease in dissolution rate when anhydrate compacts were

used disappeared. There was a two-fold increase in dissolution rate when compacts

made from the anhydrate form were used and this could have been interpreted to

mean that there was no conversion to monohydrate. However CARS microscopy

images showed that there was growth of monohydrate crystals and this growth was

slower compared to the situation when water was used as a dissolution medium.

These images obtained by CARS microscopy show in principle how helpful it can

be to have a visualization method to directly observe how the structures of drugs

and dosage forms change during drug dissolution and release.

3.9 Drug Delivery

Many novel medicines are developed so that they target specific tissues or cells.

During drug development it is helpful to visualise how well this targeting is
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achieved. Electron microscopy approaches, especially variants of TEM, are used to

track particles, such as nanocarriers, on the cellular level. However, the technique is

restricted to particulate level analysis, is not chemically specific, and not suitable

for in situ analysis. Fluorescence microscopy is one commonly used method that is

chemically specific, can track drug in solution and is suitable for in situ analysis.

Usually the cell nucleus and possibly other organelles are stained and the drug

and/or carrier particles are tagged with a fluorescent dye to monitor drug penetra-

tion into and localization within the cells. However, there are also several disad-

vantages to this method. Firstly, fluorescent dyes can alter the chemical situation at

the cellular level, due to the presence of externally added molecules that do not

normally belong to the cellular environment. Secondly, fluorescence imaging tends

to suffer from photobleaching which can make image interpretation more difficult.

Thirdly, the fluorescent tags may dissociate from their target structure (especially if

physically bound), potentially leading to erroneous interpretations. These problems

can be avoided if chemically-specific, label-free methods are employed. Vibra-

tional spectroscopic imaging methods have the potential to overcome these draw-

backs, and are beginning to be used for the label free chemically specific imaging of

delivery of pharmaceuticals on the cellular and tissue levels. Some challenges of

these methods include the limitation of penetration depth in biological systems,

distortion of the sample position and volume and sensitivity to water. CARS and

other variants of coherent Raman imaging have a promising future in this respect as

they are rapid, can be used to image within biological samples in situ including live
cell cultures, and have a low water sensitivity and a high spatial resolution

(Strachan et al. 2011).

3.10 MIR Imaging

There are only a few publications in which MIR spectroscopy imaging has been

used to image drug delivery to cells and tissues (Table 17.4). One reason for this is

the wavelength region of MIR from about 2.5 to 15.5 μm limiting spatial resolution.

Even though it is possible to achieve a true diffraction-limited spatial resolution

(Nasse et al. 2011), the smallest object size that can be seen by a standard

microscope based on a MIR light is around 2.5 μm, and thus novel nano-based

medicines cannot be visualised. Also, the presence of water in cellular environ-

ments can be a problem especially when living cells are imaged, since the strong

water absorbance often masks peaks of interest. However, there have been devel-

opments in IR spectroscopic imaging that facilitate cell imaging and thus promote

interest in the topic (Holman et al. 2009; Mariangela et al. 2013; Petibois

et al. 2010). One of these developments is the use of a synchrotron radiation

beam, which allows very bright illumination. In addition, attenuated total reflection

(ATR) IR has been used to overcome the water signal interference. In this method,

cells are cultured on ATR crystals (Mariangela et al. 2013). Microfluidics systems

have also been built to minimise the water interference (Holman et al. 2009).
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Table 17.4 Selected studies involving vibrational spectroscopic imaging of drug delivery

Technique Purpose Sample type Conclusions Reference

Synchrotron

FTIR

Characterise

β-Amyloid

areas in brain

tissues

Tissue sample β-Amyloid was spec-

trally resolved from

tissues with a resolu-

tion of about the size

of a cell

Choo

et al. (1996)a

Synchrotron

and conven-

tional FTIR

Demonstrate

the capability

of modern

FTIR

instruments

Tissue Diffraction-limited

resolution in all

wavelengths was

obtained (micrometre

resolution)

Nasse

et al. (2011)a

FTIR Study changes

in tumour

gliomas

Tissue FTIR could discrimi-

nate between normal,

tumoral, peri-tumoral

and necrotic tissues

in barin structures

Beljebbar

et al. (2008)a

FTIR Study penetra-

tion of fatty

acids through

the pig skin

Tissue, pig ear Fatty acids could be

imaged in the skin

Cotte

et al. (2004)a

FTIR Image living

microbial cells

in open-channel

microfluidic

platform

Bacterial cells Synchrotron FTIR

imaging could be

applied to image cel-

lular responses in

bacterial cells in an

open-channel

microfluidic platform

Holman

et al. (2009)

FTIR Invent suitable

FTIR based

imaging plat-

form for real-

time cell

imaging

U87 human glioma

cells, the human

cerebral microvas-

cular endothelial

cells (hCMEC/D3)

It was possible to

distinguish chemi-

cally specific areas

(amide I band, CH

stretching and CO

stretching) relatively

rapidly

Petibois

et al. (2010)

and Yao

et al. (2012)a

FTIR Develop ATR

device suitable

for in-vivo cell

imaging

Cells Chemically specific

areas from cells could

be distinguished

(nucleus and cyto-

solic extensions)

Mariangela

et al. (2013)a

Raman Visualise drug

distribution and

metabolism in

colon cancer

cells

SW480 cells,

erlotinib

It was possible to

visualise drug in the

vicinity of cells

Pautot

et al. (2003)

Raman Visualise drug

distribution in

cancer cells

MDA-435 cells,

paclitaxel

Paclitaxel drug could

be visualised inside

the living cells with a

help of data-analysis

techniques

Ling

et al. (2002)

(continued)
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IR spectroscopic imaging has been used for biomedical applications, mostly

involving studies where tumour tissues have been imaged (Beljebbar et al. 2008;

Choo et al. 1996; Lasch et al. 2004). One of the few publications in which FTIR

microscopy has been used for drug delivery analysis on the cellular level is a study

where bacterial cells have been imaged with FTIR microscopy and changes in

bacterial biofilm due to exposure to antimicrobial agents have been followed

(Holman et al. 2009). A special open-channel microfluidic system was developed

Table 17.4 (continued)

Technique Purpose Sample type Conclusions Reference

CARS In-vivo video-

rate imaging of

tissue

Mouse ear tissue CARS microscopy

could be used for

detecting glands and

individual cells

Evans

et al. (2005)a

CARS Visualise the

lipid distribu-

tion in

meibomian

glands

Tissue sample, eye Differences in lipid

compositions in dif-

ferent areas in

meibomian gland

could be visualised

Lin

et al. (2011)a

CARS Visualise drug

distribution in

different organs

after

administration

Tissue samples,

deuterated quater-

nary ammonium

glycol chitosan

nanoparticles

Nanoparticles could

be observed in dif-

ferent tissues after

administration

Garrett

et al. (2012)

SRS Visualise drug

permeation

through the

porcine skin

Porcine skin, ibu-

profen/propylene

glycol solution

It was possible to see

how ibuprofen

crystallised on the

surface of the porcine

skin

Belsey

et al. (2014)

SRS (SRL) Quantitative

imaging of

DMSO in aque-

ous solution

and in fat tissue

Tissue, MCF7 cells,

DMSO aqueous

solution

It was possible to

quantitatively map

DMSO in aqueous

solution and in fat

tissue

Zhang

et al. (2013)a

CARS Monitor lipid

droplet trans-

port in cells

Y-1 cells Lipid droplet traf-

ficking was detected

label-free

Nan

et al. (2006)a

CARS Study PLGA

nanoparticle

uptake in cells

Human mesothelial

cells (CRL-9444)

CARS images

showed that PLGA

nanoparticles did not

internalise as easily

as predicted

Xu

et al. (2009)

CARS Quantitative

imaging of

individual cel-

lular lipid

droplets

Linolenic acid,

palmitic acid, HeLa

cells, 3 T3-L1 cells

It was possible to

visualise the forma-

tion and growth of

lipid droplets

Bonn

et al. (2009)a

aThese examples do not include drug molecules, but feature imaging of cells and tissues poten-

tially useful in future drug delivery imaging research
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for this purpose and, for example, antibacterial agent mitomycin-C uptake in E. coli

biofilm was successfully followed over an 8 h time period. It was possible to see the

increased signal from mitomycin-C and decreased signal from proteins (amide III).

Another example of MIR microscopy in a drug delivery context involved the

uptake of penetration enhancers into pig skin (Cotte et al. 2004). Pig ear skin was

treated with perdeuterated molecules of palmitic acid and myristic acid in propyl-

ene glycol. The skin was treated with the solutions in Franz diffusion cells and after

exposure to the fatty acid, sections of 4–5 μm were prepared and placed on zinc

sulphide IR transparent windows. IR spectra for image formation were collected

using a Nic-Plan IR microscope coupled to a Magna 560 FT-IR spectrometer using

a synchrotron beam with a spectral resolution of 8 or 4 cm�1. It was possible to

distinguish protein (amide I and II, 1650 and 1550 cm�1) and lipid (CH stretching,

2700–3000 cm�1) peaks from the propylene glycol only treated skin. From samples

treated with perdeuterated fatty acids, peaks due to carbon-deuterium

(CD) stretching at around 2000 and 2300 cm�1 were visible. These CD peaks,

that were absent in untreated skin, allowed perdeuterated fatty acid penetration into

the pig skin to be imaged. The signal distribution from D-palmitic acid was limited

to the inner layers of the stratum corneum. However, signal from D-myristic acid

was found deeper in the skin, and indeed had penetrated almost the full depth of the

epidermis.

3.11 Raman Imaging

Raman microscopy, in all its forms, is gaining much interest as a label-free imaging

tool in drug delivery applications due to its comparatively high spatial resolution,

high drug sensitivity, lack of water sensitivity, and flexible non-contact sampling

possibilities.

3.11.1 Spontaneous Raman

Examples of spontaneous Raman imaging in drug delivery are presented in

Table 17.4. Spontaneous Raman microscopy has been used to image the cancer

drug erlotinib and its fate when applied to cells (El-Mashtoly et al. 2014). Erlotinib

is a drug that targets an epidermal growth factor receptor (EGFR) where it acts as a

tyrosine kinase receptor inhibitor. In this study human colorectal adenocarcinoma

cells (SW 480) were cultured on CaF2 windows and were incubated for 12 h with

erlotinib at a concentration of about 100 μM. Erlotinib is a poorly water-soluble

drug, so 6% captisol (β-cyclodextrin derivative) was used to increase its dissolution
in water. After incubation, the cells were fixed and imaged via Raman microscopy.

The Raman microscope used was a confocal Raman microscope with a 532 nm Nd:

YAG laser and a 60� objective. Based on integration of Raman intensity in the

C–H stretching region (2800–3050 cm�1) it was possible to distinguish some cell
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organelles, including the nucleus from the surrounding cytoplasm. Erlotinib could

be observed from the integrated Raman intensity of the C�C region

(2085–2140 cm�1), located in the spectrally silent region of the cells. Hierarchical

cluster analysis (HCA) was also used to group areas with similar spectra. The HCA

images were formed from 11 clusters. Clustering revealed the cell nucleus, and it

was possible to identify different areas within the cytosol that exhibited similar

spectral features. The erlotinib drug was also nicely distinguished in one cluster.

After 12 h of incubation some of erlotinib started to associate with the cells. 3D

Raman imaging revealed that the drug was located within the cells. The fate of the

erlotinib was further investigated to see if any metabolites could be observed inside

the cells. The spectrum from erlotinib collected from within the cells was measured

and revealed that erlotinib was free from its carrier, based on the absence of the

1053 cm�1 band representing captisol. The spectra of erlotinib within the cells were

different to that of the free erlotinib; this suggests that the erlotinib had been

metabolised. It was further speculated that this metabolite could be identified

based on knowledge about different metabolism routes and taking into account

the fact that the metabolite had a Raman peak at 1006 cm�1, associated with

trigonal ring deformation of the phenyl group and using quantum chemical calcu-

lations. Raman spectra of a synthetic metabolite confirmed that the metabolite was

desmethyl-erlotinib, which had almost identical spectra to the spectra of erlotinib

inside the cells.

A major barrier to Raman imaging of biological samples is autofluorescence of

cellular components, which can overwhelm and mask the Raman signal. Biological

samples exhibit significant fluorescence especially when illuminated with visible

light (e.g. at 532 nm). Established techniques to reject fluorescence include chang-

ing the laser wavelength (to the near infrared or UV range) or photobleaching.

However, these approaches can be slow, increase the risk of sample damage, and

may not sufficiently reject sample fluorescence. Time-resolved Raman microscopy,

in which the sub-picosecond Raman signal is separated from the nanosecond-scale

fluorescence signal is a potential approach, but to the best of the authors’ knowl-
edge, has not yet been used to characterise drug delivery in biological samples due

to the current lack of availability of such Raman microscopes. Another challenge is

sensitivity. Surface enhanced Raman techniques offer an excellent opportunity for

dissolved drug on and nanoparticle analysis on the cellular level (with less than

100 nm resolution), especially if research efforts to improve signal intensity

reproducibility are successful.

3.11.2 Coherent Raman

There are many features of coherent Raman imaging that make it especially suitable

for imaging drugs in a biological environment. In addition to it being label-free,

inherently confocal, rapid (video-rate), non-destructive, non-contact and suitable

for imaging samples with high aqueous contents as already described, it is worth

mentioning that the use of NIR wavelengths in coherent Raman imaging facilitates
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analysis in biological samples. Such light penetrates deeper into tissues than visible

light (used in one-photon fluorescence imaging). Tissue and cell damage is also

minimised, since the anti-Stokes signal is stimulated allowing well tolerated laser

powers and irradiation time to be minimised. These features make it perfectly

feasible to image live cell and tissue cultures (Evans et al. 2005; Zumbusch

et al. 1999; Rodriguez et al. 2006; Evans and Xie 2008; Strachan et al. 2011).

Coherent Raman microscopes are generally also capable of measuring other

non-linear optical phenomena, which can be combined with Raman analysis (mul-

timodal imaging). Second harmonic generation (SHG) only occurs in materials with

a non-centrosymmetric structure (Strachan et al. 2011). Collagen is a typical

example of this kind of material in biological samples. Two-photon excited fluo-

rescence (TPEF) can be used to detect auto-fluorescent endogenous materials like

keratin or fluorescent exogenous materials (Li et al. 2009). For example, Mouras

et al. imaged cancerous breast tissue using multimodal imaging; they could detect

connective tissue using TPEF, proteins using CARS and fibrous connective tissues

using SHG (Mouras et al. 2010). Coherent Raman imaging (with and without

complimentary non-linear optical signals) has been used much more frequently in

biomedical than pharmaceutical applications with many types of tissues and indi-

vidual cells having been imaged (Evans et al. 2005; Lei et al. 2011; Lin et al. 2011;

Evans and Xie 2008; Rodriguez et al. 2006). These studies form a basis for drug

delivery applications where tissues and cells are imaged with drug formulations. In

pharmaceutical drug delivery applications, coherent Raman imaging methods have

been mostly used for imaging dermal and transdermal administration. Evans

et al. used CARS microscopy for imaging an ear of an anesthetised mouse in vivo
(Evans et al. 2005). The system was capable of a spatial resolution of 0.3 μm
laterally and 1.5 μm axially. The mouse ear was flattened with methylcellulose gel

on a borosilicate coverslip. By using the signal at 2845 cm�1 (CH2 stretching),

different structures of skin involving lipids could be detected at different depths. On

the surface of the skin it was possible to detect corneocytes of the stratum corneum.

From depths of around 20–40 μm below the surface of the skin, sebaceous glands

were visible. Large adipocyte cells were observed in the dermis from depths of

about 60–80 μm and smaller adipocytes were found in the subcutaneous layer from

depths of about 100 μm.Mineral oil was then applied to the skin and the penetration

of the oil was monitored based on the increasing intensity of CARS signal taken at

2845 cm�1 below the skin surface. It was possible to image the penetration of the

mineral oil in real time through the stratum corneum.

SRS imaging has also been used to follow chemical penetration through the skin.

Belsey et al. imaged the penetration of ketoprofen in deuterated propylene glycol

solution into porcine skin (Belsey et al. 2014). The drug permeation was imaged so

that the lasers were sequentially tuned to match suitable Raman shifts, with

2855 cm�1 corresponding to the skin lipids, 2120 cm�1 corresponding to C–D

stretching in propylene glycol and 1599 cm�1 corresponding to C–C stretching in

ketoprofen. In this study it was possible to obtain semi-quantitative data for

ketoprofen permeation into the skin. Ketoprofen crystallization on the surface of

the skin, which affected the permeation process, was also imaged.
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Other drug delivery routes have also been probed, including the parenteral and

oral routes. Label-free imaging of non-fluorescing drugs at low concentrations

(compared to those found in the skin) is challenging. However, nanoparticle

imaging in which higher concentrations within the focal volume are achieved is

currently more feasible. For example, Garrett et al. investigated deuterated quater-

nary ammonium glycol chitosan nanoparticle distribution in the different tissues

after parenteral and peroral administration to mice (Garrett et al. 2012) (Fig. 17.11).

The deuterated nanoparticles had a Raman peak at 2100 cm�1, whereas lipid rich

cellular structures could be detected using the signal at 2840 cm�1. The

nanoparticles were formulated in sodium chloride 0.9% for intravenous injection

and in water for oral administration. The size of the nanoparticles was about

350 nm, but they formed larger aggregates in sodium chloride ranging from 0.5

to 1.5 μm. After i.v. injection, harvested brains and livers were cut into 0.5 mm

thick slices and mounted between coverslips for imaging. Transverse sections of

jejunum were also imaged after oral administration of the nanoparticles. The

nanoparticles were rarely detected in the brain parenchyma, and mostly found

around the blood vessel endothelia. The polymer may have interacted with the

Fig. 17.11 Mouse liver

containing Kupffer cells

(KC) and hepatocytes

(H) harvested 25 min after

IV dosing with deuterated

quaternary ammonium

glycol chitosan

nanoparticles. A

two-dimensional x–y slice
(A) and a three-dimensional

reconstruction (B) of a
CARS z-stack obtained

from combining images of

livers taken at the CH2

resonance representing lipid

(red, 2840 cm�1) and the

CD2 resonance representing

the nanoparticles (green).
Reproduced from (Garrett

et al. 2012) with permission

from John Wiley and Sons
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glycocalyx to enhance drug uptake into the brain. In the liver, the two most

common cell types, hepatocytes and Kupffer cells, were detected. The

nanoparticles were not internalised into the hepatocytes, and were instead found

in the intercellular space between the cells. However, nanoparticles were found

inside Kupffer cells which may mean that these nanoparticles undergo biodegra-

dation in the Kupffer cells. CARS images taken from the jejunum after oral

administration revealed that no particles were found to have been transported across

the villi; the nanoparticles were visible in the mucus layer of the jejunum. This

study showed the potential of coherent Raman imaging for label free detection of

non-fluorescent nanoparticles for drug delivery in different organs after adminis-

tration. Such analysis may lead to more efficient and optimised development of

drug delivery systems involving nanoparticles. The technique is also well suited to

imaging nanoparticle interactions in (live) cell cultures and although work is

underway in this area, publications are still lacking.

Ongoing developments in optical sources and techniques (e.g. SRS, quantitative

analysis) as well as further instrument commercialisation are likely to rapidly

expand the pharmaceutical application of this technology. In particular, as the

sensitivity of the technique improves, in situ (quantitative) label free imaging of

drug on the subcellular level may become routinely possible in the future, which

will help to open up the area of cellular-level pharmacokinetics.

4 Conclusions

The concept of vibrational spectroscopic imaging has been introduced along with a

brief introduction of imaging and mapping using MIR, NIR, terahertz (far-IR) and

Raman spectroscopic techniques. The analysis considerations and methods were

briefly considered. Examples of imaging using these techniques were given for

various applications within the areas of drugs and dosage forms, drug release and

dissolution, and finally drug delivery. Different techniques shine for different

applications, such as MIR for monitoring water sorption into drug formulations

during storage, NIR for rapid imaging during pharmaceutical processing, TPI for

analysis of solid state structures at depth, and variants of Raman for probing drug

release and delivery. Coherent Raman imaging provides exciting possibilities for

imaging at speed, especially in situ imaging in live cellular and tissue samples.

Continuing technological developments of vibrational spectroscopic imaging

(e.g. surface enhanced techniques) will further increase analytical potential, and it

is expected that the application of vibrational spectroscopic imaging in the phar-

maceutical setting will continue to accelerate.
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Fussell AL, Isomäki A, Strachan CJ (2013b) Nonlinear optical imaging—introduction and phar-

maceutical applications. Am Pharm Rev 16(6):54–63

Fussell AL, Grasmeijer F, Frijlink HW, de Boer AH, Offerhaus HL (2014a) CARS microscopy as

a tool for studying the distribution of micronised drugs in adhesive mixtures for inhalation. J

Raman Spectrosc 45(7):495–500. doi:10.1002/jrs.4515

Fussell AL, Mah PT, Offerhaus H, Niemi S-M, Salonen J, Santos HA, Strachan C (2014b)

Coherent anti-Stokes Raman scattering microscopy driving the future of loaded mesoporous

silica imaging. Acta Biomater 10(11):4870–4877. doi:10.1016/j.actbio.2014.07.021

Garbacik ET, Herek JL, Otto C, Offerhaus HL (2012) Rapid identification of heterogeneous

mixture components with hyperspectral coherent anti-Stokes Raman scattering imaging. J

Raman Spectrosc 43(5):651–655. doi:10.1002/jrs.4064

Garrett NL, Lalatsa A, Begley D, Mihoreanu L, Uchegbu IF, Schoetzlein AG, Moger J (2012)

Label-free imaging of polymeric nanomedicines using coherent anti-stokes Raman scattering

microscopy. J Raman Spectrosc 43(5):681–688. doi:10.1002/jrs.3170

Gendrin C, Roggo Y, Collet C (2007) Content uniformity of pharmaceutical solid dosage forms by

near infrared hyperspectral imaging: a feasibility study. Talanta 73(4):733–741. doi:10.1016/j.

talanta.2007.04.054

Gordon KC, McGoverin CM (2011) Raman mapping of pharmaceuticals. Int J Pharm 417

(1–2):151–162. doi:10.1016/j.ijpharm.2010.12.030

Griffiths PR, Miseo EV (2014) Infrared and Raman instrumentation for mapping and imaging. In:

Infrared and Raman spectroscopic imaging, 2nd edn. Wiley-VCH, Weinheim

Grotheer E, Vogel C, Kolomiets O, Hoffmann U, Unger M, Siesler HW (2014) FT-IR and NIR

spectroscopic imaging: principles, practical aspects, and applications in material and pharma-

ceutical science. Infrared and Raman spectroscopic imaging, 2nd edn. Wiley-VCH, Weinheim

Gucciardi PG (2010) Applications of scanning near-field optical microscopy in life science. In:

Biosystems investigated by scanning probe microscopy. Springer, Berlin. doi:10.1007/978-3-

540-85039-7_3

Haaser M, Windbergs M, McGoverin CM, Kleinebudde P, Rades T, Gordon KC, Strachan CJ

(2011) Analysis of matrix dosage forms during dissolution testing using raman microscopy. J

Pharm Sci 100(10):4452–4459. doi:10.1002/jps.22609

Haaser M, Gordon KC, Strachan CJ, Rades T (2013a) Terahertz pulsed imaging as an advanced

characterisation tool for film coatings—A review. Int J Pharm 457(2):510–520. doi:10.1016/j.

ijpharm.2013.03.053

Haaser M, Karrout Y, Velghe C, Cuppok Y, Gordon KC, Pepper M, Siepmann J, Rades T, Taday

PF, Strachan CJ (2013b) Application of terahertz pulsed imaging to analyse film coating

characteristics of sustained-release coated pellets. Int J Pharm 457(2):521–526
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Chapter 18

Magnetic Resonance Imaging and Its
Applications to Solid Pharmaceutical Dosage
Forms

M.D. Mantle

Abstract Nuclear magnetic resonance (NMR) in the form of both spectroscopy

and imaging are powerful tools in most areas of scientific research. NMR spectros-

copy yields quantitative information such as chemical species concentration and

their three-dimensional molecular structure. The addition of pulsed magnetic field

gradients to a spectroscopic experiment then provides non-invasive localised infor-

mation in three spatial dimensions, i.e., a magnetic resonance image. This powerful

combination of magnetic resonance imaging with NMR spectroscopy makes it

possible to probe local chemical, physical and mass transport phenomena (in the

form of diffusion and flow) and is particularly suited to study the dissolution

behaviour of solid pharmaceutical dosage forms. This Chapter will focus on the

fundamentals of the theory behind quantitative magnetic resonance spectroscopy

and imaging, and highlights the importance of understanding the origins of the

various magnetic resonance contrast mechanisms that are inherent in the systems

discussed. Examples will be drawn from both model and real pharmaceutical solid

dosage forms undergoing dissolution testing in a USP-IV dissolution cell under

pharmacopeial conditions to illustrate the ideas discussed in the main text.

Keywords Nuclear magnetic resonance • Magnetic resonance imaging •

Dissolution • Solid dosage forms • Quantitative • Mass-transport • T1 and T2

relaxation

1 Introduction

It is fair to say that nuclear magnetic resonance (NMR), in the form of magnetic

resonance imaging (MRI) and NMR spectroscopy are worldwide phenomena that

collectively provide unrivalled information in many areas of medical, physical,
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chemical, biological and engineering sciences. In the last 70 years six Nobel prizes

have been awarded for magnetic resonance related phenomena, which illustrates

the global importance and impact of the technique. MRI and NMR spectroscopy

whilst relying on the same fundamental physical phenomena are generally thought

of as quite separate analytical tools. NMR spectroscopy of both solids and liquids

provides chemical and structural information whilst MRI provides spatial informa-

tion. Of course, experienced magnetic resonance practitioners and researchers

know that, in principle, any NMR spectroscopic technique can also be spatially

localised. For example, the use of chemical shift imaging techniques can yield a two
dimensional spatial image from an object that also has chemical spectra from every

single pixel element that constitutes that image. This chapter will mainly focus on

the theory behind, and applications of MRI to solid dosage forms used in pharma-

ceutical research. Some of the earliest published work concerning MRI and phar-

maceutical research dates back to the work of Rajabisiahboomi et al. (1994) who

used traditional spin echo magnetic resonance imaging to investigate the swelling

of hydrating hydroxypropylmethylcellulose (HPMC) tablets. Today, there is a large

collection of published material concerning the use of magnetic resonance imaging

and its application to pharmaceutical science. There are several comprehensive

recent reviews (Melia et al. 1998; Richardson et al. 2005; Zeitler and Gladden 2009;

Nott 2010; Mantle 2013) outlining the application of magnetic resonance to phar-

maceutically relevant research and the interested reader is urged to consult these for

a detailed discussion of the subject. The aims of this chapter are:

• To provide the reader with a sound knowledge of the underlying theory of NMR

and MRI.

• To provide current examples of state-of-the art MRI research pertaining to solid

dosage forms.

• To give some practical hints and tips commonly adopted by MRI practitioners to

optimise the fidelity of the acquired data.

2 Overview of Magnetic Resonance Theory

The complete theory of NMR and MRI is long and complex and thus the interested

reader is referred to several excellent texts on the subject for a thorough treatment

(Callaghan 1993; Haacke et al. 1999; Levitt 2001; Liang and Lauterbur 2000). The

next three sections outline the basic fundamental theory behind nuclear magnetic

resonance spectroscopy and magnetic resonance imaging and describe how chem-

ical and spatial information are obtained from nuclear spin systems.
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2.1 The Origins of Nuclear Magnetic Resonance

When nuclei with non-zero nuclear spin angular momentum, denoted by quantum

number, I, (e.g., for hydrogen nuclei (1H) in water I¼½) are placed in a strong

homogenous magnetic field, B0, (typically between 1 and 10 T), the nuclear spin

energy levels split into (2Iþ 1) possible orientations. For hydrogen nuclei two such

energy levels exist: the high energy state aligned against the direction of the

external field B0 denoted by the symbol |β>¼�½ and a low energy state aligned

with the direction of B0, denoted by symbol |α>¼þ½ (see Fig. 18.1a). At

equilibrium the individual magnetic moments, μα,β of each hydrogen nucleus that

are associated with the quantum mechanical spin states |α> and |β> distribute

E

no magnetic field with magnetic field, B0

Iz = +½ , low energy  |α> state

Iz = -½ , high energy |β> state

x y

z

x y

z

ma

mb

M0=M

a

b

00 ωγ ==Δ BE

Fig. 18.1 (a) Splitting of the otherwise degenerate nuclear spin energy levels when nuclear

ensemble with spin I¼½ is placed into a strong magnetic field B0. (b) Precession of the individual
magnetic moments, μα,β, about the main B0 field which is directed along the z-axis. The summation

over all μα,β gives rise to a net magnetisation, M0¼M
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themselves between the two energy levels according to Boltzmann’s distribution

given by:

Nβ

Nα
¼ exp �ΔE

kT

� �
ð18:1Þ

Where Nα is the population of magnetic moments in the lower energy state and Nβ
the population of magnetic moments in the higher energy state,ΔE the difference in

energy between the two states |α> and |β>, k is Boltzmann’s constant and T is the

temperature. In terms of classical mechanics and the standard vector picture of

NMR (Levitt 2002) (see Fig. 18.1b) the individual magnetic moments do not align

perfectly with or against the main magnetic field B0 and instead precess in a conical
fashion about the external magnetic field B0 at a well defined frequency known as

the Larmor frequency, ω0, given by:

ω0 ¼ γB0 ¼ ΔE ð18:2Þ

where γ is the gyromagnetic ratio of the nuclei under investigation. The (vector)

summation of the individual nuclear magnetic moments
XNA

i¼1

μi α;βð Þ, where NA is

Avagadro’s number, gives rise to a macroscopic net magnetisation vector,M0¼M,

aligned parallel to the direction of the magnetic field, B0. Note: that the vector sum

of the x- and y-components of μ is zero. This process is summarised in Fig. 18.1b.

In order to obtain a simple NMR spectrum of a sample, we must disturb the

magnetisation vector, M0, from its equilibrium position. Practically this is

implemented by exposing the system/sample to electromagnetic energy of appro-

priate frequency, �hω0 (radio-frequency (r.f.)), via a radio frequency coil that

surrounds the sample itself. If a r.f. pulse is applied (Fig. 18.2a) to the spin system

at equilibrium a resonant absorption occurs between these nuclear spin energy

levels.

In terms of the classical magnetisation vector shown in Fig. 18.2b the action of

the excitation pulse, in this case a pulse of r.f. applied at right angles (along x0) to the
direction of the superconducting field, is therefore to rotate M about the x0-axis. In
this example, the r.f. excitation is applied with a fixed power B1 and for a sufficient

time that M is rotated to lie along the y0-axis in the x0-y0 plane.1 If this condition is

met, the r.f. pulse is referred to as a (π/2)x0 (or 90�) pulse where the “x0” subscript

indicates the direction or phase of the applied r.f. pulse; here it has been applied

1 In terms of the spin populations shown in Fig. 18.1a, a 90� r.f. pulse equalises the populations of
both the |α> and |β> energy states resulting in a non-equilibrium situation, i.e., the spin system has

excess energy. Similarly a 180� r.f. inversion pulse would invert the initial equilibrium resulting in

an excess population in the higher energy state.
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along the x0 direction in the rotating frame of reference and has rotatedM through π/
2 rad. In general the rotation angle or “tip” angle, θ, of a r.f. pulse is given by:

θ ¼ γ B1tp ð18:3Þ

FT
d

frequency

x' x' x' x'
y' y' y' y'

b z=z' z=z' z=z' z=z'

M(t=0)

time

c
My'

*
2

1
Tπ

time

a

r.f.
( ) 'x2/p

Fig. 18.2 (a) The behaviour of the magnetisation vector in the rotating frame of reference is

shown in response to the application of a single (π/2) r.f. pulse along x0. (b) The decay of the

magnetisation vector in the x0-y0 plane yields the received time-domain signal, called the Free

Induction Decay (FID), shown in (c). The result of a Fourier transform of the FID is the spectrum

shown in (d). If a liquid state sample is studied the full-width at half-maximum-height of the

spectral signal is 1/π T2* (see Eq. (18.5))
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where B1 is the power and tp the length of the r.f. pulse respectively. The processes
shown in Fig. 18.2 are represented in the rotating frame of reference which is

adopted to simplify the representation of the action of the r.f pulses. In this rotating

frame representation, the MR time domain signal, following r.f. excitation, is

measured by acquiring the signal (i.e., the magnitude of the magnetisation vector)

aligned along y0 as a function of time; this signal will decay with time due to the

recovery of the magnetisation along z0 and, at shorter timescales, due to the loss of

phase coherence of the spin isochromats comprising the net magnetisation vector

along the y0 axis (Fig. 18.2c). These decay processes are termed the spin-lattice (T1)
and spin-spin relaxation (T2) processes and are key to obtaining quantitative

information from the sample of interest; T1 and particularly T2 relaxation will be

discussed further in the next Sect. 2.2. The decay of the magnetisation along the

y0-axis is recorded as a decaying oscillatory voltage that is induced in the r.f. coil

used for excitation. This induced analogue voltage is usually in the micro-volts

range and is pre-amplified into milli-volts before subsequent digitisation. Fourier

transform of this time-domain signal yields the frequency domain spectral response

in which the area under the spectral peak (with appropriate calibration) gives a

quantitative measure of both the number of molecules of a given molecular species

and the number of 1H nuclei within that molecule (Fig. 18.2d). Different chemical,

i.e., electron environments present in chemical bonds will modify slightly (parts per

million, ppm) the B0 field experienced at the nucleus giving slightly different

resonance frequencies for the individual active nuclei within a sample leading to

the chemical specificity of the NMR experiment. For example, a simple “pulse

acquire” experiment on a tube of ethanol will after Fourier transformation yield a 1H

NMR spectrum with three distinct peaks with intensities in the ratio of 1:2:3

corresponding to the –OH, –CH2– and –CH3 chemical moieties. Thus NMR is

an intrinsically chemically specific, quantitative measurement. This is the essen-

tial attribute which makes it such a powerful tool in many areas of scientific

research.

2.2 Nuclear Spin Relaxation (T1 and T2)

This section outlines the principles behind T1 and T2 nuclear spin relaxation

processes and how they can affect the interpretation of the acquired data. Immedi-

ately after a (π/2) r.f. excitation pulse the two energy levels of our spin ½ system

have equal populations of |α> and |β> spin states. In this situation the nuclear spin

system has excess energy and must return to thermal equilibrium by a process

known as relaxation. A number of different relaxation times characterise different

mechanisms (Levitt 2002) for this re-distribution of energy. The most important are

the spin-lattice relaxation (T1) and spin-spin relaxation (T2) time constants. These

time constants characterise the physicochemical environment of the molecules

being studied. T1 relaxation characterises the energy exchange between the excited

spin and the surrounding physical environment (i.e., the lattice), while T2 is
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associated with entropy-exchange processes within the spin system. In general

distinct chemical species will have their own T1/T2 characteristics which will

vary depending on the physical state in which that species exists.

2.2.1 Spin-Lattice Relaxation, T1

We have seen that at thermodynamic equilibrium and before the application of the

r.f. excitation pulse the net macroscopic magnetisation vector, M, is aligned along

the direction of the static magnetic field B0 (see Fig. 18.3a). It is the magnitude of

this vector that provides the quantitative measurement of the number of nuclear

spins excited within the sample.

After excitation by a (π/2)x0 r.f. pulse the magnetisation vector lies along the

y0-axis. The spin systems then acts to return to equilibrium via a monotonic increase

in the magnitude of the magnetisation vector back along z0 as a function of time.

After a few milli-seconds only a fraction of the magnetisation will have been

re-established along z0. If we wait times ~5–7 times longer than T1, the full

magnitude ofM0 will have recovered along z
0. The magnitude of the magnetisation

vector (Fig. 18.3b) along z0, Mz0, as a function of the ‘waiting’ time, τ, can be

written down analytically for any specific r.f. pulse sequence. Equation (18.4)

time

M
z

si
gn

al
 

in
te

ns
ity

b

z=z'

y'

x'

M0

a

time

Fig. 18.3 (a) The action of the π/2 pulse (applied along the x0 direction) is to rotate the

magnetisation vector into the x0-y0 plane, along the y0 direction. At timescales longer than T2, the
magnetisation recovers back along the direction of the magnetic field B0, with a characteristic time

constant T1. (b) Two different species within the same sample may have different characteristic T1
values. In this example, the species associated with the black arrows has a shorter T1 than the

species associated with the grey arrows; the arrows indicate the magnitude of the acquired signal

intensity following the initial r.f. excitation. If data are acquired at long times after r.f. excitation,

equal signal intensity will be acquired from both species is they both have the same (spin) number

density. However, if data are acquired very soon after the excitation pulse, the acquired signal will

be predominantly associated with the species characterised by the shorter T1. This illustrates the
principle of relaxation contrast
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describes the recovery of the magnetisation back along z0 for a saturation recovery

pulse sequence:

MzðτÞ ¼ M0 1� exp � τ

T1

� �� �
ð18:4Þ

By recordingMz for several τ values and fitting these data to Eq. (18.4), both the T1
and the value of M0 (which quantifies the number of initially excited spins) are

obtained.

2.2.2 Spin-Spin Relaxation, T2

On time-scales of less than or equal to that of T1, spin-spin relaxation processes

occur. An important spin-spin relaxation time constant is T2
* which characterises a

faster decay of the magnetisation along y0 and includes the effects of both B0

magnetic field heterogeneities and irreversible spin-spin interactions on the loss

of phase coherence of the magnetisation following excitation. The simple pulse-

acquire sequence (with no refocusing) shown in Fig. 18.4a gives a time-domain

z'

y'

x'

M0

a

time

M
y’

si
gn

al
 

in
te

ns
ity

b

Fig. 18.4 (a) Similar to Fig. 18.3, the π/2 rotates the magnetisation vector into the x0-y0 plane. The
individual spin isochromats then dephase in the x0-y0 plane, as shown by the increasing size of the

shaded region with time. (b) A plot of the My0 values for two different characteristic T2* values

yields two different decay curves shown as grey and black curves in (b). Again, choosing a suitable
time to collect the data after the initial excitation pulse will lead to different amounts of each

species being reflected in the acquired data
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response in which the envelope of the decay in the time domain and hence the

width, Δν, of the frequency domain signal is characterised by:

T*
2 ¼

1

πΔν
ð18:5Þ

The decay of the coherent magnetisation aligned along y0, due to spin-spin interac-

tions but not magnetic field heterogeneities, is characterised by the time constant T2
and measured using a Hahn (1950) spin echo pulse sequence as shown in Fig. 18.5.

T2 characterises the loss of phase coherence of the individual spin isochromats in

the transverse plane within the spin ensemble comprising the total magnetisation

vector M0. A spin isochromat represents a group of spins which experiences the

same homogeneous magnetic field and which therefore behaves in the same way

following the excitation pulse. Immediately following the excitation r.f. pulse the

individual isochromats become asynchronous and are thus said to “lose phase

coherence” with each other. The loss of phase coherence is a result of irreversible

spin-spin interactions and local variations in B0.

T2 relaxation may be defined as:

MyðτÞ ¼ M0exp � τ

T2

� �
ð18:6Þ

where τ is the (variable) time between the excitation pulse and maximum of the

echo at 2td. The generic Hahn spin echo sequence shown in Fig. 18.5, has wide-

spread use in MRmethods, far beyond simple measurement of T2. In short, by using

3

echo

td0

45

3

215
4

21

dcba

My’(2td)

2td
time

r.f. 

( ) 'x2/π ( ) 'yπ

Fig. 18.5 A Hahn spin echo pulse sequence used to determine T2. (a) A (π/2)x0 pulse rotates M0

into the y0-direction, and (b) the spin isochromats dephase with time. At a time td later, a (π)y0 pulse
is applied along the y0-axis causing the spins to ‘refocus’ (c) along the y0-axis to form an ‘echo’ (d)
at time 2td. The decrease in magnitude of the magnetisation vector between stages (a) and (d)
provides a measure of T2 (Eq. (18.6)). All ‘reversible’ contributions to the T2 process are removed

by the application of the (π)y0 pulse
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an echo sequence, instead of exciting the system and then allowing the

magnetisation to decay to zero as in Fig. 18.4, the majority of the magnetisation

can be recovered for use in subsequent measurements. The simple Hahn echo

sequence shown in Fig. 18.5 is ubiquitous in MR imaging pulse sequences. How-

ever, one of the problems associated with the measurement of T2 relaxation times,

and hence the back calculation (quantification) of the true spin population at time

t¼ 0 of the species of interest, using the simple Hahn echo sequence is that

molecular motion in the form of diffusion (and perhaps flow) can occur during

the time interval τ. The (random) self-diffusion of molecules into spatial regions of

different local magnetic field can cause irreversible signal loss in the Hahn echo

experiment and thus the measured exponential decay will be faster than expected.

This type of behaviour was first realised by Hahn and Eq. (18.6) has to be modified

(Callaghan 1993) to account for diffusion in a linear magnetic field gradient giving:

MyðτÞ ¼ M0exp � τ

T2

� �
� exp � 1

12
γ2G2D 2τ3

� �� �
ð18:7Þ

where G is the magnitude of the magnetic field gradient strength and D is molecular

self-diffusion coefficient of the species being studied. The influence of molecular

diffusion in linear magnetic field gradients on the measurement of T2 relaxation

times may be minimised by adopting the so called Carr, Purcell, Meiboom and Gill

(Carr and Purcell 1954; Meiboom and Gill 1958) T2 measurement which is essen-

tially a repeated Hahn spin echo consisting of a series of π refocusing pulses that are
phase shifted by π/2 from the initial excitation pulse. The delay between the initial

r.f. excitation pulse and the π refocusing pulse is kept to a minimum to minimise the

diffusive signal losses during the successive refocusing periods. Thus the CPMG T2
experiment is a better reflection of the true T2 relaxation time of a sample than the

simple Hahn echo experiment.

3 Magnetic Resonance Imaging

So far, the discussion on NMR theory has been limited to spectroscopic measure-

ments from the whole sample. This type of multi-dimensional measurement is still

used in abundance by chemists and biochemists whose common goal is essentially

to determine the composition, structure, bonding and dynamic properties of molec-

ular systems. Our goal now is to introduce the concepts and theory that will allow us

to obtain local/spatially resolved information from a sample of interest as opposed

to the whole sample itself. We chose here a simple one-dimensional spin echo

imaging sequence to illustrate the principle behind the techniques. More specific

imaging sequences are discussed later in Sect. 4.
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3.1 One Dimensional Image Profiling

Consider a 20 mm outer diameter glass tube filled to 2.0 cm depth of water which is

placed at the centre of a 7.05 T superconducting magnet and is surrounded by a

25.0 mm birdcage r.f. coil. Normally, for imaging systems the r.f. coil is then

surrounded by a shielded 3-axis magnetic field gradient system. As we have seen a

simple Hahn spin echo r.f. pulse sequence applied to the 1H nuclei within the

sample will, upon Fourier transformation and appropriate phase correction (Levitt

2002), yield a single narrow line at the basic Larmor frequency (see Fig. 18.6a).

Spatial resolution of the water sample is achieved by the addition of a pair of

linear magnetic field gradient pulses (in say the laboratory z-direction) that are
inserted (i) between the π/2 and π pulse and (ii) during the acquisition according to

Fig. 18.6b. The acquisition (digitisation) of the analogue 1H MR signal occurs

during the application of the second z-magnetic field gradient following the π pulse.
The resulting raw data now contains a range of Larmor precession frequencies,

which depend upon the magnitude of the applied gradient and the position of the

individual water nuclear magnetic moments in the sample tube. Mathematically,

p/2

time / t

No gradient

frequency(w)

F.T.

NMR spectrum
a

z

y
x

Gz

R.F.
Gz

F.T.
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b

R.F.

p

time / t

p/2 p

TE

S(t)
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Acquisition digitiser on

Fig. 18.6 (a) A Hahn spin echo applied to a water sample and its resulting 1H NMR spectrum. (b)
A simple 1D-Hahn spin echo profile sequence applied to the sample in the z-direction. Note the

different shades of grey indicate the different Larmor frequencies that are set-up when a magnetic

field gradient is applied. The Fourier transform of the resulting FID yields a simple 1D-image
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the resonance frequency of a nuclear spin in this one-dimensional imaging or

profiling experiment2 may be written as:

ωðrÞ ¼ γðB0 þ G � rÞ ð18:8Þ

where ω(r) is the resonance at position r in the sample and G the gradient of the

linear applied magnetic field gradient vector. If now we consider the local volume

element dV within our tube of water then the number of spins in this element if the

local spin density is ρ(r) is then ρ(r)dV. The NMR signal from this element may

then be written as:

dSðG, tÞ ¼ ρðrÞexp iωðrÞt½ �dV ð18:9Þ

Inserting Eq. (18.8) into Eq. (18.9) gives:

dSðG, tÞ ¼ ρðrÞexp½iðγB0 þ γG � rÞt�dV ð18:10Þ

Obviously at this stage we have neglected to include any relaxation effects and thus

the dephasing of the magnetisation is due purely to the term in the exponent of

Eq. (18.10). A transformation into the rotating frame of reference followed by

explicit integration over all space allows us to write Eq. (18.10) in terms of the

observed signal S as a function of time and therefore becomes:

SðtÞ ¼
ððð

ρðrÞexp½iγG � r t�dr ð18:11Þ

Where the symbol dr represents integration overall all space.

3.1.1 k-Space Formalism

Mansfield and Grannell (1973) simplified the meaning of Eq. (18.11) by introduc-

ing the concept of k-space (whilst k is a vector quantity the bold face type for k is

dropped in the main text for convenience), which may defined by:

k ¼ γGt

2π
ð18:12Þ

2 The 1D-profiling experiment is a very useful quick imaging experiment to ensure that the sample

under investigation is suitably located with respect to its position inside both the r.f. coil and

gradient coil set which is normally fixed inside the main magnet. Often researchers will use the

1D-profiling experiment in real time acquisition mode to physically position their sample in the

r.f. coil and orientate the sample with respect to the laboratory frame of reference.
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The k-space vector unit is a reciprocal space unit, i.e., m�1. Equation (18.12) shows

that values (or different regions) of k-space may be traversed by either varying the

time for which the magnetic field gradient is applied or by varying the amplitude of

the magnetic field gradient. Inserting the expression for the reciprocal space vector

k given in Eq. (18.12) into Eq. (18.11) gives an expression which relates the time

domain (frequency encoded) signal, i.e., that which is actually acquired in an MRI

experiment as:

SðtÞ ¼
ððð

ρðrÞexp½i2π k � r�dr ð18:13Þ

The NMR signal that is acquired in the time domain is in reciprocal space and is

generally non-intuitive. Hence it is commonplace to interpret NMR data in the

frequency domain. Fourier transformation of the above equation gives:

ρðrÞ ¼
ððð

SðkÞexp½�i2πk � r�dk ð18:14Þ

Taken together, Eq. (18.13) and Eq. (18.14) tell us that S(k) and ρ(r) form a

mutually conjugate Fourier transform pair. In order for a fully resolved image to

be acquired at the desired field-of-view and spatial resolution it is necessary to

traverse and acquire all desired points in k-space. For this reason the concept

of k-space is useful in designing and explaining magnetic resonance imaging

pulse sequences.

3.2 Two-Dimensional Slice Selective Imaging

In order to see how k-space is traversed in terms of magnetic resonance imaging

pulse sequences it is useful to draw upon a simple example. Consider a standard

two-dimensional slice selective spin echo pulse sequence (Callaghan 1993) applied

to our tube of water as shown in Fig. 18.7a. The first slice selective3 π/2 excitation

pulse, also known as a “soft-pulse” rotates the equilibrium magnetisation vectors

from within the selected slice into the transverse plane and takes us to the center of

the k-space diagram.

Immediately after the slice selective excitation pulse we now apply a magnetic

field gradient of fixed magnitude and duration in the x direction. Figure 18.7b shows
that this has the effect of moving to the right hand side of the k-space raster (þkx

max

, 0). At the same time we also apply a gradient in the y direction. The diagram shows

3 Slice selection is achieved by applying a “soft” radio frequency pulse at the same time as an

applied magnetic field gradient. The magnetic field gradient spreads out the Larmor precession

frequencies and because of the narrow frequency bandwidth of the selective excitation pulse, only

a limited region or “slice” of the samples Larmor frequencies is excited.
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that this gradient actually has a number of different values but it is usual to assume

that the first value is �ky
max. This has the effect of moving the magnetisation to the

bottom right hand corner of the k-space diagram, i.e., þkx
max, �ky

max. The appli-

cation of the kx and ky gradients is performed simultaneously in order to minimise

T2 relaxation time contrast between the r.f. excitation and detection of the

magnetisation. The result can therefore be attained by simple vector addition of

the individual k-space components. At the end of the first two readout/phase

gradient events a slice selective π refocusing pulse is applied to the spin system

which has the effect of inverting the phases of all spins through the center of k-

space. In terms of the k-space raster shown in Fig. 18.7b, the magnetisation now

resides at the top left hand corner of k-space (�kx
max, þky

max). Application of the

second x gradient (the readout gradient) at this point along with the switching on of
the digitiser, traverses kx from left to right, and data is then acquired at a specific

digitisation rate. M complex data points, typically 128 or 256, are acquired in the

presence of the second x gradient, which has twice the duration but the same

amplitude as the first gradient. To re-iterate, the k-space NMR signal that is

kx (read)

ky (phase)

r.f.

Gz

Gx

S(t)

Gy

repeat N.p.e times

p/2

a

b

time

c
2D F.T.

x/m 

y/m 

TR
TE
p

Fig. 18.7 (a) Schematic of a simple slice selective two-dimensional spin echo pulse sequence. (b)
The corresponding k-space raster used to show how we may interpret the pulse sequence.

Following a sufficient T1 relaxation period the whole sequence is repeated N.p.e. times to produce

the full k-space data set. TE and TR represent the echo time and recycle time of the experiment

respectively. (c) A two dimensional Fourier transform of the raw data acquired in (b) results in a

two-dimensional slice selective spin-density “image” from the tube of water. See the main body

text for a detailed description of this sequence
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acquired in the presence of a magnetic field gradient, where spins at different

positions have different frequencies, is said to be frequency encoded. Frequency
encoding gradients are also termed read or readout gradients. The acquisition of

complex data points in the presence of a constant magnitude ‘read’ gradient yields a

straight line k-space data trajectory whose direction is defined by the Cartesian

orientation of the gradient. A linear equally spaced k-space trajectory will always

result so long as the read amplitude gradient is kept constant and the digitisation

(acquisition) rate of the complex data is fixed. The echo time (TE) of this basic spin
echo pulse sequence is defined by the time that elapses between half way through

the initial excitation pulse and the acquisition of the maximum signal for k-space

values kx and ky¼ 0. The time symmetry of the pulse sequence either side of the π
refocusing pulse must be preserved for successful imaging.

Following the acquisition of the first line of M complex frequency encoded

points in k-space, the spin system is then allowed to relax for a total time, TR, via T1
relaxation, before the whole sequence is repeated. In the subsequent pass (and

subsequent passes thereafter) through the pulse sequence, all that changes is the

magnitude of the ky phase encoding gradient. Phase encoding is differentiated from

frequency encoding by the fact that the application of phase encoding gradient takes

one to a specific point in k-space before the acquisition of the signal. Typically ky is
ramped from -ky

max toþky
max in N.p.e. steps to eventually yield a complete data

matrix of M�N.p.e. frequency/phase-encoded points on a rectilinear grid. A

two-dimensional Fourier transform of this data matrix followed by modulus cor-

rection will then give a two-dimensional spin density map4 (see Fig. 18.7c). The

acquisition time for this type of single imaging sequence is given by (TR�N.p.e.)
and typically takes a few minutes to execute which is considered slow by today’s

standards though it is still widely used because it is more robust than many faster

techniques. Through both advanced pulse sequence design and improved commer-

cially available hardware, much faster imaging sequences, in the order of several

tens of milli-seconds, are routinely available nowadays.

To produce an image of the required resolution and field-of-view (FOV), data
must be acquired of a suitable range and increment of k. From Fourier theory it

follows that the range of k defines the image resolution and increment of k defines to

the field-of-view such that:

FOV ¼ 1

Δk
,Δl ¼ 1

krange
ð18:15Þ

Where Δk is the increment in k, Δl is the image resolution and krange is the total

range of k sampled from -k to k.

4Note the two-dimensional FT produces a frequency encoded spin density map in both orthogonal

(xy) directions. The axes conversion to real space units is usually performed by the computer

software from knowledge of the initial desired field of view (FOV) and digitisation rate.
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4 MRI Protocols for Solid Dosage Form Pharmaceutical
Research

One unique advantage of the nuclear magnetic resonance experiment is that is can,

under the right conditions, reveal exactly what type of substance is present in a

system, how much there is of it, and moreover, how it behaves with time. The term

“nuclear spin-density” is often used amongst the magnetic resonance community

and simply means how much of a particular substance we have within a specific

volume element. In order for an image to be quantitative in terms of nuclear spin

density one must essentially be able to measure the magnitude of the magnetisation

immediately after the initial excitation pulse. This is, in general, not possible when

using standard imaging protocols5 (Weiger et al. 2011; Robson et al. 2003) with

finite echo times. For standard imaging protocols it is necessary to acquire a series

of images at different T2 or T2* weighting: for spin echo imaging this can be

achieved by (i) CPMG or Hahn-echo T2-preconditioning of the magnetisation

before image acquisition or (ii) by varying the echo-time (TE) within the imaging

sequence itself. For gradient-echo based imaging the time TE, and hence T2* is also
usually varied within the imaging sequence itself. In either case, following Fourier

transformation of the raw k-space data, the signal intensity from each pixel, i, in the
image is then fitted to Eq. (18.6) (replacing T2 with T2* as necessary) as a function

of TE, and thus a complete map of M0i and T2i is obtained. Similarly, the spatial

variation in T1 can be mapped throughout the image by a similar T1-preconditioning
procedure either via saturation or inversion recovery (Callaghan 1993). In practice,

the easiest way to avoid having to account (and hence correct) for T1 relaxation

contrast in an image is to ensure that the ones allows at least 3–5 times the longest

T1 relaxation time constant expected in the sample (of course this may have to be

measured at some stage) between successive r.f. excitation pulses, i.e., TR¼ 3–5-

� T1. Clearly this approach can have its disadvantages in that the total acquisition

time of the image, which is essentially governed by the time allowed between

successive r.f. excitations for any image protocol where more than one average is

required, may be come unacceptably long.6 The following sections now describe a

series of image protocols that are commonly used to obtain quantitative information

from solid dosage forms.

Before proceeding further it is worth stressing that, in general, we do not “see”

the MR signal from solid substances because the T2* values are generally far too

short; they are usually around a few micro-seconds. Following initial spin system

excitation, MRI protocols generally require that 1–2 ms elapse before we can

5 There are specialist pulse sequences such as zero echo time (ZTE, see for example Weiger

et al. 2011) and ultra short echo time (UTE, see for example Robson et al. 2003) imaging that are

considered quantitative in terms of spin density without correction, but they are not commonly

used in non-clinical MR research.
6 The can be avoided by choosing saturation recovery T1 pre-conditioning over inversion-recovery
T1 preconditioning.
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digitise the signal; thus for solids that signal has been irreversibly lost before we can

actually do anything useful with it.7 So to clarify, when we talk about “imaging

solid dosage forms” we are generally describing systems where:

• the solid is porous and we image the uptake of a liquid into that solid

• the solid is initially a rigid porous organic polymer that, under certain conditions,

e.g., exposure to water, undergoes a glass transition, then becomes a gel and thus

allows us to image the water behaviour within the gel

• the solid is completely soluble and thus will physically reduce in size during an

imaging experiment allowing us to track the physical changes of the

non-dissolved solid

• if the porous solid matrix is itself insoluble, it may contain soluble components

(excipients) which, when contacted with water, will themselves dissolve and

thus a NMR signal will result from the water solution.

There are a multitude of imaging strategies that can be designed according to the

type of quantitative information that is required from the image, i.e., chemical

composition, species concentration, velocity and diffusion. We have shown that in

order to acquire a basic image it is necessary to acquire all points on the k-space

raster followed by Fourier transformation. This is generally achieved using two

families of imaging protocols: gradient echo sequences and spin echo sequences.

4.1 Gradient Echo MRI

In gradient echo (GE) imaging (Callaghan 1993), the spin system is refocused by

the applied magnetic field gradients alone and a generic example of a

two-dimensional gradient echo imaging sequence is shown in Fig. 18.8. In this

sequence, a slice from the sample is excited by the simultaneous application of a

small tip angle8 slice selective soft pulse, GS1, and a magnetic field gradient.

As the initial slice selective gradient lobe passed through zero (t¼ ta), a negative
refocusing slice selective, GS2, phase encoding, GPi, and negative dephasing read-

out gradient, GR1, are then applied all at the same time to minimise the inherent T2*
weighting in the image. In terms of the k-space raster at time t¼ tb (using Fig. 18.8)
this process will have taken us to the bottom left hand corner of k-space. At time

t¼ tb all gradients are now zero and at this point the magnetisation is fully

dephased. From tb< t< td the readout gradient is switched on and the digitiser is

also switched on and the first line of k-space is acquired and then stored in

7 In addition to UTE and ZTE imaging there are a number of MR pulse sequences that can begin to

image solid matter, such as single point imaging (SPI) techniques, but again their use is not

routine. The reader is refereed to (Mantle 2011) for a further discussion regarding SPI.
8 In GE imaging a small tip angle is usually employed as one wants to make the acquisition of the

image fast (sub-second) and free from T1 relaxation artefacts. This is why the FLASH protocol is

usually adopted for GE imaging.
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memory.9 Usually the order of the phase encoding gradient is chosen such that

k-space is traversed from �kmaxthrough k¼ 0 toþkmaxand thus in this case the first

line of k-space appears to have no actual signal at t¼ tc. In order to visibly see the

“echo signal” from the sample on a computer display one has to ensure that the total

gradient time integral for all gradients is zero, kx,y,z¼ 0, and this occurs at t¼ tc at
which point the spins are said to be refocused and a ‘gradient echo’ is formed.10

From t¼ 0 to t¼ tc, dephasing of the spin magnetisation will also occur due to T�2
relaxation processes and thus the digitised signal will be T�2 weighted, which

essentially means that signal is lost during the so called echo time period, TE.
The most common form of gradient echo imaging is the Fast Low Angle Shot

(FLASH) sequence (Haase et al. 1986). The major downside of gradient echo

imaging is that it is not suited to systems that have short T�2 values on the order of

a few milli-seconds. We have seen that T�2 can be estimated using the full width half

maximum of the resonance line from the sample as a whole. Considering two
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Fig. 18.8 Schematic showing the principles of two-dimensional slice selective gradient echo

imaging (see main body text for details)

9 Often an additional “readout spoiler” gradient is applied after the digitiser has been switched off

in order to destroy any spurious magnetisation. Similarly, r.f. spoiling is often also used in GE

imaging.
10 It is always very useful when working on any pulse sequence development to turn off all phase

encoding gradients, i.e., set their values to zero, to see where and what form the echo signal takes

using only the readout gradients. This “trick” is also used to ensure that the receiver gain is set

correctly at the point where the center of k-space is acquired.
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different samples one with a FWHM of 50 Hz and the other with a FWHM of

500 Hz corresponding to T�2 values of approximately 6 ms and 600 us respectively.

The T�2 signal losses at t¼ tc from two such samples using a gradient echo sequence

with a minimum echo time in the 1 ms range are given by:

% T*
2 Signal loss ¼ 1�½ ½exp � TE

T*
2

� ��� 100 ð18:16Þ

which for our FWHMs of 50 and 500 Hz correspond to signal losses of 16 and 81%

respectively. Practically, one would always measure the inherent line width of the

frequency spectrum of the sample under investigation using a simple “pulse

acquire”, followed by Fourier transformation, and then calculate the signal loss

expected from a gradient echo based sequence. Quantitative gradient echo imaging

is possible by acquiring a series of T2* weighted images at different TE times and

fitting the individual pixel intensities from each weighted image data set to

Eq. (18.6). However, because of the generally short T2*s that occur in solid dosage

formMRI research it is not usually possible to acquire more than 3–4 images for the

fitting procedure as the signal decays so quickly in the first place. Fitting using 3–4

points for each pixel in an image is feasible but the very nature of FLASH GE

imaging means that signal averaging to improve the overall signal-to-noise is not

practical for systems that change with time. Hence the fitting of FLASH T2*
weighted data to obtain M0 and T2* values will likely be “noisy” yielding fitting

results with large error bars.

In order to illustrate the features from the various imaging protocols discussed in

this section images will be shown from a model solid dosage form (Chen 2014)

undergoing dissolution in a standard USP-IV dissolution cell. The model tablet is

made from hydroxypropylmethyl cellulose (HPMC-K4M, Colocron, Dartford, UK)

with 30% wt. of trifluoperazine dihydrochloride (Sigma-Aldrich, UK) added as the

active pharmaceutical ingredient (API). These were then mixed by a powder

blender (Turbula®Mixer T2F, Manesty, UK) for 1 h. Tablets were prepared by a

manual hydraulic press (Specac, USA) equipped with two flat-faced punches

(o.d. 13 mm) and evacuable dies (i.d. 13 mm). The 13 mm o.d. tablets were

prepared under compression force of 50 kN for 1 min, and the powder was

pre-weighted to obtain a tablet of 250� 1 mg with thickness of 2� 0.1 mm. The

dissolution media used in the experiments was 500 mL 0.01 M PBS (pH¼ 7.4)

prepared from a powder sachet (Sigma-Aldrich, UK). Figure 18.9 shows a sche-

matic of the MRI system and USP-4 dissolution cell illustrating the tablet orienta-

tion as well as the UV-Vis spectrometer. The temperature of the dissolution media

was conditioned at 37 �C in the USP-IV flow-through cell regulated by a water bath

(Grant Instrument, UK). A peristaltic pump (205S, Watson Marlow, USA) was used

in the experiment and the dissolution media flow rate was set to 8 mL/min. The

tablet was placed vertically in the USP-IV dissolution cell and held in place by use

of a nylon cage; the location of the horizontal (xy) MRI slice was taken through the

middle of the tablet which was determined from initial ‘pilot’ vertical slices (zx)
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taken at the start of the experiment using the Bruker Biospin Paravision™ 4.1

software interface.

Figure 18.10 shows a time series of two-dimensional 1 mm thick slice selective 1

H FLASH-GE images taken through the plane of the tablet indicated in Fig. 18.9.

Details of the imaging parameters are included in the figure caption. The images

show that water penetrates into the tablet with the penetration fronts meeting at

approximately 5 h. The black area at the center of the image from t¼ 0 to t¼ 3.5 h is

solid HPMC/TDFH that has yet to be challenged by the PBS solution. Air bubbles

present as black dots in the image can bee see to be form both within and on the

outside of the tablet during the dissolution event. There is also some evidence of

flow based image artefacts from the pure PBS solution that is flowing around the

tablet from t¼ 0 to t¼ 13 h. The main point to note here are that the differences in

magnetic susceptibility between air, PBS and solid matrix highlight the presence of

air bubbles. Note the scale bar is in arbitrary units as these images have not been

corrected for T2* relaxation. Substantial swelling of the tablet is also evident in both
the radial and axial directions.

4.1.1 Radially Sampled Gradient Echo Imaging

Whilst gradient echo imaging sequences suffer from a T2* weighting and thus

sometimes a poor signal-to-noise ratio, e.g., when the FWHM of the samples

spectral line is in the 100’s of Hz range, one way to improve the signal-to-noise

value is to adopt a radial k-space sampling strategy (Haacke et al. 1999) as shown

by Fig. 18.11.
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Fig. 18.9 Schematic of the USP-IV/MRI experimental setup with on-line UV-Vis spectrometer
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Here, k-space is sampled on a polar grid which gives a better SNR than Cartesian

sampling albeit at the cost of a loss in spatial resolution. However one of the

drawbacks of the radial sampling technique is that a Fast Fourier Transforms

(FFT) cannot be used to reconstruct the raw data to give a meaningful image.

Instead the common way to reconstruct data that is acquired on a polar as opposed

Fig. 18.10 A time series of 1H two-dimensional 1 mm thick slice selective images taken through

the imaging plane illustrated in Fig. 18.9 for a HPMC/TFDH model tablet at different hydration

times. Initially the dry core of the tablet can be seen as areas of black signal surrounded by flowing

PBS solution (yellow/white colour). The formation of air bubbles around the outer surfaces as well

as from within the tablet is evident. Considerable swelling in both axial and radial directions is also

visible. 1H FLASH imaging parameters: 1H frequency 400.23 MHz; Acquisition

bandwidth¼ 100,000 Hz; TE¼ 1.09 ms; TR¼ 100 ms; FOV 25 mm; data matrix size 64� 64;

image pixel resolution¼ 391 mm; soft pulse tip angle θ¼ 10o. Number of averages¼ 128; total

imaging time 13 min
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to rectilinear grid is to use filtered back projection FBP which was originally

developed for X-ray computed tomography (Block et al. 2007). Other techniques

(Fessler and Sutton 2003) such as non-uniform fast Fourier transforms (NUFFT)

can be used but are beyond the scope of this chapter and only FBP is considered

here. For FBP MR imaging, a fast Fourier transform is performed for each acquired

radial spoke in k-space; the projected profiles are then further reconstructed to an

image via a filtered inverse radon transform (see Fig. 18.12).

Originally developed for X-ray computed tomography, the inverse radon trans-

form can be applied to obtain the image by casting all projection profiles over a

matrix in corresponding directions (Block et al. 2007; Mistretta et al. 2006). Fig-

ure 18.12a shows how an image can be converted to a matrix of projections of the

image via a radon transform. The inverse radon transform with appropriate filtering,

therefore, converts the projection profiles into the original image. Figure 18.12b

shows two key steps of filtered back projection: (i) the radially sampled k-space is

Fourier transformed to obtain the projection profiles of the image; (ii) the projection

profiles then can be transformed into an image by inverse radon transform. Note the

image obtained with filter represents a much better reconstruction than the one

without filter. This is because prior to the inverse radon transform, it is necessary to

compensate for the oversampling of the k-space centre, usually via the application

of a frequency filter. The Ram-Lak filter is a ramp filter, which filters out low

frequencies and allows high frequencies to pass through, with a linear behaviour

between two extremes of k-space. The Ram-Lak filter works well for projection

reconstruction, but it magnifies the noise from projection data (Ramachan and

Lakshmin 1971). Several other filters are commonly used to overcome the noise

sensitivity issue. For example, the Shepp-Logan filter multiplies the Ram-Lak with

a ‘sinc’ function (Shepp and Logan 1974); the Hamming filter multiplies the

r.f.
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Fig. 18.11 (a) Schematic of the radial FLASH pulse sequence illustrating the cosine/sine mod-

ulation of both readout and phase gradient waveforms used to acquire the data on a polar grid. (b)
corresponding polar co-ordinate k-space trajectory.
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Ram-Lak filter with a Hamming window. Recently Quodbach et al. (2014) used

radial real time high resolution UTE-GE imaging to investigate the disintegration

process of tablets containing disintegrants. A temporal resolution of 75 ms and a

spatial resolution of 80� 80 μm with a section thickness of only 600 μm were

achieved. Further examples of radial FLASH imaging and its use to study directly

API behaviour in solid dosage forms during dissolution testing are given in Sect.

4.4.

4.2 Quantitative Spin Echo MRI

An alternative to the gradient echo sequence is the spin echo sequence already

shown in Fig. 18.7a. In this case a π refocusing pulse is inserted at the midpoint of

TE which has the effect of reversing the spin dephasing due to magnetic field

inhomogeneities and thus the signal is said to be refocused at TE and a spin echo is

formed; the signal at this point is now T2 weighted as opposed to T2*. Another

Inverse radon 
transform

(with filter)

Radon transform

a

b

Inverse radon 
transform

Without 
filter

With 
filter

FT

Radially sampled 
k-space

(i) (ii)

Fig. 18.12 (a) Illustration of radon transform and inverse radon transform. The red/green/blue

‘spikes’ in the brain image correspond to the coloured lines in the radon transform domain. (b) Key
steps in filtered back projection method used to reconstruct the image.

18 Magnetic Resonance Imaging and Its Applications to Solid Pharmaceutical. . . 613



difference to note is the polarity of the dephasing readout gradient; the π refocusing
pulse inverts the phase of the spins and therefore the effective polarity of the

gradient. In this case, the dephasing readout gradient must have the same polarity

as the rephasing gradient since they are separated by the π refocusing pulse.

Although this is termed a spin echo experiment, two echoes are formed—the spin

echo at TE and the gradient echo at k¼ 0—and these are usually chosen to coincide.

In this sequence the data will be T2 weighted compared to T�2 for the gradient echo
sequence. In solid dosage forms samples undergoing dissolution testing we have

several material boundaries and T2 can be much greater than T�2. Therefore it is

advantageous to adopt spin echo imaging protocols to obtain quantitative images with

minimal contrast in them; alternatively of course when quantitation is not required a

gradient echo sequence may be used to highlight heterogeneities in the sample. All

MRI images will have some ‘relaxation weighting’—signal loss from the effects of

relaxation—which will change the image intensity. We have seen that T1 weighting
can be ignored if one chooses that the repetition time of the experiment to be in the

3–5� T1 range. It is generally more important to account for T2 signal losses which
are described by Eq. (18.6) where t is the time between excitation and data acquisi-

tion, i.e., the echo time TE. Here Mxy is the measured signal intensity and M0 is

proportional to the absolute material density. Any signal loss can be minimised by

making TE
T2

	 1 such that Mxy 
 M0 but this may not be possible in some situations

where T2 is particularly small. In such systems, a series of images can be acquired

with increasing values of t and then the pixel measured intensities, Mxy, fitted to

Eq. (18.6) with M0 and T2 as fitted parameters. The final image of material concen-

tration or spin density is proportional to M0 (see Fig. 18.13) whilst the image of T2
contains information on local molecular mobility as shown in Fig. 18.14.

Figure 18.13 shows the equivalent quantitative 1 mm thick RARE spin echo

images for the model HPMC/TDFH pharmaceutical dosage form from exactly the

same sample as that depicted in Fig. 18.10 taken using a T2-CPMG precondition fast

spin-echo RARE sequence (T2-RARE) (Chen et al. 2010). Note the scale bar is now

representative of absolute water concentration and there is now less contrast between

the flowing PBS solution surrounding the tablet and the water that has penetrated the

tablet. The reason for this is that the GE-FLASH image was not corrected for T2*
weighting and is more susceptible to material magnetic susceptibility differences.

It is particularly important to realise that the water concentration map Cwat

(which is equivalent to the absolute spin density (I0) map) and T2 map obtained

from the fitting procedure for each pixel are examined together. Inspection of

Figs. 18.13 and 18.14 shows that the outer boundary of the HPMC/TDFH tablet

and the flowing PBS solution is much more clearly defined in the T2 map than the I0
map. Recently, Chen et al. (2010) gave the first report of a quantitative RARE based

ultra-fast two-dimensional magnetic resonance imaging protocol to follow the

water uptake of hydroxypropylmethyl cellulose (HPMC). Quantitative maps of

absolute water concentration, T2-spin–spin relaxation times were obtained at a

spatial resolution of 469 μm in less than 3 min each. These maps allowed the

dynamic development of the medium release rate HPMC/water system to be
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followed. This details behind this imaging protocol has recently been reviewed

(Mantle 2011) and exploited by workers form the same group to study the disso-

lution of Lescol XL tablets under pharmacopeial conditions (Zhang et al. 2011;

Chen et al. 2014).

Fig. 18.13 A time series of two-dimensional 1 mm thick slice selective water concentration maps,

Cwat, obtained from the fitting of 1H T2-RARE spin echo imaging data of the HPMC/TFDH to

Eq. (18.6) of the model tablet at different hydration times. Note these images are from exactly the

same sample as used to obtain Fig. 18.10. 1H T2-RARE imaging parameters: 1H frequency

400.23 MHz; Acquisition bandwidth¼ 200,000 Hz; TE¼ 2.54 ms; TR¼ 10 s; FOV 25 mm;

data matrix size 64� 64; RARE factor¼ 64; image pixel resolution¼ 391 mm. Number of

averages¼ 2; total imaging time 3 min. Number of CPMG T2 weightings used¼ 8. Split echo

acquisition mode. Even echo times TEE¼ 23.34 ms, 25.34 ms, 29.34 ms, 53.34 ms, 85.34 ms,

277.34 ms, 533.34 ms, 1045.34 ms); Odd echoes times TEO¼ 23.02, 25.02 ms, 29.02 ms,

53.02 ms, 85.02 ms, 277.02 ms, 533.02 ms, 1045.02 ms) Phase encode start value (PESV)¼�0.22

18 Magnetic Resonance Imaging and Its Applications to Solid Pharmaceutical. . . 615



4.3 Quantifying Mass Transport Using MRI

Another defining property of magnetic resonance is its ability to measure mass

transport in the form of incoherent self-diffusive motion and coherent motion in the

form of flow. For a detailed account behind the theory and application of mass

transport as measured by magnetic resonance the reader is referred to several

reviews (Fukushima 1999; Mantle and Sederman 2003; Elkins and Alley 2007;

Callaghan 2011). This section briefly introduces the theory behind diffusion and

flow imaging techniques.

Fig. 18.14 Time series of two-dimensional 1 mm thick slice selective 1H-T2-maps obtained from

the fitting of 1H T2-RARE spin echo imaging data of the HPMC/TFDH to Eq. (18.6) of the model

tablet from Fig. 18.13 at different hydration times. Note the square root dependence of the scale

bar has been chosen to highlight the large range in T2 values observed (25–3000 ms)
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4.3.1 Molecular Self-Diffusion MRI

Self-diffusion may be defined as random molecular motion in the absence of any

gradients in chemical potential, i.e., ∇μ ¼ 0, where μ in this context is the

chemical potential of a molecular species. Random molecular motion also causes

random fluctuations of the Larmor frequency of the individual magnetic moments

within the spin system and thus any signal acquired may be considered as a

superposition of pulse sequence imparted frequency/phase encoded signal and

that due to the residual phase shifts resulting from random motion. The experimen-

tal determination of molecular self-diffusion coefficients by magnetic resonance is

achieved by the application of a simple pulsed (magnetic) field gradient spin echo

(PFG-SE) as first realised by Stejskal and Tanner (Stejskal and Tanner 1965). This

experiment consists of a standard r.f. π/2---π--- spin echo with the additional

incorporation of a pair of incremented pulsed magnetic field gradients of duration

δ, amplitude G, with a time between the centres of the pulsed magnetic field

gradients of Δ, either side of the π r.f. refocusing pulse (see Fig. 18.15).

In practice, the NMR signal is acquired for different values of the pulsed

magnetic field gradient strength whilst keeping the durations, δ and Δ constant.

The measured NMR signal intensity, I, is then plotted as a function of the gradient

strength G and a numerical fit of the data according to:

I

I0
¼ exp �γ2δ2G2D Δ� δ

3

� �� �
ð18:17Þ

is then performed. A plot of the logarithm of the signal intensity versus �γ2δ2G2

(Δ�δ/3) will yield a straight line (for Brownian diffusion) whose gradient is the

self-diffusivity D. The interpretation and measurement of NMR data for systems

exhibiting random (Brownian) diffusion is simple enough, but a more complex

behaviour of the signal intensity is often observed in non-Brownian systems

(Callaghan 1993). The method just described was a description of how molecular

self-diffusion could be measured using PFG-NMR from the whole sample. A

spatially resolved diffusion image, i.e., one where a map of self-diffusion coeffi-

cients from each individual pixel within an image can be extracted, is easily

acquired by pre-conditioning a spin echo (or gradient echo) (Callaghan 1993)

imaging sequence with a varying amount of diffusion weighting. One thus obtains

a data set that contains several images (usually at least eight) with a different

amount of diffusion weighting between each image. The intensity of each pixel in

the image is then extracted and fitted to the Stejskal-Tanner equation (Stejskal and

Tanner 1965) (Eq. (18.13)) to obtain the diffusion map. Diffusion weighted imag-

ing (DWI) as it is more commonly known, is an important tool in clinical research

and has also been exploited in the pharmaceutical research (Chen et al. 2010).

Figure 18.16 shows a time series of 1H water molecular self-diffusion coefficient

maps in units of m2s�1 for exactly the same sample as those presented in

Figs. 18.10, 18.13 and 18.14 for the HPMC/TDFH compact using a diffusion
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preconditioned fast spin echo RARE imaging sequence, D-RARE (Chen

et al. 2010).

The water self-diffusion coefficient (SDC) maps reflect very similar features to

the T2 relaxation time maps. For example, Fig. 18.16 (t¼ 13 h) shows three main

regions: (i) free flowing water coloured in white (SDC> 3.5� 10�9 m2s�1);

G
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amplitude

no motion

time

no net phase shift

random diffusional  motion

z

(i) (ii) (iii) (iv) (v)

R.F.

p/2 p
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S(t)

S(t)
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Fig. 18.15 The principle of self-diffusion measurements using the ‘phase shift’ approach. Two

pulsed magnetic field gradients (of magnitude G and duration δ) are applied a time Δ apart. The

action of the first pulsed magnetic field gradient is to introduce a phase shift to each nuclear spin

with respect to its orientation if no field gradient were to have been applied. The phase offset

non-invasively ‘labels’ the position of the nuclear spin. A π degree refocusing pulse then inverts

the phase of the spins. At a time Δ later, the spin system receives an equal pulsed magnetic field

gradient. If the spins have not moved, the spins receive an equal and opposite phase offset and

return to their initial alignment in the x0-y0 plane. Incoherent motion (i.e. diffusion and dispersion)

causes a loss of alignment of the nuclear spins within the sample; the resulting attenuation in the

received signal provides a measure of the distance travelled by the ensemble of spins during the

observation time, Δ. The figure shows the relative phase offset of five adjacent spin isochromats,

initially lying at different locations along the direction of the applied pulsed magnetic field

gradients: (i) after r.f. excitation and before application of the first gradient pulse the spin

isochromats are aligned along y0; (ii) immediately after application of the first gradient pulse;

(iii) after the system has been phase inverted by the π degree refocusing pulse it then is allowed to
evolved for the time Δ; (iv) after application of the second gradient pulse. (v) represents the

resulting net magnetisation vector characterising the system after application of the two gradient

pulses. The whole sequence is then repeated for different magnitudes of the pulsed gradient G to

yield data that is then fitted using Eq. (18.17) with the self-diffusion coefficient D as the only free

parameter
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(ii) water on outer region of the swollen tablet ((2.8� 10�9 m2s�1)<
SDC< 3.5� 10�9 m2s�1); (iii) water within inner region of the swollen tablet

((1� 10�9 m2s�1)< SDC< 2.8� 10�9 m2 s�1). The water SDC within the gel

layer is lower than the free water in the dissolution cell, because the polymeric

matrix significantly restricts the self-diffusion of the water and agrees with previous

reports in literature (Ferrero et al. 2008; Zhang et al. 2011; Kikuchi et al. 2012).

Fig. 18.16 Time series of two-dimensional 1 mm thick slice selective 1H-self-diffusion coeffi-

cient, D, maps obtained from the fitting of 1H D-RARE spin echo imaging data of the HPMC/

TFDH to Eq. (18.13) of the model tablet used in Fig. 18.13 at different hydration times. 1H-D-
RARE imaging parameters: 1H frequency 400.23 MHz; Acquisition bandwidth¼ 200,000 Hz;

TE¼ 2.54 ms; TR¼ 10 s; FOV 25 mm; data matrix size 64� 64; RARE factor¼ 64; image pixel

resolution¼ 391 mm; number of averages¼ 2; total imaging time 3 min; G diffusion

weightings¼ 5.9, 11.4, 16.9, 22.4, 27.8, 33.3, 38.8 and 44.3 G/cm; δ ¼ 1 ms; Δ ¼ 50 ms
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Note that the SDCmaps show a slightly enlarged dry core region compared to the I0
map (Fig. 18.13) and T2 relaxation time map (Fig. 18.14). The reason for this loss of

signal at the interface is due to the extra T2 weighting of around 4 ms that the

diffusion pre-conditioning introduces before the acquisition of the image (Chen

et al. 2010).

4.3.2 Phase Shift Velocity Imaging

Phase-shift or phase-contrast displacement measurement is perhaps the most robust

and quantitative way of measuring flow by magnetic resonance. The dynamic range

of phase-shift velocity imaging can be adjusted from as little as a few μm s�1 up to

10–100 m s�1. It is limited at lower velocities to displacements due to self-diffusion

and at higher velocities to residence time in the measurement volume of the MR

spectrometer. The principle of phase-shift velocity imaging can be understood by

considering the effects of the applied gradient G(t) on the phase of moving spins.

The basic imaging equation (Eq. (18.8)) showed that the precession frequency was

dependent upon its position r. If we now invoke the condition that this is time

dependent, r(t); then the phase shift ϕ(t) is given by:

ϕðtÞ ¼ γ

Z t

0

GðtÞrðtÞdt ð18:18Þ

Elementary kinematics shows that if the time-dependent position of this spin can be

expanded as:

rðtÞ ¼ r0 þ v0tþ 1

2
a0t

2 þ . . . ð18:19Þ

Then the time-dependent phase accrued by the spins will be:

ϕðtÞ ¼ γ½r0
Z t

0

GðtÞdtþ v0

Z t

0

GðtÞtdtþ a0

Z t

0

GðtÞt2dtþ . . .� ð18:20Þ

The integrals are the successive moments (M0, M1, M2 . . .) of the gradient with

time:

Zeroth moment, M0 ¼
Z t

0

GðtÞdt ð18:21Þ
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First moment, M1 ¼
Z t

0

GðtÞtdt ð18:22Þ

Second moment, M2 ¼
Z t

0

GðtÞt2dt ð18:23Þ

The zeroth moment,M0, causes a phase shift proportional to position r0 and the first

moment,M1, causes a phase shift proportional to velocity v0 etc. Therefore gradient

waveforms can be designed that have a non-zero M1 (but zero M0) and thus the

measured phase will be proportional to the velocity. Velocity encoding is usually

achieved using a bipolar pulsed gradient pair as already shown in Fig. 18.15 and the

velocity can be calculated from the measured phase since M1 is known. Experi-

mentally11 this is often done by acquiring the image twice with two values of M1

and a velocity is calculated from the observed phase difference between the two sets

of images. Each image in Fig. 18.17 was calculated from eight diffusion weighted

images using D-RARE (Chen et al. 2010), and from these images the velocity of the

flowing dissolution media can be obtained by tracking phase changes between

successive diffusion weighted images. The phase shift map is calculated from the

real and imaginary parts of the D map. The relationship between the NMR signal

phase change and velocity is:

ϕ ¼ γGincδvΔ ð18:24Þ

where ϕ is the phase change, γ is the gyromagnetic ratio, Gincis the difference in

gradient strengths between subsequent diffusion/flow gradients applied, δ is the

encoding gradient duration, Δ is the observation time, and v is the flow velocity.

In principle the velocity of a system can be measured in any spatial direction but

it is usual to limit this to the 3 orthogonal directions of the Cartesian co-ordinate

system. We do note that velocity induced phase can also cause image artefacts. A

detailed discussion of these is beyond the scope of this chapter but it is possible to

compensate for velocity artefacts by ensuring that any the gradient waveforms have

M1 equal to zero (Pope and Yao 1993). Figure 18.17 shows the equivalent water vz
velocity maps for the sample already shown in Fig. 18.10, 18.13, 18.14 and 18.16.

Figure 18.17 shows that in the early stages (within 1 h) of dissolution, the

velocity maps are heterogeneous, indicative of a non-steady state flow field. At

the centre, the black region represents the dry core of the tablet, where no signal is

observed. At t¼ 1 h, a static gel layer (in red) is formed surrounding the dry core.

From t¼ 2 h to t¼ 25 h, after the formation of the gel layer, the flow becomes more

11 It is a bonus that diffusion preconditioning will also yield velocity information if the data are

processed in the correct way. Based on the SDC images obtained by D-RARE, the velocity of the

flowing dissolution media can be obtained by tracking phase changes of the diffusion weighted

images.
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evenly distributed outside the gel layer. After 45 h upon hydration, the flowing

space around the tablet becomes more heterogeneous as a result of increased

swelling and surface roughness, indicating a non-steady state. Such phenomenon

has previously been attributed to the increase of surface roughness of the polymer

matrix upon dissolution (Zhang et al. 2011).

Fig. 18.17 Time series of two-dimensional 1 mm thick slice selective 1H-vz velocity maps

obtained from the fitting of 1H D-RARE spin echo imaging data of the HPMC/TFDH to

Eq. (18.24) of the model tablet used in Fig. 18.13 at different hydration times. Note the imaging

parameters are identical to those given in the caption of Fig. 18.16
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4.4 Multi-nuclear MRI of Active Pharmaceutical Ingredients
(API)

The vast majority of published literature concerning pharmaceutically relevant

solid dosage form research has concerned examining the ingress of dissolution

media into the dosage form and how the dosage form itself responds to this

challenge. Ultimately, it is the API that we are interested in and how it behaves

throughout the dissolution testing procedure. However, direct imaging of the APIs

during the dissolution process is made difficult by low API concentrations, fast T2*
relaxation times and the fact that the 1Hs associated with the APIs are completely

swamped by the 1H signal from the water making up the dissolution media. Despite

these drawbacks it is possible to image an API unambiguously via the use of 19F

NMR/MRI (Zhang et al. 2011; Chen et al. 2014). Figure 18.18 shows the results

form a radial FLASH experiment on the same samples as that used in Figs. 18.10,

18.13, 18.14 and 18.16, 18.17. This is made possible by the use of a dual resonance

r.f. coil that can be tuned both to 1H and 19F resonance frequencies and radial

sampling of k-space.
Figure 18.18 shows 2D 19F radial FLASH slice selective images which highlight

the temporal evolution of the API distribution within the system during the disso-

lution event. The 19F signal detected in these experiments arises solely from the

dissolved TFDH drug that is held within the hydrated HPMC gel layer. No

detectable signal can be attributed to the drug dissolved in the flowing media due

to inflow/outflow (washout effects) of the dissolution media from the active slice

within the MRI radio frequency coil. Also, no signal is detected from the solid state

API in the dry core of the tablet due to the short T2* it possesses (Zhang et al. 2011).
Thus, the 19F images obtained can be uniquely used to monitor the mobilisation,

dissolution and distribution of the non-solid state API within the swelling polymeric

matrix. In Fig. 18.18 the bright orange/yellow areas correspond to the dissolved

TFDH drug residing within the gel. At t¼ 0 h the tablet quickly hydrates upon

contact with dissolution media. The ‘ring-like’ structure surrounding the tablet

corresponds to the accumulation of hydrated API. From t¼ 1 h to 9 h, the dry

core continues to shrink as more water penetrates into the dry core of the tablet and

subsequently hydrates the drug. Meanwhile, the bright orange/yellow areas con-

tinue to expand. This behaviour agrees with the expansion of the gel layer as shown

by the T2-maps in Fig. 18.14. In particular, at t¼ 5 h, the bright yellow/white dots

are attributed to the mobilised API in the tablet correspond to a highly hydrated area

in Cwat (Fig. 18.13, t¼ 5 h, Cwat> 60%), the gel region in T2 relaxation time map

(Fig. 18.14 t¼ 5 h, T2> 600 ms), and the high self-diffusivity region in SDC map

(Fig. 18.16, t¼ 5 h, SDC> 2� 10�9 m2 s�1). From t¼ 13 h onwards, the size of the

bright region starts to decrease as the hydrated drug continues to diffuse out into the

bulk solution. This type of imaging has also recently been shown to be viable for

real pharmaceutical products (Zhang et al. 2011; Chen 2014). Chen et al. (Chen
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2014) showed that both 1H T2 relaxation maps and 19F drug mobilisation maps can

be co-registered to show the simultaneous behaviour of dissolution media ingress

and API mobilisation and exit during the dissolution testing of Lescol XL tablet

under pharmacopeial conditions in a USP-IV dissolution cell. Figure 18.19 shows a

summary of this type of multi-nuclear co-registered data is currently possible.

Fig. 18.18 Two-dimensional 2.5 mm thick slice selective 19F radial FLASH maps of the HPMC/

TFDH model tablet used in Fig. 18.10 at different hydration times. Radial 19F FLASH imaging

parameters: 19F frequency 376.50 MHz; Acquisition bandwidth¼ 100,000 Hz; TE¼ 1.09 ms;

TR¼ 100 ms; FOV 25 mm; data matrix size 64� 64; image pixel resolution¼ 391 μm; soft

pulse tip angle θ¼ 10o. Number of averages¼ 128; total imaging time 13 min.

624 M.D. Mantle



5 Practical Hints for MRI Imaging of Solid Dosage Forms

Dos

• Calibrate both hard and soft (π and (π/2)) r.f. pulses by hand each time you use a

NMR/MRI spectrometer

• Ensure your r.f. coil and gradient coil are all aligned with the iso-center of the

main field, B0.

• Measure the FWHM line width12 of your bulk spectrum. It’s useful for calcu-

lating the minimum frequency encoding bandwidth and hence maximum

digitisation rate to avoid Nyquist aliasing and chemical shift artefact. For

example:

(i) Calculate minimum frequency bandwidth (BWmin) for N frequency encoded

pixels using13:

0.5 h 1 h 2.5 h 8 h 13 h

23 h 49 h 65 h

0 710 1
API in colour 

merged map (a.u.)

107 h90 h

API 19F signal 
intensity

T2
relaxation 

time

API in colour 
merged map

25 mm

)( 2/1
2 msT

Fig. 18.19 19F intensity and and 1H-T2 co-registered maps of Lescol® XL tablet at different

hydration times. FOV¼ 25 mm� 25 mm, pixel resolution¼ 391 μm� 391 μm, temporal

resolution¼ 3 min (1H) and 13 min (19F), slice thickness¼ 1 mm (1H) and 2.5 mm (19F). Adapted

from Chen et al. (2014).

12 For more than one spectral resonance peak, calculate Δν1/2 by subtracting the value of the

FWHM of the left most and right most peaks. This will avoid chemical shift artefact (frequency

aliasing) if sufficient bandwidth and gradient strength are available (which may not always be the

case!).
13 The factor of 2 in the expression below is due to the fact that the acquired readout data is

complex, i.e., it has real and imaginary components.
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BWmin ¼ 2� N � Δv1=2:

(ii) Calculate maximum digitisation rate (DR) as:

DRmax ¼ 1=BWmin

• Perform a simple T1 and T2 and self-diffusivity, D, bulk measurement on your

sample so you can begin to formulate your imaging protocols and appreciate

what relaxation and signal losses you might expect.

Don’ts

• Rely solely on automated set-up of pulse sequences, parameters and imaging

protocols included by the manufacturers of spectrometer. Often they will work,

but they may not be optimised for the system you are investigating.

• Use/copy historic data sets and parameters when starting a new set of experi-

ments. Always start and calibrate your next experiment from first principles.

6 Final Remarks

The general aim of this chapter was to highlight the theory behind nuclear magnetic

resonance phenomena and show how one can obtain a variety of non-invasive,

spatially resolved, quantitative information from pharmaceutically relevant solid

dosage forms under pharmacopeial conditions. Understanding the principles behind

the common imaging techniques found on modern spectrometers is key to being

able to adapt, develop and optimise existing MR protocols to push further the limits

of quantitative imaging in “difficult” samples such as solid dosage forms. Two

families of MR techniques were discussed in some detail: gradient echo based

techniques that are sensitive to sample magnetic susceptibilities and spin echo

based techniques that are generally insensitive to T2* effects which under the

right conditions provide us with useful measurements of for example absolute

species concentration, molecular self-diffusivity and coherent motion. The chapter

also highlighted the ability of multi-nuclear MR methods, specifically 1H and 19F,

to gain unparalleled insights into API behaviour within a model solid dosage form

during dissolution. MR imaging in pharmaceutical research, and in particular that

applied to understanding the dissolution behaviour of solid dosage forms and their

APIs, is now at a stage that is producing meaningful results which should ultimately

be incorporated into the Quality by Design approach to pharmaceutical research

and development. As ever, the acquisition of higher fidelity, quantitative MR

images in shorter acquisition remains a challenge, but MR technologists and

research workers alike are beginning to apply state-of-the-art advanced techniques

such as sparse sampling (Lustig et al. 2007, Holland et al. 2010) and Bayesian

methods (Holland et al. 2011a, b, 2012) to address the future challenges in general

MR research.
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Chapter 19

Mass Spectrometry Imaging
of Pharmaceuticals: From Tablets to Tissues

Ivan M. Kempson and Clive A. Prestidge

Abstract Drug efficacy is dependent upon effective and controlled release for

delivery to the target site. The properties of a drug product effecting delivery are

carefully manipulated by a variety of ingredients/excipients serving various pur-

poses. As such, there is high dependence on the optimal construction and spatial

arrangement of all ingredients. The subsequent fate of the active pharmaceutical

ingredient then ultimately determines therapeutic and toxic effects. Mass spectrom-

etry imaging offers high sensitivity, specificity, high mass resolution and high mass

ranges for imaging component distributions in solid forms and in biological tissues.

This chapter reviews mass spectrometry imaging techniques most commonly

utilised in these research areas. Examples are then provided of imaging various

components in solid form products and on the exciting area of label-free imaging of

pharmaceuticals and metabolites in animal tissues. A small section is also provided

on micro-array imaging of biologicals. Due to the relative immaturity of the field, a

special focus on future perspectives and emerging potential concludes the chapter.

Keywords Mass spectrometry • Imaging • ToF-SIMS • LA-ICPMS • MALDI •

Active pharmaceutical ingredients • Excipients • Analysis • Small molecules •

Biologicals • 3D • Metabolism

1 Introduction

High resolution spectral imaging offers many opportunities in the development of

pharmaceutical and biomedical products. Mass spectrometry imaging (MSI) offers

significant promise for pharmaceutical imaging but is far from being fully utilised

at a basic science level or in assisting transfer of pharmaceutical products onto the
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market. This is primarily due to only recent technological development and appli-

cation in the biological and pharmaceutical arenas. However, MSI can be utilised in

a range of applications including quality screening and identification of adulterants

(Lanzarotta et al. 2012) and counterfeits (Nyadong et al. 2009), foreign matter

identification (Pajander et al. 2013), and can play an integral role in product

development (Bugay 2001).

Imaging inherently provides information on spatial arrangement of an analytes’
partitioning, heterogeneity and distribution that coincide with product performance;

either in the tablet, driving dissolution rates, or fate in biology, ultimately impacting

on drug efficacy. The purpose of this is to enable product transfer onto the market

and offering greater compliance and safer products with greater efficacy in a more

efficient and cost-effective manner. Heterogeneity, for example, may lead to poor

dissolution, which could be refined by adjusting process parameters in formulation

and manufacturing. Failures of coatings on solid dosage forms may lead to crys-

tallization of amorphous active pharmaceutical ingredients (API’s) and detract

from patient treatment, or a loss of lubrication impacting product quality, patient

comfort and perception of a product.

Imaging is also under increasing demand by regulatory bodies such as the FDA

in initiatives to ensure product quality. Infrared and Raman imaging techniques are

already finding place in this regard. MSI however offers complementary informa-

tion with distinct advantages that can promote understanding of a product and

identification of key parameters in relation to product performance which is being

increasingly needed for regulatory approvals. Mass spectrometry has particular

advantages for specificity, sensitivity and parallel detection (in general). The nature

of spectral information is highly complex, however the high mass-resolution means

there is little detrimental feature overlap, hence the unique identification of mole-

cules is generally feasible. Detection limits are often as low as ppm and even ppb.

Secondary ion modalities also enable spatial resolution down to 10s of nanometres;

well beyond diffraction limits encountered for optical interrogation. Analysis by

MSI is furthermore becoming increasingly rapid, especially with microscopy

(as opposed to ‘mapping’ or ‘rastering’) modalities.

In this review, we assess the most typical MSI approaches that have been utilised

for imaging pharmaceutical materials and products as well as imaging the fate of

these products ex-vivo after administration. We subsequently review, in a logical

manner, MSI of active pharmaceutical ingredients (APIs), APIs and excipients in

product, screening approaches in biopharmaceutical development, and the exciting

area of API and metabolite imaging in tissue sections. Due to the developmental

nature of many of these MSI techniques, considerable attention is finally given to

perspectives on future developments.
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2 Introduction to Mass Spectrometry Imaging Techniques

All mass spectrometry techniques are characterised by a mode of ablation and

ionisation of the surface of a material and then the subsequent collection and

separation of ions in a mass resolving analyser. Importantly in this review is that

either the analyser provides spatial resolution or the sample is rastered for spot-by-

spot analysis to create a chemical map. The most dominant forms of MSI tech-

niques that have been applied to pharmaceutical research are summarised in

Tables 19.1 and 19.2 and described in the follow sub-sections.

2.1 Time-of-Flight Secondary Ion Mass Spectrometry
(ToF-SIMS)

Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS) operates via the

focusing and rastering of a primary ion beam (often Gaþ, Bi cluster, Au cluster or

C60 as examples) upon a sample surface. The impact and momentum transfer of the

primary ions leads to ejection from the surface of its constituents as elemental

species, molecular fragments or partial fragments due to bond breakage in the

impact and emission process. Charged species within the sputter plume are

extracted, accelerated and transported to a spatially and temporally resolved

Table 19.1 Major MSI techniques and their advantages and disadvantages

Advantages Disadvantages

ToF-

SIMS

Absolute surface analysis Ultra-high vacuum

High spatial and spectral resolution Smaller area of analysis

Detects all elements, as well as molecular

information

Limited to a mass range of a few thou-

sands mass units

DESI Ambient atmospheric operation Mass range of ~100–1000

Slow imaging

Low spatial resolution

MALDI Very high mass range for detecting protein

molecular ions

General need for matrix

Limited elemental information

Table 19.2 Comparative

performance of major MSI

techniques

ToF-SIMS MALDI DESI

Sensitivity xxxxx xxxx xx

Spatial resolution xxxxx xxxx xx

Analysis speed xxxxx xx xx

Ambient conditions No Possible Yes

Cost x xxx xxxx

Mass range xxx xxxxx xx

Surface sensitivity xxxxx xxx x
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detector via ion optics. Within the analyser and prior to the secondary ions reaching

the detector, the ions navigate a time-of-flight region. Over this well-defined

distance, an ions’ transit time is measured and due to the relation between kinetic

energy (known from the ion extraction and acceleration process) and velocity, a

mass-to-charge ratio can be determined. Thus for each primary ion pulse, an entire

mass spectrum is generated. The spatial arrangement is preserved in the detector

plane and images of windowed spectral features are formed. The nature of this

probe is highly surface sensitive, detecting effectively only the first monolayer, and

for larger molecules such as proteins, may probe sub-monolayer depths. The typical

sub-micron spatial resolution achieved with Liquid Metal Ion Guns (LMIG)

enables highly detailed imaging.

Importantly for imaging and retrospective analysis of data, full spectral infor-

mation at every pixel is acquired. This facilitates statistical data processing and

exploratory research where the most valuable spectral features may not be imme-

diately apparent during the time of data acquisition. Images are 256� 256 pixels

with a variable field of view used from roughly 50–200 μm and require on the order

of 1–5 min for acquisition.

Perhaps the biggest drawback with ToF-SIMS is the need for measurements to

be performed in an ultra-high vacuum environment. This gives immediate limita-

tions on the sample that can be analysed. This usually is not an issue for solid

materials but does require biologicals to be dried down onto a surface. However

while the native state is not preserved, there is information retained in the nature of

how the molecules adsorb on the surface that relate to their form in solution. Due to

the surface sensitivity, contamination of samples by particularly prevalent silanes is

commonly an issue.

While ToF-SIMS has a smaller mass range than MALDI for instance, it obtains

greater fragmentation which can provide significant information on structure. The

mass range of up to one to a few thousand mass units is typically adequate for

detecting molecular ions of solid form drugs and small biologicals.

2.2 Matrix Assisted Laser Desorption Ionization
(MALDI) MS

MALDI-MSI naturally relies on the MALDI process for generation of ions from a

sample. Directing a laser (typically nitrogen or Nd:YAG lasers emitting in the UV)

onto a sample in short high energy pulses leads to ablation of material and

ionization. The ionization yield can be dramatically enhanced by the use of a

‘matrix’ material coating the sample that is selected for optimal absorption of the

laser wavelength utilised. This in turn promotes energy transfer to the sample and

greatly improves efficiency in the desorption process. The matrix material used is

generally an organic acid that can donate protons and absorbs strongly in the UV

region, corresponding with the laser used. Infrared lasers and matching matrix are
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also used but are less common. The ions are subsequently extracted and passed

through a mass analyser which often utilises TOF or an ion trap for discrimination.

Imaging is generally conducted by incrementing the sample stage in the x and y

axis to generate a 2D distribution. Spectra acquisition at each point (pixel) can take

from one to several seconds. The acquisition of an entire image therefore requires a

significant dedication of instrument time. However, recent developments have seen

sub-diffraction limit resolution achieved with a ‘microscope’mode implementing a

pixelated array detector (Soltwisch et al. 2014).

A significant advantage of MALDI is the mass spectral range spanning up to

ten’s to hundreds of kilo-daltons. This enables detection of molecular ions from

large molecules such as proteins. Operation has conventionally been done in

vacuum, but atmospheric systems are also available which adds ease to the sample

handling and analysis. While quantification can be achieved, reproducibility relies

heavily on sample preparation (especially having a strong dependence on the matrix

and homogeneity of the coating) and instrument operation which is not always a

trivial achievement. Micron resolution can be achieved however several to 10s of

microns is commonplace.

2.3 Desorption Electrospray Ionization (DESI) MS

DESI operates by a desorption process created by focusing accelerated charged

droplets from an electrospray source onto the sample. This liquid film undergoes

rapid solid–liquid extraction. Droplets from the surface are then ejected due to

momentum transfer from the incoming jet and are then extracted and analysed

(Nyadong et al. 2009). This technique operates in ambient conditions, greatly

improving application, and needs little or no sample preparation. The energy

transfer to the sample is also efficient such that no matrix is needed, as is required

for MALDI. However, the selective extraction from the desorption solvent used

appears to be a significant challenge (Earnshaw et al. 2010). Imaging resolution is

often limited to hundreds of microns although sub-hundred micron resolution is

achievable and relies on rastering a sample beneath the probing beam. The mass

range is somewhat limited at around 100–1000 mass units although this is suitable

for detecting many solid form APIs. Desorption efficiency can vary due to hardness

of samples and this can induce artefacts across a sample that may be of varying

density, such a compressed tablet for example.

2.4 Laser Ablation Inductively Coupled Plasma
(LA-ICP) MS

Laser Ablation Inductively Couple Plasma Mass Spectrometry (LA-ICP-MS) has

so far demonstrated minimal use in analysis of pharmaceuticals. This is largely due
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to sensitivity being limited to elemental isotopes. Ablation of material from a

sample (up to several microns deep) is performed with a laser. Ionisation is

performed within a surrounding plasma and ions are extracted for mass differenti-

ation, generally utilising a quadrupole analyser. This mode of analysis however

typically operates for selected specific ions rather than full spectra. It is therefore

imperative that exact ions of interest are known beforehand, which is however

conducive with the typical experimental design for LAICPMS imaging. Again,

incremental ‘spots’ need to be acquired individually to generate an entire image.

Quantification can be achieved by comparison to appropriate standard materials and

can reach excellent detection limits. Analysis is conducted under ambient condi-

tions and most often provides spatial resolution of about 50–100 μm although a few

microns is achievable. A variety of other ambient ionization techniques exist but as

yet have had little application in the pharmaceutical field (Harris et al. 2008).

3 Small Molecule API and Excipient Analysis

3.1 Crystal/Powder Mixtures and Coatings

Solid form drugs occur as powders or pressed into tablets. The particles’ structural
properties (such as amorphous versus crystal forms and relating to dissolution

behaviour) and surface physico-chemical properties (influencing particle agglom-

eration, adhesion and flow) subsequently have strong influence on scale up and

manufacturing processes, and product efficacy.

Surface compositional properties and how they relate to physical behaviour of

flow, stickiness and dispersion impacting drug delivery performance are especially

critical for inhalation powders (Shur and Price 2012). To promote powder lubrica-

tion and dispersion of dry particle inhalation products, magnesium stearate is often

used as a coating. Zhou et al. (2011), utilised ToF-SIMS to image individual

particles to assess such coatings and demonstrated sufficient resolution and sensi-

tivity to quantify inter-particle heterogeneity for coatings of <1% (w/w) on 20 μm
diameter lactose particles (Fig. 19.1). Subsequently, the surface coverage and

composition were identified to be of greater significance to particle cohesion and

flow than the particle morphological parameters. The surface sensitivity of

ToF-SIMS was particularly well demonstrated in this work. At magnesium stearate

incorporation levels achieving effective particle coverage, the chemical signature

of lactose was effectively invisible to the ToF-SIMS. Most spectroscopic imaging

techniques would not have such sensitive discrimination between the surface and

the underlying particle.

The ultra-high surface sensitivity of ToF-SIMS is further demonstrated in the

work of Chan et al. (2013), who imaged triple API composite particles of

sub-micron diameter. The surface sensitivity enabled identification of which API

preferentially distributed at the surface of the particles during spray drying
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manufacture. The API forming at the core was barely identifiable in the ToF-SIMS

imaging. Furthermore, ToF-SIMS has been especially useful in its use in identifi-

cation and characterisation of foreign material in solid formulations, however with

most relevance for relatively homogenous and low concentration contaminants

(Pajander et al. 2013).

3.2 Imaging API in Product

Solid form pharmaceuticals are most commonly delivered via a tablet comprising

compressed API with excipients such as bulking agents, lubricants and

disintegrants. Distribution, particle size and coating all play important roles in the

performance of a product. Infrared and Raman imaging have been implemented for

screening and failure analysis. While these approaches are effective in many

regards, there are distinct advantages offered by MSI for analysing the API and

other ingredients directly in compressed tablets.

MALDI MS Imaging was perhaps published for the first time for a whole tablet

cross section in 2010 (Earnshaw et al. 2010). The image shown in Fig. 19.2a gives

the distribution of API in a tablet cross-section and the authors could examine such

distributions as a function of the formulation. Interestingly, this image shows

apparent concentration variation in regions of greater density due to the tablet

compression process, i.e., the outer edge of the tablet appears to indicate greater

compression than the centre.

Fig. 19.1 Image of Mg,

indicative of magnesium

stearate coating on lactose

particles at a coverage of

0.5% (w/w). Bar¼ 50 μm.

Reproduced with

permission from Elsevier

from Zhou et al. (2011)
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On a coarser spatial scale, an ambient ionization approach of infrared laser

ablation metastable-induced chemical ionization (IR-LAMICI) has more recently

been introduced and was demonstrated, as proof-of-principal, on the analysis of a

counterfeit antimalarial tablet (Galhena et al. 2010). A 300 μm analysis area was

scanned with an X-Y stage over a Tylenol tablet to reconstruct a compositional

image over 14� 7 mmwhich took 40 min to acquire. The greatest advantage here is

the ease in operating the analysis in ambient conditions, however this is still of quite

a coarse resolution. Also useful for its ambient operation is DESI. Figure 19.2b

presents an image of artesunic acid in an antimalarial tablet achieved with 75 μm
resolution. The data in that research was used in characterization of differences in

formulation used in counterfeit drugs (Nyadong et al. 2009). While these

approaches yield valuable information on spatial segregation relating to mixing

and individual components, there are limitations with respect to the spatial resolv-

ing power.

Fig. 19.2 (a) MALDI image of API in a tablet. Reproduced with permission from John Wiley and

Sons from Earnshaw et al. (2010). (b) Imaging of API in a tablet with DESI MS. Reprinted with

permission from Nyadong et al. (2009). Copyright 2009 American Chemical Society. Some

artefacts are apparent at the edges of the tablets in (a) and (b) inherent to the techniques. (c) and
(d) show tri-(artificial) colour maps of products acquired with ToF-SIMS. (c) red¼ silicon,

green¼API, blue¼ ethycellulose. Reproduced with permission from Physical Electronics. (d)
red¼API, Green¼HPC binder, blue¼ sucrose. Reproduced with permission from Physical

Electronics, 2010
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Superiority of ToF-SIMS’ spatial resolution over the other MSI techniques

reviewed here in application of studying pharmaceutics is demonstrated in the

images in Fig. 19.2c and d. In these striking images, the various components of

these solid form products are clearly identified in the spectral features used for their

characterization. The spatial scales are also well suited to the granular feature sizes.

The clarity in delineation of each component is inherent to ToF-SIMS due to the

extremely surface sensitive nature of its analysis. Subsequently there is effectively

no sub-surface sampling which can blur or distort features. ToF-SIMS has also been

used for imaging drug (alendronate sodium) in ultra-high molecular weight poly-

ethylene matrices used as an articulating material in joint replacement (Liu

et al. 2009). Local controlled release relies on proper API distribution within the

polymer and needless to say, should not compromise the mechanical properties of

the polymer. The drug itself however can potentially impact on the mechanical

integrity of the polymer. In this work, the material properties were assessed and

determined to be maintained with specific drug loading and homogenous API

distribution was confirmed with MSI.

4 Imaging Biologicals and Array Analysis

Distinct from solid form small molecule drugs are biologicals (e.g., peptides,

proteins and RNA/DNA), which are most commonly stored and administered in

solution forms. Many techniques are used for the characterisation of biological

drugs in these forms and spatial distributions are rarely of interest or consequence.

However, some specific examples of MSI of biologicals have been reported and are

mentioned here. Specifically, potential exists in the study of biomolecules and

proteins on surface patterned substrates or structures, micro-array analysis in

product development and study of biomolecule structure and binding.

The first example is given in Fig. 19.3 which shows the 3D distribution of

sirolimus (also known as rapamycin), an immunosuppressant, in a PLGA polymer

stent coating matrix (Fisher et al. 2009). The API here was imaged as a function of

elution time using ToF-SIMS. Alternating between the surface sensitive analysis

and a direct-current (DC) sputter beam, depth profiling was conducted to produce

consecutive images to be reconstructed into a 3D rendering. From the 3D recon-

struction it was possible to observe large areas of the surface as well as subsurface

channels containing the drug. In this case, ToF-SIMS was used to characterise the

depletion of the drug from the PLGA matrix as a function of elution time and

provided valuable information on the characterization of the stent product.

For screening and development, array analysis is a very recent area of extension

in mass spectrometric analysis. Array analysis of samples has provided visually

exciting representation of populations, for example imaging protein distribution in

human eye lens tissue with MALDI (Grey and Schey 2009). While that study was

not specifically regarding pharmaceutical imaging, it stands as excellent example of

MSI in the biotechnology field. ToF-SIMS has also been proven successful in
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quality control screening and analysis in micro array patterns (Wendeln et al. 2010).

Possibly the earliest example of ToF-SIMS to micro-array analysis was by Braun

et al. 1999. In that work, atto-mol quantities of organic molecules were analysed

and imaged after printing into ‘vials’ produced in an array with volumes down to

30 femtolitres. The arrays contained 10,000 samples per 1.4 cm2. And each sample

was acquired in a time on the order of 100 ms. There is clear potential in extending

this type of analysis into the pharmaceutical and biotechnology development

arenas, especially considering the sensitivity of ToF-SIMS to molecular interac-

tions and subtle changes in condition parameters (Kempson et al. 2010; Kempson

et al. 2013). In the latter two publications, it was shown how ToF-SIMS coupled

with multivariate analysis could identify extremely subtle changes in protein

interaction with a surface depending on thermal exposure and misfolding. This

approach is further highlighted in Fig. 19.4. Particularly worthy of note in this work

is that distinct spectral features have not been imaged, rather chemical classifica-

tions as determined by the statistical analysis have been imaged. The images have

been produced from a study into the heterogeneity of drug and polymer formula-

tions printed onto a microarray. This example shows 5 discretely separated com-

ponents. Component 1 indicated the substrate material while component 3 and

5 were polymer and drug respectively. Where this approach is most valuable is in

identifying areas of overlapping/mixed material, discriminating chemically very

similar material, exploratory analysis and identification of materials generated in

the processing that are not represented by the initial ingredients.

Following from this is the prospect of correlating fluorescence images of arrays

with mass spectroscopic analysis (Finnskog et al. 2004), or other parameters that

can be correlated with the beneficial matrix sensitivity of mass spectrometry.

Progress in this general area is demonstrated by Al-Bataineh and Short in

Fig. 19.5, where such arrays can then be utilised in the study of molecular interac-

tions including proteins, peptides, drugs and other biological molecules.

Fig. 19.3 A 3D rendering from ToF-SIMS analysis of API in a stent coating. Red: C5H10N
þ

(sirolimus, an immunosuppressant drug used to prevent rejection in organ transplantation). Green:

C3H4O
þ (PLGA, a biocompatible copolymer). Purple: Naþ (from elution medium). Reprinted

with permission from Fisher et al. (2009). Copyright 2009 American Chemical Society
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5 Label-Free Imaging in Organs and Tissues: Molecule
Metabolism and Fate

In developing pharmaceutical products to enter the market, exceptional potential

exists with MSI in assisting with more economical screening and assessment of

drug distribution in-vivo. MSI is capable of imaging animal cross sections to

ascertain molecular metabolism and fate. Such information is critical for translation

Fig. 19.4 Multivariate curve resolution (MCR) images of scores for components 1–5 of a

hydrochlorothiazide (HCT) printed spot and a corresponding table showing significantly loaded

negative secondary ions for the respective MCR components. Reproduced with permission from

Scoutaris et al. (2012)

Fig. 19.5 Imaging of ToF-SIMS fragment ions from an array showing the substrate (left), the
plasma polymer treated array (centre) and the overlay of the two (right). Bar¼ 1 mm. Reproduced

with permission form John Wiley and Sons, from Al-Bataineh and Short (2014)
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of drugs to the market place and is conducted without need for stains, or fluorescent

or radio-isotope labelling (Fig. 19.6). This is, in principal, molecular histology and

true molecular imaging.

Label-free imaging of biological and drug molecules is enabling tracking of

specific molecules of interest, especially in metabolism where labels can interfere

or are lost in metabolic transformation and avoids the limitations associated with

labeling. While highly attractive and clearly powerful to image without labels, this

comes at the price of complexity in many instances in how the specific molecule of

interest can be clearly distinguished from the complex biological environment. The

potential and challenges are objectively reviewed by Heeren et al. 2009, in their

Fig. 19.6 MALDI-MSI of drug and metabolite distribution 2 h after dosage in a whole-rat sagittal

section. The optical image in (a) outlines specific organs. MS/MS ion images of parent drug (b)
and metabolites N-desmethyl metabolite (c) 2-hydroxymethyl (d) are shown respectively. Bar,

1 cm. Reprinted with permission from Khatib-Shahidi et al. (2006). Copyright 2006 American

Chemical Society
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article “Imaging Mass Spectrometry: Hype or Hope?”. MS for imaging of tissues

for biomedical analysis in general has been reviewed thoroughly elsewhere

(Chughtai and Heeren 2010), and also for MALDI (Fournier et al. 2008) and

ToF-SIMS specifically (Jones et al. 2007). Critical comparison between MSI of

tissue and other labelling techniques has also been made elsewhere (Ait-Belkacem

et al. 2012). The primary motivation in this field of research is more thorough and

rapid appreciation of drug delivery and mechanistic interactions at specific sites

such as the target organ for efficacy, and other organs for toxicity and side effects.

This area of research is dominated by the advantages of MALDI-MSI with large

mass-spectral range. Imaging MALDI-MS began to appear in a more popular

fashion soon after the year 2000, although some pharmaceutical imaging work

had been conducted as early as the mid-1990s (Gusev et al. 1995). One of the

earliest studies was that by Bunch et al., imaging Nizoral penetration into a porcine

skin model (Bunch et al. 2004). Around this time, MALDI-MS imaging had also

been used to image changes in protein expression due to drug induced regulation

(Reyzer et al. 2004). The technique evolved quickly from this point to imaging

drugs and metabolites in organs (Rohner et al. 2005) and then in whole-rat sections,

for instance by Khatib-Shahidi et al. 2006 (Fig. 19.6). This work exemplified the

potential to come, by imaging olanzapine and its metabolites as well as proteins

distributed among the organs of rats at varying time points after drug administra-

tion. This was primarily motivated by pre-clinical screening in drug discovery and

development. In further development such imaging has become fully quantitative

(Takai et al. 2012).

Particular hurdles that challenge the application of MALDI MS have been the

selection of a suitable matrix, improved spatial resolution, analyte extraction and

sensitivity. Thawing of frozen samples has also been identified to lead to changes in

analyte concentration depending on rate and duration (Goodwin et al. 2012). How-

ever, successful application has been providing important information for under-

standing and screening in drug development in many areas, for instance in delivery

to the brain (Hsieh et al. 2007; Liu et al. 2013; Hsieh et al. 2010). Developments

here are genuinely exciting for pharmacology, understanding disease etiology and

progression and therapy as given in the inspiring perspective of Schwamborn and

Caprioli, Fig. 19.7 (Schwamborn and Caprioli 2010).

A particularly interesting article in two regards is one by Eijkel et al. 2009. Their

report presented images from SIMS and MALDI of a 10 μm thick section of human

cerebellum which enabled a direct comparison of the two techniques (Fig. 19.8).

The SIMS image contained 16,384� 16,384 pixels, each with a full mass spectrum

from 0 to 2000 Da. In this range, SIMS is sensitive to elements, small molecules and

lipids. The MALDI image was produced with a mass range from a few hundred to a

few thousand Da. This could be extended depending on sample preparation. The

image was 48� 46 pixels of 200� 200 μm and presents distribution of peptides.

The second key point in their research was that the data from each of these images

were processed statistically for further correlative analysis. The application of these

algorithms can dramatically increase the amount of data extracted with greatly

improved interpretation. For SIMS however, particular attention needs to be paid to
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the sample preparation and handling due to the surface sensitive nature of this

technique. Preliminary ablation of surface contamination is likely to be a common

requirement (Lee et al. 2008).

In one of the few demonstrations of LA-ICP-MS, Izmer et al. (2012), with

interest in comparison to radio-luminography imaging, produced images of drug

in rat organs at varying time points after administration. LA-ICP-MS could be used

in this case due to the drug of interest being a Br labelled anti-tuberculosis molecule

and the inorganic element is detectable by the analysis system. Conventionally an

organic molecule would not be detectable by this method. Microtomed sections of

rat were prepared and quantified distributions were imaged with detection limits

down to 0.1 μg g�1. This approach was arguably easier due to the ambient analysis

and quantifiably more accurate than other MS techniques. Acquisition time is still a

hindrance however, in this case needing 8 h for acquisition of an entire rat section.

Fig. 19.8 Images of human cerebellum. (a) A SIMS (red: cholesterol, m/z 386; green:

phosphocholine, m/z 184). (b) MALDI (green: m/z 3926, blue: m/z 1756, and red: m/z 2817),

and (c) optical imaging after the tissue was stained with H&E showing grey matter (light pink),

white matter (pink), and granular layer (purple). Reproduced with permission from JohnWiley and

Sons, from Eijkel et al. (2009)

Fig. 19.7 A transverse section of a mouse (a) imaged with MALDI, showing API distribution (b)
and overlay (c). T anti-cancer drug is shown with high concentrations in the tumour (white solid
line), and is also detected in the digestive system (dotted white line) and major blood vessels (solid
red line). Reproduced with permission from Nature Publishing Group from Schwamborn and

Caprioli (2010)
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Other MSI techniques are less commonly applied to imaging of tissue. Liquid

extraction surface analysis mass spectrometry also has some limited potential for

imaging at low resolution or complementary corroboration of data at specific

analysis points (Schadt et al. 2012). The potential here along with associated

challenges were well represented by Parson et al. 2012.

6 Emerging Approaches and Future Perspectives

Imaging typically provides a 3-dimensional data set, i.e., spectral information for

every pixel in a 2-dimensional array. Not surprisingly, analytics become increas-

ingly challenging with increasing dimensionality of the data. Furthermore, there is

clear value to evolve imaging beyond simple mapping of a spectral peak, but to

image spectral trends and correlations. For instance, statistics comparing spectra

can identify specific spectral trends that correlate rather than indicating a specific

peak of interest. Otherwise statistical approaches can extract very subtle differences

in samples, even when compositionally identical. An example of this is principal

component analysis that can semi-quantify the amount of a denatured protein in a

protein mixture (Kempson et al. 2010; Kempson et al. 2013). In this instance,

composition is absolutely identical, however the interplay between peak intensities

identifies key spectral correlations identify underlying trends in the data.

This opens up two avenues of particular relevance to this chapter. I—significant

improvements in the characterisation of active ingredients and products; and II—

extracting vital information concerning the imaging of biological systems.

With regard to the first point, researchers are now conducting statistical analysis

across all spectral features for all pixels in images. This moves away from the

conventional concept of imaging a tangible material component. Rather, it enables

much more interesting and valuable information. A particularly effective applica-

tion of this concept is the work by Brito et al. (2010). In that research, ToF-SIMS

was used to image particles in a standard approach by imaging Si and other specific

spectral features relating to composition. However, statistical analysis enabled

correlating the spectral features with the physico-chemical property of water

contact angle, a measure of wettability. Subsequently this physico-chemical prop-

erty can be imaged and provides an entirely new understanding of heterogeneity.

There is clearly immense value in such imaging, but this is limited by the com-

plexity involved to establish and validate each system analysed. Ultimately such

approaches can offer immense value in correlating material properties with material

behaviours such as flow and dissolution.

Statistical analysis will also likely increase in providing discriminant analysis or

cluster mapping images, for example, such as shown in Fig. 19.4 above. Such

statistical approaches are emerging as a powerful analytical tool for ToF-SIMS and

are demonstrated in the characterization of biological tissues, comparing homeo-

stasis with morbidity (Brulet et al. 2010).
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These statistical analyses will also play important roles with regard to the second

point above, i.e., for biological imaging. The work by Eijkel et al. (2009), is one

example of this development and highlights the potential in cross-correlative

spectroscopies. It is clearly advantageous to incorporate different modalities in

pharma characterization for a more complete picture (Lanzarotta et al. 2012; Shur

and Price 2012). The actual process can go beyond the direct overlay of informa-

tion, but incorporation of statistical analysis correlating key and often subtle

features between spectroscopies. For ex-vivo work, the biology, metabolism and

anatomy also need great appreciation for assessing tissue/protein and drug

co-localisation. Imaging in biology for label free study of APIs requires ‘friendly’
compounds clearly distinguished by the imaging modality, or greater sophistication

in the analytical ability to distinguish specific organic molecules in the complex

bio-environment. Compounding the complexity here is the metabolism and struc-

tural change and association of molecules in-vivo. As commonly recognised for

enabling research, cross-discipline collaborations will be vital to effective devel-

opment, requiring statistics, image and data processing as well the understanding of

the physical chemistry and pharmaceutical sciences.

Extension into further dimensions will also become increasingly common as

instrumental and computing power increases. With increasing speed of analysis,

array analytics, time resolved studies and 3-dimensional rendering will become

more easily achievable. For example it is conceivable that we will soon see mass

spectrometry imaging used for 3 dimensional molecular reconstruction of organs

and the entire distribution of drugs and metabolites. A prelude to this is the work by

Oetjen et al. demonstrating a full reconstruction of a mouse kidney in Fig. 19.9

(Oetjen et al. 2013). Coupling with this massive increase in data acquired, i.e., full

spectral information in multiple dimensions, is a need for data handling, storage and

processing capability (Klinkert et al. 2014).

With the ever increasing desire and challenges to bring new medicines to the

market, there is no doubt that mass spectral imaging will play an increasingly

important role in advancing the research and development of pharmaceutical

products.

Fig. 19.9 A 3D

reconstruction of a mouse

kidney using MALDI-MSI.

Reproduced with

permission from Elsevier,

from Oetjen et al. (2013)

644 I.M. Kempson and C.A. Prestidge



References

Ait-Belkacem R, Sellami L, Villard C, DePauw E, Calligaris D, Lafitte D (2012) Mass spectrom-

etry imaging is moving toward drug protein co-localization. Trends Biotechnol 30(9):466–474

Al-Bataineh SA, Short RD (2014) Protein patterning on microplasma-activated PEO-like coatings.

Plasma Processes Polym 11(3):263–268

Braun RM, Beyder A, Xu J, Wood MC, Ewing AG, Winograd N (1999) Spatially resolved

detection of attomole quantities of organic molecules localized in picoliter vials using time-

of-flight secondary ion mass spectrometry. Anal Chem 71(16):3318–3324

Brito E, Abreu S, Brien C, Skinner W (2010) ToF-SIMS as a new method to determine the contact

angle of mineral surfaces. Langmuir 26(11):8122–8130

Brulet M, Seyer A, Edelman A, Brunelle A, Fritsch J, Ollero M, Laprévote O (2010) Lipid

mapping of colonic mucosa by cluster TOF-SIMS imaging and multivariate analysis in cftr

knockout mice. J Lipid Res 51(10):3034–3045

Bugay DE (2001) Characterization of the solid-state: spectroscopic techniques. Adv Drug Del Rev

48(1):43–65

Bunch J, Clench MR, Richards DS (2004) Determination of pharmaceutical compounds in skin by

imaging matrix-assisted laser desorption/ionisation mass spectrometry. Rapid Commun Mass

Spectrom 18(24):3051–3060

Chan JGY, Chan HK, Prestidge CA, Denman JA, Young PM, Traini D (2013) A novel dry powder

inhalable formulation incorporating three first-line anti-tubercular antibiotics. Eur J Pharm

Biopharm 83(2):285–292

Chughtai K, Heeren RMA (2010) Mass spectrometric imaging for biomedical tissue analysis.

Chem Rev 110(5):3237–3277

Earnshaw CJ, Carolan VA, Richards DS, Clench MR (2010) Direct analysis of pharmaceutical

tablet formulations using matrix-assisted laser desorption/ionisation mass spectrometry imag-

ing. Rapid Commun Mass Spectrom 24(11):1665–1672
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Chapter 20

Applications of AFM in Pharmaceutical
Sciences

Dimitrios A. Lamprou and James R. Smith

Abstract Atomic force microscopy (AFM) is a high-resolution imaging technique

that uses a small probe (tip and cantilever) to provide topographical information on

surfaces in air or in liquid media. By pushing the tip into the surface or by pulling it

away, nanomechanical data such as compliance (stiffness, Young’s Modulus) or

adhesion, respectively, may be obtained and can also be presented visually in the

form of maps displayed alongside topography images. This chapter outlines the

principles of operation of AFM, describing some of the important imaging modes

and then focuses on the use of the technique for pharmaceutical research. Areas

include tablet coating and dissolution, crystal growth and polymorphism, particles

and fibres, nanomedicine, nanotoxicology, drug-protein and protein-protein inter-

actions, live cells, bacterial biofilms and viruses. Specific examples include map-

ping of ligand-receptor binding on cell surfaces, studies of protein-protein

interactions to provide kinetic information and the potential of AFM to be used

as an early diagnostic tool for cancer and other diseases. Many of these reported

investigations are from 2011 to 2014, both from the literature and a few selected

studies from the authors’ laboratories.
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1 Introduction

Atomic forcemicroscopy (AFM) continues to find everwider applications in the fields

of materials characterisation and life sciences. By using a small tip to scan across the

sample’s surface, the requirement to focus light and electrons as with light and

electron microscopies is eliminated; this overcomes the Rayleigh criterion resolution

limit, enabling nanometre and sometimes atomic resolution imaging, depending on

the sample and/or imaging regime, to become routine. AFM can be operated without

the need for conducting or stained samples and therefore can be operated in physio-

logical media. Further, the probe can be used to push into or pull away from sample

surfaces, yielding quantitative nanomechanical and adhesion data, which can also be

displayed graphically. This chapter will discuss the fundamentals of AFM and high-

light a few recent applications with relevance to pharmaceutical science.

1.1 Background

The atomic force microscope (AFM; scanning force microscope, SFM) is the princi-

pal member of a number of related scanning probe microscopes (SPM). The first of

these was the scanning tunnellingmicroscope (STM), invented byBinnig and Rohrer,

whom received the Nobel Prize for Physics, in 1982 after revealing the first atomic

resolution images (Binnig and Rohrer 1982). By applying a bias potential across a

small gap between a sharp metallic tip and a conducting sample, it was possible for

electrons to tunnel across the forbidden energy gap; if the probe was simultaneously

scanned across the sample, the tunnelling current yielded an image related to the

topography (strictly, the local density of states) of the sample. The technique neces-

sitated the use of conducting specimens, with the exception of DNA, proteins and

other small molecules, and so was restrictive for the study of thicker biological

samples and other insulating materials, such as polymers. To overcome this issue,

the imaging method was developed, by the same inventors, to measure forces on a

cantilever, to which the tip was mounted, rather than tunnelling currents: this became

the AFM instrument (Binnig et al. 1986). In 1992, SPMs capable of both STM and

AFM, became commercially available and very soon afterwards a vast array of

derivative techniques and modes, almost solely AFM-based, were developed. AFM

has finally come of age, with new imaging modes and related techniques continually

coming to market; highlights of these are summarised later in this chapter.

1.2 Principles of Operation

Before discussing the multitude of acquisition modes, some of the fundamentals of

AFM will be presented. AFM operates by scanning a small, usually square pyra-

midal shaped tip, prefabricated onto a cantilever, across a sample, mounted on a
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stub, which is magnetically held into place on top of a piezoelectric ceramic

scanner. Piezoelectric crystals change shape on the application of a voltage, the

relationship being roughly proportional and accurate to 0.1 Å; it is this feature that
provides AFM with its high resolution capability. The piezos are arranged in the

scanner (tripod or the more usual tube design) to provide x, y and z (height)

movement, the former two of which allow the scanning motion. The arrangement

here describes a sample-scanning rather than tip-scanning instrument, i.e., the

sample scans a stationary tip. It is often more convenient, however, to imagine

the tip scanning the sample, as will be discussed here.

The cantilever is often coated with a gold layer to make it reflective, so that a

laser can be reflected from the cantilever onto a photodectector, via a mirror

(Fig. 20.1). This laser assembly serves as a tracking system so that the position of

the tip in relation to the surface can be continuously monitored. In contact mode, the

simplest of operations, the probe (tipþ cantilever) is brought into contact with the

sample until a small deflection of the cantilever, corresponding to a repulsive force

(the set-point), is detected via a displacement on the photodetector. The probe is

then scanned across the surface causing the cantilever to move vertically

corresponding to variations in topography (height) of the sample. As the probe

begins to go over a high feature on the specimen, for example, the cantilever will

start to deflect more (bending will increase) causing the laser spot on the photode-

tector to move. So as not to cause damage to the sample, and/or tip, a voltage signal

from the photodetector is sent to the scanner, to which the sample is mounted,

causing the scanner to retract. This then lowers the sample, relieving the increased

Fig. 20.1 A schematic of the main components of a typical AFM, with particles on a mica surface
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deflection (above the set-point) on the cantilever. Upward movement of the piezo,

and sample, is also allowed when, for example, the probe moves over a low feature,

such as a pit. This cycle is repeated as the sample is scanned, so that the deflection

of the cantilever is kept constant by means of this feedback loop. The potential

required to maintain the set-point via the feedback circuit is used, alongside the x

and y coordinates, to create the contact mode AFM image. Some practical steps on

how to acquire contact mode images are given in the Appendix.

1.3 Operating Modes

There are three operating modes in AFM: contact mode, Tapping Mode® (a trade

mark of Bruker, and also known as intermittent contact mode) and non-contact

mode. The last two modes are referred to as ‘ac’ techniques while contact mode is

referred to as ‘dc’. Each has their own advantages and disadvantages. Contact mode

is the simplest, where the cantilever moves along the surface maintaining a set

force. If too much force or too little force is detected, the height will be adjusted

using the piezoelectric motors through the feedback loop (Sect. 1.2). Tapping

Mode® is probably as widely encountered as contact mode. Here, to minimise

potentially damaging lateral forces being exerted on the sample, the cantilever is

oscillated at its resonant frequency during scanning; the measurement is made only

at the moment when the tip touches the specimen, and for the most part, while the

scanner moves the sample, the tip is safely retracted. Tapping Mode® is often used

for imaging delicate biological samples, such as DNA, and this can also be carried

out in physiological media.

With most commercial AFM instruments, different image channels can be

acquired at the same time as the topography (height) image. For example, in contact

mode, the error signal (raw signal detected by the photodetector) and the friction

response (or lateral force microscope, LFM image, derived from the horizontal

component of the photodetector’s signal as the cantilever twists during scanning)

may be obtained. Similarly, in Tapping Mode®, in addition to the error signal, the

phase image (not to be confused with other definitions of this term in microscopy)

and amplitude image may be obtained (Schmitz et al. 1997). These respectively

correspond to the time (phase) lag and amplitude of the driven tapping sine wave

signal relative to the response wave after interacting with sample. For example,

variations in viscoelastic and/or adhesion properties of the sample across the

surface may modify the phase and/or amplitude signals. These modes often give

more defined visual contrast than their simultaneously acquired topography images,

although the exact mechanism behind their complex origin is poorly understood.

In addition to imaging, force data can be obtained by pushing the tip into or

pulling the tip away from a sample’s surface; this is often referred to as force

spectroscopy (Butt et al. 2005). This can be explained with reference to a force

vs. distance plot (force curve; Fig. 20.2), where a tip approaches a surface, typically

experiences a short-range attraction event and then is pushed into the surface

(Cappella and Dietler 1999; Butt et al. 2005). The gradient of the force curve in
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this region is a combination of indentation of the tip into the sample and cantilever

bending, and with a suitable hard reference surface and use of mathematical

models, quantitative nanoindentation (Young’s modulus) data can be extracted.

After a user-defined selected total force (or deflection), the applied load on the

cantilever can be reduced, and the tip may eventually become adhered to the

surface. Overcoming this force leads to an adhesion event, the importance of

which becomes significant when the tip is suitably chemically derivatised or

biologically functionalised (Sect. 1.4). Typically, only one-half of the force curve

(an approach or retract curve) is relevant for any given experiment.

Nowadays, force measurements are combined with the scanning capability to

produce local physical property maps, e.g., indentation, Young’s modulus, adhe-

sion and friction. These can be quantitative or qualitative depending on the extent of

pre-calibration. Instrument manufacturers tend to have their own trade mark

names for these modes, such as Torsional Resonance (TR) Mode® and PeakForce

Tapping® (PFT).

In the TR mode, the tip is parallel rather than vertical to the surface, and the

forces between the tip and the sample cause a change in resonance behaviour that

Fig. 20.2 A schematic showing the some key features of an AFM force vs. distance plot: Blue
line: approach curve, red line: retract curve; regions (A–B) tip approaches the surface, (B–C)
tip-surface attraction, (C–D) tip driven into the surface combined with cantilever bending (where

stiffness/compliance information may be extracted), (D) point at which applied load is withdrawn

and tip pulled away from the surface, (E) no net attractive of repulsive forces between tip and

sample, (E–F) tip is adhered to sample, (F) applied load overcomes adhesion force and tip released

from surface (maximum adhesion force), (F–G) adhesion force, (G) tip away from surface, (G–A)
continued withdrawal of the tip
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can be used to track the surface at a constant distance. The TR mode has the

advantage that the tip remains at a constant distance from the surface at all times.

Song and Bhushan (2006) investigated the dynamics of the tip-cantilever system

when it is operated in TR mode, with or without tip-sample interaction, and they

also described the basic methodology to extract in-plane surface properties in

TR mode.

PFT is similar to Tapping Mode® AFM, however the PFT oscillation is

performed at frequencies well below the cantilever resonance and the force on

the tip can be kept constant which differs from Tapping Mode® AFM where the

probe vibration amplitude is controlled by the feedback loop. A continuous series of

force-distance curves is produced and by keeping the peak force constant, the

modulus, adhesion force, and deformation depth can be calculated. In PFT, the

oscillation combines the benefits of contact and Tapping Mode® imaging by having

direct force control and avoiding damaging lateral forces. PeakForce Quantitative

Nanomechanical Mapping (QNM®) (Bruker) is a recent and powerful technique

that provides quantitative characterisation of surfaces at the nanoscale level

(Lamprou et al. 2013). Individual force curves can be acquired and quantitatively

analysed as the tip taps across the surface.

By attaching a ligand onto the tip, it is possible to map receptor-binding sites on

cell/substrate surfaces, with a lateral resolution of a few nanometres, whilst simul-

taneously acquiring the topography image; this is known as topography and recog-

nition imaging (TREC) mode or single-molecule force spectroscopy (SMFS), a

single-molecule interaction method (Ebner et al. 2010; Muller et al. 2009).

Outside the scope of this short chapter lie a whole host of related probe

techniques (not strictly modes). These, as their names suggest, are able to obtain

other local physical properties; they include electrochemical AFM (EC-AFM),

magnetic force microscopy (MFM), electrostatic force microscopy (EFM), kelvin

probe force microscopy (KPFM), photoconductive AFM (pcAFM), scanning

spreading resistance microscopy (SSRM), scanning thermal microscopy (SThM),

scanning capacitance microscopy (SCM) and surface potential microscopy

(SPoM).

Some of the latest developments include fast scanning,where the typical 1Hz scan

rate (ca. 10 min/scan) can be rapidly increased, and in some cases, for flat samples, to

real-time acquisition. This is achieved through the use of small cantilevers.

1.4 Cantilevers and Tips

A wide variety of cantilevers and tips (often jointly named probes, although terms

are used interchangeably) are available depending on their intended application.

Broadly, contact mode probes tend to be made from silicon nitride, a hard material

of approximate stoichiometry Si3N4, whereas Tapping Mode® probes are normally

formed from silicon, owing to its stiffness, although Si3N4 is also sometimes used.
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The shapes of the cantilevers also vary, for example, V-shaped (often used for

contact mode), beam-shaped (rectangular) and arrow shaped. The cantilever’s
spring constant (k, N m�1), a proportionality constant used to relate cantilever

deflection to force, can be determined from the dimensions (typically, 10–450 μm
in length and various widths) and material properties of the cantilever. There are

numerous methods for measuring k, such as the thermal noise method, described

elsewhere (Clifford and Seah 2005; Lamprou et al. 2010). Accurate determination

of this property, for which manufacturers provide approximate ranges, is essential

for all AFM studies where force measurements are required.

The tip itself can be a square pyramid (approximating at its apex to a small

sphere, the radius R of which may need to be determined for some force measure-

ments), an oxide-sharpened tip (small R), a high-aspect ratio tip or a colloid probe.

The latter type includes small entities, such as cells or polymer spheres that can be

adhered to a tip-less cantilever to bestow biological functionality or defined contact

geometries.

Probes can also be coated on either side for increased laser reflection (top side:

Au), chemical functionalisation (underside: Au) or to change physical properties

(underside: Pt, diamond-like coatings, magnetic Co alloys). Chemically modified

probes are typically prepared by grafting thiol self-assembled monolayers (SAMs)

on to Au coated probes or by silanising the surface OH groups of Si/Si3N4 probes,

which are then used to measure specific short-range intermolecular (usually adhe-

sion) forces. This is often termed chemical force microscopy (CFM; Smith

et al. 2003a). Florin et al. (1994) first used functionalised AFM tips and surfaces

to measure forces between biotin-avidin ligand-receptor pairs; this area has now

been extended to investigate many interacting pairs.

Many different approaches have been used to attach (bio)molecules to AFM

probes. For example Sikora et al. (2012) used AFM to investigate protein-protein

(the core methylase and the HsdR subunit) interactions within the EcoR124I

molecular motor. To do this, they functionalised a tip with a glutathione S--

transferase-HsdR complex via a NHS-PEG-MAL linker and probed the core meth-

ylase (Fig. 20.3). The NHS end of the PEG linker reacts with amines on an amino-

terminated, silanised Si3N4 tip, forming a stable amide bond, while the MAL group

forms a C-S linkage with the protein. Li et al. (2013) used a similar linker to attach

the drug rituximab to an AFM tip.

Riener et al. (2003) developed an ‘easy-to-use test system’ for investigating

single ligand-detectors with AFM, demonstrating this using the avidin-biotin inter-

action where the AFM tip was biotinylated via a 6 nm PEG linker. Hinterdorfer

et al. (1996) functionalised a tip with an antibody via an 8 nm PEG linker and an

amino-functionalised Si3N4. Cail and Hochella (2005) added a polystyrene micro-

bead to a cantilever to investigate sticking efficiency in colloid systems; spheres

were simply glued to the cantilevers with UHU 5-min epoxy glue. The procedure

was carried out by placing a tip-less Si3N4 cantilever in the AFM apparatus, using

the piezoelectric actuators to drive the cantilever into the adhesive and then onto a

glass slide covered with microspheres and picking up a single microsphere.
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1.5 The Need for AFM in Pharmaceutical Research

The potential of AFM for structural biological studies was recognised since the

conception of the technique. Indeed, it was the inability of tunnelling currents in

STM to penetrate through the thickness of biological specimens greater than the

diameter of proteins that led to the realisation of AFM. Nowadays, with the

multitude of operating modes and techniques available, including the ability for

real-time imaging in physiological buffer, many questions of interest to those

engaged in pharmaceutical research can be answered. For example, ligand-receptor

binding on cell surfaces can be measured and mapped, protein-protein interactions

can be studied to provide kinetic information and AFM shows potential for use as

an early diagnostic tool for cancer and other diseases.

Fig. 20.3 Surface chemistry used to immobilise proteins to a Si3N4 AFM tip and a mica surface to

study protein-protein interactions, in this case different subcomponents (HsdR/HsdS/HsdM) of a

molecular motor (type I restriction-modification enzyme EcoR124I). APTES¼ (3-aminopropyl)

triethoxysilane (to form surface NH2 groups), PLL¼ poly(L-lysine) (a polycation to couple pro-

teins to negatively charged mica), GST¼ glutathione S-transferase. Reproduced with permission

(Sikora et al. 2012)
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The remainder of this chapter is dedicated to outlining selected examples that

highlight the application of AFM in pharmaceutical research, ranging from coatings

characterisation through to nanotechnology and biological applications. Many of

these investigations have been from the past 4 years, both from the literature and a

few from the authors’ laboratories.

2 Use of AFM in Pharmaceutical Sciences

2.1 Tablet Coating and Dissolution

Pharmaceutical solid dosage forms are usually coated to control drug release, to

protect active pharmaceutical ingredients (APIs) from degradation in the stomach

or in humid atmospheres, to provide a barrier to taste and smell, and for controlling

dissolution (Romer et al. 2008). AFM has been used mainly to acquire topography

information, where it has the advantage over SEM in that it can provide quantitative

surface roughness and surface area measurements and allow for their study in real-

time (Seitavuopio et al. 2005); data on compositional distribution and porosity may

also be discerned. Seitavuopio et al. (2003) investigated tablet surfaces using

different imaging and roughness techniques, including AFM, and concluded that

KCl tablets were smoother than NaCl tablets. A summary of surface roughness

parameters that can be readily obtained from AFM topography profiles has been

described by Smith et al. (2003b).

The coating materials of tablets are frequently studied as free films so that the

effects of the tablet core can be eliminated (Kwok et al. 2004). Seitavuopio

et al. (2006) used AFM imaging to examine the surfaces of pharmaceutical tablets

that were coated with different aqueous hydroxypropyl methylcellulose films. AFM

has been used to assess the quality of montmorillonite/poly(styrene)/poly(butyl

acrylate) films prepared using dispersion methods (Csontos et al. 2006); the influ-

ence of composition on the form and arrangement of polymer droplets, and also the

uniformity of the polymer film surface on the tablets were investigated. AFM can

also be used to investigate areas on surfaces that have different properties, such as

crystallinity and chemical composition; these are important parameters concerning

the dissolution of a tablet.

The mechanisms and dissolution rates of the cholesterol monohydrate (001)

surface, of relevance to the removal of gallstones, were investigated by Abendan

and Swift (2005). The dissolution rate was found to be closely related to local

variations in topography. Danesh et al. (2001) measured the dissolution rates of the

(001) and (100) planes of aspirin crystals (0.45 and 2.93 nm s�1, respectively) in

0.05 M HCl. The (001) crystal plane dissolved by receding step edges, whilst the

(100) surface showed crystal terrace sinking. Such studies are important as in vitro

crystal dissolution is proportional to in vivo drug absorption (Levy 1961).
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2.2 Crystal Growth and Polymorphism

Drug crystal growth, particle characterisation and tablet coatings are critical ele-

ments in the manufacture of solid dosage forms. Thus, microscopic examination is

important for the design and evaluation of a pharmaceutical product after the steps

in the drug formulation process have been taken.

AFM was first introduced into crystal growth studies by Durbin and Carlson

(1992), who detected the growth of steps on the surfaces of lysozyme crystals.

Tonglei et al. (2000) used AFM for monitoring the crystal surface and they reported

the step velocity of egg-white lysozyme crystal planes on a nanometre-scale using a

sealed vessel in the AFM and noted the consequences of controlling the supersat-

uration. Land and De Yoreo (2000) used an in situ AFM for investigating the

growth and activity of dislocation sources as a function of supersaturation during

canavalin crystal growth. They reported that growth occurs on monomolecular

steps generated either by simple or complex screw dislocation sources, and also

visualised 2D nucleating islands that form onto the surface before spreading

laterally as step bunches. Onuma et al. (1995) used AFM to investigate the

topography of hydroxyapatite single crystals that had been synthesised from hydro-

thermal solution, and reported that growth proceeded through a layer-by-layer

mechanism. Miyazaki et al. (2011) determined crystal growth rates of nifedipine

at the surface of amorphous solids with and without polymers using AFM; they

found the technique to be useful for studying the crystallisation kinetics of amor-

phous solids by targeting the crystals at the surface. Thompson et al. (2004), utilised

AFM to assess the growth on the (001) face of aspirin crystals at two supersatura-

tions, elucidating both the growth mechanisms and kinetics at each supersaturation.

They also assessed the capability of AFM to follow the structural transformations of

crystals that can occur in unstable pharmaceutical compounds. Thakuria

et al. (2013) used AFM to observe the phase changes at crystal surfaces where

the transformation is supplemented by changes in the spacing between layers of

molecules. They analysed the thermodynamically stable form of the caffeine-

glutaric acid cocrystal continuously in situ using intermittent-contact mode AFM.

Further information on the applications of AFM for the visualisation of crystal

growth can be found in two review papers by McPherson et al. (2001) and Chow

et al. (2012).

Different polymorphs have different physicochemical properties, which could

affect the solubility, dissolution and stability, and therefore polymorphic charac-

terisation is an important parameter in pharmaceutical industry. AFM can be

applied both in situ and ex situ to study the growth of crystals from solution, and

in particular for investigating the crystallisation of proteins, nucleic acids and

viruses (McPherson et al. 2001). Yip and Ward (1996) used AFM to identify the

polymorphic forms of insulin and Danesh et al. (2000) mapped the distribution of

polymorphs on the drug cimetidine. The author’s group (DL) have investigated the

nanocrystalline growth of dibenz[a,c]anthracene using a FastScan AFM (Fig. 20.4).
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2.3 Particles and Fibres

AFM offers particular advantages over TEM and SEM for the characterisation of

particles and fibres, such as height measurement, minimal sample preparation, the

ability to operate under atmospheric pressure and in liquids, and the acquisition of

nanomechanical/adhesion data. These advantages facilitate the study of loaded and

empty delivery systems.

AFM is an excellent technique for visualising particles with sizes ranging from

1 nm to 10 μm, allowing quantitative particle size measurements. These are not

prone to problems experienced when using SEM, such as conducting coating

thickness, astigmatism, penetration depth and absence of height information.

SEM and dynamic light scattering (DLS) may also cause slight deformations of

soft particles, such as liposomes (Fig. 20.5; Onyesom et al. 2013). Since x, y and z

distances may be recorded using AFM, parameters such as diameter, volume and

surface area can be calculated. AFM is one of the most important techniques for the

characterisation of lipid drug delivery systems (Potta et al. 2011), which have been

successfully used as drug carriers for the treatment of many cancers.

Recently, AFM has been used to study the scale-up and shelf-stability of

curcumin-encapsulated poly(lactic acid-co-glycolic acid) (PLGA) nanoparticles

(NPs), which were found to be stable for periods up to 6 months; the particles

were spherical and had smooth surfaces (Grama et al. 2013). AFM has been also

used to characterise Au NPs with sizes 25, 55 and 90 nm, for investigating the

stability of the naked, PEGylated, and Pt-conjugated NPs as a function of time

under various conditions (Craig et al. 2012).

Fig. 20.4 AFM image of a dibenz[a,c]anthracene crystal grown on top of a similar structure

crystal
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Tsukada et al. (2004) developed AFM colloid probe techniques to mount a

1–3 μm spherical polycrystalline drug particle on a cantilever to measure adhesion

to an α-lactose monohydrate layer for developing formulations for dry powder

inhalers (DPI). Begat et al. (2004) used a similar arrangement to investigate

adhesive and cohesive force characteristics of DPI systems containing budesonide

or salbutamol sulphate to α-lactose monohydrate.

AFM has recently been used for the analysis of amyloid fibrils, an important

research area in diseases such as Parkinson’s, Alzheimer’s, and type II diabetes

(Chiti and Dobson 2006). For example, Mains et al. (2013) used drug-loaded

lysozyme amyloid hydrogels, prepared by misfolding lysozyme in the presence

and absence of drugs, such as atenolol, propranolol hydrochloride or timolol tartrate

(Fig. 20.6). Different amyloid fibre structures were formed depending on the type of

drug used. Adamcik and Mezzenga (2012) stated that AFM can contribute to

research of amyloid fibrils by providing important information concerning fibril

structure and fibrillation processes, and also to analyse some important properties of

amyloid fibrils, such as their strength and Young’s modulus. The contour length is

also a very useful structural parameter of amyloid fibres that can be determined

from AFM imaging; the property can be used to interpret the cellular response to the

presence of amyloid fibrils of different sizes after fragmentation. Shorter fibrils

have been found to have enhanced cytotoxicity compared to longer fibrils (Xue

et al. 2009).

Fig. 20.5 AFM topography images (using PeakForce QNM® mode in air) of cholesterol-

stabilised, dipalmitoylphosphatidyl choline (DPPC) Stealth liposomes. (a) unloaded, (b)
sirolimus-loaded. Reproduced with permission (Onyesom et al. 2013)
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2.4 Nanomedicine

Nanomedicine is an interdisciplinary field encompassing the detection, prevention

and treatment of diseases at the nanometre scale (Karagkiozaki et al. 2012), which

includes the longer terms goals of producing personalised medicines (Janowski

et al. 2012). Materials used in this application area include polymer coatings and

nanoscale drug delivery devices, respectively, recently reviewed by Smith and

Lamprou (2014) and Sitterberg et al. (2010), the latter of which focuses exclusively

on the use of AFM.

AFM phase imaging, in conjunction with TEM and other techniques, has been

used to characterise PEGylated lipoplexes for siRNA drug delivery (Belletti

et al. 2013). Post-PEGylation was found to yield improved homogeneity with

regards to PEG coverage. Karagkiozaki et al. (2013) used Tapping Mode® AFM

to assess the morphology, surface roughness and cytocompatibility of conducting

polymers as nanocoatings for tissue regeneration for cardiovascular implants. The

use of these materials for this type of application has been recently reviewed (Smith

and Lamprou 2014).

Fig. 20.6 AFM height images of drug loaded amyloid hydrogels. Drugs: (a) atenolol; (b)
propranolol; (c) propranolol, with image showing both long and short range periodicity fibres;

(d) timolol. Reproduced with permission (Mains et al. 2013)
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The size and morphology of liposomes for transporting boronated compounds

for use in boron neutron capture therapy (BNCT) for targeted cancer treatments

have been investigated by Tapping Mode® AFM (Theodoropoulos et al. 2013).

Carbon nanotubes show promise as drug delivery devices owing to their dimen-

sions, biocompatibility and ease of chemical functionalisation (Bianco et al. 2005).

Tapping Mode® AFM has been used to show lipids wrapped around single-walled

carbon nanotubes to increase their dispersion in aqueous media (Tasis et al. 2008;

Roldo et al. 2009; Wise et al. 2008).

Adhesion forces between hematite NPs and E. coli immobilised onto a tip-less

cantilever have been measured in phosphate buffer solution (Zhang et al. 2011).

This fundamental study investigated the interaction forces and contact mechanics of

the system, and a new model to describe the interaction was devised.

Lamprou et al. (2013) investigated the use of PeakForce QNM® for improving

the developments in the field of nanomedicines, by measuring the effect of particles

into various tissues (e.g., liver, kidney and small intestines). They also described

how this detailed imaging approach may also help scientists address growing

concerns in nanotoxicology.

2.5 Nanotoxicology

Nanotoxicology is a relatively new field, developed to study the toxicologi-

cal effects of NPs (natural or engineered)/nanomaterials in the environment,

which can differ markedly from their bulk materials due to their small particle

size and large surface area (Donaldson et al. 2004). With the rapidly increasing use

of nanomaterials, currently over 1000 commercial products, there is an urgency to

determine their toxicity and to control exposure (Arora et al. 2012). There are a

number of in vitro techniques that can be used for testing, such as proliferation

assays, reactive oxygen species (ROS) generation analysis, flow cytometry, DNA

damaging potential assays, gene expression analysis, genotoxicity and microscopic

evaluation, including SEM/EDAX, TEM, fluorescence microscopy, MRI and AFM

(Arora et al. 2012). Chinnapongse et al. (2011) used AFM to investigate the

persistence of citrate-capped Ag NPs (20 nm) in natural freshwaters and synthetic

aquatic media. Tetard et al. (2010) observed single-walled carbon nanohorns and

SiO2 NPs buried in cells using various AFM oscillation techniques. The morphol-

ogy and particle size of TiO2 NPs, which are being increasingly used in catalysis

and as a pigment, were characterised by Thio et al. (2011). The nanotoxicological

effects of graphene on human plasma were studied by Mao et al. (2013), who found

low molecular weight proteins to have a high affinity for the nanomaterial. Parallel

investigations found decreased nuclei numbers and increased ROS after prolonged

incubation with Hela and Panc-1 cell lines.
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2.6 Drug-Protein and Protein-Protein Interactions

The study of drug-protein and protein-protein interactions are key topics in phar-

maceutical sciences and are critical for targeting drug delivery (Edwardson and

Henderson 2004). Proteins can be used as adapters conjugated to NPs (chitosan, Au,

liposomes, silica, self-assembly) for targeting drug delivery. Furthermore, the

interaction between protein molecules with drug carriers and cell surfaces is crucial

(Bastatas et al. 2012), since cell adhesion to surfaces depends on the availability of

specific protein-binding sites. Protein-material interactions also play a significant

role in biosensors as a diagnostic tool since ligands can be immobilised on a probe

surface and used to analyse the corresponding integrin. In addition, proteins

encounter a wide range of surfaces during processing, each of which has the

potential to affect their structure if adsorption takes place. If a loss of structure

takes place upon surface adsorption, or even a small change in the native fold,

subsequent protein-protein interactions may occur, resulting in the formation of

aggregates and thus potentially an immunogenic response. Roberts (2005) identi-

fied challenges that need to be addressed when AFM adhesion measurements are to

be used to study single drug particles interacting with proteins or cells. Couston

et al. (2012) studied the interactions between monoclonal antibodies and albumin to

surfaces of varying functionality and hydrophobicity by monitoring the adhesion

over time and found a two-step interaction process involving an initial, rapid

perturbation of the protein surface on contact with the surface, followed by relax-

ation and unfolding. Fahs and Louarn (2013) investigated the nanomechanical and

adhesion properties of 2S albumin and 12S globulin. Differences in tip-protein

interaction strength with regard to the nature of the protein and pH of the aqueous

environment in terms of protein unfolding were observed. Protein-protein interac-

tions have been studied also by Kao et al. (2012), where B-cell/CD80 was

immobilised on an AFM tip and T-cell/CD28 was immobilised to a surface and

forces were measured before and after adding cynarine.

2.7 Live Cells

The ability to image, probe ligand-receptor interactions and obtain nanomechanical

information, all in physiological media, makes AFM particularly suited for study-

ing cells in a therapeutic context.

Kozlova et al. (2013) obtained contact and intermittent contact mode images of

the surfaces of red blood cells (RBCs) that had been treated in vitro with various

agents (hemin, furosemide, chlorpromazine and zinc ions) to investigate blood

intoxication. Images were filtered using a Fourier transform algorithm to detect

poorly seen structures on RBC membranes. The study showed that blood intoxica-

tion affected the nanostructures present on the RBC membrane surfaces.
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Surface roughness has been suggested to provide a diagnostic measure of the

health state of cells (Antonio et al. 2012). Widespread application of this method

has been limited by scan-size dependence on surface roughness, although this has

been overcome by the work of Antonio et al. (2012).

Li et al. (2013) used SMFS (Sect. 1.3) to map CD20 molecules on surfaces of

cancer B cells (fluorescently labelled; mapped area 500� 500 nm2) obtained from

patients with B-cell non-Hodgkin’s lymphoma (NHL; marginal zone lymphoma;

Fig. 20.7). CD20 can be targeted therapeutically with monoclonal antibodies

(mAb), such as rituximab. These antibodies were covalently linked to an AFM tip

via silanisation and a PEG linker; the density was such that only one CD20-

rituximab complex was formed per force curve. RBCs, which do not express

CD20, were used as controls. These studies are useful in understanding mecha-

nisms, and developing new anti-CD20 mAbs especially where rituximab resistance

becomes a problem.

Numerous nanoindentation studies of cells have appeared in the literature, many

describing differences in elastic behaviour between cancer cells and benign equiv-

alents (Cross et al. 2007; Li et al. 2008), where the Young’s modulus of the affected

cells is often cited as being ca. 70% less stiff than non-cancerous cells (Cross

et al. 2007). The differences are usually attributed to rearrangements in the cyto-

skeleton network and have been suggested to be of early diagnostic value (Cross

et al. 2007; Suresh 2007).

Bastatas et al. (2012) used a combination of AFM cell stiffness measurements

and cell-substrate adhesion studies, together with calcium imaging and migration

studies to investigate prostate cancer metastasis. The Young’s modulus was found

to be larger for more metastatic cells, in contrast to but also in keeping with other

studies, suggesting that mechanical studies cannot be used solely as a biomarker for

Fig. 20.7 Measuring specific CD20-rituximab interactions on cancer cells using a rituximab

functionalised tip. (a) Bone marrow cancer (inset) and cells fluorescently labelled for easy

identification; (b–d) CD20 distribution map (xy: 500� 500 nm2, z: 0–100 pN, 16� 16 pixels);

(e–g) CD20 distribution map after blocking (same scale). Reproduced with permission

(Li et al. 2013)
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metastasis. Indeed, a complicated relationship is found with adhesion and calcium

dynamics also playing important key roles.

Quantitative Imaging® (JPK Instruments), a rapid tip modulation technique that

acquires nanomechanical/adhesion data simultaneously with topography, was used

by Chopinet et al. (2013) to investigate a number of different cell types, some of

which had very little adhesion to the substrate. Force-volume elasticity and adhe-

sion maps could be obtained rapidly and at high resolution for weakly adhered cells.

Heu et al. (2012) used PeakForce Tapping® (Bruker), similar to Quantitative

Imaging® for rapidly obtaining nanomechanical data at high resolution, to study

the increase in stiffness of HaCaT keratinocytes (as a model for skin cancer)

brought about through exposure to the herbicide glyphosate. A concentration

dependence was observed and the addition of quercetin, a common flavonoid

considered to provide protection against oxidative injury and inflammation

(Wang et al. 2010), reversed this process.

2.8 Bacteria and Bacterial Biofilms

There are numerous reports on the use of AFM for investigating bacteria and

bacterial biofilms. A few recent highlights are provided here.

Emerson and Camesano (2004) investigated the adhesion of pathogenic micro-

organisms, Candida parapsilosis and Pseudomonas aeruginosa (chosen for their

clinical relevance), to biomaterials including the P. aeruginosa biofilm to

unmodified silicone rubber. The attractive force between C. parapsilosis, adhered
to a probe tip, and a bare silicon substrate was 4.3� 0.25 nN, comparable to the

smaller attractive forces between C. parapsilosis and the P. aeruginosa biofilm

(2.0� 0.4 nN), although the tip experienced repulsive forces 75 nm away from the

biofilm surface (2.0 nN). The magnitude of the attractive forces, both towards

silicone rubber and the biofilm, led the authors to suggest that they may allow

adhesion and colonisation of these surfaces which, in a clinical setting, would

increase the risk of death and disease.

The adhesion of E. coli to modified silicones using SEM and AFM was inves-

tigated by Cao et al. (2006). Their aim was to find a bacteria-resistant surface by

varying hydrophobicity through modification. Octadecyltrichlorosilane (OTS) and

fluoroalkylsilane (FAS) were tested against hydrophilic mica, which acted as a

bacteria-adhesive control surface. Adhesion was investigated by adhering E. coli
cells to the AFM probe tip and force measurements were taken from the approach to

and retraction from surfaces. With the FAS silicone, as with C. parapsilosis and the
P. aeruginosa biofilm (Emerson and Camesano 2004), a repulsive force was

observed at close proximity and the force required to remove the tip was low. In

contrast, however, when the tip was coated with heparin, the attractive forces to

FAS were high on both approach and retraction. This led the authors to conclude

that hydrophobicity of a material alone is not enough to predict bacterial adhesion.
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Lau et al. (2009) used ‘microbead force spectroscopy (MBFS)’ to investigate the
viscoelasticity of biofilms. A glass bead coated with biofilm was attached to a

tip-less cantilever and used as a probe against a flat glass surface. The properties of

a P. aeruginosa wild-type biofilm were compared with a lipopolysaccharide (LPS)-

deficient mutant strain, wapR. Biofilms at different levels of maturity were also

compared. When immature, the wapR strain adhered to the glass slide with far more

force than the immature wild-type (ranges of 2–13 nN and 0–3 nN, respectively).

As they matured, adhesion forces decreased in both strains. AFM has also been used

for investigating real-time visualisation of the antibiotic azithromycin with various

lipid domains in solution (Berquand et al. 2004).

2.9 Viruses

Viruses consist of an oligomeric protein head, called a capsid, which contains the

viral geonome; in more complex virus structures, the capsid may also contain other

macromolecules, such as proteins and molecular motors (Martinez-Martin

et al. 2012; Mateu 2013). A full historical account of the development of AFM

studies of viruses has been reviewed in depth by Baclayon et al. (2010); some

highlights are provided in this section. AFMwas first used to image viruses in 1992,

almost immediately after the instruments became commercially available (Thundat

et al. 1992), although these studies were mostly confined to exploiting their well-

defined geometry to measure AFM tip radii. An interest in the biological structure

of viruses, however, soon followed, with contact mode imaging of head and tail

components of bacteriophage T4 (Kolbe et al. 1992). Tapping Mode® in liquid

rapidly became the mode of preference, due to reduced lateral forces (Bushell

et al. 1995) and a more relevant imaging environment (Kuznetsov et al. 2001),

although contact mode is still widely used (Mateu 2013). Topography imaging has

been used to distinguish capsomers, determine the triangulation number (T) of

capsids (Kuznetsov and McPherson 2011), revealing exposed nucleic acids subse-

quent to capsid stripping (Drygin et al. 1998; Kienberger et al. 2004; Plomp

et al. 2002) and to observe viral budding from living fibroblast cells (Gladnikoff

and Rousso 2008). Treatment of pinostroin, an antiviral, was shown to cause severe

disruption to HSV-1 virus morphology, as evidenced from topography and phase

imaging (Wu et al. 2011).

In addition to imaging, force vs. distance curves, both tip approach (indentation)

and tip retract (adhesion) cycles, have been acquired from immobilised viruses.

Head, collar and tail regions of ϕ29 phage virions were found to exhibit different

elasticity values (Melcher et al. 2009). A decrease in Young’s modulus (stiffness)

was reported for E. coli after infection with filamentous phage M13 (Chen

et al. 2009). Concerning adhesion events, spatially-resolved force mapping was

used to examine single influenza virus particles (glycoprotein hemagglutinin, HA,

surface) using an anti-HA derivatised tip (Liu et al. 2012).
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Recent developments in high-speed AFM imaging at high resolution offer even

greater opportunities for studying dynamic virus-cell interactions (Ando

et al. 2008).

3 AFM Combined With Optical or Spectroscopic
Techniques

In the last couple of years, instruments that combine AFM with spectroscopic

techniques, such as IR and Raman, and/or improved light microscopy for studying

cells conveniently in physiological medium have been made commercially avail-

able. These instruments offer considerable potential for in vitro studies, where high-

resolution imaging can be combined with biochemical measurements. A few

examples are provided here.

Dazzi et al. (2012) showed there to be excellent agreement between conven-

tional IR spectroscopy with nanoscale combined AFM-IR data from polymer

samples. By combining AFM imaging with mid-IR spectroscopy, Van Eerdenbrugh

et al. (2012) examined the micro- and nanostructure and chemical phase composi-

tion of felodipine/poly(acrylic acid) blends. Oil inclusions in streptomyces, without

the need for staining, were mapped using a combined AFM-IR instrument by

Deniset-Besseau et al. (2014). A high-speed AFM for nano/mesoscale analysis of

living cell surfaces (HeLa and 3T3 fibroblasts) has been combined with fluores-

cence microscopy (Suzuki et al. 2013). High-resolution fluorescence imaging

(super resolution stimulated emission depletion, STED) has been combined with

nanomechanical (stiffness) mapping to investigate COS-7 cells with

immunolabelled microtubuli (Harke et al. 2012). Cell biological aspects such as

dynamics of mitochondrial movement and drug uptake have also been investigated

(Matthaus et al. 2007).

4 Summary

AFM is a high-resolution imaging technique that can be used to study a variety of

samples under physiologically relevant conditions. The ability to chemically or

biologically functionalise AFM probes combined with various modes that permit

the acquisition of spatially-resolved force data allows for the study of systems at the

single-molecule level. AFM technology, now frequently using high-speed acquisi-

tion, interfaced with spectroscopic modes and light microscopy methods for live

cell imaging offer huge potential for the pharmaceutical sciences.
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Appendix: Obtaining an AFM Contact Mode Image in Air

As a practical demonstration, this section outlines a typical sequence of the steps

necessary for the acquisition of the simplest of AFM operations: a contact mode

image to be obtained in air. Most of the details that make the sequence particularly

relevant for a specific instrument have been excluded deliberately. Bacteria on a

mica surface has been chosen as an example. Mica is an ideal substrate for many

AFM studies since it is atomically flat (glass coverslips can appear quite rough for

many high-resolution studies); fresh, uncontaminated surfaces can be also prepared,

without the need for cleaning, by simply attaching adhesive tape and peeling away

the top layer from this layered material (Morris et al. 2001). Mica is negatively

charged and so improved adhesion to often negatively charged biological speci-

mens, such as DNA, can be achieved by derivatising the mica surface with a

suitable polycation, e.g., poly-L-lysine (Eaton and West 2010).

1. Turn on the AFM instrument and computer, and open the software.

2. Place a piece of mica (1 cm2, cut with scissors) on a nickel stub (1.2 cm2) using

double-sided adhesive tape. Press it on firmly.

3. Cleave the mica with adhesive tape. Derivatise the mica, if required.

4. Add an aliquot (10 μL) of the solution containing bacteria to the mica surface.

Leave the drop of solution in place for 2 min.

5. Carefully rinse the treated mica plate with distilled water to remove buffer

salts, which might mask any biological sample features.

6. Allow to air-dry or carefully use a jet of nitrogen gas.

7. Place the sample on top of the AFM scanner; the magnet will hold the nickel

disc of the sample in place.

8. Select a contact mode probe (of low spring constant k, ca. 0.06 N m�1) and fix

into the AFM head above the sample.

9. Line up the laser (according to manufacturer’s instructions).
10. Move the sample and/or probe to select imaging region of interest.

11. Select a required scan range (say, 20 μm) and set the scan rate to 1 Hz. Use an

image resolution size of at least 512� 512 pixels. Select the integral, propor-

tional and derivative (PID, external scanner feedback; Eaton and West 2010)

settings outlined by the manufacturer (these will depend mostly on the scanner

being used and whether air or liquid is the medium).

12. Lower the probe to just above the sample surface and use the automated

approach.

13. Slowly increase the PID settings to maximise image contrast to just below the

level that produces noise (piezo ringing). It should also be possible to reduce

the applied load (reduce deflection) on the cantilever to improve image quality.
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14. Once image settings are optimised, obtain a complete image and save

(capture) it.

15. The next typical options will either be to zoom in, move to a different area or

change the sample.
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Chapter 21

Particle Size Analysis of Micro
and Nanoparticles

Elisabeth Kastner and Yvonne Perrie

Abstract Micro-and nanosized particles are extensively used in drug formulation,

delivery and targeting with the size of these particles fundamentally influencing

their properties. There are a range of methods for measuring the size of these

system. Here, we evaluate and compare the main particle measurement techniques

for micro- and nanosized particles, elucidating on the respective measurement

principles. Light scattering based particle sizing techniques are described, including

the background to dynamic light scattering, laser diffraction and nanoparticle

tracking analysis. Pulse sensing particle sizing methods including Coulter Counter

and tunable resistive pulse sensing are described. Two case studies provide practi-

cal examples of how to interpret particle size analysis data and how to compare

between different measurement techniques.

Keywords Dynamic light scattering • Laser diffraction • Particle sizing • Pulse

sensing

1 Application of Particle Size Measurement Techniques

With advances in particle engineering, the application of micro- and nanosized

particles in drug formulation offers new options for drug delivery and targeting.

The application of these constructs is often fundamentally governed by their

particulate size, which can dictate dissolution, drug loading and release character-

istics, biodistribution, cellular interactions and stability. Therefore it is important

that the particle size and heterogeneity of these particulate dosage forms is accu-

rately measured both for understanding the design principles of the system and for

their subsequent quality control and quality assurance. Therefore in the develop-

ment and manufacture of particulate delivery systems, the determination of the
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particle population characteristics and its distribution is crucial and ultimately

linked to the correct interpretation of the particle size measurement technique.

Particles are defined as a discrete portion of a substance with physical dimen-

sions that can be described or measured in mass or volume. Particles considered in

this chapter range from nanometer to millimetre in size and by EU definition, the

term nanomaterial comprises a particle population with more than 50% of present

particles providing a diameter of less than 100 nm (Bleeker et al. 2013). When

discussing particle size, it is important to remember the size is generally reported as

a diameter and therefore makes the assumption the particle is a sphere. However,

obviously particles are three-dimensional objects which will have a length, breadth

and height which need not be equal. Therefore, non-spherical particles can give

different particle sizes depending on the sizing techniques used.

Most particulate based systems used pharmaceutically are not monodisperse,

and the polydispersity of those particles is commonly described by a particle

distribution. A particle can be described in many ways; often depending on quality

requirements or product characteristics, described by assessing the maximum or

minimum length of a particle as well as by its average diameter. The sedimentation

rate is related to the specific density of a particle and depends on the particle

porosities; this can influence the stability of a product and its distribution

e.g. when delivered via the pulmonary route. The surface area is also an important

factor for surface chemistry and adsorption (Allen 1997). However when consid-

ering micro- and nanoparticles for drug delivery, the volume of a particle and the

three dimensional shape is often the most important factor and this factor, combined

with a measure of heterogeneity, is nominally used as one of parameters in a

product specification. A variety of methods for analysing a particle distribution

are available, each based on a measurement principle related to a specific particle

characteristic (Fig. 21.1). Yet, the determined diameter of a particle can depend on

the method chosen and on the suspending media (ionic strength, pH, temperature)

and can differ from any particle measurement technique that relies on the adsorp-

tion of a particle on a surface, such as in microscopy analysis (Stanley-Wood

et al. 1992; Bell et al. 2012; Anderson et al. 2013). Therefore, interpreting particle

size measurements effectively requires an understanding of the technique used and

the calculations underpinning the reported particle sizes. For example, particle size

analysis conducted using microscopic techniques or image analyzers base particle

size on number distribution; this approach counts the number of particles in each

size range assigned. In contrast, particle sizes determined from laser diffraction can

report results based on volume distribution. Therefore, the particle size of a

suspension can be reported in two different ways. For example, consider a partic-

ulate mixture containing four particles of 100 nm, four particles of 200 nm and four

particles of 300 nm. The particle size based on the number and volume distribution

is shown in Fig. 21.2. When represented as a number distribution, each particle size

accounts for 1/3 of the total, whereas when converted into a volume distribution,

75% of the total volume results from the 300 nm particles. Given this difference in

the way the results can be reported, it is important that the background to the

particles sizes reported is understood. Thus within this chapter, the main particle

sizing techniques are highlighted, with their respective limitations and benefits. We
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categorize the most commonly used particle analysing methods according to laser

diffraction principles (dynamic and static light scattering, tracking analysis), dif-

ferential centrifugal sedimentation, and the pulse sensing method (tunable resistive

pulse sensing, coulter counter).

2 Light Scattering Based Particle Sizing

A wide range of techniques have been developed for determining particle size

distribution; however, light-scattering based methods are currently the most widely

used option. This is due to the fact that it is a non-destructive method that can be

adopted for a wide range of samples and can be performed relatively quickly.

2.1 Dynamic Light Scattering

Dynamic light scattering (DLS) is also known as photon correlation spectroscopy

(PCS) and quasielastic light scattering (QELS); it is a frequently applied method for

Sample Sizing method

Liposomes

Eukaryotic cell 10-100 um

Bacterium 
0.5 -5μm

Micelles

Protein

Paint pigment 0.1 –5 um

Red blood cell 5-10 um

Polymer nanoparticles 200-500 nm

Peptide

Virus

100 μm

10 μm

1 μm

500 nm

100 nm

50 nm

10 nm

1 nm

FFF

Sieving

CoulterCounter

Sedim
entation/laser diffraction

D
ynam

ic light scattering/ Resistive pulse sensing

Fig. 21.1 Overview of averaged sized particles and measurement techniques applicable in

pharmaceutical and biopharmaceutical industry
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determining the hydrodynamic diameter of particles (down to the nanometer range)

in solution. Typically, this technique is applied for particle suspensions below the

micrometer range, it provides rapid analysis, it can measure small sample volumes

and is applicable to a range of particulate systems, therefore is a commonly adopted

particle sizing method. Typical features of this method are outlined in Table 21.1.

Dynamic light scattering measures the time-dependent intensity scattering fluc-

tuation of a particle in suspension. These scattering fluctuations are used to

approach the diffusion constant (D) based on the Stokes-Einstein relationship,

which is used to derive the hydrodynamic diameter (dH) of a particle; dependent

on the viscosity of the suspending media (μ), the absolute temperature (T) and the

Boltzmann constant (k) (Eq. (21.1)).

Particle size 100 nm 200 nm 300 nm

Number 4 4 4
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Fig. 21.2 The impact of calculating particle size distribution based on number and volume

Table 21.1 Key features of dynamic light scattering

Size range 1 nm to 8 μm
Concentration range Max 40% w/v

Limits generally dependent on refractive index and particle size

Required sample volume 10–500 μL (dependent on concentration)

Key parameters Average hydrodynamic diameter

Intensity, volume and number based particle size distribution

Application areas Wide range of colloids, dispersions, suspensions
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dH ¼ k T

3πμD
ð21:1Þ

The determined diffusion coefficient depends on a number of assumptions, namely

a spherical particle size, as well as known viscosities for the particle and suspending

media. However, in practice, particles in a solution are dynamic and rarely perfectly

spherical. The diameter measured by DLS is the hydrodynamic diameter (dH) and

represents how the particles diffuse in suspension. Therefore, the hydrodynamic

diameter that results from diffusion measurements of the particle is only indicative

of the actual size of the particle. The determined hydrodynamic diameter, which is

also called Stokes-Diameter, corresponds to a hypothetical sphere that comprises an

equal translational diffusion coefficient to the measured particle (Chu and Liu

2000).

Particles move under the Brownian motion, which is induced by collisions

between the particles themselves and molecules in the suspending medium. During

the particle size measurement, a monochromatic light beam illuminates the parti-

cles suspended in a liquid; the light hitting those particles is scattered. In the

instrument, a detector, placed at 90� or 173� to the laser beam inlet, is used to

collect the scattered light intensity. The intensity of the light scattered depends on

the size of the particles; small particles move more rapidly, which results in more

rapid intensity fluctuations over time compared to the ones obtained from larger

particles. The fluctuations over time can be linked to the diffusion of the particles in

suspension using a correlation curve (Fig. 21.3a) (Chu and Liu 2000; Pecora 2000).

This correlation curve (or correlation function) should be a single exponential

decay function for a monomodal size distribution, and is used to fit the decay to

the diffusion of the particles measured. The correlation curve is fitted to an

exponential function, which is used to derive the diffusion coefficient (D) that is

proportional to the duration of the decay function. Once the diffusion coefficient is

determined, the hydrodynamic diameter can be determined by using the Stokes-

Einstein relationship. The mean size of a particle population is determined by a

cumulants method and can be indicated by the start of the decay (Fig. 21.3a);

the polydispersity (a measure of the heterogeneity of the particle suspension) of the

samples can be indicated by the steepness and the gradient of the decay. Here, the

correlation function is fitted with a least square method in order to assess the decay

rate. The Y-intercept on the correlation curve, the intersection of the decay function

with the Y-axis in the correlogram, is significant to judge the quality of the data. It

can be used to qualitatively determine the signal-to-noise ratio, with an ideal sample

giving an intercept at 1 and good intercepts are located within the range of 0.6–0.9.

The count rate is also a useful parameter to assess the sample quality, where its

stability over time is monitored and represents the number of photons per second

detected. This is useful to set the measurement duration and the attenuator in the

measurement, as the intensity of the laser beam is adjusted according to number of

particles present in the sample (therefore, a highly diluted sample will require a

higher attenuator and longer measurement duration).
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The primary and most accurate measurement obtained from DLS measurement

is the z-average size (also known as the cumulants mean), which is defined as the

intensity averaged particle diameter. Because it is an intensity based calculated

value, it cannot be compared directly to a number based size. The z-average is the

Fig. 21.3 Outcome of DLS measurement; (a) correlation function, (b) intensity-based and (c)
volume-based particle size distributions (bottom)

682 E. Kastner and Y. Perrie



best value to report and is defined in the ISO standards, but should only be used for a

monomodal (single peak) size distribution, and is not comparable to any other size

determination in a multimodal size distribution. This is because, the z-average is

very sensitive to changes in the suspending media, including the presence of a small

number of aggregates, which more notably affect the intensity-based distribution

compared to the volume distribution. This is highlighted in Fig. 21.3b, c, where the

same sample is measured using intensity based size distribution and then converted

to volume based size distribution; the small proportion of 600 nm particles in the

mixtures makes a 15% contribution to the size distribution when based on intensity

(Fig. 21.3b) compared to a 3% volume peak when the size is based on volume

(Fig. 21.3c).

As shown in Fig. 21.3, whilst a DLS measurement typically results in an

intensity-based distribution, number and volume distributions can also be derived

from the intensity based measurements, and this can be important for generating an

estimation of the relative proportions of the particles in a sample (Chu and Liu

2000; Ito et al. 2004). With the intensity-based distribution, the size distribution is

weighted according to the intensity of the scattered light from each particle. The

scattered light intensity is proportional to the molecular weight of the particle

squared and the diameter of the particle to the power 6 (Fig. 21.4). Therefore, the

intensity distribution tends to bias towards larger particles within a mixture and may

be misleading, as a small amount of larger particles present may overshadow the

distribution, identifying any larger contaminants in the sample. Hence, the inten-

sity-based distribution can be converted to a number or volume distribution using the

Mie theory (Fu and Sun 2001) where the respective proportion (volume %) in the

Number Distribution Volume Distribution Intensity Distribution

Diameter

10 nm     100 nm

Diameter

10 nm     100 nm

Diameter

10 nm     100 nm

1 1 1 1 000 1 1 000 000

Volume≈ d3 Intensity ≈ d6Number≈ d

Fig. 21.4 Difference in number-based, volume-based and intensity-based particle size distribu-

tion in DLS measurement
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sample is identified, based on known optical properties of particle and suspending

medium. The volume distribution describes the particles in a suspension based on the

volume being proportional to the diameter cubed (Fig. 21.4). However, this conver-

sion relies on a number of assumptions, namely that all particles are spherical, there is

a homogenous particle size distribution, that the refractive index of the particles are

known, and that there is no error in the intensity-based measurement.

In addition to the reported particle size, a measure of the hetrogenicity of the

particle suspension is important. With DLS, this is reported as the polydispersity

index. The polydispersity index is dimensionless, and the lower the value the more

homogeneous the particle size range. Generally a value>0.7 indicates a very broad

size distribution and particle size measurements based on DLS will not be reliable.

DLS is a relatively quick method for analysing particle size, without extensive

operator training. Its popularity is linked to a rapid analysis together with minimum

requirements for calibration and maintenance. Measurements are generally very

reproducible for monomodal particle size distributions. Its limitations lie in the

sensitivity to the presence of the larger particles or aggregates, which will skew the

measurement and the outcome in the intensity measurement (as shown in Fig. 21.3b

vs. c) (Chu and Liu 2000; Ito et al. 2004), overall making the method less suitable

for characterizing heterogeneous or multimodal particle size distributions (Bell

et al. 2012). Also, the correct dilutions need to be determined, in order to reduce

the signal-to-noise ratio during the measurements and avoid multiple light scatter-

ing. Possible light absorption of the medium may interfere with the measurement.

Filtered media and clean cuvettes are indispensable to avoid contamination.

2.2 Laser Diffraction

As opposed to dynamic light scattering, laser diffraction or static light scattering

relies on time-averaged intensity measurements. Angels of detection can be fixed or

variable, where intensity of the scattered light is recorded at different detection

angles. Laser diffraction should be used for particles ranging from the submicron

(approximately 500 nm or above depending on the system) to millimetre size range.

Generally particles that have sedimentation velocities that exceed Brownian motion

should be measured using laser diffraction. Laser diffraction measures particle size

distributions by measuring the angle of diffraction of scattered light as a laser beam

passes through the particle dispersion and this sizing technique relies on the fact

that the diffraction angle is inversely proportional to particle size. Therefore, large

particles scatter light at smaller angles compared with smaller particles. The

intensity of the light scattering can be used to calculate the particle size using the

Mie theory (where the optical properties of the sample are known) or the Fraunho-

fer theory (which does not require the optical properties but may be less accurate

with particles below 50 μm or where particles are relatively transparent). Normally

the volume mean diameter (VMD or D(4,3)) is reported, and the distribution

percentiles can also be reported; D(10), D(50) and D(90) represent the volume of
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sample (10%, 50% and 90% respectively) with a diameter up to the value stated. It

is fairly typical that the VMD is larger than the D(50), and will indicate a

asymmetric distribution profile. The standard deviation or span gives an indication

of the uniformity of the overall distribution of sizes, and the span is calculated as

(D90-D10)/D50. Example particle size plots generated by this method are shown in

Fig. 21.5. In all three cases (Fig. 21.5a–c), presentation of the plot is important as

the particle size distribution is multimodal in nature; whilst reporting the span for

these suspensions will give an indication of the heterogeneous nature of the particle

size distribution, inclusion of the plot allows for clearer interpretation of the data.
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Fig. 21.5 Size plots and particle sizes of microparticles using laser scattering with multi-modal

size distributions with the presence of a second larger particle size becoming more apparent from

(a) to (c)
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2.3 Nanoparticle Tracking Analysis

Nanoparticle tracking analysis (NTA) is based on the analysis of scattered light and

Brownian motion to assess particle size distributions of particles suspended in a

liquid, similar to the DLS measurement technique. A laser beam passes through a

prism and into the suspension of particles, which scatter the laser light, and this is

then captured with a camera on an optical microscope. A video file is recorded by

the camera, which allows to track each particle in the frame and its specific

movement under the Brownian motion (Carr and Wright 2008; Gardiner

et al. 2014; Carr et al. 2009). This method can be employed for particles between

10 nm and 2 μm and has the advantage of allowing single particle sizing and

particle concentration measurements (Table 21.2).

Within this method, the first step is to select the field of view comprising

100� 80� 10 μm in space, where each particle is visualized and can be viewed

by eye through the camera or projected onto a computer live tracking system

(Fig. 21.6, Step 1). Following that, a video file is recorded, with typically 30–60 s

duration. The centre of each particle is localized and each particle is tracked on a frame-

by-frame basis for the duration of the recording time selected (Fig. 21.6, Step 2).

For each particle the average distance in x and y direction is then analysed. Similar to

the DLS measurement, this distance travelled can be used to calculate the diffusion

coefficient using the Stokes-Einstein equation, based on the viscosity of the media (η),
the absolute temperature (T) and the Boltzmann constant (k), used to determine the

hydrodynamic diameter (dH) of the particles (Eq. (21.2)).

dH ¼ k T

3πηD
ð21:2Þ

The distances of each particle in the frame travelled are converted into a real-time

particle size distribution (Fig. 21.6, Step 3). Finally, data fitting allows displaying

the intensity and number based distributions as well as the particle concentration

(Fig. 21.6, Step 4). In order to detect the correct concentration of particles

suspended, samples should be diluted to the range of 107–1010 particles/mL. A

concentration below that threshold will require a prolonged analysis time in order to

gather enough data to get a statistically valid particle size and concentration

Table 21.2 Key features of nanoparticle tracking analysis

Size range 10 nm to 2 μm
Concentration range 107–1010 particle/mL

Required sample

volume

10–100 μL (dependent on concentration)

Key parameters Hydrodynamic diameter

Particle concentration

Application areas Wide range of colloids, dispersions, suspensions, synthetic and biolog-

ical particles
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measurement. At concentrations higher than 1010 particles/mL, the Brownian

motion of the particles may be interfering with each other, leading to invalid

measurements. The volume of the view field is known (depth of laser beam of

10 μm, channel dimensions of 100 � 80 μm), allowing for determination of the

scattering volume, dependent on particle size and refractive index, as well as the

laser characteristics (wavelength, power, dimensions). With the determined number

of particles in the optical field, the concentration of particles can be extrapolated,

which is the main difference to the DLS measurement principle. The system

settings are normalized against polystyrene latex beads and a calibration is

recommended for samples that differ from the properties of the standardized

beads, to allow for accurate and precise concentration determination (Carr and

Wright 2008; Carr et al. 2009).

The smallest size that can be measured by NTA depends on the scattered light

intensity. Factors affecting the scattered light intensity include not only the size of

the particle, but also the laser power, wavelength and angle, as well as the refractive

index of particle and suspending medium and the shape of the particle. The lower

limit of particles being detected depends on the particles refractive index; gold

particles with a relatively high refractive index can be detected down to a size of

10 nm, whereas biological samples of lower refractive index usually have a lower

detection limit of 20–30 nm. The lower detection limit for polymers, exosomes and

Fig. 21.6 Stepwise procedure in a NTA analysis
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liposomes is around 40 nm. The upper size detection limit depends on the Brownian

motion, which decreases with increasing particle size, leading to inaccuracies at

sizes around 1–2 μm.

Unlike DLS, NTA measures the hydrodynamic diameter of each particle

tracked; this circumvents intensity-based weighing problems seen with larger

particles or aggregates present in a sample, as it is not the sum of the motion that

is analysed, but the motion of each particle on its own. In theory, this allows for a

higher resolution for mixed populations, as it is a direct number-weighted size

determination method. Furthermore, the system can be used to analyse fluorescent

particles and their dependent fluorescence behaviours (Braeckmans et al. 2010).

Nevertheless, well-trained operators and expertise are required to yield an accurate

measurement and selecting the field of view is susceptible to user bias. The time for

completing a measurement usually exceeds that of a measurement with DLS. Also,

the measurement chamber needs to be cleaned manually after each measurement.

2.4 Differential Centrifugal Sedimentation

Differential centrifugal sedimentation (DCS) uses the particle sedimentation prin-

ciple for particle separation and size-related settling rates. It can be used over a

large size range (10 nm to 50 μm) with high resolution and is applicable to a wide

range of systems (Table 21.3). Given that this method involves particle size

separation before sizing, it can offer advantages when considering multi-modal

size populations.

Upon a gravitational field (g), particles settle according to Stokes’ law.

The sedimentation velocity (vsed) is proportional to the diameter of a particle

squared (dp
2), the density difference between particle (ρp) and liquid (ρf) and the

viscosity of the surrounding medium (η) (Eq. (21.3)); given that the velocity of

sedimentation is proportional to the diameter of the particle squared (Eq. (21.4)),

a small difference in particle size has a significant effect to the particle’s sedimen-

tation velocity.

vsed ¼
ρp � ρf
18η

d2pg ð21:3Þ

vsed � d2p ð21:4Þ

Table 21.3 Key features of differential centrifugal sedimentation

Size range 10 nm to 50 μm (dependent on particle density)

Key

parameters

Absolute size distribution

Application

areas

Wide range of colloids, dispersions, suspensions, synthetic and biological

particles, polymers, abrasives
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The disadvantages of using sedimentation as a method for particle separation is that

small particles may require a long time to sediment. Therefore, centrifugal forces

are applied to enhance the separation process. In the disk centrifuge, a hollow disk

spins at constant speeds (up to 15,000 rpm). The disk cavity includes the particles

dispersed in a spin fluid (often a sucrose solution), creating a density gradient. Spin

fluids can be chosen with desired choice on viscosity and density, which allows for

flexibility and suitability for almost any kind of particle with desired size and

density characteristics.

The time for the particles to settle is proportional to the square of the particle

diameter (Oppenheimer 1983) and particles will separate according to differences

in size, density and shape (Anderson et al. 2013). Particles move to the outside of

the disc centrifuge under high centrifugal forces until they collide with the wall.

Particles of the same size travel with the same velocity and form a band of particles

on the channel wall, which are analysed by the detector at the same time, with larger

particles being detected before smaller ones. The detector is based on the light

diffraction principle, similar to the DLS and SLS techniques. The detector measures

the extinction of a light beam that continually passes through the sample

(McFadyen and Fairhurst 1993). The resulting particle size distribution is computed

based on a known correlation between particle size and sedimentation kinetics.

Optical properties are required for a conversion of the light extinction using the Mie

theory (Fu and Sun 2001).

Disk centrifugation is an absolute method (McFadyen and Fairhurst 1993), a

standard of known size and density is usually applied as a reference check (Ander-

son et al. 2013). The method is limited for small particles with equal diffusion and

sedimentation rate, low-density particles at a minimum 50 nm and denser particles

around 10 nm. The disk centrifuge can be run at various centrifugal speeds, which

also allows for very small particles to be collected and analysed. The resolution of

particle separation and analysis by disk centrifugation is very good. Application

areas include chemical industry (polymers, abrasives, particles) as well as biolog-

ical and pharmaceutical industry (virus particles, cell fragments, proteins, lipo-

somes, particles and drug particles).

3 Pulse Sensing Particle Sizing Methods

As an alternative to light scattering, resistive pulse sensors can also be used for the

quantitative sizing of micro and nanoparticles. These systems are based on a

relationship between particle volume and change in electrical resistance across

a pore.
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3.1 Coulter Counter

The Coulter principle for particle analysis goes back to the 1940s, where Wallace

H. Coulter developed the technique for particle size analysis based on impedance

measurements, a resistive method of particle size analysis. The principle is common

for cell analysis as well as for several particulates (Shibata 1971; Coulter 1953).

The measurement principle is based on impedance detection of the analytes

suspended in an electrolyte. Two electrolytes that are submerged in the suspension

of analytes provide an electric field, where the impedance between both electrodes

is measured. Particles that pass through this “sensing zone” displace a volume of

electrolyte, proportional to the particles volume. This can be captured by a change

in impedance whilst the particle travels through the electric field, which is measured

as a voltage pulse proportional to the volume of a particle, converted to a particle

size distribution (Hurley 1970; DeBlois and Bean 1970). Particles from 400 nm to

1500 μm can be sized using this method and advantages in this system include the

ability to size and count particles, therefore it gives particle volume and concen-

tration (Table 21.4). Like NTA sizing is done on a particle-by-particle basis.

When using a coulter counter, particles must be suspended in an electrolyte

solution. Furthermore, conductive particles might act as insulators in the measure-

ment and require adjustments of the applied voltage. A measurement might be

problematic for porous particles, as volume displaced by a porous particle might not

be represented by its volume and size. Particle sizing by the coulter method is

however a very rapid analytical method, with an average recording time of less than

1 min.

3.2 Tunable Resistive Pulse Sensing

Tunable resistive pulse sensing (TRPS) is a direct particle-by-particle characteri-

zation method of micro- and nanosized particles, similar to the principles involved

in the above mentioned Coulter Counter method, which is adapted to the nanoscale

and allows for sizing nanoparticles. In contrast to the previously introduced laser

diffraction technologies like DLS or NTA, this method is independent of optical

technologies and measures particle size, concentration, charge as well as dynamic

properties (Table 21.5) (Kozak et al. 2011, 2012).

Table 21.4 Key features of a Coulter counter

Size range 400 nm to 1500 μm
Key parameters Number and volume of particles

Particle concentration

Application

areas

Wide range of cell types, colloids, dispersions in electrolyte, microorganisms,

viruses
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Nanopores are used as the heart of the analysis, made out of flexible thermo-

plastic polyurethane, which provide a dynamically resizable pore that can be

stretched along the x and y axis for adjustments by nanometers. This size of the

tunable pore is the main difference to many commercially available Coulter Coun-

ters (Sowerby et al. 2007) and can easily be adjusted by stretching the membrane in

real-time to the size of the particles being analysed. A voltage is applied over a fluid

cell, which incorporates an electrolyte, and by optimization of pressure and voltage

the particle transport through the nanopore is optimized (Willmott et al. 2010,

2012). Ions are allowed to move between electrodes, which produce a baseline

current across the nanopore (Fig. 21.7a). The stretch of the nanopore can now be

altered and adjusted, which will affect the baseline current and improves measure-

ment sensitivity and resolution (Roberts et al. 2010). At a lower stretch, the

nanopore is smaller which allows for fewer ions to move. Due to more resistance

in the circuit, the baseline current is lower. A high stretch allows for a reduced

resistance, which will result in a higher baseline current (Fig. 21.7b). Upon addition

of the sample, the particles passing through the nanopore displace a certain volume

of electrolyte, which interrupts the baseline current. The particle increases the

resistance of the circuit and the current measured is temporarily decreased, which

results in a blockade event, visible as a drop in the baseline current. The magnitude

of the blockade event is proportional to the volume of the particle: smaller particles

with a lower resistance result in a smaller drop in the baseline current, larger

particles have more resistance, and result in a blockade event of larger magnitude.

This change in the current allows for sizing and counting of each particle that

travels though the nanopore. The convective forces that allow for particle motion

due to pressure differences across the membrane are influenced by a pressure

module, which provides pressure and vacuum control during the analysis. The

convection is directly influenced by either increasing the stretch on the nanopore,

which allows for more fluid flow, or by increasing the pressure difference.

The particle volume is directly proportional to the resistance pulse signal ΔR,
which is generated by each particle traveling through the nanopore. As the particle

volume is proportional to the particle diameter cubed, a small change in particle

diameter will result in a notable change in the resistance pulse signal. The effective

particle diameter is calculated by the relationship in Eq. (21.5), where the diameter

Table 21.5 Key features of tunable resistive pulse sensing

Size range 50 nm to 10 μm
Concentration

range

105–1012 particle/mL

Required sample

volume

40 μL (dependent on concentration)

Key parameters Absolut size distribution (particle-by-particle analysis)

Particle concentration

Application areas Wide range of colloids, dispersions, suspensions, synthetic and biological

particles, diagnostics, viruses
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of a particle (dp) is extrapolated from the relationship of the resistance signal (ΔR),
the pore diameter (dpore) and the resistance of the suspending electrolyte (δ).

ΔR ¼ 4 δ dp
3

π dpore
4

ð21:5Þ

TRPS determines the actual physical diameter (rather than the hydrodynamic

diameter as in the case light-scattering methods) of the particles and the size of

AA

- Electrode

+ Electrode

Nanopore Nanopore

Electrolyte

Electrolyte

Nanopore Nanopore

Nanopore Nanopore Stretch�
Resistance� 
Baseline current�
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Baseline current�
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b

Fig. 21.7 (a) Schematic overview of a TRPS measurement cell. (b) Schematic overview of a

TRPS measurement cell with different pore sizes
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each individual particle is measured (particle-by-particle analysis). One of the main

features using this technique is the ability to determine the effective particle

concentration. Each particle that passes through the nanopore is counted, and

resulting particle concentration measurements are generally independent of particle

size or zeta potential. The number of particles counted over a specific time frame

(particles/min) is proportional to the actual particle concentration, in a direct linear

correlation (Roberts et al. 2012).

TRPS can be used to characterise a wide range of drug delivery systems

including liposomes, polymers, microparticles, exosomes and nanobubbles. In

microbiology, TRPS is used for analysis and quantification of extracellular vesicles,

viruses, bacteria and yeast. Industrial applications also include the analysis of paint

pigments, metallic and magnetic particles, as well as for silica, polystyrene and

polymers. Compared to particle sizing techniques based on light scattering, this

technique is not biased by a small population of larger particles present in the

suspension (Merkus 2009) and no assumptions of particle properties prior to the

measurement are required (Bell et al. 2012). Nevertheless, analysis depends on a

high ionic strength buffer and necessitates the stability of the measured particles in

the respective medium. The absolute diameter of the particles may depend on the

suspended media and particular swelling behaviour. Blockage of the pore might

occur if particles are too big or attracted to the surface of the pore. This pore

blockage is limited by the effective size, which makes the analysis of very poly-

disperse samples difficult using the same nanopore. Nevertheless, the pore geom-

etry can be altered to create a wider application range (Anderson et al. 2013) to

measure polydisperse samples over a range of nanopores. In contrast, small parti-

cles might be overlooked if they don’t displace enough electrolyte lager than the

background noise. This can lead to difficulties in the selection of the right nanopore

if the average diameter is unknown prior to the measurement. Furthermore, the

machine needs to be calibrated prior to every measurement, which also requires a

certain level of training and expertise of the operators. A comparison between

TPRS and the two other commonly adopted laboratory methods for particle sizing

is given in Table 21.6.

4 Case Studies

4.1 Bimodal Populations Measurements by DLS

In the formulation of particulate drug delivery systems, bi- or even multimodal

populations in the formulations may be present; this can have a major impact on the

therapeutic outcome of the system. For example, drug loading and the pharmaco-

kinetic profiles can be influenced by particle size. Therefore, when measuring and

reporting particle sizes it is important that the modality of the particle size distri-

bution is known. To consider this, we prepared liposome suspensions containing a
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mixture of two different liposome size populations and measured the particle

size using dynamic light scattering with a Malvern Nanosizer ZS (Malvern Instru-

ments Worcestershire, UK). In this study a commonly investigated liposomal

adjuvant composed of dimethyldioctadecylammonium (DDA) and D-(+)-trehalose

6,60-dibehenate (TDB) (Avanti Polar Lipids, Inc. (Alabaster, AL); purity >99%)

Table 21.6 Comparison of main attributes of DLA, NTA and TRPS

DLS NTA TRPS

Size range 1–8000 nm 10–2000 nm 50–10,000 nm

Concentration

range

N/A 107–109particles/mL 105–1012 particles/mL

Sample volume 100–200 μL 10–50 μL 10–50 μL
Accuracy Good accuracy for

monodisperse sam-

ples, inaccurate at

higher

polydispersities

Good accuracy for low

and high polydispersity

samples

Good accuracy for low

and high polydispersity

samples

Resolution Low at less than

threefold difference

in diameter

High, higher than 0.5-

fold in diameter

Very high

Reproducibility High Lower (frame selection

by user)

High (particle-by-parti-

cle analysis)

Sample

preparation

Removal of large

contaminants by fil-

tration or

centrifugation

Removal of large con-

taminants by filtration or

centrifugation

Removal of large con-

taminants by filtration or

centrifugation

Appropriate dilutions

required

Appropriate dilutions

required

Contamination Large particles influ-

ence measurements

(intensity

measurements)

Contaminants more easy

detected, lower influence

of larger particles

Selection of different

nanopores allows for

accurate detection of

contaminants

Output Z-average, intensity,

volume and number

distribution,

polydispersity

Absolute particle

diameter

Absolute particle

diameter

Particle concentration Particle concentrations

Visualization No Yes (video recording

over measurement

period)

No

Device User-friendly, little

sample preparation,

disposable cuvettes

Several adjustments

required (dilutions,

microscope settings),

cleaning of chamber after

each measurement, oper-

ator experience required

Adjustments required

(pressure, voltage),

nanopore stretch, cali-

bration, baseline current

and buffer selection

Average

recording time

2–5 min/

measurement

5–10 min/measurement 5–10 min/measurement

Application Sizing, size

distribution

Sizing, size distribution,

particle concentration

Sizing, size distribution,

particle concentration
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were prepared (Christensen et al. 2007). Two size populations of liposomes were

produced; liposomes were manufactured by rotary evaporation to generate a larger

population of ~500 nm vesicles and were subsequently sonicated to generate a

smaller sized liposome population of ~80 nm. Given that both formulations

contained equal lipid concentrations, it can be assumed that the 80 nm population

contained a larger number of liposomes. Both populations were initially analysed

by DLS to detect the respective size and polydispersity (Fig. 21.8a, b) before

bimodal populations were prepared by mixing the two different liposome systems

at different ratios (Fig. 21.8c, d).

Mixing the 500 and 80 nm populations in a 1:1 lipid weight ratio (Fig. 21.8c)

reveals a near equal-sized intensity plot with 51% of the distribution at 500 nm and

47% of the distribution at 80 nm. In contrast, when plotted as Volume %, the 80 nm

liposome population has a higher proportion (34% for the 500 nm sized population

and 65% for the 80 nm sized population; Fig. 21.9). In this case, clearly reporting

the z-average diameter would be inappropriate given the two sub-populations

present (Table 21.7); however, by comparing the number distribution we are able

to consider the ratio of the two populations present. Increasing the concentration of

500 nm liposomes present in the mixture (Fig. 21.9) continued to give good peak

separation for the two liposome size population, with the ratio between both the
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Fig. 21.8 Bimodal liposome distributions analysed by DLS as intensity and volume distribution

of (a) liposomes ~80 nm, (b) liposomes ~500 nm, (c) a mixture of the 500 nm and 80 nm liposomes

in a 1:1 lipid weight ratio and (d) a mixture of the two liposome populations at a 1:4 ratio
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intensity and volume peaks reflecting the increase in 500 nm liposomes

(Fig. 21.8c). Here, the z-average diameter shows an increase with a higher amount

of larger-sized population added (Table 21.7), exemplifying that the z-average

diameter is an inappropriate representation of the two populations. When consid-

ering the volume distribution, at a 1:4 ratio of 80:500 nm liposomes resulted in

approximately equal distribution plots for both sub-populations, suggesting there is

an approximately 4 times higher concentration of the smaller (80 nm) liposomes

relative to the larger (500 nm) liposomes (Fig. 21.8c).

In contrast, when the ratio of smaller liposomes was increased (Fig. 21.8d),

resolution between the two size populations became less clear. At a ratio of 4:1 for

80:500 nm liposomes, the larger 500 nm liposome population was difficult to

accurately detect due to reduced resolution, a shift and broadening of the peaks

both with intensity and volume distribution plots (Fig. 21.8d), and the

corresponding z-average reading (Table 21.7) approaches the actual diameter of

the 80 nm sized population with the increase in ratio of the smaller liposomes,

whereas the higher polydispersity values still represent the mixed population.

From this case study, we can see that the evaluation of both the intensity- and

volume-based distribution plots is useful in understanding particle size distribution.

However the resolution between differently sized populations depends on the

concentration of the particles in each sub-population, with small proportions of

sub-populations being difficult to detect.

4.2 DLS and NTA Measurement of Liposomes

To consider the impact of particle sizing methodology on reported sizes, liposomes

were also sized using dynamic light scattering (performed with a Malvern

Nanosizer ZS, Malvern Instruments) and NTA (NanoSight NS300, Malvern Instru-

ments, Worcestershire, UK). Liposomes were formulated from phosphatidylcholine

(PC) and cholesterol (Avanti Lipids and Sigma-Aldrich Ltd respectively). PC:

cholesterol liposomes in a 16:4 molar ratio were manufactured by a standard rotary

evaporation protocol, and liposomes were sonicated in order to reduce their size.

Analysis with the DLS method yielded a Z-average of 119 nm, with a polydisper-

sity of 0.121 (Fig. 21.9). Both the intensity and volume-based distribution showed a

Table 21.7 Z-average

particle size measured from

various liposome mixtures

80:500 nm size ratio Z-average diameter (nm) PDI

1:0 78.1 0.196

0:1 502.2 0.704

1:1 175.6 0.594

1:2 298.0 0.595

1:4 407.0 0.636

2:1 117.9 0.413

4:1 101.1 0.387
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monomodal size distribution, with 100% intensity at 126 nm and 100% volume at

116 nm (Fig. 21.9), indicating that no larger aggregates were detected in the sample.

For the same liposome batch, the NTA method yielded a mean diameter of 147 nm,

a mode of 118 nm and a standard deviation of 60 nm (Fig. 21.9). The particle

concentration determined was 8.9*108 particles/mL. Also, a visual image and video

recording of the liposomes during the analysis was recorded, showing the scattered

laser light in the selected frame (Fig. 21.9). From these results, we highlight the

importance of providing the details of the particle size methodology as depending

on the parameter reported that particle size can be correctly described as 116, 126 or

147 nm, with the z-average obtained by DLS measurement matching with the mode

diameter obtained from the NTA analysis.

5 Conclusions

With particulate based drug delivery systems offering improved therapeutic effi-

cacy and outcomes for a range of drugs, their clinical application is set to continue

to increase. However, accurate and robust characterisation of these systems in terms

Fig. 21.9 Comparison of DLS and NTA measurement for a liposome sample
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of their physico-chemical attributes is vital to ensure clinical reproducibility and

appropriate quality control and assurance. With new methods becoming available,

the ability to measure the size and concentration of particulate delivery systems is

now standard practise; however, a shared good-practice policy has yet to be

adopted. Furthermore, it must be remembered that the particle size provided by

the systems discussed are representative of a sphere which may not match the true

attributes of the particles being sized. Whilst the above described methods are rapid

and easily adopted, it is important to remember that accurate size analysis of multi-

modal size populations can present difficulties and for non-spherical particles

different sizing techniques will give different answers. Therefore with any particle

size method adopted there remains a need to validate measurements, with micros-

copy remaining the most important reference method.
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Chapter 22

Particle Size Measurements in Aerosols

Regina Scherließ

Abstract Pharmaceutical aerosols comprise a wide range of drug products which

all are dispersed as droplets (wet aerosol) or particles (dry aerosol) in a gas for

application. Hence, the device being used for dispersion plays a very important role

as it impacts the dispersion efficiency and significantly influences the resulting

aerosol particle size. For an aerosol’s therapeutic effect it is important how the

particles behave in the gas they are dispersed in, i.e. how they distribute and deposit.

Therefore, aerodynamic particle size is important in addition to a geometrical

particle size—unlike many other formulations where only geometrical particle

size is looked at. The chapter defines the differences in particle sizes and gives an

overview of measurement techniques to determine aerodynamic particle size as

well as other sizing techniques in use for aerosol particle sizing. Pharmacopoeial

requirements are summarized and physiological implications as well as ideas to

closer mimic the in vivo situation are discussed.

Keywords Accessories to mimic in vivo situation • Aerodynamic particle size •

Cascade impaction • Geometric particle size • Particle deposition mechanisms •

Pharmacopoeial requirements • Sample dispersion

Aerosols are dosage forms consisting of droplets or dry particles being dispersed in

a gas. They can be administered as topical spray, nasal spray or via (naso-)oral

inhalation to the lung. For all dosage forms, a device generating the aerosol prior to

or during administration is needed. Particle size of aerosols is important for aerosol

particle deposition and distribution of the active pharmaceutical ingredient (API)

and with this has implications for drug action. Once airborne, particles deposit due

to impaction, sedimentation, diffusion or interception (Fig. 22.1).

For topical sprays fine and uniform particle size is preferred which allows even

distribution of the spray without splashing and dripping. Particle size should also be

large enough to allow a directed spray to and impaction in the area to treat without

major loss of the dose due to diffusion of very fine particles. Nasal sprays are
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required to have a particle size distribution where the vast majority is above 10 μm
in order to obtain preferential nasal deposition without an inhalable fraction. For

pulmonary delivery, an aerodynamic particle size below 5 μm (2 μm for alveolar

targeting) is requested. The proportion of particles probably reaching the lungs is

then given as fine particle dose (FPD) according to pharmacopoeial requirements.

Aerosol particle size of liquid formulations is determined by formulation param-

eters such as viscosity and size of suspended particles and is also affected by device

parameters such as nozzle size and dispersion force. For dry powder formulations,

particle size is determined by the primary particle size of the formulation and

dispersion effectiveness of the device. Furthermore, measurement parameters

such as flow rate and distance between device and measurement zone can influence

the result.

1 Aerodynamic and Geometric Particle Size

If a particle is a sphere, its size can described by its diameter. Nonetheless, most

particles are non-spherical, irregularly shaped and hence, particle size is defined as

the size of a sphere of unit density (1 g/cm3) with the same behaviour in the

respective measurement. Particle sizes are then viewed in terms of geometrical

(e.g. surface, volume, etc.) or behavioral (e.g. sedimentation, aerodynamic) equiv-

alence. Depending on the measurement technique and data analysis, different

particle sizes can be defined which are:

• Volume based particle size, which is the diameter of the sphere that has same

volume as the measured particle

• Area based particle size, which is the diameter of the sphere that has the same

surface area as the measured particle

Fig. 22.1 Particle deposition mechanisms in the lung
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• Hydrodynamic or aerodynamic particle size equals the diameter of the sphere

that has the same drag coefficient as the measured particle (in liquid or air,

respectively)

Aerodynamic particle size describes the particle behavior in airflow. It is the size

of the particles or droplets that make up the emitted aerosol cloud. Aerodynamic

particle size takes into account that particle flight behavior, impaction and settle-

ment also depends on density and particle shape. Aerodynamic diameter (dae) is

given as the diameter of a sphere with unit density (1 g/cm3) showing the same

behavior in the airflow as the measured particle (Eq. (22.1)), where d is the actual

diameter of the sphere, ρ is the spherical particle density and ρ0 is unit density. For
non-spherical particles, which are more prone to deposition via interception, the

particle shape also influences the aerodynamic diameter and therefore corrections

for shape factors (f) are applied).

dae ¼ d �
ffiffiffiffiffiffiffiffiffiffi

ρ

ρ0
� f

r

ð22:1Þ

For spray dried particles, which normally are of spherical shape, but may have low

density due to being hollow or porous, that results in an aerodynamic particle size

smaller than their geometric size as measurable by laser diffraction (LD) or in

Scanning Electron Microscopy (SEM). Further, particles being able to align in the

airflow, such as needle-like particles, will also behave like smaller particles. On the

other hand, aerodynamic particle size can also be larger than estimated from SEM if

the particles agglomerate and cannot be separated by the airflow and hence, are

measured as agglomerates. This effect might be overcome when using higher air

velocities or a dispersion device with higher deagglomeration force; hence, aero-

dynamic particle size is also a function of flow rate and device.

2 Dispersion Techniques

Dispersion of an aerosol can be performed actively with a puff generated by

pressurized gas (air, nitrogen, carbon dioxide or propellant (often hydro

fluoroalkanes (HFA) such as HFA 134a or HFA 227)), mechanical compression

through a nozzle or by application of negative pressure which is created by the

patient’s inhalation airflow producing a vacuum. Typical dispersion devices for

human use are mechanical spray pumps, pressurized aerosol containers, nebulizers,

pMDIs (pressurized metered dose inhalers) and DPIs (dry powder inhalers). All

these devices create some kind of force disrupting and with this dispersing the

formulation. This can be created by the introduction of turbulence in the airflow due

to winded air channels, baffles, impaction plates or cyclones. This can also be done

by (ultrasound or piezo-induced) vibration, rotation, propellant evaporation or by

the expansion and disruption of a spray after being pressed through a nozzle. As the
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dispersion mechanism significantly influences the size distribution of the resulting

aerosol, the dispersion technique should carefully be selected for aerosol particle

sizing in order to obtain meaningful data.

In some cases of dry powder aerosol sizing, it might be needed to maximize the

dispersion of a formulation (e.g. to determine the primary particle size of a powder).

In this case, a dispersion technique has to be used which is able to fully disperse the

formulation such as by pressurized air. Contrary, it can also be wanted not to

introduce any dispersion-enhancing principles when measuring dry powder aero-

sols. Thus, a “deviceless” application of the powder to the measurement is wanted

and can be performed by transferring the powder to the airflow in the analysis

instrument with the help of an application method eliminating the influence of a

specific device (Steckel and Bolzen 2004).

It has to be kept in mind, that the mode and device for dispersion is crucial for the

particle size of the generated aerosol. Hence, when testing drug products it is most

appropriate to use the device that is dedicated to the respective drug product.

3 Pharmacopoeial Requirements for Particle Size
Measurements in Aerosols

The European Pharmacopoeia defines two particle sizing techniques applicable to

aerosols: Aerodynamic assessment of fine particles (2.9.18), which has to be used

for the determination of fines according to the monograph on preparations for

inhalation; and particle sizing by laser diffraction (LD) (2.9.31) which can be

used for aerosols in general as well as other preparations. For LD, the Ph.Eur.

states that an aerosol should preferably be measured without further dilution in

order not to alter particle size by a change in concentration. For the characterization

of preparations for nebulization (2.9.44), the Ph.Eur. acknowledges the advantages

of laser diffraction such as speed of measurement and explicitly allows the charac-

terization of aerosol fines by laser diffraction if the method is validated against a

cascade impaction method despite the impossibility to differentiate between drug

and excipient particles in LD.

The US Pharmacopoeia (General Chapter<601>) states that whenever possible

“a method to determine the aerodynamic particle size distribution of the drug

aerosol leaving the inhaler” should be used.
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4 Geometric Particle Size Measurements

4.1 Laser Diffraction

The measurement of particle size by laser diffraction (LD) also named low angle

laser light scattering (LALLS) is based on the principle that particles passing

through a laser beam will scatter light at an angle that is directly related to their

size: large particles scatter at low angles and small particles scatter at wide angles.

Laser diffraction is described by the Fraunhofer approximation and the Mie theory

with the assumption of spherical particle morphology. The Fraunhofer approxima-

tion can be used for calculation of size of particles much larger than the wavelength

of the used laser and the diffraction signal is independent from optical properties.

For particles below 1 μm Mie theory should be used in order to obtain correct

calculations, which in turn requires knowledge of refractive indices.

It has to be taken into account that there might be a set of different optics (lenses)

for different size ranges. It should be assured that the particle size distribution is

located in the middle of the size range of the selected optic; otherwise the distri-

bution might get cut at one side and with this, the result is adulterated. Further, the

space between the device and the measurement zone can influence the result. This is

especially true for devices where the particle cloud is altered due to evaporation

(in MDI clouds) or further segregation (in a nasal spray). It has to be assured that the

particle cloud is fully developed in the measurement zone, while avoiding to

measure too far on the edge of the particle cloud. The particle collective to be

measured is best dispersed by the device used for aerosol generation as this allows

characterization of the interplay of formulation and dispersion characteristics of the

device. The dose will only be dispersed as well as the device can do; hence,

particles can still be agglomerated in parts when leaving the device. Device

actuation can be performed manually, but often semi-automatic modules are

applied which standardise device actuation and coordinate actuation and measure-

ment such as the Malvern Spraytec or the Sympatec Sprayer for nasal sprays and

Sympatec Inhaler module for pulmonary dosage forms. Here, pharmacopoeial

requirements for inhalation products such as the use of a preseparator or an airflow

corresponding to a certain pressure drop over the device can be applied either. For

dry powder formulations, the particle size distribution upon total dispersion and the

size upon device dispersion can differ significantly. In his case, size upon device

dispersion in comparison to a completely dispersed sample can be taken as a

measure for dispersion efficacy of the device, whereas the size upon dispersion

itself gives a hint on aerodynamic behaviour. For pulmonary delivery, a theoretical

fine particle fraction (FPFth) can be calculated, which is the cumulative undersize

below 5 μm of a fully dispersed (3 bar pressurised air) sample. This gives a first hint

on aerodynamic capabilities although it has to be remembered that laser diffraction

does not look at particle density and flight behaviour. Then, the same powder is

dispersed by the respective device and again, cumulative undersize below 5 μm is

determined from the volume distribution. If these two values are put into relation,
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relative deagglomeration is calculated (Eq. (22.2)), which describes the ability of

the device to fully disperse the powder.

Deagglomerationrel ¼ cumulative undersize upon device dispersion

cumulative undersize upon full dispersion pressurised airð Þ � 100

ð22:2Þ

Time-resolved measurements are able to follow the whole spray duration from

spray formation to stable phase and spray dissipation (Kippax and Fracassi 2003).

These data allow not only determination of spray duration but also uniformity of

particle size distribution over spray time. The concomitant measurement of optical

concentration further indicates the spray phase where most of the formulation is

dispersed. This is especially interesting for liquid formulations as differences in

between the phases are more pronounced.

A drawback of the technique is that it cannot distinguish between particles of the

active pharmaceutical ingredient (API) and excipient particles. Further, only the

particles leaving the device can be measured, whereas it can happen that

the majority of particles remain in the device. This can lead to misinterpretation

in terms of relative deagglomeration. Here, it is important to look at the emitted

dose (ED) as well, which should be as high as possible. Nonetheless, as laser

diffraction is a fast technique compared to cascade impactor analysis, it is attractive

to use this technique for characterisation of aerosols, although laser diffraction

measures a geometric particle size, not a behavioural particle size. For

routine analysis, comparative evaluation and development, comprising most

in vitro applications, this can be appropriate. Then laser diffraction is highly

reliable, can be automated and allows standardisation of the test conditions

(de Boer et al. 2002).

4.2 Optical Particle Counters/Sizers

Optical particle counters (OPCs) are routinely used for real-time aerosol charac-

terization in the particle size range of approximately 0.3–20 μm. They can be

applied to everything from low concentration measurements such as clean room

monitoring in ambient air to highly concentrated industrial aerosols, e.g. for indus-

trial filter testing under realistic conditions (Heim et al. 2008). Most optical particle

counters operate with visible or near infrared wavelengths (typically 500–1100 nm)

as a very intense light source is needed to detect scattering from single particles.

With this most of the aerosol size range is put in the Mie Scattering regime. Recent

developments also use a white light source for sizing such as in the “White Light

Aerosol Spectrometer” (WELAS) from PALAS (Karlsruhe, Germany).

Optical particle counters also named optical particle sizers (OPS) are an inter-

esting alternative to laser diffraction, due to their accuracy and resolution in
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obtaining number-based particle size distributions by measuring particle-induced

light-scattering in a defined measurement zone. Whereas particle size can be

derived from the scattered signal utilizing the Mie theory as explained for laser

diffraction before, particle number can be determined by counting the pulses of

scattered light reaching the detector. As this technique cannot handle multiple

particles in the measurement zone which create a coincidence error, the challenge

is to dilute the aerosol without a change in aerosol particle size and sample the

aerosol into the OPC. Similar to laser diffraction, this technique cannot distinguish

between excipient particles and drug particles or droplets.

4.3 Microscopy/Image Analysis

In image analysis, dimensions of individual particles (precisely, of two-dimensional

projections of the particles) can be defined such as length, width, roundness and

roughness. With this, particles can be defined with more parameters than one size

value, which is interesting for irregular dry powder particles. Image analysis is used

widely following high speed imaging of dispersed particles and can also be

performed on Scanning Electron Microscopy (SEM) images, if the particles can

be prepared for SEM. As image analysis relies on high number of measured

particles, high speed camera-assisted measurement is mostly used. Here, particles

need to be several micrometers in their dimensions in order to be capable for

accurate measurement due to restrictions in resolution. Therefore, this technique

is limited and works well for particles larger than 20 μm. Image analysis of particles

in aerosols utilizing SEM images is often rather used for a verification of geomet-

rical particle size being measured with other techniques. It is also useful for

determination of habit and visualization of typical powder characteristics in inter-

active mixtures or engineered powders for inhalation.

5 Aerodynamic Particle Size Measurements

5.1 Cascade Impactor/Impinger

The European Pharmacopoeia (Ph. Eur.) Method Chapter 2.9.18 currently specifies

one twin and three multistage impactors for the aerodynamic assessment of fine

particles in both MDIs and DPIs:

• Ph.Eur. Apparatus A: Twin Impinger (Glass)

• Ph.Eur. Apparatus C: Multi-Stage Liquid Impinger (MSLI)

• Ph.Eur. Apparatus D: Andersen Cascade Impactor (ACI), (Fig. 22.2, left)
• Ph.Eur. Apparatus E: Next Generation Impactor (NGI), (Fig. 22.2, right)
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Procedures for Apparatus A—Glass Impinger and Apparatus E—NGI

(Chapter 2.9.44) are also specified for nebulizers.

The United States Pharmacopeia (USP) Test Chapter<601>specifies six impac-

tors suitable for aerodynamic size distribution:

• USP Apparatus 1 for MDIs: Andersen Cascade Impactor (ACI)

• USP Apparatus 2 for DPIs: Marple Miller Impactor (MMI)

• USP Apparatus 3 for DPIs: Andersen Cascade Impactor (ACI) + Preseparator

• USP Apparatus 4 for DPIs: Multi-Stage Liquid Impinger (MSLI)

• USP Apparatus 5 for DPIs: Next Generation Impactor (NGI) + Preseparator

• USP Apparatus 6 for MDIs: Next Generation Impactor (NGI)

The fundamental principle of this measurement technique, originally developed

for collection of microbiota from air, is the separation of particles according to their

flight behaviour in flowing air and collection thereof on different stages where they

deposit due to impaction (Fig. 22.3).

In a classical impactor such as the MSLI or the ACI a set of nozzles with

decreasing nozzle size is stacked onto each other having collection plates in

between. This setup is transferred to horizontal in the Next Generation Impactor

(NGI), which is therefore easier to use. With decreasing nozzle size, air velocity is

increased and hence, increasingly smaller particles will impact on the respective

collection plate. Each stage is designed to have a certain cutoff diameter, which

also is a function of flow velocity. Different impactors differ in the cutoff

precision and number of stages and continuous calculation of stage cutoffs for a

wide range of flow rates (15–100 L/min) is only possible for the NGI

(Marple et al. 2003a, b, 2004). The Twin Impinger is only calibrated for 60 L/

min and the ACI only for 28.3 L/min. This excludes the use of these apparatus for

other flow rates without further validation as it might be necessary for dry powder

inhalers.

Fig. 22.2 Andersen cascade impactor (left) and next generation impactor, open (right)
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Depending on the impactor used, details of the testing conditions differ. Gener-

ally, the impactor is assembled and prepared for collection, which in case of

apparatus C requires introduction of collection fluid and in D and E also requires

stage coating to minimize particle bounce and to capture particles touching the

surface (e.g. by the use of silicon grease or a stage coating). The induction of

aerosol is mediated by an induction port (“throat”, a stainless steel tube with a 90�

angle) on which the dispersion device is fitted by a customized sealing. The

requested flow through the instrument is generated by a vacuum pump and must

be adjusted prior to aerodynamic assessment. For testing, the device is primed, if

necessary, and attached to the impactor inlet by the sealing. In MDI testing, the

vacuum pump is started before, whereas for DPI measurements, the flow is started

with a trigger box to exactly allow a flow time enough to drain the requested 4 L

through the instrument. Actuation is repeated as often as needed to obtain an

amount of drug which can be quantified precisely, but normally not more than ten

times. Subsequently the apparatus is disassembled, collected particles on each stage

are prepared for analysis by an appropriate technique and calculation of results is

performed as outlined in the pharmacopoeial methods. A mass balance of 75–125%

recovery compared to the average emitted dose is requested for valid results.

Particle size distribution can be displayed as the deposition on the stages and is

Fig. 22.3 Principle of

particle collection in an

impactor
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normally characterised by the mass median aerodynamic diameter (MMAD) and

the geometric standard deviation (GSD). Further, fine particle dose (FPD) is used as

a measure for the fraction of particles of the dose probably reaching the lung.

Normally, it is defined as the percentage of the dose (total dose or emitted dose)

having an MMAD� 5 μm. If peripheral (alveolar) deposition is targeted, an

FPD� 2 μm is calculated from the particle size distribution.

According to the European standard, nebulizers shall be tested at 15 L/min

which is only possible with the NGI due to availability of a calibration at 15 L/

min. To minimize evaporation and with this changes in droplet size, cooling of the

impactor to 5 �C is requested which can be performed by cooling it for 90 min in the

refrigerator prior to use. As drug output is constant, a mass balance is not mean-

ingful and therefore must be replaced by appropriate recovery experiments. MDI

formulations are tested at a flow rate of 28.3–30 L/min with flow continued for 5 s

after the last actuation. For DPI assessment, a flow rate is applied which generates a

4 kPa pressure drop over the dispersion device used, but not more than 100 L/min,

as specified in the pharmacopoeial method for uniformity of delivered dose. DPIs

are often formulated with the use of larger carrier particles, from which the small

particles targeting the lung are separated during inhalation; therefore, it is normally

recommended to use a preseparator for separating these large carrier particles in

order not to overload the first collection stage. A non-pharmacopoeial alternative is

the fast screening impactor (Copley Scientific Ltd., Colwick, UK), an impactor

which only separates two particle size classes for direct determination of fine

particle fraction. Depending on the test airflow, different customized collection

plates are available, but this setup does not give further information on particle size

distribution.

5.2 Time-of-Flight Based Measurements

Time-of-flight analysis is based on differences in particle acceleration in an air

stream, which is proportional to particle size and thus gives an aerodynamic size

result. Particles dispersed in air are accelerated through a nozzle and pass two

focused laser beams. The first scatter signal starts the clock, the second stops the

clock. As the particles accelerate due to their aerodynamic size, this can be

calculated from the time difference of the two signals and the air flow (Fig. 22.4).

Similar to laser diffraction, the measurement cannot distinguish between drug

particles and excipient particles (Mitchell and Nagel 1999). The Aerodynamic

Particle Sizer from TSI (TSI Inc., Shoreview, MN, USA) concomitantly measures

light-scattering intensity and aerodynamic size based on a time-of-flight evaluation

of particles between 0.7–20 μm. This size restriction makes it unsuitable for particle

sizing of the carrier part in carrier-based dry powder formulations or for other

aerosols with larger particles/droplets such as nasal sprays or topical sprays, but it is

well suitable for other inhalation drug products. The system originally was used in

measurements of filters and diesel exhaust particles, but has been shown suitability
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for pharmaceutical aerosols and is able to speed up analysis of MDIs significantly

(Stein et al. 2003). It can be equipped with an induction port similar to impactor

testing and if desired, it can be connected to a spectrometer to provide a chemically

specific estimate of the dose.

5.3 Electrical Low Pressure Impactor (ELPI)

The ELPI™ operating principle can be divided into three major parts: particle

charging in a unipolar corona charger, size classification in a cascade impactor and

electrical detection with sensitive electrometers (Fig. 22.5).

The particles are first charged into a known charge level in the charger. After

charging the particles enter a cascade low pressure impactor with electrically

insulated collection stages. The particles are collected in the different impactor

stages according to their aerodynamic diameter, and the electric charge carried by

particles into each impactor stage is measured in real time by sensitive

multichannel electrometers (Dekati 2010; Marjamäki et al. 2000). This measured

current signal is directly proportional to particle number concentration and size;

hence, sample collection and quantification from the individual deposition stages

is not necessary. A disadvantage of the ELPI is that it is only suitable for particles

below 20 μm. As the ELPI is based on the measurement of charges, it can also be

modified to be used for charge assessment of pharmaceutical aerosols (Glover

and Chan 2004; Kotian et al. 2009) similarly to the electrical NGI (eNGI)

(Hoe et al. 2009).

Fig. 22.4 General measurement principle of time-of-flight based particle sizing
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6 Physiological Implication

6.1 Fine Particle Fraction¼Lung Fraction?

Fine particle fraction is generally accepted as a measure for the amount of particles

probably reaching the lung and hence, being therapeutically effective. The respi-

ratory tract is a branched tree with 23 bifurcations with decreasing diameter and

increasing surface. Active inhalation only reaches the major airways, where parti-

cles can hence deposit due to impaction. This is dependent on the patient’s
inhalation speed. The majority of the respiratory tract can only be reached by

diffusion of particles, which then settle due to sedimentation. This is a major

difference to aerodynamic particle sizing using impactor methods, which is based

on the principle of impaction. Further, diffusion and sedimentation requires time

and is thus dependent from the inhalation maneuver of the patient in terms of breath

holding and speed of exhalation. For these reasons, it is difficult to predict depo-

sition of a certain particle size in a certain region of the respiratory tract in vivo. It is

widely accepted that smaller particles are able to enter to deeper areas of the lung

whereas larger particles tend to deposit in the larger airways. This was confirmed

in vivo by the use of different monodisperse particle preparations, where deposition

in vivo could be followed by gamma scintigraphy or similar techniques (Carvalho

et al. 2011). It was also reported that there is a certain minimum in particle

deposition in the lung when reaching an aerodynamic particle size in the submicron

range, whereas lung deposition increases again in the lower nanometre scale (Hinds

1999). Nonetheless, determination of a “respirable fraction” of an aerosol by

impactor studies rather allows a qualitative correlation to particle deposition in

the peripheral lung (Hickey et al. 1996).

It has to be kept in mind that impactor studies are far from mimicking the in vivo

situation: The impactor is run at constant airflow, whereas inhalation follows a

patient individual profile. The impactor inlet is a 90� angle tube, whereas the human

throat is a complicated structure with bends serving as baffles for inhaled particles.

Therefore, for coming closer to an in vitro in vivo correlation (IVIVC), more

realistic anatomical models for parts of the airways (e.g. throat) are investigated

Sample Feed

Corona Charger

Cascade
Impactor

Vacuum Computer

Electrometer
and Pressure
Sensing

Fig. 22.5 Schematic of an

electrical low pressure

impactor (© Copyright

Dekati Ltd. 2014)
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(Byron et al. 2010). Further, computer simulation of particle deposition in realistic

anatomical models using computational fluid dynamics (CFD) may be a useful

approach (de Backer 2012).

7 Accessories to Mimic the In Vivo Situation

All aerosol particle sizing techniques are significantly different from the in vivo

situation; nonetheless there are some possibilities with which in vitro particle sizing

and determination of total lung dose gives a more realistic estimate of the total lung

dose in vivo.

7.1 Throat Model

One accessory is a realistic throat model which can be used instead of the 90� angle
induction port for impactor measurements. It is easy to understand that a

human throat is far from a stainless steel tube with polished inner walls. Further,

the human throat exhibits a highly patient-individual geometry. Therefore, an

idealized throat model was developed at the Aerosol Research Laboratory of

Alberta, Canada (Stapleton et al. 2000) and has been shown to closely mimic the

aerosol and flow motion within a human throat. Currently, different mouth-throat

models are available for more realistic in vitro assessment of total lung dose (Byron

et al. 2013).

7.2 Inhalation Profile

Another important point is the flow rate at which aerodynamic particle size is

assessed. It has been shown by numerous studies that even patients with severe

inhalation impairment are able to generate a pressure drop of 4 kPa over a dry

powder inhalation device resulting in a sufficient airflow to disperse the formula-

tion. But in reality, inhalation flow is not at a constant flow rate, but flow is rapidly

increasing, reaching a maximum, before it slowly decreases again. Hence, it would

be more realistic to use inhalation flow profiles for testing (Olsson et al. 2013;

Byron et al. 2013) which is technical possible by the introduction of a mixing inlet

securing constant airflow through the cascade impactor, while varying flow rates

are taken through the device mimicking the patient inhalation.
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8 Which Technique to Choose?

• Ideally, the measurement technique should not perturb the aerosol being evalu-

ated, since the process of moving the aerosol to the measurement instrument may

alter the size distribution by premature deposition, droplet size reduction due to

evaporation or size enlargement due to hygroscopicity or aggregation.

• The chosen technique needs to be suitable for the expected size range of the

aerosol particles.

• If possible, dispersion for sizing should be performed the same way and utilizing

the same device than used with the drug product.

• The chosen instrument should possess a suitable aerosol inlet and possibly a

dilution option.

• It has to be thought about the necessity of chemical drug quantification.

• If particle sizing has to be performed within regulatory requirements, choice of

technique should take into account the respective regulations.
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Part VII

Rheological Techniques



Chapter 23

Rheology in Pharmaceutical Sciences

Johanna Aho, Søren Hvidt, and Stefania Baldursdottir

Abstract Rheology is the science of flow and deformation of matter. Particularly

gels and non-Newtonian fluids, which exhibit complex flow behavior, are fre-

quently encountered in pharmaceutical engineering and manufacturing, or when

dealing with various in vivo fluids. Therefore understanding rheology is important,

and the ability to use rheological characterization tools is of great importance for

any pharmaceutical scientist involved in the field. Flow can be generated by shear

or extensional deformations, or a combination of both. This chapter introduces the

basics of both shear and extensional rheology, together with the common measure-

ment techniques and their practical applications. Examples of the use of rheological

techniques in the pharmaceutical field, as well as other closely related fields such as

food and polymer science, are also given.

Keywords Elasticity • Extensional rheology • Interfacial rheology • Oscillatory

shear deformation • Polymer melts and solutions • Rheology • Steady shear flow •

Viscoelasticity • Viscosity

1 Introduction

Traditionally variables such as pH, temperature, surface tension, ionic strength,

osmolarity, and composition have been used to characterize liquid or semi-solid

formulations. However, complex liquids are dynamic systems with related vari-

ables that are hard to distinguish.

Rheology is the science of flow and deformation of matter and is a well-known

method in the food industry where it is applied on various food products to analyze

e.g. mouth feel, chewability and the ease to swallow. Most pharmaceutical systems

contain one or more macromolecular excipients and their physicochemical
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properties are important for the performance of the end product, and thus rheolog-

ical behavior becomes a critical quality attribute. Additionally, as the human body

contains on average 60% water and thus is mostly composed of various complex

fluid systems, physicochemical properties like the rheology of the complex in vivo
fluids can play a crucial role in the outcome of any pharmacotherapy. Hence, the

knowledge on the rheological behavior of many pharmaceutical systems is crucial

in order to understand the stability, bioavailability and absorption of the active

pharmaceutical ingredient (API) in the human body.

The following chapter will give a short introduction to the theory of rheology

and give practical examples of its utility in the field of pharmacy and how both

shear and extensional rheology can help in characterizing various pharmaceutically

relevant systems.

2 Theoretical Background and Fundamental Concepts

2.1 Shear Rheology

Rheology is the study of flow and deformation of matter. When external forces are

applied to a system it can either change form or chance volume or a combination of

both effects. Simple elongation (simple extension), which will be discussed in

Sect. 2.2.1, in general involves both effects (Fig. 23.1c).

Shear deformations are characterized by a change of shape but no volume

change. Simple shear and simple elongation give the same information about the

material properties as long as the volume does not change during deformations.

When forces are applied to a system the deformation response depends on area and

height of the system. In order to obtain information about material characteristics

relative forces and deformations are therefore needed. Shear stress is defined as the

shear force divided by area of system, σ ¼ F=A, and the relative deformation is

given by the strain defined by deformation divided by height, γ ¼ Δx=h (Fig. 23.1).
A simple shear geometry (cone-and-plate geometry) is illustrated in Fig. 23.2a.

This type of deformation is used in most modern rotational rheometers. In this

geometry all parts of the sample experience the same strain and the deformation is

homogenous. The shear rate, _γ , is defined as the time-derivative of the shear strain.

In the flow of a liquid between two plates the shear rate is simply given by the rate

of the moving plate divided by the distance between the plates shown in Fig. 23.2b.

Flow through capillaries and pipes are also used to measure shear deformations, but

deformations are inhomogeneous with zero shear rate in the center of the pipe and

maximal rates at the pipe surface. Cone-and-plate and concentric cylinder tools

(Fig. 23.2c) ensure homogenous deformation in rotational rheometers, whereas the

plate-and-plate tools result in inhomogeneous shear deformations.

A rheometer is any instrument that enables determination of rheological prop-

erties. Very simple rheometers such as capillaries have been used for centuries to
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determine flow of liquids. Modern rheometers allow a more precise quantification

of material properties in well-defined geometries, and they can be divided into two

main types. In a controlled rate type (CR) instrument, a motor, often controlled by a

computer, deforms the sample in a controlled manner and a force transducer

monitors the force or torque resisting the deformation of the sample. The strain or

strain rate is controlled and the forces or stresses are measured. In a controlled stress

(CS) type instrument, a stress is applied to the sample and the resulting deformation

is monitored. The flow of a liquid through a simple capillary viscometer is an

Fig. 23.1 Deformation

(Δx) in (a) simple shear and

(b) simple oscillatory shear

of a system, with height h,
surface area A, and shear

stress σ and (c) extensional
deformation (extension

ratio l/l0) in simple uniaxial

stretching

Fig. 23.2 Geometries used in shear rheology measurement on rotational rheometers (a) cone-and-
plate, (b) plate-plate, and (c) concentric cylinders (Couette)
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example of a CS type instrument where gravity determines the stress and the flow

rate is determined from the flow time of a fixed volume of the flowing liquid.

Most modern rheometers are rotational type instruments. The sample to be

measured is confined in a narrow gap between a stationary and a moving part of a

measuring cell. Different measuring cells are used depending on the sample prop-

erties. The most common measuring cells are cone-and-plate, parallel plate (plate-

plate), and concentric cylinders (Couette).

Two signals from a rotational rheometer, the angular position of the moving part

and the torque, are used to compute strains and stresses. A position sensor registers

the angular position of the moving cell part. The angle of rotation, ϕ, is proportional
to the strain and the proportionality constant depends on gap size and geometry. The

stress is proportional to the torque (force times lever arm length) and the propor-

tionality constant depends on the cell geometry and especially on the surface area of

the measuring tool. Tools with a large area are used for soft materials and low

viscosity liquids, whereas smaller tools are used for harder materials. A summary of

proportionality constants for various geometries can be found in the book “Visco-

elastic properties of polymers” (Ferry 1980).

2.1.1 Ideal Model Systems

Many of the materials encountered in pharmacy are complex systems displaying

both viscous and elastic properties. In order to understand such systems knowledge

of the characteristic properties of simple model systems is important. These

extreme models are the ideal elastic material and the ideal Newtonian liquid. A

spring is an example of an ideal Hookean elastic material where the resulting

extension of the spring is proportional to the force applied. Ideal isotropic elastic

materials in rheology follow Hooke’s law with proportionality between stress and

strain

σ ¼ Gγ ð23:1Þ

The proportionality constant G is the (elastic) shear modulus. Typical values are

103 Pa for many gels, 106 Pa for rubber networks, and about 1010 Pa for wood,

glass and metals. For an ideal elastic material G is independent of strain, time, and

shear rate, but it will often depend on temperature and to a lesser extent on

pressure. A Hookean solid in a deformed state will remain deformed at constant

strain as long as the applied stress persists and recover completely when the stress

is removed. The energy needed to deform the elastic solid is stored in the sample

and can be recovered. Knowledge of the G value enables prediction of the strain

or stress in any type of deformation for an ideal elastic system.

In contrast, the other extreme model system is an ideal Newtonian liquid where a

constant flow will persist as long as a stress is applied. For an ideal Newtonian

liquid the flow rate and hence the shear rate will be proportional to the stress applied
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σ ¼ η _γ ð23:2Þ

where the proportionality constant, η, is the shear viscosity, which is independent of
strain, strain rate, and time for an ideal Newtonian liquid. It does, however, depend

on temperature and to a lesser extent on pressure. The SI unit of viscosity is seen

from Eq. (23.2) to be Pa � s, and in older literature Poise (P) with 10 P¼ 1 Pa � s.
Typical values at room temperature are 10�3 Pa � s for water and 1 Pa � s for

glycerol. When a constant stress is applied to such a liquid it will flow at a constant

rate determined by the viscosity of the liquid and the applied stress. When the stress

is removed flow will cease and there will be no recovery in strain. The energy

needed to maintain the flow will be dissipated as thermal energy in the liquid.

Eq. (23.3) shows that the energy needed per volume and time, _E, to maintain a shear

flow is given by

_E ¼ η _γ 2 ð23:3Þ

Energy dissipation, and hence a resulting temperature increase, should be consid-

ered for liquids with high viscosities and at high shear rates. An effective temper-

ature control is therefore especially needed under such conditions. Knowledge of

the η value enables prediction of the rate and strain in any type of deformation for an

ideal viscous system.

2.1.2 Non-Newtonian Liquids

Real materials are, except for very simple systems, in general neither ideal solids

nor ideal liquids. The deformation response depends on how fast the material is

deformed. If deformations are fast, molecular rearrangements in materials cannot

take place and materials will be deformed elastically. However, if the same material

is deformed slowly, the molecules can re-organize and relax and often flow like a

liquid. Materials, which exhibit both elastic and liquid-like properties, are called

viscoelastic. The practical use of rheological experiments is to quantify the visco-

elasticity of materials over as wide a range of time, rate and deformation scales as

possible, and often to relate these viscoelastic properties to the molecular structure

of the material and different components in formulations.

Non-Newtonian liquids are liquids that cannot be characterized by a constant

viscosity. Many pharmaceutical systems, including suspensions, emulsions and

polymer solutions, show a constant viscosity only at low shear rates (zero-shear

viscosity, first Newtonian plateau) but a decreasing viscosity (shear thinning) above

a characteristic shear rate. Flow curves are plots of viscosity against shear rate, most

often on log-log scales, and allow determinations of the zero shear rate viscosity,

the critical shear rate (onset of shear thinning), and how rapidly the viscosity

decreases at high rates. A linear decrease is often observed at high rates on a

log-log plot, which shows that the viscosity follows a power-law. An example of

23 Rheology in Pharmaceutical Sciences 723



a high molecular mass polymer in a semi-dilute solution where the polymers

overlap and are entangled is shown in Fig. 23.3a. The exponent should always be

between 0 (Newtonian liquid) and �1 (limit of indeterminate flow). The critical

shear rate is related to the inverse of the longest relaxation time of the system. At

low shear rates the friction in this solution is high because of this entangling of

chains. At higher shear rates the polymer chains disentangle and orient in the flow

with less friction and hence a lower viscosity.

Flow curves can also be used to determine yield stresses of elastic materials. If

the shear rate is measured with increasing steady stresses (stress ramp), the elastic

properties will dominate at small stresses, with a vanishing shear (flow) rate

(Fig. 23.3b). At stresses above the yield stress, structures will be broken and the

system will flow. The example in Fig. 23.3b is typical for many systems and is

referred to as a “Bingham liquid”, with a Bingham viscosity, ηB, which is the slope

of the curve at higher stresses and a yield stress corresponding to the intercept of

this curve at vanishing shear rates. Empirical information about the amount of stress

that a sample can withstand before it is damaged and flows, often called a yield

stress, is generally useful for studies of samples such as suspensions and gels.

2.1.3 Oscillatory Measurements

When a constant stress is applied to an ideal elastic material, a constant strain is

obtained (Eq. (23.1)) and corresponds to zero shear rate (or zero flow). Ideal elastic

materials are therefore characterized by an infinite viscosity (Eq. (23.2)). As a

result, viscosity measurements of elastic and many viscoelastic systems under

steady shear are of limited use. Furthermore, in many cases deformation caused

by a steady shear rate will destroy fragile structures in the sample and provide little

information about the unperturbed properties of the system.

Fig. 23.3 (a) A flow curve of a high molecular mass polymer in semi-dilute solution. (b) A stress

ramp is applied to a micellar suspension and shear rates are measured. A vanishing shear rate is

observed at low stresses. Above a critical stress the suspension flows and the slope is the Bingham

viscosity. The intercept at vanishing shear rates is a measure of the yield stress
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Viscoelastic materials are therefore frequently studied by applying small ampli-

tude oscillatory stresses or strains to the sample rather than steady flows (Fig. 23.4).

If an oscillatory strain deformation with an amplitude γ0 and an angular fre-

quency ω is applied, the stress will also oscillate in time t with the same frequency

but it will be phase shifted by δ, the phase angle, relative to the strain

γ tð Þ ¼ γ0 sinωt ð23:4aÞ
σ tð Þ ¼ σ0 sin ωtþ δð Þ ð23:4bÞ

where σ0 is the stress amplitude and the angular frequency ω (in rad/s) equals 2πf,
where f is the frequency in Hz. The phase shift δ is always between 0 and 90�. For
an ideal elastic system the phase shift is 0� as seen from Eqs. (23.1) and (23.4a), and

for an ideal Newtonian liquid it is always 90� as seen from Eqs. (23.2) and (23.4a)

(differentiation of the strain with respect to time in Eq. (23.4a) will result in a shear

rate which depends on cosωt, which is phase shifted by 90� relative to sinωt)
(Fig. 23.4). Materials with phase shifts between 0 and 90� are viscoelastic and the

stress in Eq. (23.4b) can be written as a sum of elastic and loss contributions

σ tð Þ ¼ γ0 G
0
sinωtþ G

00
cosωt

� �
ð23:5Þ

In this equation, G0 is referred to as the elastic storage shear modulus because it is

associated with energy storage. Likewise, G00 is the loss shear modulus because it is

related to the viscous properties and associated with energy loss in the sample

during an oscillatory deformation. For an ideal Newtonian liquid G
00 ¼ ωη and

G
0 ¼ 0, which shows that no energy is stored in the sample. For an ideal elastic

systemG
0 ¼ G andG

00 ¼ 0, which shows that no energy is lost during deformation.

For viscoelastic materials G0 and G00 will in general depend on angular frequency

and the elastic properties will often dominate at high frequencies. Small amplitude

Fig. 23.4 Schematic illustration of the applied force and strain in an oscillatory shear

measurement
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oscillatory measurements are especially useful for monitoring structure develop-

ment as a function of time or temperature at a fixed frequency.

According to Eqs. (23.1) and (23.4a), stress is proportional to strain or strain

amplitude. This is valid for all materials at small strains or amplitudes, and is called

the linear elastic or viscoelastic range. At larger strains or strain amplitudes, stress

and strain will not be proportional and the material will be in the non-linear range.

An example of a stress amplitude sweep is depicted in Fig. 23.5a where the linear

elastic or viscoelastic range is seen at stress amplitudes from 10 to 60 Pa, followed

by the non-linear range above 60 Pa.

Oscillatory measurements at low strain or stress amplitudes allow a determina-

tion of G0 and G00 as a function of frequency. Such measurements are important

because they can give information about both structure and dynamics. For visco-

elastic liquidsG00 dominates at low frequencies. At higher frequencies, relaxation of

structures cannot take place within the oscillation cycle, resulting in an increase in

G0. An example of a frequency sweep is given in Fig. 23.5b, which shows the

frequency dependencies of a high molar mass hyaluronic acid solution. The figure

illustrates that G00 dominates at low frequencies, where G00 is related to the zero

shear rate viscosity and angular frequency through G
00 ¼ ωη. At higher frequencies

G0 dominates and a plateau is nearly detected, as expected for an ideal elastic

material. The crossover angular frequency is approximately the inverse of the

longest relaxation time, which for long polymer chains is strongly dependent on

molecular mass and concentration.

2.1.4 Creep and Relaxation Measurements

Steady shear and oscillatory measurements are probably the two most important

types of rheological measurements. However, other types of measurements can

give more relevant information for some pharmaceutical systems. Suspensions

Fig. 23.5 (a) A stress amplitude sweep of a viscoelastic micellar gel and (b) a frequency sweep of
a viscoelastic polymer solution
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experience a sustained force due to gravity, and it is therefore also useful to monitor

how such systems deform under a constant load or stress. This type of measurement

is called a creep experiment, and in such an experiment the strain γ(t) is monitored

as a function of time for a fixed applied stress σ0. The compliance J is then obtained
from the time dependence of the strain as

J tð Þ ¼ γ tð Þ=σ0 ð23:6Þ
After a certain time period under a constant stress, the stress can be removed and the

system’s ability to recover towards the original un-deformed state can be investi-

gated in a creep-recovery experiment. Creep experiments are of interest primarily

for viscoelastic materials. The elastic properties are seen in the rapid deformation

and in the recovery when the stress is applied or removed, respectively. The slow

subsequent deformation is characteristic of the viscoelastic time-dependent pro-

cesses in materials. If this deformation (strain) increases linearly with time, one can

obtain the viscosity at a low shear rate based on the inverse relationship between

viscosity and the slope. The viscous or plastic deformation can also be calculated

from the non-recoverable compliance at long times. Creep tests are of special

interest for viscoelastic systems with long relaxation times, because they can be

used to measure flow at very low shear rates.

Creep experiments are generally performed on a controlled stress (CS) type

instrument, which applies a defined stress and measures the resulting changes in

strain with time. A closely related type of experiment, stress relaxation, can be

performed on controlled rate (CR) type instruments. In a stress relaxation experi-

ment, the sample is rapidly deformed to a fixed strain, γ0, and the stress is monitored

as a function of time. The shear stress relaxation modulus,G(t), is then calculated as

G tð Þ ¼ σ tð Þ=γ0 ð23:7Þ

The relaxation modulus contains information about how rapidly structures can

reorganize and relax to relieve the stress in the system. For an ideal elastic system

G tð Þ ¼ G at all times, and for an ideal Newtonian liquid G tð Þ ¼ 0 since the shear

rate and hence the stress is zero at constant strain. For a viscoelastic material G(t)
will decrease with time and the decrease will occur on a time scale which is

determined by the distribution of relaxation times of the sample. At long (infinite)

times the relaxation modulus will either relax to zero (characteristic of all liquids)

or reach a constant value which will be the equilibrium elastic modulus of the

system characteristic of a viscoelastic solid.

2.1.5 Capillary Flow: Capillary Viscometers

Capillary viscometers have been used for centuries to measure viscosities of

especially low viscosity liquids, where even modern rheometers lack their sensi-

tivity and precision. Flow through capillaries, dip-cups, extruders and pumping
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through pipes are important in delivery systems and in production. Measurements at

low concentrations furthermore enable determination of intrinsic viscosities, which

are sensitive to solvent-solute interactions and molar mass of solutes.

In the general case a pressure-drop ΔP is applied over a capillary or pipe with

radius R and length l. The flow rate (volume per time) Q of a Newtonian liquid

passing through the pipe is given by

Q ¼ πR4ΔP

8ηl
ð23:8Þ

where η is the shear viscosity. A major problem with capillary and pipe flow is that

the flow rate and shear rate are not constant in the liquid. There is maximal flow rate

but zero shear rate of the liquid in the center of the pipe, whereas the shear rate is

maximal and the flow rate zero at the wall of the pipe. The maximal shear rate at the

wall is given by

_γ max ¼
4Q

πR3
ð23:9Þ

The use of capillary viscometers for shear thinning solutions is therefore problem-

atic, since the shear rate is not defined, and plug flow can be expected. Well known

examples of plug flow are squeezing pastes and cremes from a tube. In a classical

capillary viscometer gravity forces a liquid through the capillary. The time it takes a

fixed volume to pass through the capillary is measured. This time is proportional to

viscosity divided by density, the so-called kinematic viscosity with units of Stokes.

The kinematic viscosity of water at room temperature is 1 cS or 1 (mm)2/s.

2.1.6 Capillary Flow: Capillary Rheometers

For the pressure-driven flow, capillary rheometers with circular or rectangular slit

die geometry are commonly used (Fig. 23.6). The sample, usually in granules,

pellets or powder form, is fed into the rheometer barrel that is pre-heated to the

desired temperature, and the molten material is then extruded through the die at a

defined piston speed. When a circular capillary die is used, the melt pressure is

recorded in the barrel above the die entrance, and this requires taking into account

the extra pressure drop caused by the contraction of the flow from the barrel into the

capillary. In a slit die, the flat wall geometry enables measurement of pressure

directly in the slit where the flow is fully developed, thus making exact determina-

tion of the pressure profile possible. Slit dies are, however, more difficult to

assemble and to disassemble and the cleaning of the slit edges requires more effort

(Nelson 2003).

The volume flow rate in the barrel can be calculated from the barrel/piston radius

Rp and piston speed Vp asQ ¼ πR2
pVp. The apparent shear rate, that is, the shear rate
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for a Newtonian fluid, at the capillary wall can be determined in a circular capillary

die by Eq. (23.9). However, for the rectangular slit die the apparent shear rate at the

wall is

_γ wa ¼
6Q

h2w
ð23:10Þ

where h and w are the slit height and width. The term “apparent” is used because of

the plug-like flow profile typical for shear thinning fluids, which means that the

shear rate is higher than predicted for Newtonian fluids with a parabolic velocity

profile. The true shear rate is calculated by multiplying the apparent values in

Eqs. (23.9) and (23.10) by a correction factor achieved using the Rabinowitch

correction procedure (for details, see for example (Morrison 2001)). From the

pressure measured at the die entrance, Δp, and the additional pressure drop caused

by the contraction flow at the capillary entrance, Δpe, determined using a so called

Bagley correction method (Bagley 1957), the true shear stress at the circular

capillary die wall is calculated as

τw ¼ Δp� Δpe
2 L=Rð Þ ð23:11Þ

where L/R is the length-to-radius ratio of the capillary die. Bagley correction

requires measurements with at least two dies that have the same diameter but

different length. For a slit die the true wall shear stress is calculated directly from

Fig. 23.6 Principle of capillary rheometer with (a) circular capillary die, where the pressure is

measured in the barrel before the entrance into the capillary and (b) rectangular slit die, where the
slit geometry allows placing the pressure transducer(s) directly on the slit wall
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the pressure profile Δp/l, the pressure difference between two pressure readings on

the die wall at distance l from each other.

τw ¼ h

2

Δp

l
ð23:12Þ

Conventional, industrial scale capillary rheometer tests usually require a large

sample amount (barrel volume ~ 25 cm3) particularly for the measurement at

high shear rates.

2.2 Extensional Rheology

In extensional flow (also called elongation or elongational flow) the material

undergoes stretching along the streamlines. Thus it differs from the shear deforma-

tion where the distance between two fluid particles on the same streamlines remains

constant.

Extensional flow can be classified into three different types. Uniaxial extension

is the simplest form of extensional flow: stretching of the material at a velocity, v1,
imposes the strain rate, _ε, in direction x1 and compression (�½ _ε ) in the perpen-

dicular directions x2 and x3. In biaxial extension the velocity profile is the same as

for uniaxial flow, but the extension rate is always negative (compression) in the

loading direction, whereas for uniaxial flow it is always positive (tension). In planar

extension one dimension of the material is extended while the second one is

maintained constant and the third one compressed (Fig. 23.7) (Dealy and Wissbrun

1999; Dealy and Larson 2006).

In uniaxial extension the particles accelerate, so that the distance between the

particles on the same flow stream lines (depicted in Fig. 23.1c) increases exponen-

tially with time. Thus, typically extension produces a rapid deformation, compared

to shear flow:

l

l0
¼ e _ε t ð23:13Þ

where l0 is the initial sample length and l the length at time t. Stretching at a

constant strain rate _ε results in a final logarithmic strain ε ¼ _ε t ¼ ln l=l0ð Þ; note that
“strain” in this context is a natural logarithm of the extension ratio, ln(l/l0), whereas
in the study of solid materials, the simple extension ratio l/l0 is called “strain”.

Usually, in order to distinguish between these, ε and _ε are called Hencky strain and

Hencky strain rate, after the German engineer Heinrich Hencky (1885–1951) who

committed remarkable pioneering work in the field. The extensional viscosity ηe
can be determined analogously to shear viscosity as
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ηe ¼
σ

_ε
ð23:14Þ

where σ is the extensional stress. The relationship between viscosity of Newtonian

fluid shear viscosity and steady state uniaxial extensional viscosity is called

Trouton’s ratio, and it is determined as

Tr ¼ ηe steadyð Þ ¼ 3η0 ð23:15Þ

This relation is valid also for non-Newtonian fluids, as long as the deformation is

sufficiently small, i.e. within the linear viscoelastic region. Thus at small Hencky

strain rate _ε ! 0ð Þ, the uniaxial extensional viscosity equals three times the

Newtonian shear viscosity. Extensional properties are usually measured in transient

start-up flow, and expressed in curves of transient viscosity, ηþe , vs. time

(Fig. 23.8a). In these plots Trouton viscosity, 3η0, marks the linear viscoelastic

envelope (LVE), obtained from start-up shear experiments at a shear rate within the

Newtonian flow region, and is denoted as 3ηþs .
Uniaxial extension is the simplest extensional flow type to generate and measure

under laboratory conditions, and allows most efficiently the detection of non-linear

viscoelastic behavior: Strain hardening or strain softening of the material can be

seen as deviations from the LVE; in the first case the transient viscosity curve will

rise above, and in the latter case below the LVE as described in Fig. 23.8a. After the

transient phase the flow should level off to the steady-state, where the viscosity

becomes independent of time. However, the steady-state flow may be difficult to

observe experimentally, as instability of the sample and limitations of the test

device often impair these experiments.

Fig. 23.7 Uniaxial, biaxial, and planar extension and their velocity distributions
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Strain hardening polymers have a characteristic “hump” or “ridge” in the plot of

steady-state extensional viscosity values (from transient start-up flow) against

Hencky strain rate; first the flow typically exhibits a constant ηE _εð Þ, then extension
thickening at increasing _ε, followed by an extension thinning region in a similar

manner to shear flow (Fig. 23.8b). However, achieving the true steady-state in

extensional viscosity measurements can be a challenge and is currently under

debate (Alvarez et al. 2013; Munstedt and Stary 2013).

Extensional rheology can tell more about intrinsic properties and structure of

macromolecular materials than mere shear viscosity measurements; a common

example is from the polymer industry: two polymers can have overlaying shear

viscosity curves but yet behave differently when they are processed. If extensional

viscosity measurements are performed it can be observed that one of them shows

strain hardening due to its more branched chain architecture and therefore its elastic

properties are more pronounced than for the more linear polymer (Vlachopoulos

and Strutt 2003).

Many industrial processes involve both shear and extensional deformation types.

Extensional deformation appears in free-surface flow and in closed pipe or channel

flow whenever there is a change, either constriction or dilation, of the flow channel

cross-section. Shear flow, however, is easier to produce in laboratory conditions

and is thus the most commonly used way of characterizing flow behavior.

2.2.1 Extensional Rheometry: Uniaxial Flow

Being a relatively new experimental area, routines for generating and measuring

extensional flow are not as well established as for measurements in shear flow. Thus

many of the experiments described in the scientific literature have been performed

with custom made unique rheometers which are only accessible to a few research

groups. Uniaxial extensional flow, also called simple extension or simple

Fig. 23.8 (a) Start-up uniaxial extensional flow of polymer melts. Curves for a typical strain

hardening polymer are represented by solid lines and for strain softening polymer by dotted lines,
and the dashed line represents the LVE. (b) Typical curve of extensional viscosity vs. Hencky

strain rate for an extension-thickening polymer
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elongation, is a standard rheological flow like simple shear, and it is also the easiest

type of extensional flow to generate. Therefore it is the most common flow type

measured. Specialized devices for pure planar or biaxial extension are not com-

monly available (Dealy and Larson 2006).

Rotating Drum Devices

Different devices based on same principle, i.e. stretching the sample strip between

counter-rotating drums at a constant rate (Fig. 23.9), have been developed and

commercialized. One of such designs is the Sentmanat Extensional Rheometer

(SER, Xpansion Instruments) (Sentmanat 2004). A similar design is the extensional

viscosity fixture (EVF, TA Instruments) (Franck 2007), with the difference that one

drum remains stationary while the other one rotates around it. Probably the first

device of this type was the fiber windup fixture (Padmanabhan et al. 1996) where

one end of the sample strip is stationary, and the other end fixed on a large-diameter

drum which rotates around its axis. Operation principle and calculations related to

the SER device are presented here.

Usually the experiments are made in un-steady start-up extension which results

in transient viscosity curves presented in the Fig. 23.8a. The Hencky strain rate at

constant drum rotating speed Ω is

_ε ¼ 2ΩR

l0
ð23:16Þ

The transient extensional viscosity can be calculated as

ηþe tð Þ ¼ F tð Þ
_εA tð Þ ð23:17Þ

The stretching force F is calculated from the measured torque, M¼ 2FR, and the

change of the sample cross-sectional area upon stretching is expressed by

A tð Þ ¼ A0exp � _ε t½ �, where A0 is the initial sample cross-sectional area. Reaching

the true steady-state flow in transient extension can be challenging. With the SER

device the limiting factor in practice is often sample necking and rupture. The

maximum drum rotation angle can also be a limiting factor for achieving steady-

state flow: If the drums are allowed to rotate over one full revolution, 360�, the
sample strip starts to wind up on the clamps, which causes an erroneous peak in

the transient viscosity curve (Svrcinova et al. 2009). Due to these limitations,

the maximum Hencky strain achieved with the device is εmax < 4 (Wagner and

Rolón-Garrido 2012).
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Filament Thinning Experiments

In the filament thinning experiments (Fig. 23.10), performed for example with the

capillary breakup extensional rheometer (CaBER), the sample is stretched verti-

cally between circular plates by applying a rapid step-deformation with an expo-

nentially increasing separation profile l tð Þ ¼ l0exp _ε tð Þ, after which the plates are

held at an axial final separation and the thinning of the mid-filament region is

observed during the necking and breakup (Anna and McKinley 2001).

The Hencky strain in the filament thinning experiment is ε ¼ 2ln D0=D tð Þð Þ, and
the maximum strain achieved by capillary break-up rheometers εmax ffi 10, but can

be even above that. The CaBER is designed for capillary break-up experiments of

low to mid-range viscosity fluids, where the thinning of the filament is monitored by

a laser micrometer. The experiment itself is relatively straightforward, but the

analysis may be complicated due to the dynamic nature and time dependence of

the fluid flow (Anna and McKinley 2001).

In the filament stretching rheometer (FISER or FSR (Bach et al. 2003; Sridhar

et al. 1991) the experimental setting is basically the same as in CaBER, but the

plates are separated at a constant deformation rate _ε ¼ � 2=Rð Þ dR=dtð Þ and

the radius R decreases exponentially with time in the mid-point of the sample.

The calculation and interpretation of the flow kinematics and fluid response are

simpler than in the filament thinning and breakup experiments, but the practical

realization of the test can be difficult due to gravitational sagging or instability of

the sample (Anna and McKinley 2001). Both these methods produce a pure uniaxial

extension in the mid-region of the sample.

Contraction Flow Analysis

The entrance pressure drop in capillary rheometers can be used to evaluate exten-

sional viscosity. The contraction flow analysis method is based on the assumption

Fig. 23.9 Operation principle of a counter-rotating drum device
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that the pressure drops due to shear and extensional deformation can be calculated

separately and that their sum is the total pressure drop. Viscoelasticity of the

material causes circulating corner vortices in abrupt contraction (Fig. 23.11) and

their size is proportional to the extensional deformation. Additionally the general

assumptions of capillary rheometry, discussed in Sect. 2.16, are applied in the

contraction flow analysis as well. Cogswell and Binding analyses (Cogswell

1972; Binding 1988) are the most popular techniques for estimating the extensional

viscosity from capillary rheometry data.

Testing in Miniature Scale

In pre-screening of pharmaceutical formulations the biggest limitation is often the

limited amount of material available, either due to a high price or small trial batches

manufactured in laboratory-scale. Viscometer/Rheometer-on-a-Chip (VROC™) is

a micro-electro-mechanical systems (MEMS) device that has been developed for

measuring viscosity at high shear rates at very narrow passes (Pipe et al. 2008).

Basically it is a slit rheometer with micro-scale dimensions, and can be used to

measure high-shear viscosity of inks, proteins or pharmaceuticals, in applications

where the flow geometry dimensions are very small, such as in microfluidic devices

or syringes. This is also an attractive option when only a very small amount of

sample is available. Recently, also extensional microfluidic rheometers based on a

flow through a hyperbolic die (Ober et al. 2013) and a cross-slot geometry (Haward

et al. 2012) have been used for characterization of biological samples in extensional

flow.

2.2.2 Extensional Rheometry: Biaxial and Planar Flow

Robust systems for measuring biaxial and planar extension are not commonly

available, although some custom made devices for these exist. At least approximate

planar extension can be produced in cross-slot devices or lubricated dies by two

opposing fluid streams that meet in the middle creating a stagnation flow point,

Fig. 23.10 Principle of filament thinning experimental setup
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where purely planar elongation is expected to occur (Macosko et al. 1982; Auhl

et al. 2011). Biaxial flow can be produced for example by sheet inflation (Denson

and Gallo 1971) and lubricated squeezing, which is presented in the following

section.

Lubricated Squeezing Flow

In lubricated squeezing (Chatraei et al. 1981), biaxial extensional flow is created

between plates that are lubricated constantly to prevent the effects of friction

between them and the sample. The compression of the sample can be performed

using for example a universal material tester or a texture analyzer. Thus the method

is widely available and the test setting is relatively simple, but if continuous

lubrication cannot be supplied during the measurement, the friction between the

sample and the plates will affect the results. Moreover, it is not possible to reach

very high extensional strain (εmax ffi 1
�
because of the thinning of the lubrication

layer (Kompani and Venerus 2000). Lubricated squeezing flow has been used in

food rheology for example to analyze structural changes in cheese due to compo-

sition, process parameters and storage time (Brandsma and Rizvi 2001), or

fermented milk products, such as kefirs (Yovanoudi et al. 2013) or yogurts

(Raphaelides and Gioldasi 2005).

Fig. 23.11 Schematic picture of the contraction flow analysis
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3 Practical Issues of Rheological Measurements

3.1 Shear Rheology in Practice

3.1.1 Choice of the Right Geometry

The most common measuring cells are cone-and-plate, parallel plate (also called

plate-plate), and concentric cylinder (Couette) geometries. The cone-and-plate and

Couette geometry are often chosen for liquid samples as all parts of the sample

experience the same strain and the deformation is homogenous. The cone-and-plate

geometry has the advantage over the Couette geometry in smaller sample size and

easier cleaning. However, bigger challenges with evaporation exist, compared to

the Couette geometry. Additionally, the gap between the cone tip and the lower

plate is very narrow, which must be taken into account when measuring systems

that contain particles, as the particle size must be much smaller than the gap size. In

the parallel plate geometries the gap can be freely adjusted, thus they do not pose

the same strict limitation to the maximum particle size in the sample. However,

their disadvantage is that the samples confined between the plates are not deformed

to the same degree throughout, because the strain depends on the distance from the

center of rotation. The maximum strain is obtained at the perimeter of the measur-

ing plate, whereas the strain is zero at the rotational axis. The surface properties of

the measuring cell are also important, since the sample has to adhere to their

surfaces during measurements. Slippage between sample and cell surface,

e.g. due to syneresis, can be a problem for some pharmaceutical systems. If slippage

occurs the sample may not be deformed and the entire deformation or flow may

occur in the liquid film layer.

Sample evaporation can be avoided by using solvent traps. Some of these are

designed to create saturation of the solvent in a little chamber placed around the

sample and will only work after a certain evaporation has taken place. Other solvent

traps are designed to hold a low viscosity oil at the sample surface, directly

preventing the evaporation. These, however, can increase the adsorption of amphi-

philic chemicals to the oil-water interface and lead to a wrong interpretation of the

results. Additionally, the solvent trap with oil can only be used with fluids that are

totally immiscible with it, so that none of the sample components can diffuse into

the oil phase.

3.1.2 Steady Shear Measurements

Flow curves should represent steady state values of the viscosity against shear rate.

This means that viscosity should be independent of measurement time. It is

important at each shear rate to allow sufficient time for the stress to reach a constant

value before the stress is measured. Otherwise the calculated viscosity will not only
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depend on shear rate but also on time and past history of the sample. Systems for

which the viscosity depends on history are called thixotropic.

At high shear rates the flow may no longer be laminar and turbulent flow may

appear, and the viscosity is no longer given by Eq. (23.2). An apparent higher

viscosity will be seen due to the extra energy dissipation caused by turbulence.

For the common steady shear power law dependence illustrated in Fig. 23.3a the

negative slope must be between 0 (Newtonian liquid) and �1. This means that the

viscosity power law exponent, n, in η / _γ �n must be between 0 and 1. Values of

n greater than 1 correspond to indeterminate flow, in which case an increase in shear

rate will demand a smaller stress, as seen from Eq. (23.2), resulting in

inhomogeneous flow.

3.1.3 Oscillatory Shear Measurements

Modern rotational rheometers typically cover at least a frequency window from

0.001 to 100 Hz. G0 and G00 are only defined in the linear range where both strain

and stress are simple sinusoidal curves (Fig. 23.4). In order to ensure this, materials

should always be tested as a function of stress or strain amplitude as depicted in

Fig. 23.5a. In the linear range G0 and G00 are independent of these amplitudes.

Oscillatory tests can be performed on both CR and CS instruments. At high

frequencies mechanical resonances in the instrument may occur, and it should be

ensured that G0 never decreases with increasing frequency.

3.1.4 Creep Measurements

Creep tests are also of interest for viscoelastic systems with long relaxation times,

because they can be used to measure flow at very low shear rates. Care should be

taken to ensure that the experiments are performed in the linear range where the

compliance (see Sect. 2.1.4) is independent of the applied stress magnitude. Creep

measurements should be performed on CS type instruments.

3.1.5 Capillary Viscometry

Capillary viscometers enable very precise viscosity determinations. Flow times can

be measured with an accuracy of typically 0.1 s and for typical flow times in the

range of 100-200 s, a viscosity accuracy of 0.1% is possible. However, a good

temperature control is needed and any larger particles in solution should be

removed by filtration or centrifugation. The flow times are very dependent on the

radius of the capillary, as seen from Eq. (23.8), and a suitable viscometer with flow

times greater than about 100 s should be used. Intrinsic viscosities, [η], can be

determined from a series of measurements at low concentrations. Flow times for the

most concentrated solution should be about twice the flow time of the solvent,
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where [η]c� 1, and the most dilute solution about 5–10% of this concentration. The

maximal wall shear rate in the capillary is given by Eq. (23.9) with typical values

of� 100 s�1. For non-Newtonian liquids, as illustrated in Fig. 23.3a, zero shear rate

viscosities cannot be determined unless the critical shear rate exceeds the shear rate

in the viscometer.

3.1.6 Capillary Rheometry

Correctly performed capillary rheometer measurements can be quite arduous: In

order to achieve the true shear stress, the entrance pressure drop (in case of a

circular capillary) needs to be determined, and this requires several measurements

with different dies. Moreover, determining the true wall shear rate requires post-

experimental data analysis. If these corrections are ignored, the results are merely

“apparent” and can only be used for example for internal comparison and quality

control purposes. Sometimes the effect of pressure or viscous heating (increase of

the temperature due to friction) is relevant and complicates the interpretation of the

results. Moreover, the theory of capillary rheometry assumes that the fluid adheres

to the die wall (the so called no-slip condition). However, this is not always true:

with some materials wall slip can occur when a critical shear stress is exceeded.

3.2 Extensional Rheology Measurements in Practice

Despite the variety of available experimental settings for uniaxial extension, a

reliable measurement is still not a simple task and each technique has certain

limitations (Kaschta and Münstedt 2008). Results between devices based on dif-

ferent principles and even between different laboratories, due to their sample

preparation techniques, can differ from each other. Moreover, many of the exten-

sional rheometers are custom built and therefore not available for everyone. Sample

uniformity can have a tremendous effect on the results achieved by uniaxial

extension tests: The samples for rotating drum devices, for instance, should be

cut out from a homogenous film that has a uniform thickness. Depending on the

material and the sample preparation technique, a certain degree of molecular and/or

particular orientation may be introduced into the sample, and the results will depend

on whether the measurement is done in perpendicular or parallel direction to the

orientation. Moreover, any inhomogeneity, such as air bubbles or impurities, can

cause a premature sample rupture below the maximum achievable strain. Therefore

it must be kept it mind that the maximum transient extensional viscosity reached in

the measurements, as shown in Fig. 23.8a, can actually be far from a true steady

state flow. In fact, it seems that a true steady-state extensional flow cannot be

established with many of the extensional devices that are limited by their maximum

extensional strain. In the rheological field a lot of debate has been going on about
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the steady-state extensional viscosity (Alvarez et al. 2013; Munstedt and Stary

2013).

Gravitational sagging of the sample during the heating phase before the test

starts can inflict inconsistency in the uniaxial extension measurements by rotating

drum devices. Keeping the sample under a pre-defined small tension in the heating

phase can be carried out to avoid the sagging. In this case, the effect of the

pre-tension on the initial sample cross-sectional area must be taken into account

in the calculation (Aho et al. 2010). Moreover, thermal expansion of the sample

when heated to the test temperature causes a change in the sample density, and

addressing this correctly will further improve the measurement accuracy. If the

device design allows, immersion of the testing system into a buoyant liquid can be

used to prevent sagging. In this case proper fixing of the sample is essential to avoid

slipping or loosening from the test drums.

In lubricated squeezing flow the greatest problem is the lack of lubrication, and

different techniques have been introduced to improve the lubricant supply between

the sample and squeezing plate surfaces, such as porous plates through which

lubricant can constantly be added during the test (Kompani and Venerus 2000;

Venerus et al. 2000).

4 Application of the Technique

4.1 Shear Rheology of Dosage Forms

For many years rheology has been used for characterizing polymeric systems,

emulsions and suspensions in different industries, e.g. plastic production, food

industry, cosmetics, cement industry, etc. Rheology has not been utilized to its

fullest extent in the field of pharmaceutics, however, the examples given below can

easily be translated to the use within pharmaceutics. Rheology has been used in the

formulation development and quality assurance for e.g. gels, creams, lotions,

ointments, suspensions and pastes (Barnes 2004; Barry and Meyer 1979a, b;

Korhonen et al. 2001; Warburton and Davis 1969). Additionally, most dosage

forms contain one or more macromolecular excipients and their physicochemical

properties are important for the performance of the end product, and thus rheolog-

ical behavior becomes a critical quality attribute.

Understanding the rheological behavior of emulsions has been of great interest

for its strong relationship to many properties of emulsions that are vital for various

industrial applications. Saiki et al. (2007) studied the roles of droplet deformability,

internal fluid circulation and surface mobility using steady shear rheological mea-

surements (cone-and-plate geometry), and revealed that droplet deformability plays

an important role in controlling the shear thinning behavior. A soft emulsion was

less shear thinning than a hard emulsion at low volume fractions, due to high level

of structural flexibility. At high volume fractions, however, the soft emulsion
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exhibited increased shear thinning behavior, presumably due to lateral distortion of

droplet structure.

Recent studies have also reported that controlled heteroaggregation of oppo-

sitely charged lipid droplets can be used to manipulate the characteristics of

emulsion-based products (Mao and McClements 2011, 2012a; Schmitt and

Kolodziejczyk 2009). By mixing two emulsions, one containing positively charged

droplets and another one with negatively charged droplets, the oppositely charged

droplets interact with each other leading to the formation of micro-clusters. A three-

dimensional network of aggregated droplets can be formed at sufficiently high

particle concentrations leading to elastic-like behavior (Mao and McClements

2012a). These materials may be useful for commercial applications, such as

pharmaceuticals, food, and cosmetic products. Mao and McClements (2012b)

used a steady shear rheological method (Couette geometry) to measure the influ-

ence of particle size, ratio of positively charged to negatively charged particles, and

free protein content in such materials and found that the rheological behavior could

be tuned by varying these parameters.

The specific semi-solid nature and unsteady behavior of edible gelled systems

have resulted in a unique texture experience beyond that of other food textures

(Haghighi et al. 2011). This product performance could be transferred to

pharmaceutics, for the use within the design of functional foods, pediatric medi-

cines etc. Fundamental aspects of rheological properties of many polymer-based

systems are well described in the literature. However, multifunctional gelled

products require precise choice of the ingredients such as gelling agents, sweet-

eners, colorants, flavors, and some functional and/or technical additives, which can

highly influence the properties of the final product. Haghighi et al. (2011) used both

steady shear and oscillatory shear rheological measurements (cone-and-plate geom-

etry) to show that pectin-based gel systems have suitable rheological behavior to be

considered as a functional, low-calorie gelled dessert. However, sensory and

psychorheological evaluations should be carried out to correlate the results to the

overall acceptability of this new product.

Furthermore, the conformational parameters of polymer excipients, such as

polymer coil radius (Rcoil), overlap concentration (c*) and Martin constant (Km),

can be determined from intrinsic viscosity measurements of systems using capillary

viscometry, which are dependent on the solvent used to dissolve the polymer. This

is crucial in the process of particle design (Antoniou and Alexandridis 2010; Bohr

et al. 2012; Son et al. 2004; Vinod et al. 2010).

Recently, the focus has also been on the formulation of in situ gelling systems

where the rheological behavior is of interest (Baldursdottir and Kjoniksen 2005;

Kojarunchitt et al. 2011; Yu et al. 2011). An ideal in situ gelling system should be a

free flowing, low viscosity liquid at room temperature, that allows the administra-

tion either by syringe or as droplets (eye drops) and undergoes gel transition at

physiological conditions (Bain et al. 2013). The control over the gelation can thus

be achieved by activation of the formulation by an internal stimulus (e.g. pH, salts,

temperature etc.) or by an external stimulus (e.g. light, ultrasound, electricity,

magnetism etc.) (Sokolovskaya et al. 2014). Thermal gelling properties of different
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formulations have been studied both by steady shear (Bhowmik et al. 2013) and

oscillatory shear (Kojarunchitt et al. 2011) measurements.

4.2 Shear Rheology of Biological Samples

Physicochemical properties like the rheology of the complex in vivo fluids can play
a crucial role in the therapeutic outcome of any pharmacotherapy. The physico-

chemical characteristics of in vivo fluids such as saliva, gastric juice, and mucus

(intestinal, cervical and pulmonary) have been studied and an increased interest has

been on the rheology of the body fluids, since their properties can have an impact on

the performance of administered drugs.

Diffusion and dissolution characteristics of small molecules, i.e. drug molecules,

have been described by the Stokes-Einstein (Eq. (23.18)) and Noyes-Whitney

equation (Eq. (23.19)):

D ¼ kB � T
6 � π � r � η ð23:18Þ

where D is the diffusion coefficient, kB is Boltzmann constant, T is absolute

temperature, η is viscosity, and r is radius of a sphere.

dM

dt
¼ � D � A � CS � C

h
ð23:19Þ

where dM/dt is the rate of dissolution, D is the diffusion coefficient, A is the surface

area, CS is the saturation solubility, C is the apparent concentration of drug, and h is

the thickness of the boundary layer.

The Stokes-Einstein (Eq. (23.18)) and Noyes-Whitney equations (Eq. (23.19))

predict that an increased viscosity decreases the diffusivity and dissolution rate of

drugs. Increased media viscosity has been shown to significantly delay tablet

disintegration (Anwar et al. 2005; Parojcic et al. 2008; Radwan et al. 2012). The

viscosity of the luminal content can have an impact on wettability of the drug and

thereby the dissolution of the drug in the luminal fluids, through its effect on

diffusivity, mixing, and flow patterns in the gut (Horter and Dressman 2001).

Mucus is a complex aqueous mixture of mucins, lipids, salts and cellular debris,

covering many of the epithelial surfaces in the human body. Mucus lines the

epithelium of the gastro-intestinal tract (GI-tract) serving as a lubricant facilitating

the passage of food and chyme, and forming a protective barrier against contact

between the epithelium and e.g. pathogens and pepsin (Atuma et al. 2001; Cone

2009). Consequently, mucus of the GI-tract constitutes an important barrier to oral

delivery of therapeutics (Cu and Saltzman 2009), and it is one of the many obstacles

for successful oral delivery of biomacromolecules (Boegh et al. 2014).
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Mucins are present in human gastro-intestinal fluids, such as saliva, gastric fluid,

and intestinal mucus. Mucin oligomers consist of polymerized glycosylated pro-

teins that exist as an entangled network. The mucins are to a large extent respon-

sible for the rheological profile of the GI-fluids. Mucin is a viscoelastic,

non-Newtonian gel with shear thinning properties (Allen et al. 1984). The mucins

form physical fiber entanglements, and the resistance to flow is exerted by individ-

ual fiber segments, and the non-covalent intermolecular interactions are responsible

for the rheological behavior of mucins.

When analyzing the rheological properties of biological samples one will

observe large heterogeneity within and between individual samples because of

the complex nature of the mucus structure and the wide variety of the other

substances in the samples.

The steady shear rheology of human whole saliva has been studied and was

found to exhibit shear thinning behavior. Although it contains more than 99%

water, saliva is composed of a variety of electrolytes, immunoglobulins, enzymes,

mucins and other proteins as well as nitrogenous products such as urea and

ammonia (Humphrey and Williamson 2001; Stokes et al. 2007).

Human gastric fluids, sampled from patients in the fasted state, have also been

studied; both by oscillatory and steady shear measurements, where they were found

to be highly elastic with a strong shear thinning behavior (Pedersen et al. 2013). The

mucus rheology can be affected by the composition of mucins and their glycosyl-

ation, which varies with age, diet, and the presence of specific antigens. However,

the inter-patient variation was not ascribed to any of those parameters (Pedersen

et al. 2013).

Boegh et al. (2014) studied porcine intestinal mucus by oscillatory and steady

shear measurements and were able to design a biocompatible in vivo like mucus,

with similar rheological properties to mucus, exhibiting shear thinning and domi-

nant elastic behavior. Thus an in vivo representative in vitromodel was established,

where the effect of the mucus layer on drug uptake can be studied by combining

biocompatible in vivo like mucus the with a cell monolayer of mucus deficient

epithelial cell lines.

Mucus is also present in pulmonary, cervical and vaginal fluids. The rheological

properties of these can be used in the diagnostics of various diseases; e.g. the

clearance of mucus is impaired when mucus secretions are too thick, as in patients

with cystic fibrosis (Wine and Joo 2004) or chronic obstructive pulmonary disease

(Kirkham et al. 2008), while protection against infection is compromised when

secretions are too thin, as in women with bacterial vaginosis (Olmsted et al. 2003).

In a study looking at the diagnostics and therapeutic effects of patients treated

for cystic fibrosis the oscillatory shear rheology of sputum was found to give good

indications on the patients’ response to the treatment. The elastic modulus, G0, was
found to be dominating for all the patients, with the exception of two cases at high

frequencies, and successful treatment seemed to decrease the elastic modulus of

sputum (Broughton-Head et al. 2007).

Wang et al. (2013) showed that the shear rheology, both oscillatory and steady

shear, and the microstructure of fresh, ex vivo human cervicovaginal mucus are
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largely stable across a wide range of physiological pH values. Additionally, the

studies suggested that this pH stability was likely due to complex biochemical

interactions between physically entangled and cross-linked mucins as well as other

mucus components, such as lipids, ions, and proteins. The authors speculate that the

microstructure and bulk rheology of other human mucus secretions may also be

relatively insensitive to pH. Thus reconstituted gels of purified mucins, where these

components have been removed, will not give the characteristic rheological and

structural properties of native mucus (Bhaskar et al. 1991; Cao et al. 1999; Celli

et al. 2007; Kocevar-Nared et al. 1997).

4.3 Extensional Rheology of Dosage Forms and Biological
Samples

In the pharmaceutical industry, extensional flow can occur in many processes, such

as filling of viscoelastic liquid dosage forms, manufacturing and use of dosage

forms that employ spraying, stretching, or free surface flow, such as coating of

tablets, fiber spinning, film casting or extrusion. However, extensional viscosity is

not commonly reported for the reasons discussed earlier in this chapter. Some

examples of the use of extensional rheology are presented here, both in the

pharmaceutical field and in other fields, from where they can easily be adapted to

characterization of dosage forms or biological samples.

Spraying processes involve very high shear rates. Eccleston and Hudson (2000)

investigated the flow properties of different nasal spray formulations by capillary

rheometry: the shear viscosity of the investigated formulations was extremely low

at the high shear rate, and implies formation of fine atomized droplets upon

spraying. However, the extensional viscosity of the same formulations, estimated

using contraction flow analysis, was relatively high. The authors suggested that

high extensional viscosity, potentially together with surface properties, leads to

larger droplet size that prolongs the residence time on the mucosa, which is

important for the therapeutic effect of nasal formulations.

Hydrogels consist of water-soluble polymers that after cross-linking can swell

and absorb large amounts of water. They are used for example in tissue engineering,

wound care, and cosmetic applications. To support tissue regeneration the proper-

ties of the hydrogels must match those of the surrounding tissues. Stadler

et al. (2013) studied the extensional rheology of different copolymer hydrogels in

uniaxial extension using a rotating drum device (EVF) with modified sample fixing.

The method was suggested as complementary to the lubricated squeezing flow

method, more commonly used to characterize hydrogels.

Hydrocolloids are among the most common materials for wound dressings.

Rheology of hydrocolloids has, however, been examined particularly for food-

related applications, where different hydrocolloids are used for example as thick-

eners, or for increasing the elasticity of bread dough to improve its baking
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properties. In gluten-free baking, hydrocolloids such as xanthan gum,

hydroxypropyl methylcellulose, guar gum, or psyllium husk are used to imitate

the gluten networks of the wheat based bread dough, improving the dough elastic-

ity, extensibility, resistance to stretch, mixing tolerance, and gas-holding ability

(Lazaridou et al. 2007). These properties are largely related to viscoelasticity and

extensional rheology. Bollaı́n and Collar (2004) have studied the effect of different

hydrogel combinations on the wheat bread dough properties in uniaxial extension

by texture analyzer and in bi-axial extension using dough sheet inflation. They

found that the significance of hydrocolloids together with enzymes and/or emulsi-

fier for the dough quality could realistically be assessed by rheological parameters,

including extensibility, resistance to the extension, strain hardening and stress

relaxation properties. Bourbon et al. (2010) used a capillary-breakup device to

characterize the extensional properties of hydrocolloid food thickeners formed

using plant-seed based galactomannans from Gleditsia triacanthos and Sophora
japonica, of which the latter is also known for its hemostatic properties and used in

some hemorrhagic conditions.

For digestible fluid or gel like formulations, the mouth feel and the swallowing

process are largely affected by both shear and extensional properties of the formu-

lation, and correctly tailored extensional viscosity of the substance is important

especially for people suffering from eating and drinking disorders (dysphagia) that

can be present in various diseases. Mackley et al. (2013) investigated the exten-

sional properties of dysphagia drink thickeners in a filament break-up device, and

the results proved that although the different thickeners showed very similar

behavior in shear, their extensional properties differed from each other

significantly.

In electrospinning, very thin fibers are spun from a polymer solution. The

process subjects the polymer to a large degree of chain orientation and the exten-

sibility of a polymer is dependent on its rheological properties. Dott et al. (2013)

used electrospinning to produce drug-loaded nanofiber matrices on a polymeric

backing film for oralmucosal drug delivery. Extensibility of the solution was

estimated from dynamic oscillatory shear tests and the biaxial extensional proper-

ties of the ready fiber-laid films characterized by cylindrical probe penetration using

a texture analyzer.

Biological fluids, like most other materials, have primarily been characterized

using shear flow. However, the function of many biological fluids is closely related

to their extensional rheology, such as circulation of blood, ability of the synovial

fluid to lubricate the joints, or saliva flow in the mouth. Haward et al. (2011) proved

the suitability of a cross-slot flow device (see Sect. 2.2.1.4) specifically developed

for very small sample amounts, for studying the extensional rheology of human

saliva.

Changes in the extensional properties of the fluids can indicate an abnormal

health status or changes in an already diagnosed disease: For example, the molec-

ular mass/weight of the hyaluronic acid in synovial fluid decreases in patients with

degenerative joint diseases. Since the lubrication of joint surfaces involves exten-

sional flow, Haward (2014) investigated the relationship between the extensional
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properties and the molecular weight of hyaluronic acid using the aforementioned

cross-slot flow device and flow induced birefringence measurements.

In some cases changes of the extensional flow properties of biological fluids can

also, directly or indirectly, cause health complications: One reason for a preterm

birth can be a bacterial invasion of the uterus during the pregnancy, and this is

normally prevented by the cervical mucus that creates a hydrogel plug which helps

to maintain the sterile conditions in the intrauterine cavity. Critchfield et al. (2013)

studied the extensional rheology of cervical mucus in capillary break-up test and

shear rheology in dynamic oscillation in plate-plate rheometer, and found a corre-

lation between the high risk of preterm birth and high extensibility and weak

gel-formation of the cervical mucus.

5 Summary

Rheological measurements can add significant knowledge on the behavior of

complex fluids that the pharmaceutical field has to deal with. Many rheological

techniques can readily be applied from other related fields, such as polymer or food

industry. However, choosing the appropriate measurement and sample preparation

techniques are crucial for the correct results and their interpretation. Shear rheology

has been used for decades for characterizing polymeric systems, emulsions, and

suspensions in different industries, and the field of pharmaceutical sciences is

catching on. The ability to translate the use of the technique between different

fields is of great advantage. The field of extensional rheological techniques is still

evolving because of the several limitations of the existing devices. However, recent

development of devices for miniature scale testing for both shear and extensional

rheology, provide interesting options for the fluid characterization in the pharma-

ceutical field.
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Chapter 24

Evaluating Oral Drug Delivery Systems:
Dissolution Models

Ragna Berthelsen, Anette M€ullertz, and Thomas Rades

Abstract For the past decades a range of dissolution models has been developed

and routineously used to evaluate drug release from semisolid and solid oral dosage

forms. Their use has been for both research and development, and quality control

(QC) purposes. It is thus not surprising that the different dissolution models span a

large range in terms of complexity; from simple systems like the pharmacopoeial

QC tests to more complex systems like the transfer model and the biphasic

dissolution model. In this chapter the basic principle of the dissolution process

for orally administrated drugs is described alongside a series of different dissolution

models including pharmacopoeial models, dissolution models utilising physiolog-

ically relevant dissolution media, small volume and biphasic dissolution models,

transfer models and combined dissolution-permeation models. All models are

evaluated in terms of their common use and limitations.

Keywords Biphasic dissolution • Combined dissolution-absorption models •

Dissolution • GI tract • In vitro • Pharmacopoeial models • Physiologically

relevant media • Poorly water soluble drugs • Transfer models

1 Dissolution

In order for a drug to be absorbed through the intestinal mucosa and to reach the

systemic circulation, it must first dissolve in the intestinal fluids. The dissolution

process, which in the context of oral drug delivery commonly takes place in the

stomach and/or the small intestine, was first described by Noyes and Whitney in

1897 (Noyes and Whitney 1897). They deduced that the dissolution process could

be described as a simple process of diffusion, with the dissolution rate being

proportional to the difference between the saturated concentration at the surface
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of the drug and that in the surrounding solution. The relationship between solubility

and dissolution rate was further described by Brunner and Nernst in 1904 (Nernst

and Brunner 1904), and is now described by the Nernst-Brunner/Noyes Whitney

equation (Eq. (24.1)):

dM

dt
¼ D � A

h
Cs � Ctð Þ ð24:1Þ

where dM/dt is the dissolution rate, D is the diffusion coefficient of the drug in

solution, A is the surface area, h is the diffusion layer thickness, CS is the saturated

solubility in the bulk medium and Ct is the amount of drug in solution at time

t (Nernst and Brunner 1904; Noyes and Whitney 1897). According to this theory,

the dissolution rate of a solid is affected by the particle size, the diffusion layer

thickness and the concentration difference between the equilibrium solubility of the

drug in the surrounding medium and the dissolved concentration at a given time.

When the equilibrium solubility is far higher than the actual concentration,

e.g. when a small amount of drug is dissolved in a large volume, the system is

said to be under sink conditions (Cs >>Ct). If a solid is dissolving under sink

conditions, the dissolution rate will practically not be affected by the amount of

drug in solution at time t, and therefore will be directly proportional to the

equilibrium solubility. Aside from concentration and saturation solubility, the

dissolution rate of a given drug is dependent on the thickness of the diffusion

layer, the diffusion coefficient of the drug and the surface area of the dissolving

particles. In vitro, the diffusion layer thickness is primarily affected by stirring of

the system, with a faster stirring rate producing a thinner diffusion layer. The

diffusion coefficient of a drug in solution can be mathematically described by the

Stokes-Einstein equation (Eq. (24.2)) (Aulton 2013), where D is the diffusion

coefficient, a is the radius of the drug molecule (assuming spherical particles or

molecules), T is the temperature and η is the viscosity of the medium, R is the gas

constant and NA is the Avogadro constant.

D ¼ R

NA
� T

6 � π � η � a ð24:2Þ

This relation shows how the diffusion coefficient is directly proportional to the

temperature and inversely proportional to the viscosity of the medium the drug

diffuses through, as well as the size of the diffusing particle (Aulton 2013).

2 Dissolution Models

In the following section a selective review of currently used in vitro dissolution

models developed to predict in vivo performance of oral dosage forms is provided.

The models are presented in a general order of increasing complexity.
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2.1 Pharmacopoeial Dissolution Models

The official pharmacopoeial dissolution models are among the simplest models

which have been used to forecast drug performance from oral dosage forms. Over

the past decades, dissolution models have been used to evaluate drug release from

semisolid and solid dosage forms for both QC and research and development

purposes. With respect to QC, dissolution tests are used to detect manufacturing

deviations, control batch to batch consistency and ensure continuing product

quality and performance upon changes in the composition of the drug delivery

system (DDS), the manufacturing process, the site of manufacturing and the scale-

up of the manufacturing process (FDA 1997). For product development purposes,

dissolution models are mainly used to guide the development of new DDS by

providing predictive estimates of in vivo drug release (Azarmi et al. 2007).

In order to predict in vivo drug release, in vitro dissolution models should

resemble the in vivo conditions that the DDS will encounter when passing through

the human gastro-intestinal (GI) tract. Still, the dissolution media listed in different

pharmacopoeias (European Pharmacopoeia (Ph.Eur.) and United States Pharmaco-

poeia (USP)) only show minor resemblances to human GI fluids. They include

water, dilute hydrochloric acid, buffers in the physiological pH range of 1.2–7.5 and

surfactant solutions (with or without acids or buffers), such as sodium lauryl

sulphate (SLS) and polysorbate 80 (The European Directorate for the Quality of

Medicines and HealthCare 2014a; The United States Pharmacopeia and National

Formulary 2014a). The typical pharmacopoeial dissolution media volume is

900 mL, but commonly ranges from 500 to 1000 mL (The European Directorate

for the Quality of Medicines and HealthCare 2014a; The United States Pharmaco-

peia and National Formulary 2014a). These dissolution media (and volumes) are

typically chosen to ensure sink conditions, enabling release of the entire dose, even

though sink conditions might not be present in vivo.
The description of different dissolution apparatus has been harmonised across

several pharmacopoeias including the USP and the Ph.Eur. (The European Direc-

torate for the Quality of Medicines and HealthCare 2014a; The United States

Pharmacopeia and National Formulary 2014b). Figure 24.1 depicts the four most

popular dissolution apparatus for oral dosage forms; the basket, the paddle, the

reciprocating cylinder and the flow-through apparatus. The basket and the paddle

apparatus (apparatus 1 and 2) were the first to be introduced into the individual

monographs of the pharmacopoeias, and are by far the most widely used dissolution

apparatus. The reciprocating cylinder (apparatus 3) is primarily used to test the drug

release from modified release (MR) dosage forms and has the advantage that it is

possible to change the dissolution medium easily as the cylinder holding the dosage

unit can be moved from one dissolution vessel to the next in a series of dissolution

vessels. Apparatus 4, the flow-through apparatus, shares the same advantage in

terms of media change and use of varying dissolution media volumes. It is therefore

also recommended for testing MR formulations.

24 Evaluating Oral Drug Delivery Systems: Dissolution Models 755



2.1.1 Apparatus 1 and 2

The basket and the paddle dissolution models are simple, easy to handle,

standardised, robust and used worldwide. Furthermore, they are flexible in that

they can be used for dissolution testing of a large variety of drugs and drug

products. Therefore, these models are generally recommended by the USP (FDA

1997). With respect to dosage form development, compendial apparatus 1 and

2 models have been used to compare various DDS in terms of drug dissolution

profiles (reviewed by Kostewicz et al. (2014)).

Particularly for poorly water soluble drugs, the overriding pharmacopoeial

desire for sink conditions often results in rather non-physiological models with

Fig. 24.1 Schematic presentations of dissolution apparatus 1: basket apparatus (a), 2: paddle
apparatus (b), 3: reciprocating cylinder apparatus (c), and 4: flow-through apparatus (open loop

configuration—upper panel, closed-loop configuration—lower panel). Reprinted from (Kostewicz

et al. 2014), with permission from Elsevier (2015)
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large volumes of dissolution media and/or high concentrations of artificial surfac-

tants. Such models typically produce complete release profiles (i.e. with release of

min. 80% of the dose) displaying high dissolution rates, but rarely possess the

necessary discriminative power to differentiate between similar formulations.

Berthelsen et al. (2014) showed that the suggested dissolution tests described in

the USP monograph for fenofibrate capsules (The United States Pharmacopeia and

National Formulary 2011), led to similar dissolution profiles for two fenofibrate

immediate release (IR) DDS with demonstrated significant in vivo differences

(Cmax and AUC0–24h, clinical data). Also, Shi et al. (2010) found the USP dissolu-

tion model to be non-discriminatory when comparing three different formulations

of celecoxib. In this study, dissolution was carried out using 900 mL of phosphate

buffer (pH 6.8) supplemented with 2% (w/v) SLS ensuring sink conditions for the

tested dose. The tested formulations all displayed very fast dissolution rates with

>90% of the dose released within the first 30 min (Shi et al. 2010).

2.1.2 Apparatus 3

The principle of the reciprocating cylinder apparatus is similar to that of the

disintegration tester, with the dosage form retained in an open cylinder with a

mesh fitted at the top and bottom (The European Directorate for the Quality of

Medicines and HealthCare 2014b; The United States Pharmacopeia and National

Formulary 2014b). As the cylinder can be moved between a series of dissolution

vessels containing different media (and volumes), the model offers the possibility

of obtaining a dissolution profile which covers the entire GI transit. This flexibility

in terms of media change is a clear advantage over dissolution apparatus 1 and

2. However, in order to move the dosage form from one vessel to another, it must be

a non-disintegrating dosage form. The apparatus has been used successfully to

characterise drug release from e.g. enteric coated products (de Campos

et al. 2010), lipid filled capsules (Jantratid et al. 2008a) and colon-specific DDS

(Li et al. 2002).

2.1.3 Apparatus 4

As an alternative dissolution model, apparatus 4 has also been used to evaluate

formulation effects such as particle size and choice of excipients (Perng et al. 2003;

Qureshi et al. 1994; Thybo et al. 2008).

The model holds some promise over typical dissolution apparatus 1 and

2 methods; e.g. it is easy to vary the dissolution media to resemble both the gastric

and the intestinal fluids, as well as to vary the dissolution media volume from small

volumes, resembling a water pocket in the small intestine, to larger volumes

providing sink conditions (Fotaki 2011; Perng et al. 2003). However, as the setup

for this system is more complex compared to dissolution apparatus 1 and 2;
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involving pumps, filters and tubing, several practical aspects may complicate

its use.

In terms of physiological relevance and the ability to simulate the events in the

GI tract, the compendial dissolution models are far from optimized as the dissolu-

tion medium, dissolution medium volume and the hydrodynamics are all far from

the conditions described in the human GI tract. Conventional compendial dissolu-

tion testing will probably remain critical for QC purposes. However, as these

dissolution tests do not accurately reflect the changing conditions of the upper GI

tract, compendial dissolution systems are unlikely to produce in vivo–in vitro
correlations (IVIVC) for a broad range of poorly water soluble drugs, and will

therefore be of limited use during dosage form development.

2.2 Physiologically Relevant Dissolution Media

The properties and composition of the GI fluids has great impact on drug dissolution

after oral administration. The pH, buffer capacity, osmolality, surface tension,

viscosity, temperature and volume of the varying fluids distributed along the GI

lumen will directly affect the degree of ionisation (acids and bases), the apparent

solubility and the dissolution rate of a given drug (reviewed byMudie et al. (2010)).

The composition of the human GI fluids has been extensively reviewed and median

values for the various physiological factors are readily available in the literature,

e.g. Bergstr€om et al. (2014). In the case of poorly water soluble drugs, the apparent

solubility in distinct sections of the small intestine will primarily be affected by the

content of bile salts (BS) and phospholipids (PL), which form mixed micelles

aiding in the solubilisation of the drugs, and the pH, if the drug is ionisable and

has a pKa value in the physiological pH range (Mudie et al. 2010; Sheng

et al. 2006). Micelles are aggregates of surfactant monomers, which are formed

when the surfactant concentration exceeds a critical value, known as the critical

micelle concentration (CMC). Poorly water soluble drugs may be solubilised by

incorporation into micelles or mixed micelles formed by one or more types of

surfactants, e.g. BS, PL and lipid digestion products (Bakatselou et al. 1991). In

doing so, the apparent solubility of the drug will increase thereby increasing the

dissolution rate and possibly the drug absorption. Drug partitioning between the

micellar phase and the free form is determined by the physicochemical properties of

the drug and the composition of the medium (Bates et al. 1966a, b; Vertzoni

et al. 2004). In concentrations below the CMC, BS and PL may still increase the

dissolution rate by enhancing the wettability of the drug (Bakatselou et al. 1991).

Based on the idea that the dissolution process is the rate limiting step for

absorption of poorly water soluble drugs, dissolution tests simulating the in vivo
dissolution should be predictive for the bioavailability of these drugs. The lack of

correlation seen when using compendial dissolution models, described above

greatly emphasises the need for more physiologically relevant dissolution models.

During the past decades dissolution models have been made increasingly
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physiologically relevant, e.g. by the development of physiologically relevant

(biorelevant) dissolution media containing BS and PL at physiological relevant

concentrations. The first biorelevant media (Fasted State Simulated Intestinal

Fluid—FaSSIF) were suggested in 1998 by Dressman and co-workers (Dressman

et al. 1998; Galia et al. 1998). Since then a lot of effort has been put into

characterising the GI luminal fluids, with the consecutive development of addi-

tional media simulating luminal conditions in various parts of the GI tract (Jantratid

et al. 2008b; Kleberg et al. 2010; Vertzoni et al. 2005). Today, biorelevant media

are used by research groups worldwide as well as most development groups in the

pharmaceutical industry (reviewed by Kleberg et al. (2010) and Kostewicz

et al. (2014)). Numerous studies have supported the use of biorelevant media,

with dissolution studies using these media producing high level IVIVCs for various

drugs and DDS (Jantratid et al. 2009; Lobenberg et al. 2000; Lue et al. 2008;

Sunesen et al. 2005). A particular use of biorelevant media has been to test food

effects by evaluating the drug release in media simulating the pre- and post-prandial

states of the stomach and/or small intestine (Galia et al. 1998; Jantratid et al. 2009;

Nicolaides et al. 1999; Sunesen et al. 2005). For example, Nicolaides et al. (1999)

demonstrated a positive food effect, seen in vivo, on four poorly soluble drugs

(troglitazone, atovaquone, sanfetrinem, cilexetil and GV150013X) in vitro using

FaSSIF and FeSSIF as dissolution media (Nicolaides et al. 1999).

Another effort to increase the physiological relevance of in vitro dissolution

models has been to simulate the in vivo volume available for dissolution more

closely. Recent MRI studies have demonstrated that the mean fluid volume in the

human fasted state small intestine is approximately 100 mL, and that this fluid

volume is distributed in several distinct water pockets (Mudie et al. 2014; Schiller

et al. 2005). As this volume is considerably smaller than the 900 mL suggested in

the pharmacopoeias, there is good reason to evaluate smaller volume dissolution

models.

2.3 Small Volume Dissolution Models

With the purpose of minimising the required sample size and reducing the disso-

lution volume, while maintaining the reliability and robustness of the paddle

apparatus, a mini paddle apparatus with specially designed small paddles and

vessels (250 mL) was developed and is now commercially available (Erweka,

Heusenstamm, Germany). Klein and Shah (2008) demonstrated that the Erweka

mini paddle apparatus in fact reflected a downscaled version of the standard paddle

apparatus; displaying similar hydrodynamics and producing equivalent dissolution

profiles (Klein and Shah 2008). Exploiting the small dissolution vessels to mimic

the in vivo dissolution volume more closely, Berthelsen et al. (2014) used the mini

paddle apparatus with a 100 mL of fasted state biorelevant dissolution medium, to

evaluate the performance of three fenofibrate IR oral dosage forms (Berthelsen

et al. 2014). In this study, drug release profiles from three DDS (145 mg) were
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obtained using both the standard paddle apparatus with 1000 mL fasted state

biorelevant medium and the mini paddle apparatus with 100 mL of the same

dissolution medium. The high dissolution volume model showed no difference

between the tested DDS, while the small dissolution volume setup differentiated

and ranked the DDS correctly when the amount dissolved after 60 min of dissolu-

tion was compared to clinical data (Cmax and AUC0–8h). Based on these results, the

study showed the importance of mimicking the in vivo dissolution volume more

closely, in order to obtain an IVIVC. However, the impact of lowering the disso-

lution volume will depend on both the physicochemical properties of the drug and

the chosen DDS. In the present case, the tested DDS were all solid dispersions only

varying in the choice and contents of surfactants. The smaller dissolution volume

magnified this difference as the surfactant concentrations were increased, thereby

enlarging the apparent drug solubility difference caused by the surfactants and

allowing DDS discrimination.

For poorly water soluble drugs, the use of a small dissolution volume will often

mean that only a small fraction of the dose will be dissolved during the study,

e.g. Berthelsen et al. observed dissolution of less than 2% (w/w) of the dose during

the small volume dissolution studies (Berthelsen et al. 2014). Such a small amount

of dose dissolved makes estimates of in vivo dosage form performance rather

uncertain. However, if the model is coupled to e.g. an absorption model creating

sink conditions, the amount of dose released would increase, potentially providing

improvement of the utility of the model. In the particular study by Berthelsen

et al. the small dissolution volume data was used as input data for an in silico
absorption model to predict plasma concentration time profiles (Berthelsen

et al. 2014).

The in vitro hydrodynamics in the dissolution models discussed in this section do

not accurately reflect the hydrodynamics observed in the human GI tract. Further-

more, the hydrodynamics observed within the dissolution vessels used with appa-

ratus 1 and 2 have been reported to vary with location within the vessels (Bai

et al. 2007; Baxter et al. 2005). Studies have characterised the hydrodynamic

patterns in vivo and in vitro in the paddle apparatus using different stirring speeds

(Scholz et al. 2003). Attempts have been made to correlate the observed patterns,

but with inconsistent results (Kostewicz et al. 2014). This means that there is still

room for improvement with respect to mimicking the in vivo hydrodynamics during

in vitro dissolution studies, and that the models’ ability to predict in vivo perfor-

mance may suffer from this lack of physiological relevance.

Altogether, despite a great progress in increasing the physiological relevance of

dissolution models including the introduction of biorelevant media and smaller

dissolution volumes, these models still hold some major drawbacks; (1) the hydro-

dynamics of the models need to better simulate in vivo conditions, (2) the models

are very static and thereby do not accurately resemble the dynamic changes

occurring throughout the GI tract including e.g. shifts in pH as well as shifts in

contents of BS, PL and enzymes, and (3) the models lack an absorptive module

ensuring removal of dissolved drug and potentially providing biorelevant sink

conditions.
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2.4 Transfer Models

As previously mentioned, the solubility of ionisable drugs is highly dependent on

the pH of the GI fluids. As the pH varies widely with location in the GI tract,

significant changes in the drug solubility can be expected during GI passage. In the

case of poorly water soluble weak bases, dissolution often takes place in the

stomach, followed by potential drug precipitation upon entry into the small intes-

tine. However, depending on several factors including the solid state form of the

drug, the DDS, and the prandial state under which the drug is administered, the drug

may stay in solution for a given time period creating a supersaturated solution

(Bevernage et al. 2010, 2013; Carlert et al. 2010). Since supersaturation and drug

precipitation will affect the amount of drug available for absorption across the

intestinal epithelia, it may be relevant that in vitro dissolution models simulate this

transfer of fluids from the stomach to the small intestine. Transfer models have been

devised to simulate exactly this transfer; out of the stomach into the intestine

(Kostewicz et al. 2004). A transfer model is depicted in Fig. 24.2, in which a

drug solution in simulated gastric fluid is continuously pumped into simulated

intestinal fluid. Varying slightly from this model, some transfer models consist of

two consecutive dissolution vessels; one resembling the stomach to which the

dosage form is added for dissolution, and one resembling the small intestine to

which the gastric solution is continuously transferred and in which the

supersaturation-precipitation relationship is analysed (Sugawara et al. 2005). To

minimise the amount of drug needed to evaluate potential drug precipitation, the

transfer model has also been developed in a miniaturised version utilising the mini

paddle apparatus described previously (Klein et al. 2012). The rate at which the

simulated gastric fluid is pumped into the intestinal compartment was set to

resemble the gastric emptying rate, 0.5–9.0 mL/min (Kostewicz et al. 2004).

A few studies have been conducted using the transfer model, demonstrating

IVIVC between the amount of drug solubilised in the intestinal media in vitro and

the bioavailability, as well as predicting food effects (Kostewicz et al. 2004;

Psachoulias et al. 2012).

Similar to other dissolution-type models, the main concerns with respect to

predicting the bioavailability of poorly soluble drugs based on results from transfer

models, is the non-physiologically relevant hydrodynamics observed in the disso-

lution apparatus 2, and the lack of an intestinal absorption barrier. The hydrody-

namics, including the flow rate at which the gastric drug solution is transferred to

the intestinal compartment, may affect the degree and rate of a possible drug

precipitation (Carlert et al. 2010; Horn and Rieger 2001). For example Kostewicz

et al. observed that a faster transfer rate produced a faster decrease from the

maximum concentration of dissolved drug after initiation of precipitation

(Kostewicz et al. 2004). The lack of drug removal in vitro, may potentially lead

to an overestimation of the amount of precipitate as the simulated intestinal drug

concentration will be higher than expected in vivo due to absorption. In a study by
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Carlert et al. (2010) the precipitation of a poorly soluble weak base (AZD0865) was

investigated in three different in vitro models including the transfer model and

compared to human bioavailability data. All the in vitro models predicted rapid

drug precipitation, which increased with increasing drug concentration, yet the

in vivo study indicated a lack of in vivo drug precipitation with a dose proportional

increase in drug plasma exposure. One of the suggested reasons for this discrepancy

was the lack of drug removal in vitro (Carlert et al. 2010). The composition and

volume of the simulated gastric and intestinal fluids are also of great importance as

they will directly impact on the soluble amount of dose and thereby the degree of

supersaturation. In a study by Kostewicz et al. (2004) the initial volume of the

intestinal acceptor phase was 500 mL, which is probably too high as compared to

the available volume in the human small intestine (Kostewicz et al. 2004). Another

complicating factor when predicting in vivo drug precipitation and oral bioavail-

ability is the presence and conversion of polymorphic and amorphous drugs. As the

solubility and dissolution rate of the amorphous form(s) of a drug is higher than any

of the crystalline form(s), the bioavailability will depend on which solid state form

the drug is administered in and in which form it possibly precipitates, in vivo. The
last of which may not be accurately captured in vitro (Psachoulias et al. 2012).

Particularly for weak bases, the transfer model seems to be a good model to

identify drugs and DDS for which drug precipitation may limit the oral bioavail-

ability. However, due to a risk of overestimating the in vivo precipitation and a lack
of in vivo precipitation studies to verify the model mechanistically, the model may

not be ideal to accurately predict the bioavailability after oral administration. For

non-ionisable drugs, as well as weak acids, the transfer model has very little

Donor phase Acceptor phase

Pump

Fig. 24.2 Schematic setup

of a transfer model.

Reprinted from (Kostewicz

et al. 2004) with permission

from John Wiley and Sons

(2015)
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relevance, as the most favourable conditions for dissolution and solubilisation are

found in the small intestine. For these drugs the model, though fairly simple, is

considered too complex, costly and time-consuming.

2.5 Dissolution Models with an Incorporated Absorption
Module

The models described above all focus on dissolution and precipitation as these

processes are expected to be rate limiting for drug absorption. However, ignoring

the removal of drug by absorption through the epithelium layer during in vitro
assessment may compromise the physiological relevance and predictive power of

the models. First, the absorption of some poorly water soluble drugs, particularly

BCS class IV drugs, is not only limited by solubility, dissolution and precipitation,

but also by their permeability. Second, absorption of drugs displaying a moderate to

high permeability may create sink conditions that can increase the dissolution and

reduce the precipitation (Kostewicz et al. 2014). Third, various enabling formula-

tion strategies aiming at increasing intraluminal drug concentrations, may also

affect drug permeability; e.g. addition of the surfactant Kolliphor® EL will both

aid the solubilisation of poorly water soluble drugs and inhibit the P-gp efflux

transporter (Constantinides and Wasan 2007; Ehrhardt et al. 2004). In order to

capture these interacting effects a series of advanced in vitro models has been

developed in which dissolution is coupled with absorption. Examples of such

models include the biphasic dissolution model and combined dissolution-

permeation (D/P) models.

2.5.1 Biphasic Dissolution Models

The biphasic dissolution model represents a fairly easy way of incorporating an

absorptive sink into a standard dissolution model. As depicted in Fig. 24.3, the

biphasic dissolution model is based on two separate immiscible phases; an aqueous

phase for dissolution and an organic phase creating an absorptive sink. After the

drug has dissolved in the dissolution medium it will partition between the organic

and the aqueous phase based on its lipophilicity (logP). The model concept is

relatively old with studies using a similar setup dating back to at least 1967,

when Niebergall et al. determined in vitro drug dissolution and partitioning rates

simultaneously in a biphasic dissolution system (Niebergall et al. 1967). One of the

clear benefits proposed by this research group was the possibility of creating sink

conditions without using large volumes of dissolution media.

In 2010 Shi et al. used the biphasic dissolution model to evaluate the perfor-

mance of different DDS of the poorly soluble drug celecoxib. They obtained a rank

order correlation of three different DDS (a capsule, a solution and a SNEDDS) by

correlating relative in vivo AUC and Cmax values (clinical data) with in vitro AUC
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values of the amount of drug in the organic (octanol) phase. Based on this corre-

lation they argued that the amount of drug which partitioned into the octanol phase

resembled the amount of drug in the systemic circulation after oral administration,

and that the biphasic dissolution model showed great promise to evaluate DDS

effects during drug development (Shi et al. 2010). Similarly, an acceptable IVIVC

was obtained for MR DDS of two BCS class II drugs (dipyridamole and BIMT 17)

using a pH-controlled biphasic model (Fig. 24.3) (Heigoldt et al. 2010).

Emphasising the advantages of the biphasic dissolution model, single phase disso-

lution systems were unable to correctly rank the DDS tested in either of the

described examples. The main advantage of the biphasic dissolution model is the

sink condition created by the organic layer for drugs with a high logP. Drug

removal into an organic phase during dissolution is somewhat comparable to the

in vivo processes of dissolution followed by absorption. Compared to alternative

ways of ensuring sink condition like the use of co-solvents or artificial surfactants,

such as sodium lauryl sulphate (SLS), in the dissolution medium, or using very

large dissolution volumes, the biphasic approach seems more physiologically

relevant. However, an organic layer only shows very little resemblance to the

human intestinal membrane lacking e.g. transporters and water channels. Further-

more, the presence of an organic layer may affect the dissolution process in the

Dissolution
vessel

Upper phase:
n-octanol

Sinker

Drive shaft

Burette

pH-Sensor

Paddle

pH 2 pH 5.5pH 5.5 pH 6.8

t0=0h t1=1h t2=3h t3=5h t4=24h

Capsule/Tablet

Lower phase:
aq. buffer

Fig. 24.3 Schematic presentation of a biphasic dissolution apparatus comprising two immiscible

phases and a pH controller. Reprinted from (Heigoldt et al. 2010) with permission from Elsevier

(2015)
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aqueous medium as the two phases will never be completely immiscible and the

organic phase will tend to work as a co-solvent. If the dissolution medium contains

e.g. BS, PL or lipid digestion products (fed state medium), these will also partition

into the organic phase altering the dissolution medium and thereby affecting the

dissolution process (Phillips et al. 2012). If the dissolution medium or the tested

DDS contains surfactants, these will presumably position themselves at interface of

the two immiscible phases, again affecting the dissolution/partitioning process.

Finally, as for all other models using the paddle dissolution apparatus, the hydro-

dynamics are not really physiologically relevant.

The incorporation of an absorption step into in vitro dissolution models has clear

advantages related to single phase dissolution systems. Yet, while the biphasic

dissolution model may produce good IVIVC for some lipophilic drugs and probably

can be used to screen specific DDS effects e.g. surfactant trapping effects, the

overall potential of the model used for prediction of the bioavailability of orally

administrated poorly water soluble drugs is presently considered to be relatively

low due to the disturbance of the biorelevant media and the low physiological

relevance of the absorption layer.

2.5.2 D/P Models

During the past 15 years different versions of combined D/P models have been

developed (Buch et al. 2009; Ginski and Polli 1999; Ginski et al. 1999; Kataoka

et al. 2003; Kobayashi et al. 2001; Motz et al. 2007; Sugawara et al. 2005).

Figure 24.4 shows an example of a D/P model developed by Kataoka

et al. (2003). The systems all consist of at least two chambers separated by a

permeability barrier, e.g. a Caco-2 cell monolayer or an artificial membrane,

enabling the simultaneous analysis of drug dissolution and permeation. To maintain

sink conditions at the basolateral side of the permeability barrier 4.5% (w/v) BSA is

often added, as it has been suggested that BSA works as a reservoir by binding the

drug in the basolateral solution (Sawada et al. 1994). In some models, the perme-

ation takes place in a separate absorption module, with the dissolved drug being

transported by peristaltic pumps at a predefined flow rate (Ginski et al. 1999). In

other models, including that of Kataoka et al. (Fig. 24.4), the absorption is directly

integrated in the dissolution module (Kataoka et al. 2003).

Combined D/P models have successfully been used for several purposes includ-

ing, (1) predicting dissolution-permeation relationships of oral formulations

i.e. determining the rate limiting step to absorption (Ginski et al. 1999; Kobayashi

et al. 2001), (2) predicting DDS effects and ranking different DDS by the fraction of

dose absorbed (Buch et al. 2009; Ginski et al. 1999; Kobayashi et al. 2001;

Sugawara et al. 2005), and (3) forecasting food effects (Buch et al. 2009). Data

from the in vitro studies have been correlated to in vivo data to verify the predictive
power of the models as well as to locate model weaknesses for improvement and to

establish their use and limitations.
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Overall, D/P models have been shown to produce good correlations to in vivo
data, providing accurate outcome predictions of pharmacokinetic studies along with

a unique insight into the solubility/dissolution and permeability interplay of com-

plex DDS. Yet, like all other models, they have their drawbacks. Working with cell

cultures always can create issues in regard to the cell viability. Several studies have

shown that BS, surfactants and other formulation excipients are toxic to the cells

even at low concentrations (Ingels et al. 2002). Therefore, the dissolutionmedia used

in the D/P models is often altered compared to standard biorelevant media (Kleberg

et al. 2010) and the added dose of drugs and excipients are usually small. Variations

in pressure caused by a pulsatile flow, when applying pumps in consecutive systems,

can also damage sensitive cell monolayers such as Caco-2 cells (Buch et al. 2009).

Moreover, cell cultures are expensive and very time consuming as they typically

take several weeks to differentiate (Hidalgo et al. 1989). The use of artificial

membranes instead of cell cultures raises the issue of physiological relevance.

Especially, for drugs that are substrates of an active transporter (influx or efflux),

the estimated permeability across an artificial membrane will presumably be incor-

rect. However, for drugs which are only absorbed by passive diffusion, a dialysis

membrane with the right cut-off may produce good IVIVC. Another issue with

combined D/P models is the ratio between dissolution volume and available absorp-

tion surface area. In the human small intestine, the water volume is estimated to be

approximately 100 mL, distributed throughout the intestine in small pockets (Mudie

et al. 2014; Schiller et al. 2005), and the absorptive surface area of the small intestine

is assumed to be approximately 30m2 (Helander and Fandriks 2014). In comparison,

the dissolution volume was 8 mL and the cell layer surface area 4.2 cm2 in the D/P

model by Kataoka et al. (Kataoka et al. 2003). Drugs displaying high permeability

may not be affected by this discrepancy, however, for drugs with low or medium GI

permeability; the permeability may be wrongly identified as rate limiting for

Drug Sampling

Apical side Basal side

Stirring Stirring

Caco-2 monolayer

Fig. 24.4 Schematic

illustration of the D/P model

developed by Kataoka

et al. (2003). Reprinted

from (Kataoka et al. 2003)

with permission from

Springer (2015)
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absorption due to the small surface area. Supporting this notion, Ginski et al.(1999)

found that their continuous D/P model qualitatively predicted dissolution-

absorption relationships compared to in vivo data, but that most predictions

overestimated the degree of permeation-rate-limited absorption for both BCS

class I, II and III drugs (metoprolol, piroxicam and ranitidine) (Ginski et al. 1999).

Conversely, the permeation rate may also be underestimated due to e.g. permeability

differences between the human intestinal mucosa and Caco-2 cell monolayer

(Lennernäs et al. 1996) or application of a flow rate that is too low for the medium

transfer between the different compartments (dissolution/absorption).

If D/P models are to be used as a drug or DDS screening tool, the use of an

artificial dialysis membrane as the permeability barrier should be preferred, as cell

cultures are sensitive and time consuming to work with. The inclusion of cell layers

as the permeability barrier will primarily be interesting for drugs and DDS that are

affected or effect cell transporters or are metabolised by the enterocytes.

The combined models show great potential for mechanistic studies, e.g. when

testing the effect of supersaturation on absorption, or evaluating the rate limiting

step to absorption. However, in all uses, the discrepancy between surface area and

dissolution volume and the possible consequences, should be kept in mind.

3 Conclusions

When modelling drug dissolution after oral administration, it is essential to keep in

mind that the human GI tract is a very complex system displaying numerous factors

influencing drug dissolution. In order to make the best estimate of GI dissolution of

a given drug, the in vitro tests should simulate this process closely and be as

physiologically relevant as possible; mimicking all aspects of the drug’s passage
through the GI tract. Still, it needs to be acknowledged that the human GI tract is a

very complex system with many variable factors influencing the drug dissolution in

various ways, therefore, a simple model or even a very complex one, is unlikely to

capture every variation or effect.

The presently used in vitro dissolution models span a range in terms of com-

plexity; from very simple systems like the pharmacopoeial QC tests to the more

complex systems like e.g. the transfer model and the biphasic dissolution model.

The simpler models, which are commonly very attractive for the pharmaceutical

industry, are generally easy to handle, robust, fast and cheap compared to the more

complex models, which in turn are desirable as they often display more physiolog-

ically relevant conditions producing better predictions of the bioavailability of a

given drug and DDS. As one dissolution model is unlikely be generally predictive

of the in vivo performance of all drugs, the choice and development of dissolution

models must happen on a case by case basis, which is presently the case in both the

industry and academia.
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Chapter 25

Evaluating Oral Drug Delivery Systems:
Digestion Models

Ragna Berthelsen, Philip Sassene, Thomas Rades, and Anette M€ullertz

Abstract In order to assess drug release from a digestible drug delivery system

(DDS), it is important to simulate the relevant digestion processes as well as the

dissolution process. Compared to commonly used dissolution models, digestion

models are typically more complex, as they incorporate the digestive enzymes. This

also renders these models suitable for the evaluation of food effects on drugs and

dosage forms.

In this chapter, the human digestion processes are briefly described, followed by

a description of the most commonly used digestion models including the pH-stat

controlled lipolysis models, the Dynamic Gastric Model (DGM) and TNO gastro-

intestinal model (TIM-1). The pH-stat controlled models are examples of relatively

simple digestion models commonly used to evaluate the amount of drug solubilised

in the aqueous phase during digestion of lipid based DDS (LbDDS), whereas the

DGM and the TIM-1 represent two of the more complex dissolution and digestion

models available. Emphasis will be on the models suitability to assess LbDDS and

will therefore primarily involve lipid digestion.

Keywords Digestion • In vitro • GI tract • Digestible drug delivery systems •

Lipid-based drug delivery systems • Food effects • pH-stat controlled lipolysis

model • DGM • TIM-1

1 Digestion Processes

The main site of digestion within the human gastrointestinal (GI) tract is the small

intestine; however, the digestion processes actually begin in the mouth where

amylase is secreted (DeSesso and Jacobson 2001). Previously lingual lipase was
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thought to be secreted on the tongue by the Von Ebner secretory glands and

therefore present in saliva, similar to what is seen in rodents (Hamosh and Burns

1977). This was disproved in 1988 by Moreau et al. who showed, that the only

preduodenal lipase present in man, is of gastric origin (Moreau et al. 1988). Thus

after ingestion of a meal, lipids are partly digested in the stomach, where gastric

lipase is responsible for digesting approximately 5–40% of ingested

triacylglycerides (TAG) (Armand 2007; Armand et al. 1994, 1996, 1999; Carriere

et al. 1993). The remaining lipid-digestion occurs in the small intestine with

complete lipolysis by pancreatic lipases (Carey et al. 1983).

Upon mixing and grinding in the stomach, emulsification of lipids in gastric fluid

takes places, ensuring a large interfacial surface area for the lipase to facilitate

hydrolysis (Armand 2007; Schulze 2006). The thick semifluid mass of partly

digested food (chyme) is subsequently ejected to the duodenum and mixed with

pancreatic juice and bile for further digestion before being pushed into the small

intestine by peristaltic movements (Schulze 2006). The pancreatic juice contains

several enzymes including amylase, proteases and lipases involved in the digestion

of carbohydrates, proteins and lipids, respectively, as well as bicarbonate ions

serving to neutralize the acid coming from the stomach (Keller and Allan 1967;

Dressman et al. 1990). Bile secretions contain bile salts (BS) and phospholipids

(PL), which are micelle forming endogenous surfactants, facilitating the lipid

digestion process by stabilizing emulsified lipid-droplets and removing lipolysis

products from the interfacial contact area between the lipase and substrate (Armand

2007). During intestinal lipid digestion, different colloidal phases are formed,

eventually leading to the formation of mixed micelles containing BS, PL, mono-

glycerides (MAG) and fatty acids (FAs) (Fatouros et al. 2007a). These micelles

presumably diffuse to the intestinal membrane where the different constituents are

absorbed (Porter et al. 2007). Figure 25.1 illustrates some of the digestion and drug

solubilisation processes taking place in the stomach and the small intestine.

The digestion processes can influence drug absorption, particularly when a drug is

administered with a meal or in a LbDDS (Hauss 2007; Charman et al. 1997).

Ingestion of food can affect drug absorption in several different ways; however,

in relation to the digestion processes, the digestion products of e.g. lipids,

typically help solubilise poorly water soluble drugs by aiding their incorporation

into mixed micelles (Bates et al. 1966). Excipients used in LbDDS commonly need to

be digested themselves in order to release incorporated drug (Palin andWilson 1984).

2 Digestion Models

Digestion models are of primary relevance for dosage forms containing digestible

excipients, e.g. tri- and di-acylglycerols and also several surfactants that are

hydrolysed by GI esterases (Cuine et al. 2008; Fernandez et al. 2007). In addition,

digestion models are needed when a potential food effect on drugs or dosage forms

is assessed. Different in vitro lipolysis models have been developed to simulate the

digestion process in the stomach, duodenum and jejunum. In order to simulate the
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Fig. 25.1 Schematic presentation of lipid digestion, drug solubilisation, precipitation and absorp-

tion in the stomach and small intestine.
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digestion processes in the GI tract in vitro, it has been suggested that the following

five aspects should be considered; (1) use of physiologically relevant enzymes and

co-enzymes in appropriate amounts, (2) correct physiological pH, as well as

addition of relevant co-factors e.g. BS and PL, (3) digestion product removal,

(4) appropriate mixing and (5) physiological transit times (Minekus et al. 1995).

However, when assessing performance of LbDDS these suggestions are not all

needed, as more simple digestion models also have been able to predict drug

performance (Larsen et al. 2008; Porter et al. 2004b; Heshmati et al. 2014). This

is possible, as in vitro evaluation of LbDDS often is performed to pinpoint the most

suitable LbDDS by rank ordering a range of formulations, rather than predict the

absolute bioavailability. None of the in vitro digestion models developed so far

meets all five aspects mentioned above. Thus the following sections will clarify the

utility of the most commonly used models and how their inadequacy to fulfil the

five aspects suggested, results in shortcomings of the respective models.

2.1 pH-Stat Controlled In Vitro Lipolysis Models

The pH-stat controlled lipolysis models primarily consists of three different types;

one-compartment pH-stat models, the dynamic in vitro lipolysis model and

two-compartment pH-stat models (Sek et al. 2001; Williams et al. 2012;

Zangenberg et al. 2001a, b; Christophersen et al. 2014; Fernandez et al. 2009;

Dahan and Hoffman 2006).

The one-compartment pH-stat models usually simulate intestinal digestion, as it

is the primary site of hydrolysis. The in vitro lipolysis takes place in a thermostated

reaction vessel where the tested DDS is dispersed in biorelevant medium resem-

bling fasted or fed state GI fluid, and digestion is initiated by manual addition of

lipase (e.g. porcine pancreatin). The amount of digestion is determined based on the

amount of NaOH required to neutralize the pH drop caused by FAs released from

enzymatic hydrolysis of triglycerides and other digestible excipients. Mixing of the

digesta is usually produced by either overhead or magnetic stirring. This agitation

does not mimic the hydrodynamics of the GI tract very well, but is sufficient for

evaluation of LbDDS, as the digesta is liquid and easily emulsified. The model

lacks an absorption step, so during digestion, lipolysis products build up at the

emulsion interface and subsequently inhibit digestion (Pafumi et al. 2002). To

avoid this inhibition, calcium is added prior to initiation of the experiment, as

calcium is known to form insoluble soaps with FAs and hence remove them from

the system. This does on the other hand result in a very fast initial lipolysis, making

it difficult to assess how different degrees of digestion impact on the LbDDS. To

address this, the dynamic in vitro lipolysis model was developed.

Figure 25.2 shows a schematic representation of the dynamic in vitro lipolysis

model, with continuous pH measurement and addition of NaOH to maintain a

predefined pH, continuous addition of CaCl2 to remove digestion products, stirring

and temperature control (Zangenberg et al. 2001a, b). This model is very similar to
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the one-compartment pH-stat model and only differs, by having no calcium present

at the start of the experiment, but adding it continuously during digestion. A result

of this is an approximately linear lipolysis, permitting sampling at different stages

of digestion, providing a more thorough insight into how lipolysis affects LbDDS

(Larsen et al. 2011).

For some purposes, the one-compartment intestinal lipolysis models seem ade-

quate, but for evaluating the impact of low pH and gastric digestion or assessing

how sudden pH-changes affect drug and LbDDS, they have proven insufficient. To

accommodate this shortcoming, the two-compartment pH-stat model has been

developed to mimic both gastric and intestinal digestion (Christophersen

et al. 2014; Fernandez et al. 2009). Digestion in the gastric compartment is

performed in a medium simulating human gastric fluid and digestion is usually

facilitated by microbial or animal-derived gastric lipases, as human gastric lipase

(HGL) is not easily obtained. However, as pH-optimum, substrate affinity and

stereo selectivity vary between these different lipases, none of the used gastric

lipases are ideal as substitutes for HGL. A recombinant HGL (rHGL) may have

potential; however, it is not yet commercially available and has consequently not

been incorporated into any gastric lipolysis model. Therefore, the impact of gastric

lipolysis on the bioavailability of drugs from LbDDS remains to be fully understood

(Kostewicz et al. 2014). Subsequent to gastric digestion in the two-compartment

pH-stat models, intestinal lipolysis is conducted. For convenience, the transfer of

digesta from the gastric compartment to the intestinal compartment is usually

performed by adding a concentrated duodenal medium with pancreatic enzymes,

instead of gradual gastric emptying to the intestinal compartment (Christophersen

et al. 2014).

titrator pH - meter

temperature
controller

magnetic stirrer

Impulse

pump

CaCl2

NaOH

Fig. 25.2 Schematic figure of the dynamic in vitro lipolysis setup. Reprinted from (Fatouros

et al. 2007b) with permission from Springer (2015).
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The general principle of digestion is the same in the aforementioned models and

during lipolysis four phases that can be separated by ultracentrifugation, may be

formed; an oil phase from undigested lipids, a colloidal phase containing large

vesicles, an aqueous phase containing micelles and smaller vesicles, and a pellet

phase (Larsen et al. 2011). The oil phase will only be present if the tested DDS

contains more lipids, than the surfactants are capable of emulsifying and is mainly

present during the initial part of the digestion experiment. To estimate the amount

of drug available for absorption, which is thought to be the amount of drug

solubilised in the colloidal and aqueous phase, samples are taken throughout the

lipolysis experiment to determine the amount of drug solubilised in the different

lipolysis phases (Porter et al. 2004a, b; Larsen et al. 2008; Sassene et al. 2010). The

pellet phase mainly consists of precipitated FAs in the form of calcium soaps, but

will also contain drug in case of drug precipitation. Recently, the pellet has been

analysed for the solid state form of the precipitated drug as this has been shown to

affect the rate of re-dissolution and thereby possibly the bioavailability of the drug

(Sassene et al. 2010; Thomas et al. 2012a, 2013; Stillhart et al. 2014).

As the pH-stat controlled in vitro lipolysis models have been used by various

research groups, different factors have been reported to vary e.g.: digestion medium

contents including type of BS, digestion medium pH, type of lipase (including

activity differences), digestion medium volume and digestion duration

(Table 25.1).

2.1.1 In Vivo–In Vitro Correlations

The potential of in vitro lipolysis models has been established by studies showing

in vivo–in vitro correlations (IVIVC) using one of these models (Dahan and

Hoffman 2007; Larsen et al. 2008; Porter et al. 2004b). For example Porter

et al. (2004a, b) showed that the use of long chain self-microemulsifying drug

delivery systems (LC-SMEDDS) led to a higher oral bioavailability of the BCS

class II compound danazol in beagle dogs, when compared to medium chain

SMEDDS (MC-SMEDDS). These results were reproduced in vitro using the

lipolysis model, which showed basically no precipitation from LC-SMEDDS, but

high levels of precipitation from MC-SMEDDS (Porter et al. 2004a). Larsen

et al. (2008) investigated the predictability of an in vitro lipolysis model when

applied to different types of lipid based formulations containing the digestible

surfactant Labrafil M2125CS (suspensions vs. solutions), and found rank order

correlations between the amount of drug (danazol) solubilised in the aqueous

phase after 70 min of in vitro lipolysis and the bioavailability determined in rats

(Larsen et al. 2008).

While some studies have found good correlations, other studies have found the

in vitro lipolysis models inadequate to predict the in vivo performance of oral

dosage forms containing digestible excipients. In two separate studies, Griffin

et al. (2014) and Thomas et al. (2014) observed that the amount of drug solubilised

during in vitro digestion studies did not correlate with in vivo bioavailability in pigs
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(Griffin et al. 2014; Thomas et al. 2014). In both studies, several LbDDS were

evaluated in vitro and in vivo. And in both studies, the in vitro data suggested a

significant difference between the tested DDS based on the amount of drug

solubilised in the aqueous phase, while the in vivo data showed no difference in

bio-availability.

In a study by Berthelsen et al. the dynamic in vitro lipolysis model was used to

understand and explain observed plasma-concentration time profiles (in rats) of a

series of fenofibrate-Kolliphor®DDS (Berthelsen et al. 2015). As the tested types of

Kolliphor® (EL, ELP and RH40) are known to be digestible to different degrees

(Cuine et al. 2008), the in vitro solubilisation of fenofibrate was determined during

digestion using the dynamic lipolysis model. The study showed that Kolliphor®

ELP and EL were digested to a higher degree than Kolliphor® RH40. With

increasing concentrations of Kolliphor® ELP and EL, more fenofibrate was

solubilised throughout 60 min of in vitro digestion, correlating well with an

observed increased bioavailability. In the case of Kolliphor® RH40, no difference

in the solubilisation of fenofibrate was seen in vitro, whereas there seemed to be an

optimal Kolliphor RH40 level with an optimal bioavailability. This discrepancy

was explained by a micellar entrapment effect, which was not captured by the

lipolysis model, as it was unable to capture any permeation effects (Berthelsen

et al. 2015). The missing evaluation of the absorption post digestion may generally

make the in vitro lipolysis models too simple, as other mechanisms, aside from drug

solubilisation in the GI lumen and drug permeability, may affect the absorption.

Some excipients, including Kolliphor® EL, have been shown to inhibit the P-gp

efflux pump, which will potentially give rise to an improved absorption of P-gp

substrates (Constantinides and Wasan 2007). Very lipophilic drugs may be

absorbed by lymphatic uptake, which is stimulated by long-chain lipids (Holm

et al. 2003). Furthermore, the gastric emptying rate is typically prolonged by

ingestion of lipids allowing longer dissolution and dispersion times (Kossena

et al. 2007; Charman et al. 1997). None of these effects are presently captured by

the in vitro lipolysis model.

The lack of product removal in a physiologically relevant manner is in some

examples, resulting in shortcomings of the models. Furthermore, the models are

mainly suitable for testing liquid systems, as the hydrodynamics are not physiolog-

ically relevant. Thus caution should be taken, if evaluating digestible solid dosage

forms in any of the above mentioned models. The relatively simple setup of the

pH-stat controlled models, ensures high-throughput and makes them easily adapt-

able to volumes, pH-levels etc. This is an advantage during the development

process, where only small amounts of a new drug candidate are available and

small volume testing is needed.

The use of in vitro lipolysis models has increased the general understanding of

how lipophilic drugs traffic during digestion of lipid vehicles, and for this purpose

the models remain interesting. However, in terms of predicting the bioavailability

of oral dosage forms, the models need further evaluation and likely further devel-

opment, e.g. by addition of an absorptive step.
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2.2 Complex Physiologically Relevant Models

More complex models simulating digestion throughout the GI tract include the

dynamic gastric model (DGM) (Mercuri et al. 2008; Wickham et al. 2012) and the

TNO gastrointestinal model (TIM-1) (Minekus et al. 1995). These models are

especially useful for the evaluation of food effects on dosage forms, but can also

be useful for LbDDS. As lipid digestion begins in the stomach and continues in the

duodenum and small intestine, a multi-compartment model may well be more

physiologically relevant; however, due to the complexity of these models, the

throughput is low, often making the simpler lipolysis models more attractive.

Nevertheless, the complex models have been used successfully for in vitro evalu-

ation of LbDDS and will be introduced in the following sections.

2.2.1 DGM

The DGM is a gastric digestion model developed at The Institute for Food Research

(Norwich, UK). It was initially intended for food evaluation, but has also proved

useful for pharmaceutical assessment (Vardakou et al. 2011b; Mercuri et al. 2008,

2011). Figure 25.3 shows a schematic overview of the model simulating different

regions of the stomach. In the DGM, the stomach is divided into two sections; the

main body (a combination of fundus and corpus) and the antrum. The main body

primarily serves as a reservoir for the bolus and only limited agitation occurs in this

region (Wickham et al. 2012). Secretion of enzymes and gastric acid is computer-

controlled and takes place in the upper part of the apparatus, coating the inner

surface of the main body. Gentle agitation secures that only the outer layer of the

bolus is wetted. The wetted surface layer has a decreased viscosity compared to rest

of the bolus, allowing for food migration to the antrum (Wickham et al. 2012). This

replicates the events observed in vivo with secretion of gastric acid and enzymes in

the fundus and corpus regions (upper part of stomach) and local wetting of the

bolus. In the antrum shear forces are increased and grinding and mixing of the bolus

occurs similar to what is observed in vivo (Vardakou et al. 2011a). The DGM also

simulates gradual gastric emptying, by sequentially emptying food through an

outlet valve. No duodenal or intestinal lipolysis step is incorporated in the DGM,

but the secreted chyme can be exposed to further duodenal digestion in e.g. a

pH-stat controlled in vitro lipolysis model.

The true advantage of the model compared to the simpler pH-stat controlled

lipolysis models, is replication of the mechanical stress, which food and pharma-

ceuticals are exposed to in the stomach. Hence, the DGM is particularly suitable for

testing disintegration of tablets or capsule rupture, as well as for food effect studies.

Indeed in a study by Vardakou et al. (2011a, b) the authors showed that the DGM

was able to predict capsule rupture of three different capsules, whereas a USP

dissolution apparatus I was not (Vardakou et al. 2011b). In another study by

Mercuri et al. 2011 it was investigated if different shear forces provided by the
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DGM, USP dissolution apparatus II and shaking the solution in a volumetric flask,

affected the droplet size during dispersion of a self-emulsifying drug delivery

system (SEEDS). The mechanical stress of the DGM resulted in five- to tenfold

smaller droplets compared to the droplet distribution obtained by the other two

methods (droplet size range from 3 to 30 μm depending on dispersion method). This

was surprising, as SEEDS spontaneously forms an emulsion by gentle agitation. An

increase in droplet size was, however, observed during emptying of the last fraction

of gastric contents from the DGM, suggesting the presence of oil droplets floating at

the top layer. This indicates that the emulsion was not stable and that mechanical

forces could influence the droplet size, as seen with dietary lipids. It would

therefore be worthwhile to evaluate if shear forces in the stomach influence the

droplet size of a stable self micro-emulsifying drug delivery system (SMEDDS) or

self nano-emulsifying drug delivery system (SNEDDS). This is of interest, as

agitation in the simpler pH-stat models is performed by stirring, assuming mechan-

ical stress is not affecting the formulation. It should be noted however, that in the

study by Mercuri et al. 2011, the SEDDS droplet size in vivo was not determined; it

was assumed that the DGM was predictive as it has been shown to yield droplet

sizes in the regions of what has been observed in vivo during digestion of a liquid

Main
Body

Antrum

Enzymes secretion

Waterbath

Body

Valve

Thermostated jacket

Barrel

Piston

pH meter

Fig. 25.3 A schematic overview of the DGM. It is divided into two sections; the main body and

the antrum. The figure is reprinted from (Mercuri et al. 2011) with permission from Springer.
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meal (Mercuri et al. 2011). This might be a plausible assumption, but a more

thorough study, would be to evaluate the droplet size in vivo, by gastric aspirations.
The DGM does therefore seem to simulate the physical properties of the stomach

quite well, but is challenged on a biochemical level. The microbial lipase derived

from Rhizopus oryzae (ROL), is used as a substitute for HGL, as no appropriate

substitute for HGL is currently on the market, as explained in Sect. 2.1. The

hydrolysis of lipids in the DGM, might consequently not correspond to what is

observed in vivo. This can be an issue when evaluating substrates highly susceptible
to gastric lipase, as the pharmaceutical excipient Labrasol produced by Gattefossé

(Saint-Priest, France) (Fernandez et al. 2007). It could also lead to problems if the

DGM is used to evaluate lipid digestion of patients, where HGL is the primary

digestive enzyme e.g. people suffering from pancreatitis or cystic fibrosis.

The DGM can be used to simulate the mechanical stress formulations experience

in the stomach, but is not ideal for predicting bioavailability of LbDDS, as it does

neither include intestinal lipolysis nor absorption.

2.2.2 TIM-1 Model

The TIM-1 model is a multi-compartmental model that dynamically mimics the

major events taking place in the upper part of the GI lumen. Figure 25.4 shows a

schematic drawing of the system with four serial compartments simulating the

stomach, duodenum, jejunum and ileum (Kostewicz et al. 2014). Each compart-

ment has two sections contracting alternately to ensure mixing and simulate

peristaltic movements. The temperature is controlled by water jackets, the pH

value by automatic addition of acid or base as required according to a pre-defined

protocol, appropriate mixing and physiological transit times are simulated with

flexible walls and computer controlled pumps and valves (Naylor et al. 2006).

Gastric, duodenal, jejunal and ileal secretion fluids containing BS, electrolytes and

digestion enzymes are added to the discrete compartments. From the jejunal and

ileal compartments of the system, low molecular weight compounds and water are

removed continuously via dialysis or filtration. After this simple absorption step,

the bio-accessibility (i.e. the solubilised amount available for absorption) of nutri-

tional and pharmaceutical compounds is quantified (Naylor et al. 2006). The model

was originally developed as a tool to study the fate of ingested components such as

food, microorganisms and drugs, and early studies showed high accuracy in

reproducing in vivo data on GI transit, pH, BS concentrations and absorption of

glucose (Minekus et al. 1995). The model has also been used in the drug product

development to predict in vivo performance (Naylor et al. 2006), evaluate DDS

effects (Barker et al. 2014; Blanquet et al. 2004; Dickinson et al. 2012) and predict

food effects (Blanquet et al. 2004; Souliman et al. 2006). Naylor et al. (2006)

demonstrated that using bioaccessibility profiles from TIM-1 studies instead of

standard USP 2 dissolution data as input data for an in silico absorption model,

improved the predicted pharmaco-kinetic profile of an immediate release tablet

formulation containing paroxetine hydrochlorid hemihydrate (Naylor et al. 2006).
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In the early drug product development phase, Dickinson et al. (2012) successfully

used the TIM-1 model to evaluate and select an appropriate DDS for a weak base

(AZD8055), reducing the need for preclinical in vivo studies (Dickinson

et al. 2012).

Even though the TIM-1 model has produced some promising results reflecting

in vivo data on the absorption of both food and drugs, the model also has its

disadvantages. First, the model’s absorption step is very simplified and lacks

physiological relevance, i.e. most in vivo processes associated with the intestinal

membrane like active transport, efflux and metabolism are not modelled. Therefore,

in order to predict oral bioavailability rather than bioaccessibility, TIM-1 samples

must be coupled with an intestinal absorption system, like e.g. a Caco-2 cell

monolayer (Deat et al. 2009) or an in silico absorption model (Sjogren

et al. 2013; Naylor et al. 2006). The performance of the TIM-1 will greatly depends

on the tested drug and how that interacts with the added fluids and the system itself

(Naylor et al. 2006). In a study by Berthelsen et al. (unpublished data), three

fenofibrate MeltDos® formulations was tested in the TIM-1, but the model was

Fig. 25.4 Schematic drawing of the TIM-1 system. A stomach compartment, B pyloric sphincter,

C duodenum compartment, D peristaltic valve, E jejunum compartment, F peristaltic valve,

G ileum compartment, H ileo-caecal sphincter, I stomach secretion, J duodenum secretion,

K jejunum/ileum secretion, L pre-filter, M semi-permeable membrane, N filtrate pump, P pH

electrodes, Q level sensors, R temperature sensor, S pressure sensor. Reprinted from (Kostewicz

et al. 2014) with permission from Elsevier (2015).
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found unsuitable due to very low recovery; 16.6–29.8% (w/w) before rinsing and

33.2–59.8% (w/w) including the rinsing liquid. The low recovery was expected to

be due to fenofibrate adsorption to the many plastic surfaces and filters, which is a

known problem for lipophilic drugs (Dickinson et al. 2012). Other potential causes

of low recovery include drug degradation or precipitation (Naylor et al. 2006).

Due to the relatively long run times and time consuming cleaning processes, the

TIM-1 model has a very low throughput making it unfit for most screening

purposes. The risk of high levels of adsorption also limits its use to predict oral

bioavailability of poorly water soluble drugs. It is furthermore also dependent on

ROL for gastric digestion and therefore has the same shortcomings, concerning

gastric lipolysis as explained in for the DGM in Sect. 2.2.1. However, for certain

drugs and specific evaluations, particularly involving food-related factors like food

effects or digestion, of a discrete number of DDSs, the model appears superior to

simple models, which only consider dissolution, digestion, or permeability, as well

as more advanced models combining e.g. dissolution and absorption, as it allows for

a better quantitative prediction of the amount of drug available for absorption. With

respect to simulating GI hydrodynamics, peristaltic movements, gastric mixing and

grinding, the TIM-1 model seems to be more physiologically relevant than the

pH-stat models described in this chapter. It is, however, still inferior to the DGM in

simulating shear forces of the stomach. Work has, however, recently been under-

taking to improve the stomach section of the TIM-1 model.

3 Conclusions

When modelling drug absorption from orally administered DDS, it is essential to

consider all the processes that can influence the drugs ability to reach the systemic

circulation e.g. dissolution, precipitation, digestion, solubilisation and absorption,

and to keep in mind that the human GI tract is a very complex system displaying

numerous factors influencing drug absorption. For digestible DDS it is of key

importance to simulate the digestion process, as this will directly impact the drug

release profile. The pH-stat controlled lipolysis models and the more sophisticated

digestion models such as the DGM and TIM-1 exemplify the range of digestion

models used to forecast the drug release from digestible DDS. The models are very

different in terms of complexity, advantages and limitations and are therefore often

used for different purposes. Improvements of the models are in general needed in

order to ensure ability to distinguish in vitro between the in vivo performances of

different DDS. Especially incorporation of physiological relevant absorption, mak-

ing the models capable of predicting bioavailability, as well as obtaining mecha-

nistic understanding of the limiting factors for drug absorption from LbDDS, is

considered to be important.
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Chapter 26

Application of Cell Culture and Tissue
Models for Assessing Drug Transport

Carsten Uhd Nielsen and Birger Brodin

Abstract Drug transport in the body is a necessary step, from dosage form

administration to the pharmacological target of the drug substance. Absorption

(A), distribution (D), metabolism (M) and Excretion (E), i.e. ADME properties of

drug substances, all include elements of drug transport. Cell culture and tissue-

based models are often used to predict drug ADME properties, and to gain mech-

anistic insight into these. In the present chapter, the kinetics of drug transport and

transport via drug transporters is described. The most common cell culture model

for studying intestinal transport, i.e. the Caco-2 cell model is described in detail,

and protocols for culturing and studying Caco-2 cells are included as an Appendix.

Drug transport via carriers and transporters are important for drug substance ADME

properties, and proton-coupled drug transport via the amino acid and peptide

transporters PAT1 and PEPT1 in Caco-2 cells are discussed. Renal and hepatic

models are also mentioned, as well as in vitro models of the blood brain barrier,

which are discussed in more details. Even though in vitromodels are easy to use and

provide relatively reproducible results, areas of concerns and potential pitfalls are

highlighted.

Keywords Caco-2 cells • Solute carriers (SLC) • ABC-transporters • Blood brain

barrier • ADME • In vitro models • Papp • Drug transport • PAT1 • PEPT1

1 Introduction to Drug Transport and Drug Transporters

Movement of molecules across cell membranes and diffusion in cellular and

extracellular compartments are fundamental for any drug in the process of moving

from the site of administration to its site of action. The concentration of the drug at
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the site of the biologic target mediating its actions is determined by a number of

processes involving movement of drug into and out of tissues, and metabolism in

these tissues. In the field of pharmaceutical sciences these processes are often

described as ADME processes (and for the drug ADME properties), being

an abbreviation of absorption, distribution, metabolism and excretion. To gain an

understanding of factors determining the action and duration of a drug, it is an

advantage to understand the underlying processes, which determine the ADME

properties of a drug compound. Cell cultures and tissue preparations are important

tools in this respect, and are used routinely to predict drug transport and drug

metabolism in both academia and industry.

In the present chapter the application of cell culture and tissue models for

assessing various aspects of drug transport is presented. The use of cell cultures

or tissue models originates in the quest for detailed simplified information that is

difficult to obtain from in vivo studies or studies in intact tissues. In vitro models

may provide insights into transport across a specific biological barrier. This may for

example be the intestinal wall in order to obtain an estimate of intestinal perme-

ability and subsequent absorption fraction. It may also be transport across the blood

brain barrier in order to estimate the fraction of drug available in the brain.

Transport across a cell membrane is sometimes followed by metabolism, and this

combined transport and metabolism is particular relevant in hepatic clearance and

studied in vitro in e.g. hepatocyte cultures. Traditionally, cell culture models have

been used for either mechanistic studies or for correlation purposes. The mecha-

nistic studies may be assessing transport pathways such as paracellular versus

transcellular, to investigate the effect of a permeation enhancer on transcellular or

paracellular transport, or investigating an interaction between a drug candidate and

transporters from either the solute carrier family (SLC) or the ATP-binding cassette

family (ABC). For correlation purposes, a set of in vitro data is obtained and

correlated with preferably human in vivo data. An example is correlation of

permeability across Caco-2 cells with the human intestinal permeability (Artursson

and Karlsson 1991) or human fraction of absorption (Fa) (Delie and Rubas 1997) in

order to validate that a given in vitro model is predictive for a given human

parameter.

1.1 Barrier Tissues

In order to get useful and predictive data from in vitro transport studies it is

important to consider the types of barriers in the body and to have an overview of

cell types. Barrier tissues are generally divided into epithelia and endothelia,

i.e. barrier tissues facing the outside of the body or barrier tissues of the blood-

and lymphatic vessels. The distinction is based upon the germ layer origin of the

cell types, epithelia are generally derived from the embryonic endodermal or

ectodermal layers, while endothelia are derived from the mesodermal layer. The

distinction is therefore not based on physiological functions as such. Endothelia are
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divided into peripheral and central endothelium (see Fig. 26.1), and both are

composed of single layers of endothelial cells. The peripheral vascular endothelium

is not considered to be a barrier to drug transport due to its leaky nature. The central

vascular endothelium on the other hand is, due to its tight nature and presence of

enzymes and efflux transporters, a significant barrier to drug transport into the

brain. This is discussed in more details later in the chapter. The epithelia are

classified according to the number of cell layers, and the shape of the cells

(Fig. 26.1). A simple epithelium has a monolayer, a stratified epithelium has

more than one cell layer. An epithelium with flat cells is termed squamous, one

with cubic cells is termed cuboidal, and an epithelium with cells that are higher than

their width, is termed columnar. Cells may furthermore have specialisations such as

cilia or microvilli. As an example, cells of the absorptive intestinal epithelium are

simple columnar epithelial cells with apical microvilli, whereas crypt epithelium is

of the simple cuboidal-type. In tight epithelia and endothelia, the cells are

interconnected at their lateral borders via protein complexes referred to as tight

junctions. These are vital for the tissue structure and serve the dual role of linking

cells together, but also serve as barriers in the cell membrane which restricts lateral

movement of proteins in the cell membrane. The presence of the tight junction

A

Caco-2 cell 
monolayer on filter 
support 

B

Vs

Vt

Polarized cells Vectorial transport

a b c
Na+

x

x

x

x

Fig. 26.1 Caco-2 cell monolayers in filter support used for transepithelial transport studies,

e.g. from the apical (A) to the basolateral (B) side. Vs is volume of a sample, and Vt is the total

volume from which the samples are taken. In tight epithelia cells (in grey) are interconnected at

their lateral borders via protein complexes referred to as tight junctions (a). These are vital for the
tissue structure and serve the dual role of linking cells together, but also serve as barriers in the cell

membrane which restricts lateral movement of proteins in the cell membrane. The presence of the

tight junction allows for a polarization (b) of the cells, i.e. allows that the apical and basolateral

membrane have different types of transporters in their membranes. This polarization forms the

basis for differences in transport rates, i.e. vectorial transport (c), across the individual membranes

of the cell as well as across the cell layers
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allows for a polarization of the cells, i.e. allows that the apical and basolateral

membrane have different types of transporters and enzymes, as well as lipids in

their membranes. This polarization forms the basis for differences in transport rates,

i.e. vectorial transport, across the individual membranes of the cell as well as across

the cell layers. The structure of the cells and the degree of cellular differentiation is

important to consider when validating and using cell culture models. The presence,

polarization and amount of transporters vary with the presence of tight junction, and

when using cell culture models, the morphology, polarisation and transporter

expression should always be validated.

1.2 Simple Transport Kinetics

Investigations of drug transport across a barrier tissue provide data normally

expressed in terms such as flux, permeability or clearance. Considering the simple

situation where a non-degraded, non-metabolized drug is transported across a

barrier tissue down its concentration gradient without any interaction with trans-

porters, carriers or pumps, samples in a transport study are taken from the donor

(starting amount is 100%) and acceptor side (starting concentration is 0) at various

time points in order to measure the concentration of drug on each side of the barrier.

At the end of the experiment, the barrier tissue itself is lysed and the amount of drug

present herein is quantified. Knowing the amount of drug in all three compartments

at the end of the experiment is important, as it allows for an estimation of the mass

balance. In case this is notably below 100% the drug may be either metabolised, be

chemical instable, have precipitated, or be adsorbed to surfaces in the in vitro setup,
and further investigations addressing this are warranted. If mass balance is between

80–120%, and if the concentration in the acceptor compartment is less than 10% of

that in the donor compartment, the steady-state flux of the compound can be

calculated. Initially, mass transfer across the barrier is calculated as the amount

of mass accumulated in the acceptor compartment during the experiment:

Mass ¼ Vs

Xn
n¼1

Cn�1

 !
þ CnVt

Where Vs is volume of the sample, C is the concentration of a number of samples, n,

and Vt is the total volume from which the samples are taken (see Fig. 26.1). The

mass transferred can then be plotted as a function of time. The steady-state part of

the accumulation is the amount transferred per area per time:

Mass

Area� Time
¼ J
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J is termed the flux, and the unit is e.g. nmol/cm2/s. The flux may be normalized to

the starting donor concentration to yield the apparent permeability coefficient

(Papp), often just termed the permeability:

J

C0

¼ Papp

The permeability coefficient, which has the unit, e.g. cm/s, is useful for compari-

sons of values from different laboratories using similar in vitromodels, e.g. Caco-2

cells. The permeability is dependent on the effective diffusion coefficient, Deff

(e.g. m2/s), in the model and the thickness, h (e.g. cm), of the model and the

partitioning coefficient between cell/tissue and the solution, Kp,eff. It should there-

fore not be used to compare very different models from different cell lines or

tissues:

Papp ¼ Deff � Kp, eff

h

In the screening of the permeability of new chemical entities or drug candidates,

single point measurements are sometimes used. This is not recommended; as such

end-point measurements contain all events in the model system from applying the

drug to collecting the final sample. These include potential lag-time, solvent drag

induced by either differences in osmotic strength or the application of the solu-

tions, and/or time- and concentration-dependent toxic effects exerted by the

compound itself on the in vitro model, resulting in altered transport across the

model.

1.3 Transport Kinetics in the Presence of Drug Transporters

In the case of transport in cellular systems where transporters influence the total

transport, the basic considerations concerning transport studies mentioned in 1.2

still applies, but the interpretation is slightly different. In the case of transport across

a membrane where the transporter works to influx compound from a

concentration, C, the flux, J, is described by a carrier- and passive component:

J ¼ Jmax*C

Km þ C
þ Papp*C

Where Jmax is the maximal flux, Km is the Michaelis constant and Papp is the passive

permeability across the membrane. If the process is only carrier-mediated, the

passive part of the equation becomes zero. In the case of multiple influx transporters

each expression for the carrier defined by the kinetic parameters Jmax and Km is

added to describe the total flux across the membrane. One way to estimate the
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individual contributions of carriers to the total transport is to use transporter specific

inhibitors, as illustrated by Frølund et al. (2010), another is to use knock-down or

knock-out cells lines or animals. If the transporter works in the opposite direction of

the flux direction investigated, the total transport is described by:

J ¼ Papp*C� Jmax*C

Km þ C

This phenomenon can occur in barrier tissues where efflux transporters such as

p-glycoprotein, multi-drug resistance protein or breast-cancer resistance protein

limit the transport of a drug compound. In such cases it may, however, be difficult to

get appropriate estimates of the kinetic parameters of the transporter-mediated

transport process.

Combinations of these equations may be used to describe the drug transport

across biological membranes and tissue barriers, and to estimate the relative

contribution of passive versus active transport processes, and thereby to assess

the impact of a transporter on drug transport.

2 Cell Culture and Tissue Based in Vitro Models

In this section we will discuss cell culture based in vitromodels for investigations of

drug transport, with focus on a small set of selected cell models. There is a large

number of cell models described in the literature, and a vast number of immortal-

ized and primary cell lines are available for investigations. Inspiration and

information regarding purchase, protocols and security classifications may be

found at these vendors: ATCC (http://www.atcc.org/), ECACC (http://www.phe-

culturecollections.org.uk/), DSMZ (https://www.dsmz.de/), CellBank Australia

(http://www.cellbankaustralia.com/).

2.1 Intestinal Cell Models

A number of models for investigating intestinal drug transport exist. These include

intestinal cell cultures, excised tissues mounted in an Ussing chamber, simple

everted sacs, in situ perfusion studies, and full pharmacokinetic studies. In the

present section focus is on in vitro cell culture models and their use in investigating

intestinal permeability, drug-transporter interactions and application for regulatory

purposes.
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2.1.1 Caco-2 Cell Monolayers

In terms of cell culture based in vitro models, Caco-2 cells grown on permeable

filters (Fig. 26.2A) is the most commonly used model for in vitro investigations of

intestinal drug transport, as described in several excellent reviews (Delie and Rubas

1997; Artursson et al. 2001; Sun et al. 2008; Volpe 2008). The Caco-2 cell line was

derived from a human colon adenocarcinoma (Fogh et al. 1977), and was first used

for transport studies by Hidalgo et al. (1989). In culture the cells have characteris-

tics of both small intestinal enterocytes and colonocytes, and differentiate to

various degrees during culture. Caco-2 cells form relatively tight monolayers in

culture when cultured on permeable filter support, and this allows for directional

studies looking at either transport in the lumen to blood direction (apical to

basolateral transport) or blood to lumen transport (basolateral to apical transport).

The apical to basolateral flux of a given drug substance/candidate can be used to

calculate an in vitro permeability of the compound, and this can serve as an estimate

of the intestinal permeability in the absorptive direction (see Sect. 1.3, and

Table 26.1). Several correlations between the drug permeability in Caco-2 cells

Simple epitheliaa

b c

Squamous Cuboidal Columnar

Pseudostratified epithelia

TRENDS in Cell Biology

Stratified epithelia (e.g., columnar stratified)

Fig. 26.2 Types of epithelia: Simple epithelia (a) may have flat cells, termed squamous, cubic

cells, which are termed cuboidal, or cells that are higher than their width, termed columnar. A

simple epithelium has a monolayer (a), whereas a stratified epithelium (b) has more than one cell

layer, or (c) just one layer looking like a multi-layer, i.e. pseudo-stratified
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Table 26.1 FDA suggested compounds for in vitro permeability validation

Drug

Permeability

class

A-B Caco-2

Papp (*10
�6

cm/s)

A-B Caco-2

Papp
(*10�6 cm/s) Reference

pH 7.4/7.4

(Jung

et al. 2006)

Antipyrine High (IS) 40.9� 5.0 36; 47; 49.5;

28.2

Brayden et al. (2012),

Hilgendorf et al. (2000b),

Laitinen et al. (2003), and

Corti et al. (2006)

Caffeine High 40.8� 15.8 46.3–53.5;

30.8,

Corti et al. (2006) and

Smetanova et al. (2009)

Carbamazepine High 35.8� 1.8

Fluvastatin High 25.4� 1.3 16 Lindahl et al. (2004) and

Li et al. (2011)

Ketoprofen High 16.9� 1.0 45; 10.2;

24.2; 20.1;

44.4

Jung et al. (2006), Laitinen

et al. (2003), Corti

et al. (2006), and Fischer

et al. (2011)

Metoprolol High (IS) 23.6� 3.5 19; 33; 23.7 Jung et al. (2006), Corti

et al. (2006), and Koljonen

et al. (2006)

Naproxen High 24.8� 6.3 47; 39.5 Hilgendorf et al. (2000b)

and Corti et al. (2006)

Propranolol High 14.2� 2.4 32.5; 41.9 Laitinen et al. (2003) and

Corti et al. (2006)

Theophylline High 32.7� 1.3 23.2; 46.5 Corti et al. (2006)

Verapamil High (ES) 11.7� 0.3 2.3; 23.3;

15.8

Laitinen et al. (2003),

Corti et al. (2006), and

Koljonen et al. (2006)

Amoxicillin Low 1.8� 0.6 ~1.4 Matysiak-Budnik

et al. (2002)

Atenolol Low 0.2� 0.0 0.13; 0.2 Hilgendorf et al. (2000b)

and Corti et al. (2006)

Furosemide Low 0.2� 0.0 0.12; 0.5 Corti et al. (2006)

Hydrochlorthiazide Low 5.0� 0.6 0.51 Corti et al. (2006)

Mannitol Low (IS) 0.5� 0.0 0.14 Hilgendorf et al. (2000b)

α-Methyldopa Low 0.15 Corti et al. (2006)

Polyethylene gly-

col (400)

Low 1.8� 0.9

Polyethylene gly-

col (1000)

Low

Polyethylene gly-

col (4000)

Low (Z) 0.3� 0.1 0.04; 0.06;

0.08

Anderberg et al. (1992)

Ranitidine Low 0.3� 0.1 0.49 Corti et al. (2006)

Potential internal standards (IS), efflux pump substrates (ES), and zero permeability marker (Z ) are
also suggested by the FDA. A: apical, B: basolateral
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and the human absorption fraction in vivo are available (Artursson and Karlsson

1991; Lennernas 1997; Walter et al. 1996). The Caco-2 cell model has also been

used for correlation to colonic absorption and peptide transporter-mediated absorp-

tion (Bretschneider et al. 1999; Rubas et al. 1996). However, there are a large

number of experimental conditions, which may vary between labs, and thus con-

tribute to differences in reported values on transepithelial drug transport. During the

actual experiment these include the type of permeable support used, buffer com-

position and pH, serum albumin concentration, agitation of the cells, temperature,

presence of co-solvents, concentration of the drug and its solubility in the buffers

used, sampling time and frequency and sample volume. During the culturing of the

Caco-2 cells these include the type of permeable support used, culture time, seeding

density, source of the Caco-2 cells, passage number, feeding regimen and culture

medium. The protocol currently used by our laboratory is included in this chapter as

Appendix.

Since Caco-2 cells form monolayers in culture and differentiate into polarized

columnar cells, it is possible to study drug or nutrient transport across the apical or

the basolateral membrane of the cells. This is particular important in studies

involving transporter investigations. We have routinely used Caco-2 cells as an

in vitro model expressing hPEPT1 during our research related to developing di/tri-

peptide based prodrugs targeting the human intestinal di/tripeptide transporter

hPEPT1 (SLC15A1). During culturing on permeable filters the apical expression

of PEPT1 increased (Bravo et al. 2004a; Nielsen et al. 2001a) and using differen-

tiated cells we could investigate whether compounds had an affinity for hPEPT1,

whether they were transported across the apical membrane and whether they were

able to be transported through both the apical and basolateral membranes,

i.e. showed transepithelial transport (Nielsen et al. 2001b; Thomsen et al. 2003;

Vabeno et al. 2004a, b). Some transporters are difficult to express in expression

systems, and one of those is the proton-coupled amino acid transporter, PAT1

(SLC36A1). Fortunately, hPAT1 is expressed endogenously in the apical mem-

brane of Caco-2 cells (Chen et al. 2003), and we have used Caco-2 cells to screen

for hPAT1 affinity of GABA-mimetics (Larsen et al. 2008, 2009; Frolund

et al. 2011), to investigate apical uptake of PAT1-substrates (Frolund et al. 2010;

Nohr et al. 2014) and to measure transepithelial transport of PAT1 substrates

(Larsen et al. 2008; Frolund et al. 2012). It is fairly straightforward to investigate

apically located absorptive transporters such as hPEPT1 and hPAT1. However, it is

more difficult to investigate transport across the basolateral membrane, which is

part of the barrier function in the transport process from the apical to the basolateral

compartment. In the case of oral absorption the transport direction across the

basolateral membrane is from the interior of the cell to the extracellular space.

This makes it difficult to assess the transport across the basolateral membrane

because it is difficult to estimate the intracellular drug concentration in combination

with the resulting flux across the basolateral membrane. Moreover, Caco-2 cells are

cultured on permeable supports, which limit the direct access to the membrane, as

opposed to the direct access to the apical membrane. Transport across the

basolateral membrane is therefore often investigated by applying the compound
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of interest on the basolateral side of Caco-2 cells for a defined time period, followed

by lysis of the cells, quantification of the cellular amount of compound and

subsequently an influx rate is calculated (Nielsen et al. 2012).

One of the draw-backs of Caco-2 cell monolayers is that the cells do not produce

mucin, which is part of the unstirred water-layer (UWL) found adjacent to the

enterocytes in the in vivo situation. The UWL may be a diffusion barrier to large

hydrophilic molecules such as peptides and proteins, and at the same time protect

the cells against direct toxic effects. Since the Caco-2 cell monolayers fail to mimic

this feature of the native tissue, they may not be optimal for studies of the transport

of larger peptides and proteins. Some compounds may also exhibit toxicity in the

in vitro model but not in vivo, due to the presence of the mucus layer in the in vivo
situation.

2.1.2 Other Intestinal Cell Culture Models

Other intestinal cell models have therefore been developed and been characterized,

e.g. Caco-2 cells and goblet-producing HT-29 co-cultures (Hilgendorf et al. 2000;

Walter et al. 1996). Triple cultures have also been developed using Caco-2 cells,

HT-29 cell and Raji B lymphocytes, in order to simulate the diversity of the entire

intestinal epithelium. The triple cultures are designed so as to include absorptive

epithelial cells in the form of Caco-2 cells, goblet producing cells in the form of

HT-29 cell and M-cells, which are induced by the presence of Raji B lymphocytes

(Antunes et al. 2013; Araujo and Sarmento 2013).

Another draw-back of the conventional Caco-2 cell model is that the cells

require 14–21 days of culture before they are homogenously differentiated and

ready to use for transport studies. Therefore, single cultures of Caco-2 cell cultured

with various growth factor and regulators of signal pathways with reduced culture

time (3–7 days) in mind have been investigated (Bravo et al. 2004a; Lentz

et al. 2000; Liang et al. 2000). However, these may only be useful for certain

investigations and cannot serve as a substitute for the conventional 21-day culture

Caco-2 cell model.

The Madin-Darby canine kidney (MDCK) cell line is another cell line often used

for transport studies. This cell line is derived from a canine kidney, and has two

clonal strains, the MDCK I cells which forms non-ciliated, columnar monolayers

with high transepithelial electrical resistance, and MDCK II cells which form

cuboidal ciliated monolayers of low electrical resistance. MDCK cells, grown on

permeable supports have mainly been used for investigations of intestinal perme-

ability, and since it is of renal nature it seems less useful for absorptive processes

caused by intestinal carriers, but may be better suited for looking at intestinal efflux

processes mediated by e.g. active transport via p-glycoprotein (ABCB1). The

MDCK cell lines have also been used for transfection with efflux transporters and

serve as surrogate blood-brain barrier models, as mentioned later in the chapter.
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2.1.3 Cell Cultures in Permeability Classification

Tissue and cell cultures may also be used to study drug transport in a regulatory

perspective. An additional use of Caco-2 cell monolayers is in waivers for in vivo
bioavailability or bioequivalence studies for immediate release solid oral dosage

forms of highly soluble and permeable drug substances (U.S. Department of Health

and Human Services Food and Drug Administration Center for Drug Evaluation

and Research (CDER) 2000). A key component of the waiver is the assessment of

intestinal permeability, which may be estimated from fraction of drug dose

absorbed in human, rate of mass transfer across intestinal membranes obtained

from in vivo or in situ studies in human or animals, or from in vitro epithelial cell

culture methods (U.S. Department of Health and Human Services Food and Drug

Administration Center for Drug Evaluation and Research (CDER) 2000). The

suitability of the chosen permeability model should be validated using compounds

with known high and low intestinal permeabilities. In Table 26.1 the compounds

suggested by the US food and drug administration (FDA) is given along with a

selection of reported permeabilities. Comparable Caco-2 cell permeabilities

obtained from Jung et al. are shown in Table 26.1 (Jung et al. 2006). The experi-

mental setup was based on Caco-2 cells obtained from ATCC, and grown on

permeable filters for 21–25 days. The pH of the apical and basolateral HBSS buffer

was 7.4, and the donor concentration was 0.1 times the dose divided by 250 mL. It is

clear that a certain lab-lab variation in permeability values obtained exist, which

argues for the inclusion of well-known compounds for validation purposes.

The cell lines presented in this section are in reality substitutes for using native

enterocytes. The practical use of primary cultures is, however, limited since pri-

mary enterocytes only can be passaged a limited number of times (3–4 times). They

are currently not useful for studies of intestinal drug transport. Alternatives to cell

cultures are excised tissues from animals or humans, are mounted in Using chamber

setups. The throughput of such studies is however rather low, and also involves

ethical aspects.

2.2 Blood-Brain Barrier Models

2.2.1 Introduction to the Blood-Brain Barrier/the Neurovascular Unit

and BBB-Models

The blood-brain barrier (BBB) limits the uptake of most small molecules and

practically all macromolecules. Overcoming low blood-brain barrier permeability

is a thus major obstacle in the development of drugs intended to act in the central

nervous system (CNS) (Pardridge 2007). An in vitro model, reflecting all the

properties of the blood-brain barrier in terms of barrier morphology, passive

permeability properties, functional transporter expression and enzyme expression,

would allow for screening of new drug candidates at an early stage in the drug
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development process and a lot of attention has been given to develop predictive

in vitro BBB models. However, at present there is no standard in vitro model of the

blood-brain barrier allowing for prediction of all the processes. A number of models

are available, each with its own strengths and drawbacks. This section will focus on

the most widely used models, with emphasis on the in vitro models, which form

tight monolayers, making them useful for estimation of transendothelial transport

and thus BBB permeability of drug compounds.

The term BBB is a figurative description of the barrier function of the endothe-

lial cells in the brain capillaries. In order to understand the strengths and weak-

nesses of the various in vitro models, it may be helpful to have a general idea of the

structure of the brain microvasculature: The brain capillaries are composed of tubes

of endothelial cells, partly covered (~30%) with another cell type, the pericyte. The

endothelial cells and pericytes are completely covered with astrocyte protrusions, the

astrocyte endfeet (see Fig. 26.3). The endothelium can be innervated, and microglia

may also be present in the close vicinity of the endothelium. The endothelial

phenotype can be influenced by signalling factors from all these cell types. The

most electrically tight in vitro models are therefore co-culture models, where endo-

thelial cells are cultured together with astrocytes, pericytes or both (Fig. 26.4).

The endothelial cells in the blood-brain barrier express the efflux transporters

P-gp and BCRP as well as MRP’s in their luminal (blood-facing) membrane, a

range of nutrient transporters such as LAT1, GLUT1 and MCT1 in both their

Fig. 26.3 Schematic

overview of the

neurovascular unit/the

blood-brain barrier. The

endothelial cells, lining the

capillaries, constitute the

blood-brain barrier.

Pericytes are embedded in

the basement membrane

between endothelial cells

and astrocytes, and

astrocyte endfeet encircles

the capillaries and pericytes
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luminal and abluminal (brain-facing) membrane and a range of tight junction

proteins including Claudin-5, which give the BBB its tightness towards small

molecules. The electrical tightness of the in vivo barrier has been estimated to be

in the range of 2000Ω*cm2 (Crone and Olesen 1982) and the permeability for small

molecules like the cell impermeable paracellular flux marker mannitol has been

estimated to approximately10�8 cm/s (Amtorp 1980). The BBB is water permeable,

but practically impermeable for most hydrophilic solutes, unless they can cross the

barrier via transport proteins. Lipophilic solutes may cross the barrier, but the large

expression of efflux transporters keep most lipophilic drug compounds out of the

brain.

An ideal in vitro model of the blood-brain barrier for use in drug development

and drug delivery studies should display a permeability in vitro–in vivo correlation

when tested with drug compounds with known in vivo permeability. The model

Endothelium

Pericytes ”Brain”

”Blood”

Endothelium

”Brain”

”Blood”

Astrocytes

Non-contact coculture Triple coculture

Endothelium

Astrocytes ”Brain”

”Blood”

Endothelium

”Brain”

”Blood”

Monoculture Contact coculture

Astrocytes

Fig. 26.4 Schematic overview of common cell culture configurations for in vitro blood-brain

barrier models. Upper left Panel: Monocultures where endothelial cells are seeded on the upper

surface of permeable supports. The endothelial cells will form monolayers and orientate them-

selves with the luminal side facing the upper compartment and the abluminal side facing the lower

compartment. Lower left panel. Non-contact co-culture. Astrocytes are seeded in the bottom of the

culture wells, endothelial cells on the upper surface of permeable supports. Upper right panel:
Contact co-culture. Astrocytes are seeded on the lower surface of permeable supports; endothelial

cells are seeded on the upper surface. Lower right panel: Astrocytes are seeded on the bottom of

culture wells, pericytes are seeded on the lower surface of permeable supports, endothelial cells on

the upper surface
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should also fulfil some general criteria listed below (Gumbleton and Audus 2001;

Abbott 2014).

• The cell model should have a restrictive paracellular pathway and ideally

express the same types of junction proteins as the native barrier.

• The model should possess a cell phenotype morphologically comparable to the

native brain endothelium, i.e. large and thin cells (<0.5 μm in thickness at the

cell periphery).

• The model should display functional expression of membrane transporters, both

ABC-type efflux transporters and SLC-transporters mediating uptake, as well as

brain endothelium-specific enzymes such γ-glutamyltranspeptidase and alkaline

phosphatase.

• The model should be easy to culture in order to facilitate high throughput

screening.

No single in vitro model of the blood-brain barrier fulfils these criteria. In

general, BBB in vitro models fall into two groups, immortalized endothelial cell

lines of animal or human origin and primary cell cultures of animal origin. The

endothelial cell lines and cultures can be grown alone or in co-cultures with

astrocytes and/or pericytes (Fig. 26.4). As a general rule, it can be stated that

while immortalized endothelial cell lines often express relevant transporters and

are easy to culture, they tend to have poorly developed junctions and do not develop

into tight monolayers and can therefore have limited use in drug delivery studies

(Veszelka 2011). Primary cultures of endothelial cells do express some of the

BBB-specific transporters, although they tend to loose transporter expression rap-

idly during sub-culturing and therefore only useful in early passages. They possess

realistic cell architecture and can form tight monolayers, but they are work-

demanding to establish and maintain.

To give an overview of all published blood-brain barrier in vitro models is

beyond the scope of the present chapter, but a number of excellent reviews cover

the subject (Gumbleton and Audus 2001; Abbott 2014; Deli et al. 2005; Wilhelm

et al. 2011). In the following we will describe three electrically tight in vitromodels

based on primary endothelial cultures from rat, pig and cow. These models have

been tested to varying degrees with respect to tightness, junctional protein compo-

sition and transporter expression. They can all, due to their high resistance, be used

for transport studies when cultured as monolayers on permeable supports in

e.g. Transwell systems.

2.2.2 The Rat Triple Co-culture Blood-Brain Barrier Model

The rat triple co-culture model is a cell model where endothelial cells obtained from

rat brains are co-cultured with both astrocytes and pericytes (Nakagawa et al. 2009;

Hellinger et al. 2012)). The endothelial cells are seeded on the upper surface of

permeable supports, pericytes on the lower surface and astrocytes are seeded at the

bottom of the culture wells. In brief, capillary fragments are isolated from rat brains

804 C.U. Nielsen and B. Brodin



by mechanical dissociation and enzyme treatment, followed by density gradient

centrifugation. The microvessel fragments are seeded on coated culture dishes,

cultured with growth factors and a range of supplements, including puromycin

which favours the growth of P-gp-expressing endothelial cells (Perriere et al. 2005).

The cells are collected by trypsinization and seeded on the permeable supports. Rat

astrocytes are obtained by simple mechanical dissociation of cerebral tissue,

followed by flask culture. Pericytes are obtained from prolonged culture of micro

vessels using pericyte-selective conditions, i.e. no puromycin and uncoated culture

dishes. The endothelial cells are co-cultured for 4 days, in the presence of hydro-

cortisone (500 nM). The endothelial cells of the triple co-cultures are thin, have

up-regulated expression of ZO-1, occludin and Claudin-5 as compared to mono-

cultures. The endothelial cells express Glut-1, Mrp1 and P-gp at the protein level.

They display vectorial transport of the P-gp substrates Rhodamine 123 and digoxin

with an efflux ratio of ~2.5, and have a transendothelial electrical resistance in the

range of ~350–550Ω*cm2 and a sodium flourescein (376 g/mol) permeability in the

range of ~3–4*10�6 cm/s (Nakagawa et al. 2009; Hellinger et al. 2012).

This model allows for direct comparison with in vivo data from rats, and has the

three main cell types of the neurovascular unit included and a decent tightness.

Drawbacks of the model are the relatively low yield of cell material from rat brains

and the complexity, which arises from the handling of three different cell types

during culture.

2.2.3 The Porcine Monoculture Blood-Brain Barrier Model

Blood-brain barrier models are based on endothelial cells from porcine brains,

grown on permeable supports in monoculture (Franke et al. 1999). The endothelial

cells are generated by isolating microvessels from the cerebral cortex by mechan-

ical dissociation followed by a series of steps including dextran centrifugation,

filtration and enzyme treatments (Franke et al. 2000) or, alternatively, by homog-

enization in a Dounce homogenizer, followed by filtration and enzyme treatment

steps (Patabendige et al. 2013)). The endothelial cells are cultured on permeable

supports coated with rat tail collagen in a serum-free medium, in the presence of

hydrocortisone (Hoheisel et al. 1998) for 6–8 days. Cells display endothelial

morphology with large, flattened cells. The endothelial cells form tight mono-

layers expressing ZO-1, Occludin and Claudin-5 at the cell borders (Cohen-

Kashi-Malina et al. 2012) and reach resistance values in the range of 400–800Ω
*cm2, and display sucrose permeabilities in the range of 1–6*10�6 cm/s (Franke

et al. 1999, 2000; Patabendige et al. 2013; Cohen-Kashi-Malina et al. 2012). The

efflux transporters P-gp, BCRP and MRP1 are expressed at the transcript level and

BCRP-mediated vectorial transport has been demonstrated functionally

(Eisenblatter et al. 2003). Efflux ratios have not been estimated but uptake and

transport experiments indicate functional expression of P-gp (Patabendige

et al. 2013; Lemmen et al. 2013a, b, c).
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It should be noted that the porcine endothelial cells may reach even

higher resistances and lower paracellular permeability when grown in

co-cultures with astrocytes (Cohen-Kashi-Malina et al. 2012). The porcine

in vitro model has the great advantage that endothelial monolayers can be

generated without accompanying astrocytes. Furthermore, the endothelial cells

can be cultured in serum-free media, allowing for more complex investigations of

growth factors and signalling components, which normally to some degree are

present in serum.

2.2.4 The Bovine Co-culture Blood-Brain Barrier Model

Primary cultures of endothelial cells of bovine origin, cultured on permeable

supports, were among the first in vitro models of the blood-brain barrier (reviewed

in Gumbleton and Audus (2001) and Abbott et al. (2014)). Numerous versions of

bovine in vitro blood-brain barrier models exist, differing slightly from lab to lab

(Audus et al. 1990; Bowman et al. 1983; Dehouck et al. 1990; Gaillard

et al. 2001). In our lab we adapted the model developed by Bert de Boers group

at the University of Leiden (Gaillard et al. 2001), with modified the culture

conditions (Helms et al. 2010) and are using the model for studies of drug delivery

(Ballet et al. 2014) and CNS pharmacology (Helms et al. 2012). Our bovine model

will thus be used as an example in the present chapter. The endothelial cells are

generated by isolating microvessels from the cerebral cortex of calves by scraping

of the grey matter, followed by a series of steps homogenization in a Dounce

homogenizer, followed by filtration and enzyme treatment steps. The capillaries

are stored in cryo-batches for later culture. The endothelial cells are co-cultured

with rat astrocytes on coated permeable supports in a serum-containing medium

in the presence of dexamethasone for 6 days (for a detailed protocol see Helms

and Brodin (2014)). The cells display an endothelial morphology with large,

flattened cells. Whereas most endothelial cells in in vitro culture has an elongated
spindle shape, the bovine endothelial cells in co-culture are broader and with a

larger surface area per cell (Helms and Brodin 2014), more closely resembling the

native endothelium. The endothelial cells form tight monolayers expressing

ZO-1, Occludin and Claudin-5 at the cell borders. The monolayers have resistance

values from 800 to 2000Ω*cm2, with individual monolayer resistances reaching

well above 2000Ω*cm2. Mannitol permeabilities are approximately 5*10�7 cm/s

(Helms et al. 2010). The efflux transporters P-gp, BCRP and MRP1 are expressed

at the transcript level, and vectorial transport of P-gp and BCRP substrates have

been demonstrated functionally, and flux studies with MRP1 inhibitors also

indicate the presence of functionally active MRP1 (Helms et al. 2014). The

bovine model has the advantage of being robust and display high tightness. The

disadvantages of this model are the high workload involved in the isolation of

brain capillaries and the generation of primary endothelial cell cultures, and the

sparse availability of bovine brain tissue in some countries. The model is sensitive
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to media changes and vectorial transport studies are often performed in growth

medium. This procedure may limit drug substance solubility and make it more

troublesome to estimate free drug concentrations due to protein binding.

2.2.5 Surrogate Blood-Brain Barrier Models

The in vitromodels based on primary cell lines are all labour intensive and demands

regular characterization of the purity of cell types, i.e. immunocytochemical char-

acterization with antibodies against Von Willebrands Factor (endothelial cell

marker), glial fibrillary acidic protein (astrocyte marker), neural growth factor

2 (pericyte marker) and smooth muscle actin-α (pericyte marker). Due to the

relative high workload involved in generating blood-brain barrier models originat-

ing from brain endothelial cells, immortalized cell lines originating from peripheral

tissue are used by some laboratories as surrogate BBB models. As examples, the

intestinal cell line Caco-2, sometimes cultured in the presence of vinblastine, in

order to increase P-gp expression, and the kidney cell line MDCK, transfected with

P-gp and/or BCRP are used by some groups and companies to estimate

BBB-permeability. The rationale behind this is that the efflux transporter expres-

sion and the passive paracellular and transcellular pathways in these cell lines may

be comparable to that of the endothelium in the blood-brain barrier. These cell lines

do, however, not have the same SLC-expression profile as the brain endothelium,

and compounds permeating the brain endothelium via solute transporters may

therefore not show permeability in Caco-2 and MDCK-models or vise-versa

(Hellinger et al. 2012). Nor do they have endothelial morphology, junction protein

composition and enzyme expression, but they do in general display decent retro-

spective in vivo–in vitro correlations for lipophilic drugs permeating passively, or

lipophilic efflux transporter substrates (Hellinger et al. 2012; Garberg et al. 2005;

Hakkarainen et al. 2012). They do, however, not express the same receptor systems

as the brain endothelial cells and are therefore generally not applicable for studies

of endothelial receptor-mediated endocytosis.

2.3 Hepatic Models

Hepatic metabolism and excretion of exogenous and endogenous molecules is a

major determinant for clearance of drug compounds from the systemic circulation.

Hepatocytes play a pivotal role in this process by taking up drugs from the

circulation, followed by metabolism and/or extrusion into the bile duct. The

transport between the blood and the hepatocyte occurs across the basolateral

membrane of the hepatocyte, often referred to as the sinusoidal membrane. Trans-

port occurs across the apical membrane, from the hepatocyte and into the bile

canaliculus, and the apical membrane is therefore often called the canalicular

membrane. A number of transporters work in concert to influx and efflux drugs
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and their metabolites across the membrane of the hepatocytes. A number of influx

transporters have been identified in the basolateral membrane, such as the sodium

taurocholate cotransporting polypeptide (NTCP, SLC10A1), members of the

OATPs, and organic anion and cation transporters (Yang et al. 2013). Efflux trans-

porters present in the basolateral membrane are MRP3 and 4, whereas MDR1,

MRP2 and BCRP are present in the apical membrane (Yang et al. 2013). In vitro
studies of hepatic transport processes and resulting intracellular drug concentrations

thus require in vitro models capable of expressing correct membrane polarization of

the native membrane components.

A number of models are available, such as membrane vesicle preparations and

transfected cell lines. However, these models have some draw-backs in terms of

being either labour-intensive, technically challenging or limited in terms of trans-

porter expression (Yang et al. 2013). Currently, significant efforts are devoted to

develop culture protocols for primary hepatocytes, in order to use them as in vitro
models for studies of hepatic transport and metabolism. Primary hepatocytes may

be either freshly isolated or cryopreserved. Obviously, human hepatocytes are the

golden standard for most studies, however getting liver tissues from human donors

is a limiting factor. Furthermore, the quality of the primary cells may be a limiting

factor for certain culture protocols, and introduce a variability of the results

obtained (Yang et al. 2013). Primary hepatocytes are generally cultured either in

suspension or in a sandwich culture. Hepatocytes cultured in suspension have

proved useful for transport studies investigating movement of drugs similar to the

blood-hepatocyte transfer, but not the hepatocyte-bile transfer (Yang et al. 2013). In

the sandwich culture, hepatocytes are cultured between two layers of collagen,

whereby the hepatocytes develop functional apical membranes. A further use of

in vitro cell models generated from primary hepatocytes may be to get in vitro
models from species other than human, e.g. from preclinical species such as mouse,

rat, pig or dog. In vitro cultures obtained from mice and rats may serve as important

mechanistic tools, since data obtained in control cells can be compared with data

obtained in cultures from knock-out animals, allowing for the investigations of the

role of single transporters and enzymes in the complex hepatic interplay between

metabolism and transport.

Another tool for hepatic in vitro transport and metabolism studies is the HepaRG

cell line. The HepaRG cells were derived from a hepato-cholangiocarcinoma of a

female patient and seeded at low density. HepaRG cells proliferate into cultures

containing differentiated hepatocytes and primitive biliary cells (Le et al. 2006;

Gripon et al. 2002). The hepatocyte-like cells express various phase I and phase II

xenobiotic metabolizing enzyme activities, as well as transporters and nuclear

receptors at levels close to those measured in primary human hepatocytes

(Le et al. 2006). The expression profile of hepatic transporters and enzymes

makes the HepaRG the most relevant in vitro cell culture model for investigating

drug transport in the liver at present (Antherieu et al. 2012).
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2.4 Renal Models

Renal clearance is a major component of net systemic drug clearance, and therefore

drug transport along with renal secretion and re-absorption is relevant to study as

part of the evaluation of drug ADME properties. There are, however, no validated

predictive in vitro cell culture models for kidney transport available. The epithe-

lium of the kidney may indeed also be hard to model, as the kidney tubules consist

of several functionally different segments. Filtration occurs in the glomerulus,

reuptake of nutrients and micronutrients occurs in the proximal tubules, while the

loop of Henle and the distal parts of the tubules mainly deal with removal of water

and salts from the filtrate. The proximal tubule is probably the most important site

for drug/transporter interactions, and drugs can be excreted as well as reabsorbed,

depending on the drug in question. The optimal renal cell line for investigating

renal handling of drug compounds would be a human cell line of proximal tubular

origin with high resistance expressing the relevant transporters in quantitative

amount. However, even with this model the changes in osmolality found in the

nephron would be an in vitro challenge.

Due to the lack of cell models, a number of cell-based assays and membrane

vesicles as well as transfected cell line and yeast have been used, mainly to study

the impact of transport proteins. The major transporters in the kidney are briefly

listed here. In terms of reabsorption the apically located the di/tri-peptide trans-

porters PEPT1 and PEPT2 (members of SLC15) are relevant because may transport

substrates from the urine back into the renal proximal tubular cells. The apically

located organic cation transporters OCTN 1 and OCTN 2 (members of SLC22), the

organic anion transporter OAT4 (SLC22A9) and MATE1/2-K as well as the

basolaterally located OAT1/2/3 and OCT2 are exchangers and may as such facil-

itate both reabsorption and secretion. In contrast the apically located MRP2/4, P-gp

and BCRP are only involved in the secretion of drugs.

In terms of cell lines, as mentioned in Sect. 2.1, MDCK cells are from the canine

kidney, however they have been used for investigating intestinal permeability and

do not seem to be suitable for investigating renal drug transport. We have used

various renal cell lines to investigate peptide transport, since two isoforms of the

di/tri-peptide transporter, PEPT, i.e. PEPT1 and PEPT2 is expressed in the kidney

and contributes to reabsorption of certain β-lactam antibiotics (Ocheltree

et al. 2004; Shen et al. 2005, 2007; Smith et al. 1998). In the rat kidney proximal

tubule cell line SKPT0193 cl.2 we found that PEPT2 is expressed and that luminal

transport of dipeptides is PEPT2 mediated, however the cell line apparently does

not express a basolateral transporter to facilitate the cellular efflux of a

non-metabolized dipeptide substrate, and thus we found no polarized dipeptide

transport (Bravo et al. 2004b, 2005). The SKPT cell line may be used to study

luminal transport of di/tri-peptides and their mimetics, but not the total transport

pathway resembling the re-absorption process. Likewise, the porcine kidney cell

line LLC-pk1express the porcine PEPT2 protein (Sondergaard et al. 2008), and a

recent study reveals a reasonable correlation between permeability across LLC-pk1
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cell and renal clearance (Kunze et al. 2014). The study suggest that for neutral and

cationic drugs the permeability across filter-grown LLC-pk1 cells may be reason-

able correlated with the in vivo renal clearance, suggesting that secretory and

re-absorptive processes are mimicked (Yang et al. 2013). However, a general

in vitro cell culture model of the proximal kidney tubule epithelium is not yet

available.

3 Conclusion

Models for studying drug transport and interactions with transporters are important

tools in understanding drug ADME properties, e.g. by estimating intestinal absorp-

tion, hepatic metabolism and brain influx. However, care must be taken in

performing transport studies, in culturing cells and isolating primary cells. The

present chapter has highlighted some of the models available for studying drug

transport, and at the same time addressed some of the concerns about model use and

transport evaluation.
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Appendix: Culture and Application of Caco-2 Cells

Caco-2 cells from DSMZ (Deutsche Sammlung von Mikroorganismen und

Zellkulturen, DSMZ no.: ACC 169. the cells are proliferated and then frozen and

kept in storage as stocks in a cryotank.

These Caco-2 cells have been shown to be optimal for use in 17–20 passages

after a new thawing. Characterization studies of membrane transporters show that

the cells can be used immediately after thawing.

After a new thawing, it takes about a week of culture before the cells are ready

for the first trypsinization when two cell vials of cryopreserved cells are cultured in

a T75 flask.

Microscopy

All flasks are controlled by light microscopy prior to every trypsinization or change

of medium. This is to monitor the growth of the cells and to adjust condition.
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Preparation of Growth Medium

Composition

DMEM
L

:

Penicillin/streptomycin 10,000 U/mL/10 mg/mL (Pen/Strep) 5.0 mL

L-Glutamine (dissolve precipitate by gentle shaking) (L-Glu) 5.0 mL

Non-Essential Amino Acids (NEAA) 5.0 mL

DMEM ad. 500 mL

DMEM
Lþ 10% FBS:

Foetal bovine serum (FBS) 50 mL

DMEM
L

ad. 450 mL

Aseptic Preparation of the Medium

Thaw FBS, pen/strep and L-Glu in a water bath at 37 �C and shake gently before

use. Heat NEAA in a water bath to 37 �C.
Add 5 mL Pen/Strep, 5 mL NEAA and 5 mL L-Glu to a bottle of 500 mL DMEM.

This solution is referred to as DMEM
L

.

Transfer 50 mL FBS to a sterile 500 mL bottle or to the bottle containing excess

DMEM
L

from the previous medium preparation, then fill up with DMEM
L

to a

final volume off 500 mL (termed DMEM
Lþ 10% FBS)

Trypsinization Procedure (Sub-cultivation)

This is normally carried out at a confluence of approx. 90%.

Instructions for trypsinization of a 75/175 cm2 culture flask (T75/T175 flasks):

The cell culture should be handled aseptically in a LAF-bench.

1. Pre-warm the DMEM
Lþ 10% FBS, PBS and Trypsin-EDTA in the 37 �C

water bath (approx. 15 min). Trypsin-EDTA� 3 may be used.

2. Control the culture flask visually and subject it to microscopy in order to check

the cell layer for normal growth.

3. Remove the culture medium with a Pasteur pipette without touching the cell

layer. Rinse the culture with 10/30 mL 37 �C pre-warmed PBS by gently mov-

ing the flask back and forth. Then remove the PBS with a Pasteur pipette.

4. Shake the trypsin-EDTA solution gently before use. Measure out 1 mL/T75 and

3 mL/T175 (0.5 mL/T25) and add this to the culture flasks by pouring it down

the sides of the bottle. After this is done, move the flask so as to distribute the

trypsin over the entire culture.

5. Leave the culture flask in the incubator for approx. 10 min.
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6. By holding the flask perpendicular you will be able to see whether the cells

have loosened, i.e. whether the trypsinization has lasted long enough. You can

also check this by microscopy.

7. Trypsinization is stopped by pouring 10/20–30 mL DMEM
Lþ 10% FBS

over the loosened cells on the bottom of the flask (Serum inactivates the
trypsin-EDTA).

8. Aspirate the medium approx. 4–6 times with the pipette to separate any cell

clumps (they can be a little difficult to separate in single-cell suspension.

Further aspiration may be necessary for separation of cell clusters).

9. The cell concentration is determined by transferring a small aliqot (9 μL) of the
cell suspension to a MultiCount 10 disposable counting slide using a Pasteur

pipette. It may be necessary to dilute the cell suspension further, if the cell

concentration is too great (an optimum count figure is approx. 100 cells/9
fields). Perform the counting using a conventional light microscope. Count at

least 2� 9 fields (3� 3 fields—magnification X 10, see SOP No. 269-B). The
different counts must be approximately equal.

10. The cell density in the suspension is calculated as follows:

Average number of cells/9 fields * 10,000¼ number of cells/mL.

11. A new passage is established by diluting the suspension to the desired

concentration.

Seeding

Make sure the cells are evenly suspended in the pipette

Seeding in T-75 and T175 Flasks

The number of cells needed for seeding is dependent on passage No. Cell division is

slower at the lower passage numbers. Therefore it is a good idea to seed a few more

cells in the flasks when carrying out trypsinization during the first weeks after

thawing.

Normally, the numbers of cells shown below are seeded, but with older passages

it makes good sense to reduce the number of cells/flask a little:

Seed:

T-75 2.6� 105 cells/T75 þ13 mL DMEM
L þ10% FBS

T-175 6� 106 cells/T175 þ33 mL DMEM
Lþ 10% FBS

Change medium every second day and trypsinize the flask again 1 week later.

Calculation:
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Number of mL cell susp:ð Þ ¼
2:6� 105 cells

flask

� �

conc: of cell susp: cells
mL

� �

Number of mL cell susp:ð Þ ¼
6� 105 cells

flask

� �

conc: of cell susp: cells
mL

� �

Seeding on Filters

Most often T12-transwells of polycarbonate from Costar are used (T12-cci3401).

These filters have a pore size of 0.4 μm, a growth area of 1.12 cm2 and a diameter of

12 mm.

Various types of filters exist (see www.corning.com/lifesciences).

12-Well Filters (T12)

Prepare a cell suspension of 2.0� 105 cells/mL. Of this, 0.5 mL is added apically,

and 1.0 mL DMEM
Lþ 10% FBS is added basolaterally.

(Use 12� 0.5¼ 6 mL cell suspension. Prepare a total of 7 mL with 1.4� 106

cells for 12 wells, corresponding to 1.0� 105 cells /filter or 8.93� 104 cells/cm2).

Calculation:

Number of mL cell susp:ð Þ ¼ 2� 105 cells
mL

� � � total number of mL
conc: of cell susp: cells

mL

� �

Cells seeded on filters are normally used for experiments on days 11–25, the cells

must always be used for experiments the day after they have had their medium

changed.

Seeding in Trays

12-Well Tray (B12)

Prepare a cell suspension of 2.26� 105 cells/mL. Add 1.5 mL of this per well.

(Use 12� 1.5¼ 18 mL of cell suspension. Prepare a total of 20 mL with

4.52� 106 cells for 12 wells, corresponding to 3.39� 105 cells/well or 8.93� 104

cells/cm2).
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Calculation:

Number of mL cell susp:ð Þ ¼ 2:26� 105 cells
mL

� � � total number of mL
conc: of cell susp: cells

mL

� �

Cells must always be used for experiments the day after they have had their medium

changed.

Change of Medium

T75/T175 Flasks

Remove the medium with a Pasteur pipette connected to a tube with vacuum

suction.

After this, replace the medium with 13/33 mL DMEM
Lþ 10% FBS

6 and 12-Well Filters

• Remove the medium with a Pasteur pipette connected to a tube with vacuum

suction.

• Empty the wells of medium, first basolaterally and then apically. This must be

done without touching the cell layer on the filter (Avoid leaving the cells without

medium for too long).

• Then replace the medium with fresh DMEM
Lþ 10% FBS, first apically and

then basolaterally with:

6-well filters: apically: 2.0 mL

basolaterally: 2.5 mL

12-well filters: apically: 0.5 mL

basolaterally: 1.0 mL

6, 12, 24 and 96-Well Trays

Cells are seeded in the wells once a week. After this, the medium must be changed

every other day until the cells are to be used.

• Remove the medium with a Pasteur pipette connected to a tube with vacuum

suction. This must be done without touching the cell layer on the bottom.

(Avoid leaving the cells without medium for too long)
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• After this, replace the medium with fresh DMEM
Lþ 10% FBS with:

6-well: 3.0 mL

12-well: 1.5 mL

24-well: 1.0 mL

96-well: 0.2 mL

Freezing Procedure

The freezing of cells is done in an ordinary freshly prepared growth medium

DMEM
L

with 15% FBS, 5% DMSO added, where the cell concentration is

2� 106 cells/mL, corresponding to a cryotube.

In order to protect the cells during freezing, all work done in the period during

which the cells are affected by DMSO must be carried out as quickly as possible.

The same applies during the thawing procedure.

Preparation of medium for freezing:

1. 90% DMEM
Lþ 10% DMSO (9 mL DMEM

Lþ 1 mL DMSO)

2. 70% DMEM
Lþ 30% FBS (7 mL DMEM

Lþ 3 mL FBS)

NOTE: DMEM
Lþ DMSO must be prepared aseptically and sterile-filtered

before use.

Final Concentration in Freezing Medium

DMEM
L

80%

DMSO 5%

FBS 15%

Cells 2� 106 cells/mL

Work Procedure

Normally four (or more) extra T175 flasks are seeded the week before in connection

with the trypsinization.

1. The trypsinization procedure is as usual.

The total number of cells is calculated.

2. Then calculate how many cryotubes can be frozen (2� 106 cells/tube).
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3. Put the cells in 15 mL centrifugal tubes with conical bottoms (max. 10 mL cell

suspension/tube). Each tube can contain, for instance, 8� 106 cells,

corresponding to four cryotubes.

(There has to be at least 1 mL medium in which the cells can be resuspended

after they have been centrifuged. This means that there must be enough cells for

at least two cryotubes/centrifugal tubes)

Calculation:

Number of mL cell susp:ð Þ ¼ 8� 106 cells
mL

� �

conc: of cell susp: cells
mL

� �

The tubes must all contain the same amount of medium. If there are an odd

number of tubes, prepare an extra tube containing an equal amount of water.

Place the tubes in pairs opposite one another in the centrifuge.

4. Centrifuge the cells at approx. 1000 g for 10 min �4 �C.

5. When preparing cryotubes, mark them with: Cell type

Date

Passage No.

Cell concentration

Your initials

(Increase the passage No. by 1 in connection with the trypsinization, so that

the new passage no. is noted on the cryotube. On thawing, note the new passage

no. on the T75 flask.)

6. Carefully remove the supernatant from the centrifugal tube using suction.

7. Carefully resuspend the cells in 1 mL, corresponding to two cryotubes,

DMEM
Lþ 30% FBS per tube (mL DMEM

Lþ 30% FBS depends on

how many cells are in the centrifugal tube)

8. Transfer the cell suspension to two cryotubes (with a silicon gasket), each

containing 0.5 mL.

9. Carefully add 0.5 mL DMEM
Lþ 10% DMSO drop wise to each cryotube.

The cryotubes are placed in a special freezing box, Nalgene® Cryo 1 �C
Freezing Container (which is usually located in the refrigerator outside the cell

room). The freezing box can hold a maximum of 18 cryotubes per freezing.

Alternatively, a specially-made polystyrene box can be used for the freezing.

The freezing box/polystyrene box is so adjusted that freezing takes place at a

rate of 1 degree/min.

Place the freezing box/polystyrene box in the�80 �C freezer for a minimum

of 2 h.

10. After freezing at �80 �C for at least 2 h, the cryotubes are moved to one of the

cryotanks.

This is done either by placing 4–5 cryotubes in a cane (a holder specially

made for cryotubes), which is then placed in the appropriate section of the

cryotank (small/medium)
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The cryotank is divided into several sections, which can each contain a

certain number of canes. Number all canes in a section consecutively, and

write these numbers with a marker pen on the broad end. Each cane can hold a

maximum of six cryotubes.

Each cell line has a special section in the cryotank, which can be seen in the

freezing folder.

Or transfer the cryotubes to a special freezing box (which holds 96 tubes) and

place in one of the holders in the large cryotank.

11. The freezing tables must be filled in with all the relevant information in the

folder for the cell stock.

All work with cells from item 7 to 10 must be carried out as quickly as

possible to avoid the cells being damaged during freezing and the transferal to

the cryotank.

Thawing Procedure

When thawing new cells received from the DSMZ, follow the thawing procedure

found in the “product information sheet” that comes with them.

With other thawing, follow the thawing procedure below.

Work Procedure

1. Add 13 mL of DMEM
Lþ 10% FBS to a T75 flask and place it in the incubator

for approx. 15 min (a T25 with 5 mL DMEM
Lþ 10% FBS can also be used).

2. Remove the cells from the cryotank and thaw them in a small beaker containing

autoclaved water warmed to 37 �C in the water bath (It is important that the

thawing is done as quickly as possible, and for this reason the beaker containing

37 �C water must be brought to the cryo tank).

A face shield must be worn, as the cryo tube can burst during thawing.

3. Immediately after thawing, carefully transfer the cells to a culture flask, T75

(T25).

Write the data from the cryo tube on the flask.

4. The cells must have their medium changed the day after thawing.

5. After this, the medium is changed every other day (Mon.-Wed.-Fri.), until the

cell layer is confluent, after which they are trypsinized.

6. Write in the folder for the cell stock when the cells were thawed and how the cell

growth proceeded up until the date of trypsinization.
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Passage Nomenclature

Passage¼ sub-cultivation.

The passage numbers consist of:

Number1-(number2)-number3

Number1

Passage Number as the cell line is received—if this number is 1—the cell line is

received without a passage number.

( )þNumber2

In ( ) is info on freezing. Number2 is the number of trypsinizations before freez-

ing—if there are more numbers in the brackets means that the cell line is

proliferated several times.

Number3

Number of trypsinizations since thawing.

Example:

Received without passage No.—proliferated by two trypsinizations before freezing:

New passage No. at thawing: 1—(2)—0

After first trypsinization: 1—(2)—1
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(A-SAXS), 352–354

Anti-malarial tablets, 161

Anti-Stokes, 142

API. SeeActive pharmaceutical ingredient (API)

Aripiprazole, 184

Artificial neural networks (ANN), 71

Asymmetrical flow field flow fractionation

(AF4)

accumulation wall, 467

aggregation phenomena, 470

analytical ultracentrifugation, 475

antibody aggregates, immunogenicity

testing in vivo, 481–482

AUC, 470

β-cyclodextrin-dextran polymers, 482

cationic polymers, gene delivery, 483

cross-flow, 467

degradation pathways, antibody-based drug

candidates, 482

electron microscopy, 474

focusing step, 470–471

HF5, 469

HPLC users, 468

© Controlled Release Society 2016
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Asymmetrical flow field flow fractionation

(AF4) (cont.)
IgG aggregates, 481

instrumentation, 471–472

laminar flow conditions, 467

nanoparticulate additives, 484

particulate systems

DLS, 475

electron microscopy, 475

gelatin nanoparticles, 476–477

HSA nanoparticles, 476

liposomes, liposomal formulations

and lipoplexes, 477–478

melt extrusion, 477

non-spherical nanoparticles, 479–480

polyplexes, 479

Stokes-Einstein equation, 475

VLPs

PLGA nanoparticles, 483

polymersomes, 484

preparative use of, 480–481

protein aggregates, HF5, 482

SEC, 469

semi-preparative mode, 470

separation technologies, 467

separation/fractionation principle, 468

steric mode, 473–474

Atmospheric pressure chemical ionization

(APCI), 256

Atomic force microscopy (AFM)

cantilevers and tips cantil, 654–655

operating modes opermod, 652–654

optical/spectroscopic techniques optical, 667

pharmaceutical research, 656–657

pharmaceutical sciences

bacteria and bacterial biofilms bact,

665–666

contact mode image image, 668–669

crystal growth and polymorphism

crygrow, 658

drug-protein and protein-protein

interactions, 663

live cells live, 663–665

nanomedicine nanaomed, 661–662

nanotoxicology nanotox, 662

particles and fibres parfib, 659–660

tablet coating and dissolution table, 657

viruses, 666–667

polymers, 650

principles of operation prinoper, 650–652

SPMs, 650

Atovaquone, 759

ATP-binding cassette family (ABC), 792

Attenuated total reflectance/reflection (ATR),

63, 67

Avrami-Erofeev model, 186

Azithromycin, 79

B
Backscattered electrons (BSE), 510

Backscattering geometry, 148

Bagley correction method, 729

Band target entropy minimization

(BTEM), 544

Base peak chromatogram (BPC), 266

Basket apparatus, 756–757

Batch calorimetry, 393

Beer-Lambert law, 34, 176

Bile salts (BS), 758, 774

Binding analyses, 735

Bingham liquid, 724

Biofilms, 666

Biological fluids, 745

Bioluminescent phenomena, 29

Biorelevant media, 759

Biphasic dissolution apparatus, 764

Biphasic dissolution models, 763–765

Blood-brain barrier (BBB), 802

bovine co-culture, 806–807

CNS, 801

endothelial cells and pericytes, 802

in vitro model, 801, 803

in vivo permeability, 803

porcine monoculture, 805–806

rat triple co-culture model, 804–805

surrogate BBB models, 807

transendothelial transport, 802

transwell systems, 804

Bohr frequency condition, 31

Bohr-Grotrian diagram, 32

Bologna stone, 31

Boron neutron capture therapy

(BNCT), 662

Bragg’s Law, 340
Bruker Biospin Paravision™ 4.1

software, 610

C
Caco-2 cell model, 793, 797–800

change of medium, 814–815

freezing procedure, 815

growth medium preparation, 811

microscopy, 810

passage nomenclature, 818

seeding, 812–814

thawing procedure, 817–818

trypsinization, 810–812

work procedure, 815–817
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Caffeine, 79

Calorimeters, 389, 390

DSC (see Differential scanning calorimetry

(DSC))

ice calorimeters, 391

IMC (see Isothermal microcalorimeters

(IMC))

Candida parapsilosis, 665
Capacitively coupled conductivity detection

(CCCD), 443

Capillary-based techniques

adsorption, 459–460

affinity capillary electrophoresis

EKC, 446

mobility shift affinity CE, 444

pre-equilibrium capillary zone and

frontal analysis, 447–448

binding kinetics, 459

biomacromolecules, 440

charge/size ratio, 460

pharmaceutical applications

acid dissociation constants (pKa values),

453–455

diffusivity and size, 457

interactions, excipients and delivery

systems, 457–458

partitioning and lipophilicity, 455–456

physicochemical properties, 453

plasma protein binding, 456

pharmaceutical sciences

analysis, 442

bioanalysis, 440

physicochemical characterization, 454

solution media effect, 459

TDA

diffusion coefficients, 457

FIDA, 450

hydrodynamic flow, 449

non-covalent interactions, dispersion

measurements, 453

Capillary breakup extensional rheometer

(CaBER), 734

Capillary electrophoresis (CE), 14, 440, 441

Capillary electrophoresis frontal analysis

(CE-FA), 447

Capillary isoelectric focusing (cIEF), 457

Capillary rheometers, 729, 739

Capillary viscometry, 728, 738–739

Carbamazepine, 80, 186

CASTEP program, 308

Celecoxib, 763

Central nervous system (CNS), 801

Cetirizine, 432

Charge-coupled device (CCD), 9, 322, 524, 531

Chemical force microscopy (CFM), 655

Chemical ionization (CI), 255

Chemometric analysis, 399

Chromophores, 4

Cilexetil, 759

Circular dichroism (CD) spectroscopy

absorbance, 228

absorption, BNF–224

amino acid alanine, 224

background spectrum, no subtraction of, 248

calibration and maintenance, 243–245

chirality, 224

circularly polarized light, 224

cuvettes and cell pathlength, 228–229

data acquisition, 247

instrumentation, 226–228

measurement at excessive HT, 247

in pharmaceutical sciences

advanced drug delivery systems,

239–241

biosimilar, development of, 235

insulin, 237–239

pH values, 235, 236

RIME, 241–242

synchrotron radiation, 242

thermodynamics, 236

protein structure

dialanine, 230

far UV and near UV CD spectroscopy,

232–234

native state, 230

quaternary structure, 231

secondary structure elements, 230, 231

tertiary structure, 230

unfolded state, 232

reference/baseline spectrum, 229

sample preparation, 246–247

secondary structure fits, overinterpretation

of, 248

Circularly polarized light (CPL), 224

Classical least squares (CLS), 543, 561

Cluster analysis, 561

Coatl, 30

Cogswell analyses, 735

Coherent anti-Stokes Raman scattering

(CARS), 21

Coherent anti-Stokes Raman spectroscopy

(CARS), 531

Collision activated dissociation (CAD), 262

Collisional quenching, 43

Collision-induced dissociation (CID), 262, 277

Column chromatography, 414
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Compendial dissolution models, 758

Complementary metal oxide semiconductor

(CMOS), 12

Composite sensor array (CSA), 89

Connes advantage, 148

Contact mode, 652

Continuous solvent area model, 326

Contraction flow analysis, 734–735

Conventional circular dichroism (cCD)

spectrometers, 242

Correlation coefficient (CV), 71

Coulter principle, 690

Counterfeit detection, 161

Critical micelle concentration (CMC), 458, 758

Critical quality attributes (CQAs), 89, 91

Crystalline phonon vibrations, 534

Crystallisation, 186–187

Crystallographic Information File (CIF), 311

Current correction method, 458

Current good manufacturing practice

(cGMP), 475

Cyclodextrins, 457, 458

Czemy-Tumer spectrograph, 148

D
Debye models, 175

Delta Epsilon, 227, 228

Density functional theory (DFT), 182

Desorption electrospray ionization (DESI)

advantages, 631

API in tablet, 636

disadvantages, 631

imaging resolution, 633

mass range, 633

solid–liquid extraction, 633

Deuterated tri glycine sulphate (DTGS), 525

Diclofenac sodium, 398

DICVOL program, 301

Dielectric spectroscopy, 376

Differential centrifugal sedimentation

(DCS), 688

Differential scanning calorimetry

(DSC), 390

conventional DSC, 364–366

hyper DSC, 367–368

MTDSC, 366–367

polymorph stability, 396

power-compensation designs, 391

purity determination, 396

Diffractometers, 297

Diffuse reflectance (DRIFT) spectroscopy, 67

Diffusion weighted imaging (DWI), 617

Digestion models

complex physiologically relevant models

DGM, 782–784

TIM-1 model, 784–786

LbDDS, 776

pH-stat controlled in vitro lipolysis models

calcium, 776

experimental conditions, 779

in vivo - in vitro correlations, 778–781

intestinal digestion, 776

low pH and gastric digestion, 777

microbial/animal-derived gastric

lipases, 777

pellet phase, 778

recombinant HGL, 777

processes

bile secretions, 774

drug absorption, 774

excipients, 774

gastric lipase, 774

hydrolysis, 774

intestinal lipid digestion, 774

stomach and small intestine, 775

tri- and di-acylglycerols, 774

Dimethyldioctadecylammonium (DDA), 694

Direct orthogonalization (DO), 76

Direct standardization (DS), 76

Discrete element modelling (DEM), 202

Disk centrifugation, 689

Dissolution models

absorption module

biphasic dissolution models, 763–765

D/P models, 765–767

equilibrium solubility, 754

intestinal fluids, 753

Nernst-Brunner/Noyes Whitney

equation, 754

pharmacopoeial dissolution models

basket and paddle apparatus, 756–757

DDS, 755

flow-through apparatus, 757–758

modified release dosage forms, 755

oral dosage forms, 755

QC and research and development

purposes, 755

reciprocating cylinder apparatus, 757

physiologically relevant dissolution media,

758–759

small volume dissolution models, 759–760

Stokes-Einstein equation, 754

transfer models, 761–763

Double-beam UV-vis spectrophotometer, 7

Dounce homogenizer, 805, 806
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Drug delivery system (DDS), 755

Drug lipophilicity, 445

Drug metabolism and pharmacokinetics

(DMPK), 282

Drug molecules, crystal structure of

crystalline phase transitions, 184–185

fundamental properties, polymorphism,

183–184

identification, polymorphism, 177–178

quantification, 178–181

terahertz spectra, interpretation of, 181–183

Drug polymorphism, 157

Drug transport, 797–801

ADME properties, 792

barrier tissues, 792–794

BBB (see Blood-brain-barrier (BBB))
cell culture and tissue based in vitro

models, 797–800

hepatic models, 807–808

in vitro models, 792

paracellular vs. transcellular pathways, 792
renal models, 809–810

simple transport kinetics, 794–795

transport kinetics, 795–796

Dry powder inhalers (DPI), 660, 703

Dynamic gastric model (DGM), 782

Dynamic light scattering (DLS), 457, 475, 659,

679, 693–696

Dynamic mechanical analysis (DMA), 376

E
Eddy diffusion, 423

Efflux transporters, 796, 808

Elastic scattering, 530

Electrical Low Pressure Impactor

(ELPI), 711

Electrochemical AFM (EC-AFM), 654

Electrochromatograms, 448

Electromagnetic radiation, 171

Electron capture dissociation (ECD), 262

Electron ionization (EI), 255

Electron microscopy, 571

electron beam generation and focus, 500

field emission, 501

image generating data, 500

TEM, 502–508

acceleration voltage, 502

application, pharmaceutical formulation

research, 504–508

colloidal drug carrier systems

voltages, 502

sample preparation and investigation,

502–504

thermionic emission, 500

Electron transfer dissociation (ETD), 262

Electroosmotic flow (EOF), 442

Electrospinning, 745

Electrospray ionization (ESI), 257–258

ElectroSpray Ionization Mass Spectrometry

(ESI-MS), 443

Electrostatic force microscopy (EFM), 654

Energy dispersive X-ray (EDX) spectrometry,

513, 516

Enthalpy of solution, 397–398

Environmental scanning electron microscopy

(ESEM), 512–513

Epidermal growth factor receptor

(EGFR), 575

Erlotinib, 575

Ethosuximide (ESM), 555

Ethyl phenyl carbonate, 19, 20

Etravirine, 377

European Pharmacopoeia (Ph.Eur.), 755

Everhart-Thornley detector, 509

Extensional rheology

biaxial and planar flow, 735–736

biaxial extension, 730

Hencky strain and Hencky strain rate, 730

measurements (see also Shear rheology)

planar extension, 730

polymer industry, 732

strain hardening polymers, 732

streamlines, 730

Trouton’s ratio, 731

uniaxial extension, 730

uniaxial flow

contraction flow analysis, 734–735

filament thinning experiments, 734

miniature scale, testing, 735

rotating drum devices, 733

Extracted ion chromatogram (EIC/XIC), 266

Eysenhardtia polystachya, 30

F
Fast Fourier transform (FFT), 87, 111, 611

Fast Low Angle Shot (FLASH)

sequence, 608

Fasted State Simulated Intestinal Fluid

(FaSSIF), 759

Fatty acids (FAs), 774

Felgett advantage, 149, 166

Felodipine, 381

Fenofibrate, 757, 781

Fermi resonance, 65

Fiber optic probe spectrophotometers, 10–12

Field-flow fraction (FFF), 468

Filament stretching rheometer

(FISER/FSR), 734
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Film coating

coating uniformity, 198–200

functional coatings, 200–204

in-line sensing, 206–207

process sensors, calibration of, 204–205

TPI technique, 196

Fine particle dose (FPD), 702, 710

Flory-Huggins lattice based theory, 381

Flow calorimetry, 393

Flow field flow fractionation (FFF), 477

Flow induced dispersion analysis (FIDA), 450

Flow-through apparatus, 756–758

Flufenamic acid, 190

Fluid bed dryer (FBD), 89, 108

Fluid bed granulation (FBG), 108–109

Fluorescence, 144–146, 443

emission, 38, 50

excitation, 40, 50

imaging, 493

lifetime, 36, 51

microscopy, 45, 572

phenomenon

Palo Azul, 30

polarization, 42

quantum yield, 37

quinine sulfate, 31

Stokes shift, 31

Fluorescence lifetime image (FLIM), 52

Fluorescence spectroscopy

absorption and Beer-Lambert law, 34

1,8-ANS/serum albumins, interaction of, 53

emission, 38, 50

excitation, 40, 50

lifetime, 36, 51

markers and reporters, 46–48

polarization, 42

quantum yield, 37

quenching, 43

Fluorimeter, refractive index (RI) detector, 469

Fluoroalkylsilane (FAS), 665

Fluorometers, 35, 48

Fluorophores, 37

Focal plane array (FPA), 524, 529

Focus beam reflectance measurements

(FBRM), 87

Focused beam reflectance measurements

(FBRM), 109

Food and drug administration (FDA), 801

F€orster resonance energy transfer (FRET), 44

Fourier self deconvolution (FSD), 69, 97

Fourier transform (FT), 148–149, 531

Fourier transform infrared (FTIR)

mAb formulations, 99–102

polymeric delivery systems, 102–103

secondary structural analysis, 96

Fourier transform infrared-photoacoustic

spectroscopy (FTIR-PAS), 66

Fourier transformation (FT), 525

Franck-Condon principle, 32

Fraunhofer approximation, 705

Fraunhofer theory, 684

Freeze fracture technique, 516

Frequency domain fluorometry, 53

Frequency domain method, 51

Full width of half height (FWHH), 97

G
Gabapentin polymorphs, 184

Gas chromatography (GC), 89, 368

Gas chromatography coupled to mass

spectrometry (GC-MS), 264

Gas perfusion calorimetry, 393, 400, 403

Gastro-intestinal (GI) tract, 742, 755

G-coupled protein receptors (GPCR), 355

Geometric standard deviation (GSD), 710

Gleditsia triacanthos, 745
Global molecular mobility, 375

Global optimisation approach, 307–308

Goniometer, 322

Gordon-Taylor (G-T) equation, 374

Grazing incidence small angle x-ray scattering

(GI-SAXS), 354

Green fluorescent protein (GFP), 47–48

Griseofulvin, 162, 164

GV150013X, 759

H
Hahn spin echo sequence, 599

Hancock-Sharp equation, 396

Harmonic oscillator approximation, 62

Heat conduction calorimetry, 391–392, 405

Hierarchical cluster analysis (HCA), 576

High performance liquid chromatography

(HPLC), 200, 413

animal experiments, 432

5-ASA, 431

components of, 424

detectors, 429

drug substances and drugs, analysis of, 430

mobile phase, 425

pump, 426

sample injection, 426

separation column, 426–428

troubleshooting, 433
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High shear wet granulation (HSWG), 109–110

High throughput techniques, 345–346

Hollow fiber FFF (HF5), 469

Hooke’s law, 722
Horiba LabRAM ARAMIS system, 555

Hot-melt extrusion (HME), 112

Human gastric lipase (HGL), 777

Human serum albumin (HSA), 53

Hyaluronic acid, 746

Hydro fluoroalkanes (HFA), 703

Hydrocolloids, 744

Hydrodynamic diameter, 681

Hydrogels, 744

Hydrogen/deuterium exchange mass

spectrometry (HDX-MS), 278–281

Hydroxyethyl starch (HES), 479

Hydroxypropyl methylcellulose (HPMC), 377,

565, 592, 614

I
Ice calorimeters, 391

Imidafenacin, 79

Indirect hard modeling (IHM), 88

Indomethacin, 190, 377

Inductively Coupled Plasma Mass

Spectrometry (ICP-MS), 443

Inelastic scattering phenomenon, 140

Infrared laser ablation metastable-induced

chemical ionization

(IR-LAMICI), 636

Infrared (IR) spectroscopy, 14, 62

Inhalation profile, 713

Inner filter effect, 36

In-source decay (ISD), 263, 277

Institute for Food Research (Norwich, UK), 782

Insulin, 237–239

Intestinal cell culture models, 800–801

Intra-tablet coating uniformity, 201

In vivo - in vitro correlations (IVIVC), 758, 778
Irbesartan, conformational disorder, 184

Isothermal microcalorimeters (IMC)

amorphous content quantification, 400

dosage forms, 402–404

drug stability, 398–399

drug-excipient compatibility screening,

395–396

enthalpy of solution, 397–398

in vivo applications, 404–405

kinetics, 391

pharmaceutical samples, measurement

of, 390

polymorph stability, 397

preformulation characterisation, 395

purity determination, 396

thermodynamics, 391

time-dependent phase transitions, 390

ubiquity of heat, 405

Isothermal titration calorimetry (ITC),

393, 404

J
Jacquinot advantage, 148, 166

Johari-Goldstein (JG) -relaxation, 187

K
Karl Fischer titration (KFT), 89

Kelvin probe force microscopy (KPFM), 654

Kerr-gating, 145

K nearest neighbours (KNN), 71

Kolliphor®, 781

L
Laboratory X-ray powder diffraction

instrumentation, 305

alignment, 300

crystal structure determination (see
Structure determination from

powder diffraction (SDPD))

indexing, 301–303

Pawley refinement, 304

phase quantification, 311

phase transitions, 311

physical form identification, 300–301

PSD, 297

radiation source, 296

refined crystal structure, final check

on, 311

reflection geometry, 297–298, 300

scintillation-based point detector, 297

space group identification, 303–304

transmission geometry, 298, 300

Laboratory X-ray scattering instruments, 341

Labrasol, 784

Lambert-Beer’s law, 4–6, 24
Lanthanum hexaboride (LaB6), 501

Larmor precession frequencies, 601

Laser ablation inductively couple plasma mass

spectrometry (LA-ICP-MS),

633, 642

Laser diffraction (LD), 703, 704

Latent variables (LV), 70

Lateral force microscope (LFM), 652
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Light and electron microscopy. See also
Electron microscopy

optical microscopy, 493–499

general principles of, 493–496

pharmaceutical analysis, 498–500

special techniques, 496–498

pharmaceutical formulation research, 492

SEM

accelerating voltage, 508

electron beam-specimen interactions,

510–512

energy dispersive X-ray spectrometry,

513–514

ESEM, 512–513

Everhart-Thornley detector, 509

Faraday cage, 510

pharmaceutical application, 514–516

sample preparation, 512

secondary electrons, 509

surface imaging, 508

three-dimensional” grayscale images, 508

Light emitting devices (LEDs), 49

Light-emitting diode (LED), 67

Limit of detection (LOD), 283

Limit of quantitation (LOQ), 283

Linear discriminant analysis (LDA), 71

Linear image signature (LIS), 561

Linearly variable filter (LVF), 68

Lipolysis model, 778

Lipopolysaccharide (LPS), 666

Liposomes, 54

Liquid chromatography (LC)

calibration standards, 435

clinical trials and bioanalysis, 433–435

detectors, 429

drug discovery process, 430

drug formulation and stability, 430–432

eddy diffusion, 423

log P and D values, determination of, 430

longitudinal diffusion, 423

mass transfer, 423

pKa values, 430

precolumn, 435

retention, 417–418, 422

sample preparation, 432, 434

separation

analytes, partition of, 414

efficiency, 419–420, 422

mobile phase, 414

resolution, 420–421

selectivity, 419

stationary phase, 414

theory of partition, 415–417

validation, 435

van Deemter equation, 423–424

Liquid chromatography coupled mass

spectrometry (LC-MS), 265–266

Liquid extraction surface analysis mass

spectrometry, 643

Liquid-liquid extraction (LLE), 266, 286–287

Liquid metal ion guns (LMIG), 632

Lissajous analysis, 372

Localised thermal analysis (LTA), 368

Locally weighted regression (LWR), 71

Long chain self-microemulsifying drug delivery

systems (LC-SMEDDS), 778

Low angle laser light scattering (LALLS), 705

Lubricated squeezing flow, 736

Luminescence

definition, 29

fluorescence phenomenon, 30, 31

phosphorescence phenomenon, 31

Lyotropic liquid crystals (LLCs), 345

M
Madin-Darby canine kidney (MDCK), 800

Magnetic force microscopy (MFM), 654

Magnetic resonance imaging (MRI)

chemical and spatial information, 592

chemical shift imaging techniques, 592

HPMC, 592

NMR

origins of, 594

spin-lattice relaxation, T1, 597–598

spin-spin relaxation, T2, 599
one dimensional image profiling

integration, 602

k-space formalism, 602–603

Larmor frequency, 601

relaxation effects, 602

solid dosage form pharmaceutical research,

616–622

API, 623–624

gradient echo (GE) imaging, 609

k-space raster, 607
nuclear spin-density, 606

phase shift velocity imaging, 620

quantifying mass transport, 616–622

quantitative spin echo, 613–615

self-diffusion, 617

spin system excitation, 606

standard imaging protocols, 606

spatial information, 592

two-dimensional slice selective

imaging, 605
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Main and Interactions of Individual Principal

Components Regression

(MIPCR), 79

Malvern Spraytec, 705

Mannitol, 78

Mass median aerodynamic diameter

(MMAD), 710

Mass spectrometry (MS), 429, 483

analyte, 255

array collectors, 260

capillary electrophoresis, 265

data representation, 266–268

drug development, 268

drug discovery progress, 254

electron multipliers, 261

Faraday cups, 261

gas chromatography, 264

hard ionization

APCI, 256

chemical ionization, 255

electron ionization, 255

ionization techniques, application range

of, 258

ion-to-photon detectors, 261

liquid chromatography, 265–266

mass analyzers

characteristics of, 260

orbitrap, 259

quadrupole, 258

resolution, 260

3D/Paul Ion trap, 259

TOF, 258

microchannel plate detectors, 261

point-ion-collectors, 260

protein and peptide pharmaceuticals

electrospray ionization, 272

MALDI, 272

mass spectra, interpretation of, 273–276

primary structure, 272, 273

tandem MS, 276–277

quantitative LC-MS, 282–284

sample preparation

liquid/liquid extraction, 286–287

protein precipitation, 284–285

solid-phase extraction, 285

turbulent flow chromatography, 286

sensitivity and low detection limits, 254

small molecule drugs

chemical synthesis, monitoring of,

269–270

drug delivery and stability, 270–271

mass spectrum interpretation, 268–269

soft ionization

ESI, 257–258

MALDI, 256–257

tandem mass spectrometry (see Tandem
mass spectrometry (MS/MS))

Mass spectrometry imaging (MSI)

advantages, 630

applications, 630

comparative performance of, 631

DESI (see Desorption electrospray

ionization (DESI))

LAICPMS imaging, 634

MALDI (see Matrix assisted laser

desorption ionization (MALDI))

ToF-SIMS (see Time-of-flight secondary

ion mass spectrometry (ToF-SIMS))

Matrix assisted laser desorption ionization

(MALDI), 256–257

advantages, 631, 633

API

array analysis, 637

in tablet, 635, 636

biological and drug molecules, label-free

imaging in, 640–641

disadvantages, 631

mouse kidney, 3D reconstruction of, 644

Mean dissolution time (MDT), 203

Meclofenoxate hydrochloride (MF), 398

Medium chain self-microemulsifying

drug delivery systems

(MC-SMEDDS), 778

Melting point depression approach, 381

Mercury cadmium telluride (MCT), 525

Mesoscale drug delivery systems

high throughput techniques, 345–346

LLCs, 345

spatially resolved, 349–350

time resolved studies, 347–349

TLC, 345

Micellar EKC (MEKC), 456

Michelson interferometer, 148, 525

Micro-and nanosized particles

bimodal populations measurements

bimodal, 693–696

light scattering based particle sizing

DCS DCS, 688

DLS DLS, 679

laser diffraction, 684–685

NTA, 686

liposomes, DLS and NTA measurement

of lipo, 696–697

measurement techniques application,

677–679

pulse sensing particle sizing methods

coulter counter, 690

TRPS TRPS, 690

Microbead force spectroscopy (MBFS), 666

Microcrystalline cellulose (MCC), 212
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Micro-electro-mechanical systems (MEMS),

68, 735

Microemulsion EKC (MEEKC), 456

Micro-thermal analysis (μTA), 369
Micro-volume spectrophotometer, 9, 10

Mid-infrared (MIR) spectroscopy

absorbance, 62–63

active pharmaceutical ingredient

crystallization, 87–88

reaction monitoring, 86–87

ATR-IR, 528

backscattering, transmission and ATR, 527

freeze-drying process, 116

FT technique, 65–66

incandescent silicon carbide/synchrotron, 525

interferogram signal, 525

near-field MIR, 528–529

numerical aperture, 525

pharmaceutical solid-state characterization

amorphous/crystalline ratio, 84

cocrystal characterization, 82–83

polymorph screening and

quantification, 80–81

water content and hydration state

determination, 79–80

protein formulation development

mAb formulations, 99–102

polymeric delivery systems, 102–103

secondary structural analysis, 96–98

sampling techniques

ATR setup, 67

DRIFT spectroscopy, 67

transmission, 66

signal processing, 69

skin profiling, 119

solid dispersions, 91–92

transitions, 525

transmission, 528

Mie theory, 683, 684, 689, 705

Mirror image rule, 39

Miscibility, 381

Modulated temperature differential scanning

calorimetry (MTDSC), 366–367

Molar Circular Dichroism, 227

Monochromatic incident radiation, 296

Monoclonal antibodies (mAb), 664

Monoglycerides (MAG), 774

MovingBlock StandardDeviation (MBSD), 105

Moving window partial least squares

regression (MWPLSR), 119

Mucins, 743

Multi-angle laser light scattering (MALLS)

detector, 469, 471

Multiphoton excitation, 33

Multiple cure resolution (MCR), 156, 544

Multiple linear regression (MLR), 152

Multiple reaction monitoring (MRM), 263

Multiplicative scatter correction (MSC), 70, 540

Multivariate curve resolution (MCR), 71,

561, 639

Multivariate statistical process control

(MSPC), 81

N
Nanoparticle tracking analysis (NTA), 686

Nanoparticles (NPs), 659

Nanostructured lipid carriers (NLCs), 479

Near infrared (NIR) spectroscopy

absorption bands

anharmonicity, 64–65

combination bands, 64, 65

Fermi resonance, 65

overtone band, 64, 65

active pharmaceutical ingredient

crystallization, 88

drying, 89–90

reaction monitoring, 87

blend monitoring

data processing strategy, 105

qualitative methods, 105–106

quantitative approaches, 106–108

sample size, 105

sampling points, 104

coating process monitoring, 114–116

drug dissolution, 91, 94–95

freeze-drying process, 116–117

hot-melt extrusion, 112

instrumentation, 67–68

laboratory analyzers, 68

medical monitoring, 118

multiple CQAs, simultaneous

determination, 95

multivariate data analysis

data pretreatments, 70

regression methods, 71

supervised classification, 71

unsupervised classification, 70

particle size determination, 92

pelletization, 112–113

pharmaceutical solid-state characterization

amorphous/crystalline ratio, 84, 85

cocrystal characterization, 83

polymorph screening and

quantification, 81–82

water content and hydration state

determination, 77–79

process analyzers, 68
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protein formulation development

mAb formulations, 102

polymeric delivery systems, 103

secondary structural analysis, 98–99

qualitative analysis

correlation methods, 72

distance-based supervised methods, 72

supervised classification algorithms, 72

threshold value, 73

variable selection, 72

quantitative analysis

ß-expectation tolerance intervals, 76

calibration maintenance, 76

calibration samples, 74

calibration transfer, 76

multivariate calibration modeling, 74

NAS, 75

PCP, 75

PCR/PLS algorithms, 75

reference method, 74

representative calibration sample set,

73–74

RMSEC, RMSECV, RMSEP, 75

sampling strategy, 73

spectral resolution, 73

TK approach, 76

roller compaction, 110–111

scatter effects, 65

solid dispersions, 91, 92

tablet hardness testing, 91, 93–94

tabletting and capsule filling, 113–114

tissue analysis, 119

wet granulation

fluid bed granulation, 108–109

high shear wet granulation, 109–110

subphases, 108

twin screw granulation, 110

Nearly constant losses (NCL), 187

Nernst-Brunner equation, 754

Net analyte signal (NAS), 75

New chemical entity (NCE), 440

Next Generation Impactor (NGI), 708

Nifedipine, 381

Nitrofuantoin, 499

Nitrofurantoin, 80

Non-contact mode, 652

Non-Hodgkin’s lymphoma (NHL), 664

Non-uniform fast Fourier transforms

(NUFFT), 612

Normal absorbance spectroscopy, 229

Noyes Whitney equation, 742, 754

Nuclear magnetic resonance (NMR), 432, 591

Numerical aperture (NA), 525

O
Octadecylsilylsilica (ODS), 427

Octadecyltrichlorosilane (OTS), 665

Oil immersion technique, 493

Optical coherence tomography (OCT), 197

Optical parametric oscillator (OPO), 556

Optical particle counters (OPCs), 706–707

Oralmucosal drug delivery, 745

Organic cation transporters (OCTN), 809

Orthogonal signal correction (OSC), 70

P
Paddle apparatus, 756–757

Palo Azul, 30

Paracetamol, 190, 377

Partial least squares (PLS), 153, 543, 561

Partial least squares discriminant analysis

(PLS-DA), 71

Partial least squares regression (PLSR), 71, 75

Particle deposition mechanisms, lung, 702

Pawley refinement, 304

Peak capacity (PC), 420

PeakForce Tapping® (PFT), 653

Peptide mass finger printing (PMF), 273

Perrin-Jablonski diagram, 32

Pharmacopoeial dissolution models
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DDS, 755

dosage forms, 755
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reciprocating cylinder apparatus, 757

Phase contrast technique, 496

Phasor analysis, 51

Phospholipids (PL), 758, 774

Phosphorescence, 29

Photocalorimeter, 403

Photoconductive AFM (pcAFM), 654

Photodiode array (PDA) UV-vis

spectrophotometer, 9

Photo elastic modulator (PEM), 226

Photomultipliers, 49

Photo multiplier tube (PMT), 226

Photon correlation spectroscopy (PCS), 679

Piezoelectric ceramic scanner, 650

Planck’s constant, 4

Polarization microscopy, 496

Polarizers, 49

Polydispersity index, 684

Polyethylene glycol (PEG), 566

Polyethylenimine (PEI), 479
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PolySNAP program, 300
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Position-sensitive detector (PSD), 297

Postnova, 471

Powder X-ray diffraction (PXRD), 296

crystal structure determination, 294, 295
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laboratory-based PXRD (see Laboratory
X-ray powder diffraction
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peak intensities, 295
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synchrotron beamlines, 312

X-ray photon flux, 312

Power-compensation calorimetry, 391, 405
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151, 543, 561, 643
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Principal Component Scores Distance Analysis

(PC-SDA), 105
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Principle of particle collection, 709
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Protein crystallography, 344
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Pseudomonas aeruginosa, 665
Pseudo-stationary phase, 445

Pulsed (magnetic) field gradient spin echo
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Quadratic discriminant analysis (QDA), 71

Quadrupoles, 259

Quantitative Nanomechanical Mapping
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Quinine sulfate, 31

R
Rabinowitch correction procedure, 729

Raman peak, 50

Raman scattering, 141

Raman spectroscopy

chemometrics

MCR, 156

pattern recognition, 151

PCA, 151

PCR, 152–153

PLS, 153

SIMCA, 155

unsupervised and supervised
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coherent Raman, 531–533

counterfeit detection, 161
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spectral correction, 149–150

in vivo drug delivery, 159

near-field effects, 533
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low frequency Raman spectroscopy,

162–163
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spatial heterodyne Raman
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Raman scattering theory, 140

ranitidine hydrochloride polymorphism,

157–159

spontaneous, 530–531

Ram-Lak filter, 612

Ranitidine hydrochloride, 157–159

Raster imaging correlation spectroscopy

(RICS), 45

Rayleigh scattering, 49, 140, 162, 530

Reactive oxygen species (ROS), 662

Reciprocating cylinder apparatus, 756, 757
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method, 241–242

Relative humidity (RH), 393

Relative vapour pressure (RVP), 393

Reversed phase chromatography, 426
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definition, 719

dosage forms and biological samples,
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shear (see Shear rheology)
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phase quantification, 311
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Root mean squared error of prediction
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Self-assembled monolayers (SAMs), 655
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creep and relaxation measurements, 727
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deformations, 720
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in situ gelling systems, 741

lipid droplets, heteroaggregation of, 741

lubricated squeezing flow, 740
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non-Newtonian liquids, 723–724
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spectroscopy, 146

Simvastatin, 190

Single-beam UV spectrophotometer, 7

Single-crystal X-ray diffraction (SXRD), 293

absolute structure
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Flack parameter, 328

Friedel pairs, intensities of, 327

non-centrosymmetric structures,

326–327

control and data processing software, 323

crystal lattice, geometry of, 316, 319

crystal structure, 319–321

data collection strategy

centrosymmetric diffraction pattern, 333

completeness, 333

data collection time, 334

diffraction pattern, 332

redundancy, 333

resolution, 332

data processing, 334–335

detectors, 322

diffracted intensities, 317, 319

displacement parameters, 318

goniometer, 322

H atoms, 323–324

metric symmetry, 319

microfocus source, 322

Mo/Cu radiation, 331

non-stoichiometry and disorder, 324–326

sealed tube, 321

small drug molecules, 315

space group, 319

structure checking procedures, 335–336

temperature, 331
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Single-molecule force spectroscopy

(SMFS), 654

Single wall carbon nanotubes (SWNTs), 480

Size exclusion chromatography (SEC), 469

Small angle x-ray scattering (SAXS), 340, 349

A-SAXS, 352–354

biological macromolecules, 344

grazing incidence, 354

liposome drug delivery systems, 343

mesoscale structures

micellar systems, 343

protein crystallography, 344

SBDD, 344

self nanoemulsifying and microemulsion

drug delivery systems, 343

Sodium lauryl sulphate (SLS), 755, 764

Soft independent modeling of class analogies

(SIMCA), 70

Solid lipid microparticles (SLMs), 556

Solid lipid nanoparticles (SLNs), 479

Solid-phase extraction (SPE), 266, 285

Solute carrier family (SLC), 792

Solution calorimetry, 393

amorphous content quantification, 399–400

drug formulations, 403

enthalpies of solution, 398

Sophora japonica, 745
Source for circular dichroism (SRCD), 242

Spatially offset Raman scattering (SORS),

163–165

Spatially offset Raman spectroscopy

(SORS), 161

Spectrophotometric detectors, 429

Spraying process, 744

Sputum, 743

Standard normal variate (SNV), 70, 540

Staring array, 524

Static light scattering (SLS), 484

Static quenching, 43

Stejskal-Tanner equation, 617

Stern-Volmer equation, 43

Stimulated Raman scattering (SRS), 560

Stimulated Raman spectroscopy (SRS), 531

Stokes-Diameter, 681

Stokes-Einstein equation, 686, 742, 754

Stokes lines, 142

Stokes scattering, 530

Stokes shift, 31

Strickler-Berg equation, 37

Structure-based drug design (SBDD), 344

Structure determination from powder

diffraction (SDPD), 309

data collection, 306

global optimisation approach, 307–308

modified direct methods, 307

Rietveld refinement (see Rietveld
refinement)

structure solution, 306, 309

Sum frequency generation (SFG), 532

Super resolution stimulated emission depletion

(STED), 667

Support vector regression (SVR), 71

Surface-enhanced Raman spectroscopy

(SERS), 533

Surface potential microscopy (SPoM), 654

Sympatec Inhaler module, 705

Sympatec Sprayer, 705

Synchrotron radiation (SR), 242

Synchrotron X-ray scattering, 341

T
Tandem mass spectrometry (MS/MS)

application of, 263

full scan mode, 263

ion activation, 262–263

multiple reaction monitoring, 263

neutral loss scanning, 263

parent ions, 261

precursor ion scanning, 261, 263

product ion scanning, 261, 263

protein and peptide pharmaceuticals,

276–281

selected reaction monitoring, 263

in space, 261

in time, 262

triple quadrupole, 261

Tapping Mode®, 652, 654

Taylor dispersion analysis (TDA), 440, 451

Terahertz electric field peak strength

(TEFPS), 194

Terahertz interface index (TII), 194

Terahertz pulsed imaging (TPI), 191, 562

Terahertz radiation, 171–174

Terahertz spectroscopy, 534–536

Terahertz technology

chemical imaging, 207–208

tablet microstructure

cracks and delamination, 210–211

disintegration testing, 212–213

porosity, 211–212

tablet density/hardness, 209–210

terahertz imaging, 195–207

film coating (see Film coating)

instrumentation, 195

measurement principle, 191
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terahertz radiation, pharmaceutical

analysis, 171–174

terahertz spectroscopy, 177–185

amorphous drugs below Tg, 187–190

amorphous materials, 185–187

dielectric relaxation processes, 175

drug molecules (see Drug molecules,

crystal structure of)

molecular interactions, 174

optical properties, 175

VDOS, 174

Terahertz time-domain spectroscopy

(THz-TDS), 173

Thermal analysis

differential scanning calorimetry, 363

pharmaceutical raw materials

amorphous drugs, 376–377

polymer blends, 377–378

polymers and lipidic excipients, 377

physical and chemical phenomena

crystallisation, 371

dehydration and decomposition, 376

glass transition, 372–374

molecular mobility, 375

polymorphic transformation, 371–372

structural relaxation, 375–ENF

scanning probe based thermal analysis,

368–370

semi-solid and liquid dosage forms,

383–384

solid dosage forms

amorphous solid dispersions, 379

crystallisation tendency, 379

drug-excipient miscibility estimation,

381–382

micro-scale drug distribution uniformity

assessment, 382–383

moisture-induced instability, 380

physical stability of, 378

quantitative analysis of crystallinity,

379–380

TGA (see Thermogravimetric analysis

(TGA))

Thermal decoupling process, 188

Thermogravimetric analysis (TGA), 368

Thermotropic liquid crystal (TLCs), 345

Throat model, 713

Tikhonov regularization (TK), 76

Time-gated detection schemes, 172

Time-of-flight (TOF), 258, 710–711

Time-of-flight secondary ion mass

spectrometry (ToF-SIMS)

advantages, 631

API, 634

crystal/powder mixtures and coatings

(see Coatings)
micro-array analysis, 638, 639

stent coating, 3D reconstruction, 637

in tablet, 636, 637

disadvantages, 631, 632

Tip-enhanced Raman spectroscopy (TERS), 533

TOPAS program, 301

Topography and recognition imaging

(TREC), 654

Torsional resonance (TR) Mode®, 653

Total ion current chromatogram (TIC),

266–268

Transition temperature mapping (TTM)

technique, 370

Transmission electron microscopes (TEMs),

54, 474, 492, 500, 556

Transmission Raman spectroscopy, 165

Transretinol, 159

Triacetin, 396

Triacylglycerides (TAG), 774

Tributyrin unit (TBU), 780

Troglitazone, 759

Trouton’s ratio, 731

Tunable resistive pulse sensing (TRPS), 690

Turbulent flow chromatography (TFC), 286

Twin screw granulation (TSG), 110

Two-dimensional (2D) FT-IR spectroscopy, 66

Two photon excited fluorescence (TPEF),

532, 577

U
Ultrahigh performance liquid chromatography

(UHPLC), 414

animal experiments, 432

pressure limit, 426

separation column, 428

troubleshooting, 433

Ultra small angle X-ray scattering (USAXS),

342

Ultraviolet (UV) imaging

CMOS sensor chips, 12

components of, 12

drug diffusion and release, 24

drug dissolution

lidocaine, 22–23

Sirius SDI UV imaging instrument, 23

solid forms, ranking of, 24

theophylline, 23

wavelength range, 12

with in situ Raman spectroscopy, 23, 24
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Ultraviolet-visible (UV-vis)

spectrophotometry, 24, 469

CCD spectrophotometers, 9

components, 6

dissolution testing, 21

double-beam spectrophotometer, 7

equilibrium constants and complexation, 18

kinetics and reaction monitoring, 18

Lambert-Beer’s law, 4–6
light, 3

micro-volume spectrophotometer, 9

PDA spectrophotometers, 9

pKa values, 16–18

qualitative analysis, 12–14

quantitative analysis, 15

single beam spectrophotometer, 7

UV-vis fiber optic probes, 10–12

United States Pharmacopoeia (USP), 755

Unstirred water-layer (UWL), 800

V
Variable count time (VCT), 306

Vibrational density of states (VDOS), 174, 185

Vibrational spectroscopic imaging

bivariate analysis, 542

comparison of, 537

definition, 524–525

drug delivery

MIR imaging, 572–575

Raman imaging, 575–579

selected studies, 573

drug release and dissolution

MIR imaging, 565–566

Raman microscopy, 566–571

selected studies, 567

drugs and dosage forms

MIR imaging, 544–554

near-infrared imaging, 560–562

Raman imaging, 554–560

selected studies, 545

terahertz imaging, 562–564

MIR, 525–529

multivariate analysis

BTEM, 544

CLS, 543

MCR, 544

PCA, 543

PLS, 543

Raman (see Raman spectroscopy)

spectral preprocessing

baseline correction, 539–540

noise correction, 536–539

scaling and scatter correction, 540–541

spectral artefacts, 536

terahertz, 534–536

univariate analysis

bandwidth, 542

peak integral, 542

peak intensity, 541

Vibrational spectroscopy, 77

Virus-like particles (VLPs), 478

Viscometer/rheometer-on-a-Chip

(VROC™), 735

Volume Bragg grating (VBG), 162

W
White Light Aerosol Spectrometer

(WELAS), 706

Wollaston probe, 369

Wood’s anomaly, 50

Wyatt Technology, 471

X
XCELL program, 301

Xenon arc lamps, 49

X-ray femtosecond lasers, 344

X-ray microtomography, 193, 196

X-ray photon flux, 312

X-ray scattering, 340

diffraction, 340–341

SAXS (see Small angle X-ray scattering

(SAXS))

USAXS, 342

Y
Young’s modulus, 653, 660, 664

838 Index


	Preface
	Contents
	Contributors
	Editor's Biography
	Part I: Spectroscopic and Spectrometric Techniques
	Chapter 1: UV/Vis Spectrophotometry and UV Imaging
	1 Introduction
	2 Principles of Measurement
	2.1 Lambert-Beer´s Law
	2.2 Deviations from Lambert-Beer´s Law and Sources of Error

	3 Instrumentation
	3.1 Single Beam Spectrophotometers
	3.2 Double Beam Spectrophotometers
	3.3 Photodiode Array and Charge-Coupled Device Spectrophotometers
	3.3.1 Micro-volume Spectrophotometers
	3.3.2 UV Fiber Optic Probes

	3.4 UV Imaging

	4 Applications of UV/Visible Spectrophotometry
	4.1 Qualitative Analysis
	4.2 Quantitative Analysis
	4.3 Physicochemical Properties
	4.3.1 pKa Values
	4.3.2 Equilibrium Constants and Complexation
	4.3.3 Kinetics and Reaction Monitoring
	4.3.4 Dissolution Testing


	5 Applications of UV Imaging
	5.1 Drug Dissolution
	5.2 Drug Diffusion and Release

	6 Conclusions and Perspectives
	References

	Chapter 2: Fluorescence Spectroscopy: Basic Foundations and Methods
	1 A Brief Historical Overview
	2 Foundations of the Fluorescence Phenomenon and Typical Fluorescent Parameters
	2.1 Absorption and the Beer-Lambert Law
	2.2 Fluorescence Lifetimes and Fluorescence Quantum Yields
	2.3 Fluorescence Emission Spectra
	2.4 Fluorescence Excitation Spectra
	2.5 Fluorescence Polarization
	2.6 Other Useful Fluorescence Related Methods
	2.6.1 Quenching of Fluorescence
	2.6.2 Förster Resonance Energy Transfer (FRET)
	2.6.3 Fluorescence Fluctuations-Based Approaches


	3 Fluorescence Markers and Reporters
	4 Some Instrumental Considerations
	4.1 Steady State Fluorescence Excitation and Emission Spectra
	4.2 Fluorescence Lifetimes

	5 Pharmaceutical Applications
	5.1 Human Serum Albumin: Drug Interactions Studied by Fluorescence Methods
	5.2 Do Liposomes Penetrate Skin?

	6 Concluding Remarks
	References

	Chapter 3: Mid and Near Infrared Spectroscopy
	1 Theoretical Background, Instrumentation and Data Analysis
	1.1 The Origin of Mid and Near Infrared Spectra
	1.2 MIR Instrumentation and Sampling
	1.3 NIR Instrumentation and Sampling
	1.4 Spectral Data Analysis

	2 Practical Challenges of Multivariate NIR Method Implementation
	2.1 Qualitative Analysis
	2.2 Quantitative Analysis

	3 Application in Solid-State Characterization of Drug Molecules and Excipients
	3.1 Determination of Water Content and Hydration State
	3.2 Identification and Quantification of Polymorphic Forms
	3.3 Cocrystal Characterization
	3.4 Assessment of Crystallinity and Amorphous State

	4 Use as Real-Time PAT Tools in Drug Substance Manufacture
	4.1 Reaction Monitoring
	4.2 Crystallization
	4.3 Drying

	5 Application on Solid Oral Dosage Forms
	5.1 Molecular Characterization of Solid Dispersions
	5.2 Challenges of Particle Size Determination
	5.3 Nondestructive Tablet Hardness Testing
	5.4 Nondestructive Prediction of Dissolution Performance
	5.5 Simultaneous Determination of Multiple CQAs

	6 Application in Protein Formulation Development
	6.1 Evaluation of Protein Secondary Structural Changes and Beyond
	6.2 Challenges of Antibody Formulations
	6.3 Noninvasive Analysis of Polymeric Protein Delivery Systems

	7 Use as Real-Time PAT Tool in Batch and Continuous Drug Product Manufacture
	7.1 Blending
	7.2 Wet Granulation
	7.3 NIR in Roller Compaction
	7.4 Hot-Melt Extrusion
	7.5 Pelletization
	7.6 Tabletting and Capsule Filling
	7.7 Coating
	7.8 Freeze-Drying

	8 In Vivo Applications
	8.1 Medical Monitoring
	8.2 Tissue Analysis

	9 Concluding Remarks
	References

	Chapter 4: Raman Spectroscopy
	1 Introduction
	2 Theory of Raman Scattering
	2.1 Dealing with Fluorescence

	3 Experimental Methods
	3.1 Dispersive Systems
	3.2 Fourier Transform (FT) Systems
	3.3 Spectral Correction

	4 Applications
	4.1 Chemometrics
	4.1.1 Principal Component Analysis (PCA)
	4.1.2 Principal Component Regression (PCR)
	4.1.3 Partial Least Squares (PLS)
	4.1.4 Soft Independent Modeling of Class Analogy (SIMCA)
	4.1.5 Multiple Curve Resolution (MCR)

	4.2 Polymorphism of Ranitidine Hydrochloride
	4.3 In Vivo Drug Delivery
	4.4 Counterfeit Detection

	5 New Technologies and Experimental Protocols
	5.1 Low Frequency Raman Spectroscopy
	5.2 Spatially Offset Raman Scattering (SORS)
	5.3 Transmission Raman
	5.4 Spatial Heterodyne Raman Spectroscopy

	6 Conclusions
	References

	Chapter 5: Pharmaceutical Terahertz Spectroscopy and Imaging
	1 Terahertz Radiation: Opportunities for Pharmaceutical Analysis
	2 Terahertz Spectroscopy
	2.1 Phenomena That Can Be Studied By Terahertz Spectroscopy
	2.2 Optical Properties
	2.3 Crystal Structure of Drug Molecules
	2.3.1 Polymorphism: Identification
	2.3.2 Quantification
	2.3.3 Interpretation of Terahertz Spectra
	2.3.4 Polymorphism: Fundamental Properties
	2.3.5 Crystalline Phase Transitions

	2.4 Amorphous Materials
	2.4.1 Onset of Crystallisation

	2.5 Stability of Amorphous Drugs Below Tg 

	3 Terahertz Imaging
	3.1 Measurement Principle
	3.2 Instrumentation
	3.3 Film Coating
	3.3.1 Coating Uniformity
	3.3.2 Functional Coatings
	3.3.3 Calibration of Process Sensors
	3.3.4 In-Line Sensing

	3.4 Chemical Imaging
	3.5 Tablet Microstructure
	3.5.1 Tablet Density/Hardness
	3.5.2 Cracks and Delamination
	3.5.3 Porosity
	3.5.4 Disintegration Testing


	4 Conclusions
	References

	Chapter 6: Circular Dichroism Spectroscopy for Structural Characterization of Proteins
	1 Fundamentals of Circular Dichroism Spectroscopy
	1.1 Physical Basis for Circular Dichroism
	1.2 Instrumentation
	1.3 General Requirements for CD Measurements

	2 Characterizing Protein Structure Using CD
	2.1 Protein Structure
	2.2 Far UV and Near UV CD of Proteins
	2.3 Estimation of Secondary Content by Far-UV CD

	3 CD Spectroscopy in Pharmaceutical Sciences
	3.1 CD in Early Stage Development
	3.2 Applications of CD in Formulation Research
	3.3 Application of CD for Advanced Drug Delivery Systems
	3.4 RIME/Synchrotron Radiation CD

	4 Practical Considerations and Recommendations
	4.1 Calibration and Maintenance of CD Instruments
	4.2 Sample Preparation and Data Acquisition
	4.3 Common Pitfalls and Errors

	References

	Chapter 7: Applications of Mass Spectrometry in Drug Development Science
	1 Mass Spectrometry in Drug Development
	1.1 The Mass Spectrometer
	1.1.1 Ion Sources
	1.1.2 Mass Analyzers
	1.1.3 Detectors

	1.2 Tandem Mass Spectrometry
	1.2.1 Ion Activation in Tandem Mass Spectrometry
	1.2.2 Scan Modes in Tandem Mass Spectrometry

	1.3 Coupling Mass Spectrometry to Chromatographic Separation
	1.4 Representation of Mass Spectrometric Data
	1.5 Applications of Mass Spectrometry in Drug Development

	2 Qualitative Analysis by Mass Spectrometry: Small Molecule Drugs
	2.1 Mass Spectrum Interpretation
	2.2 Monitoring Chemical Syntheses by MS
	2.3 Drug Delivery and Stability

	3 Qualitative Analysis by Mass Spectrometry: Large Molecule Drugs
	3.1 Characterization of Peptide and Protein Pharmaceuticals: Primary Structure
	3.1.1 Interpretation of Mass Spectra of Peptides and Proteins
	3.1.2 Interpretation of Tandem Mass Spectra of Peptides and Proteins

	3.2 Analysis of Higher Order Structure of Protein Pharmaceuticals by Hydrogen/Deuterium Exchange Mass Spectrometry

	4 Quantitative Analysis by Mass Spectrometry
	4.1 Pharmacokinetics and Drug Metabolism
	4.1.1 Pharmacokinetic Analysis by Quantitative LC-MS
	4.1.2 Metabolite Identification by Quantitative LC-MS

	4.2 Sample Preparation for Mass Spectrometric Analyses
	4.2.1 Protein Precipitation
	4.2.2 Solid-Phase Extraction
	4.2.3 Turbulent Flow Chromatography
	4.2.4 Liquid-Liquid Extraction


	References


	Part II: Diffractometric Techniques
	Chapter 8: An Overview of Powder X-ray Diffraction and Its Relevance to Pharmaceutical Crystal Structures
	1 Introduction
	2 Background to the Technique
	3 PXRD in the Laboratory Environment
	3.1 Radiation Source
	3.2 Detector
	3.3 Instrumental Geometry
	3.3.1 Reflection Geometry
	3.3.2 Transmission Geometry
	3.3.3 Reflection, Transmission or Both?

	3.4 Fingerprint Identification of Physical Forms
	3.5 Powder Indexing
	3.6 Space Group Determination
	3.7 Pawley Fitting for Phase Identification
	3.8 Crystal Structure Determination
	3.8.1 Is the Structure Solvable?
	3.8.2 Data Collection
	3.8.3 Choice of SDPD Methodology
	3.8.4 Assessing the Structure Solution
	3.8.5 Rietveld Refinement
	Chemical Restraints
	Rigid Bodies

	3.8.6 Final Structure Checking

	3.9 Phase Quantification Using Rietveld Refinement
	3.10 Sample Environment and Phase Transitions
	3.11 Alternatives to Laboratory-Based PXRD

	References

	Chapter 9: Single-Crystal X-ray Diffraction
	1 Introduction
	2 Theoretical Background of the Technique
	2.1 Anatomy of a Single-Crystal X-ray Diffraction Pattern
	2.2 Obtaining a Crystal Structure from a Diffraction Pattern

	3 Instrumentation and Software
	4 Applications of the Technique on Drug Compounds
	4.1 Dealing with H Atoms
	4.2 Dealing with Non-stoichiometry and Disorder
	4.3 Dealing with Absolute Structure
	4.3.1 Theoretical Background
	4.3.2 The Flack Parameter
	4.3.3 Improvements Using Differences and Quotients


	5 Suggested Best Practices
	5.1 Choice of Radiation
	5.2 Temperature
	5.3 Data Collection Strategy
	5.3.1 Resolution
	5.3.2 What Fraction of the Diffraction Pattern Should Be Measured?
	5.3.3 Centrosymmetric or Not?
	5.3.4 Completeness
	5.3.5 Redundancy
	5.3.6 Collection Time

	5.4 Data Processing
	5.5 Structure Checking Procedures

	6 Conclusion
	References

	Chapter 10: Applications of Small Angle X-ray Scattering in Pharmaceutical Science
	1 The Use of X-ray Scattering in Pharmaceutical Systems
	1.1 Diffraction for Different Length Scales

	2 Probing Larger Length Scales: Ultra Small Angle X-ray Scattering (USAXS)
	3 Colloidal Scale Structures in Pharmaceutical Systems Probed Using SAXS
	3.1 Drug Delivery Particles
	3.2 Proteins in Solution vs. Protein Crystallography

	4 Mesoscale Structures
	4.1 High Throughput Characterization
	4.2 Time Resolved Experiments
	4.3 Spatially Resolved Experiments

	5 Probing Pharmaceutical Solid State Characteristics Using Scattering at Wider Angles
	6 Alternative Small Angle X-ray Techniques
	6.1 Anomalous SAXS (A-SAXS) in Pharmaceutical Systems
	6.2 Application of Grazing Incidence SAXS in Pharmaceutical Applications

	7 Concluding Remarks
	References


	Part III: Thermal Techniques
	Chapter 11: Thermal Analysis of Pharmaceuticals
	1 Introduction
	2 Theoretical Background of Thermal Analysis
	2.1 Differential Scanning Calorimetry (DSC)
	2.1.1 Conventional DSC
	2.1.2 Modulated Temperature Differential Scanning Calorimetry (MTDSC)
	2.1.3 Hyper DSC

	2.2 Thermogravimetric Analysis (TGA)
	2.3 Scanning Probe Based Thermal Analysis

	3 Physical and Chemical Phenomena Commonly Investigated Using Thermal Approaches
	3.1 Crystallisation
	3.2 Polymorphic Transformation
	3.3 Glass Transition
	3.4 Molecular Mobility
	3.5 Structural Relaxation
	3.6 Dehydration and Decomposition

	4 Applications of Thermal Analysis for the Characterisation of Pharmaceutical Raw Materials
	4.1 Amorphous Drugs
	4.2 Pharmaceutical Polymers and Lipidic Excipients
	4.3 Polymer Blends

	5 Applications of Thermal Analysis for the Characterisation of Pharmaceutical Dosage Forms
	5.1 Solid Dosage Forms
	5.1.1 Physical Stability Evaluation
	Crystallisation Tendency
	Quantitative Analysis of Crystallinity
	Moisture-Induced Instability

	5.1.2 Drug-Excipient Miscibility Estimation
	5.1.3 Micro-scale Drug Distribution Uniformity Assessment

	5.2 Semi-solid and Liquid Dosage Forms

	6 Conclusion
	References

	Chapter 12: Isothermal Microcalorimetry
	1 Introduction
	2 Theoretical Background
	3 Application of the Technique on Drug Molecules and Formulation Components
	3.1 Preformulation Characterisation
	3.2 Excipient Compatibility Screening
	3.3 Purity Determination
	3.4 Polymorph Stability
	3.5 Enthalpy of Solution
	3.6 Drug Stability
	3.7 Amorphous Content Quantification

	4 Application of the Technique on Dosage Forms
	5 Application of the Technique In Vivo
	6 A ``How to´´ Section (Example Protocols)
	7 A ``Don´ts´´ Section (Common Mistakes People Make and How to Avoid Them)
	References


	Part IV: Separation Techniques
	Chapter 13: HPLC/UHPLC
	1 Introduction
	1.1 Chromatographic Separation
	1.2 Theory of Partition
	1.3 Retention
	1.4 Selectivity
	1.5 Separation Efficiency
	1.6 Resolution
	1.7 Summary on Theory
	1.8 The Chromatographic Process
	1.9 Execution of HPLC/UHPLC
	1.10 LC in Drug Discovery, Development and Manufacturing
	1.11 Drug Formulation and Stability

	2 Animal Experiments
	3 Clinical Trials and Bioanalysis
	3.1 ``How to´´ and ``Don´t do´´
	3.2 Validation

	4 Conclusions
	References

	Chapter 14: Capillary-Based Techniques for Physical-Chemical Characterization of Drug Substances and Drug Delivery Systems
	1 Introduction
	2 Capillary-Based Techniques for Application in Pharmaceutical Sciences
	2.1 The Basics of Capillary-Based Analysis
	2.2 Techniques Based on Affinity Capillary Electrophoresis
	2.2.1 Mobility Shift Affinity CE
	2.2.2 Affinity Electrokinetic Chromatography (EKC)
	2.2.3 Pre-equilibrium Capillary Zone and Frontal Analysis Capillary Electrophoresis

	2.3 Techniques Based on Taylor Dispersion Analysis
	2.3.1 Determination of Diffusion Coefficients by Taylor Dispersion Analysis
	2.3.2 Assessment of Non-covalent Interactions from Dispersion Measurements


	3 Pharmaceutical Applications
	3.1 Affinity Capillary Electrophoresis and Taylor Dispersion Analysis
	3.1.1 Acid Dissociation Constants (pKa Values)
	3.1.2 Partitioning and Lipophilicity
	3.1.3 Plasma Protein Binding
	3.1.4 Diffusivity and Size
	3.1.5 Interactions with Excipients and Delivery Systems

	3.2 Selecting the Appropriate Technique and Avoiding Pitfalls
	3.2.1 Effect of Solution Media on the Results
	3.2.2 What is the Kinetics of the System (Fast or Slow Binding/Partitioning)?
	3.2.3 Is Adsorption an Issue?
	3.2.4 Is the Charge/Size Ratio on the Analyte and/or Ligand Optimal for the Assay?


	4 Conclusions and Perspectives
	References

	Chapter 15: Asymmetrical Flow Field Flow Fractionation: A Useful Tool for the Separation of Protein Pharmaceuticals and Partic...
	1 Introduction and General Principles of AF4
	2 Practical Guide for AF4
	2.1 The Focusing Step
	2.2 Instrumentation
	2.3 Separation
	2.4 Steric Mode
	2.5 Benchmarking of AF4
	2.5.1 Comparison to Electron Microscopy
	2.5.2 Comparison to Size Exclusion Chromatography
	2.5.3 Comparison to Analytical Ultracentrifugation


	3 Analysis of Particulate Systems
	3.1 Nanoparticles
	3.1.1 Human Serum Albumin Nanoparticles
	3.1.2 Gelatin Nanoparticles
	3.1.3 Particles from Melt Extrusion

	3.2 Liposomes, Liposomal Formulations and Lipoplexes
	3.3 Virus-Like Particles
	3.4 Polyplexes
	3.5 Non-spherical Nanoparticles

	4 Preparative Use of AF4
	5 Recent Trends in AF4
	5.1 Quantitative Characterization of IgG Aggregates
	5.2 Separation of Different Types of Antibody Aggregates for Immunogenicity Testing In Vivo
	5.3 Separation and Quantification of Protein Aggregates by HF5
	5.4 AF4 as an Additional Method to Gain Insight into Degradation Pathways of Antibody-Based Drug Candidates
	5.5 Characterization of beta-Cyclodextrin-Dextran Polymers for Poorly Water Soluble Drugs
	5.6 PLGA Nanoparticles Released from a Tablet
	5.7 Characterization of Cationic Polymers for Gene Delivery
	5.8 Characterization of Polymersomes Using AF4
	5.9 Quantification and Characterization of Nanoparticulate Additives in food

	6 Conclusion
	References


	Part V: Imaging Techniques
	Chapter 16: Light and Electron Microscopy
	1 General Remarks on Microscopy in Pharmaceutical Formulation Research
	2 Optical Microscopy
	2.1 General Principles of Optical Microscopy
	2.2 Special Techniques in Optical Microscopy
	2.3 Applications of Optical Microscopy in Pharmaceutical Analysis

	3 Electron Microscopy
	3.1 General Setup of Electron Microscopes
	3.2 Transmission Electron Microscopy (TEM)
	3.2.1 The Transmission Electron Microscope
	3.2.2 Sample Preparation and TEM Investigation
	3.2.3 Application of TEM in Pharmaceutical Formulation Research

	3.3 Scanning Electron Microscopy (SEM)
	3.3.1 The Scanning Electron Microscope
	3.3.2 Electron Beam-Specimen Interactions
	3.3.3 Sample Preparation for SEM
	3.3.4 Environmental Scanning Electron Microscopy
	3.3.5 Energy Dispersive X-ray Spectrometry
	3.3.6 Pharmaceutical Application of SEM and SEM/EDX


	4 Conclusion
	References

	Chapter 17: Vibrational Spectroscopic Imaging
	1 Vibrational Spectroscopic Imaging Methodology
	1.1 Definitions of Imaging and Mapping
	1.2 MIR
	1.2.1 Transmission
	1.2.2 ATR-IR
	1.2.3 Near-Field MIR

	1.3 NIR
	1.4 Raman
	1.4.1 Spontaneous
	1.4.2 Coherent Raman
	1.4.3 Near-Field Raman

	1.5 Terahertz

	2 Data Analysis
	2.1 Spectral Preprocessing
	2.2 Noise Correction
	2.3 Baseline Correction
	2.4 Scaling and Scatter Correction
	2.5 Univariate Analysis
	2.5.1 Peak Intensity
	2.5.2 Peak Integral
	2.5.3 Bandwidth

	2.6 Bivariate Analysis
	2.7 Multivariate Analysis
	2.8 Principal Component Analysis (PCA)
	2.9 Classical Least Squares (CLS)
	2.10 Partial Least Squares Regression (PLS)
	2.11 Multiple Curve Resolution (MCR)
	2.12 Band Target Entropy Minimization (BTEM)

	3 Pharmaceutical Applications
	3.1 Drugs and Dosage Forms
	3.2 MIR Imaging
	3.3 Raman Imaging
	3.3.1 Spontaneous Raman
	3.3.2 Coherent Raman

	3.4 Near-Infrared Imaging
	3.5 Terahertz Imaging
	3.6 Drug Release and Dissolution
	3.7 MIR Imaging
	3.8 Raman Imaging
	3.8.1 Spontaneous Raman
	3.8.2 Coherent Raman

	3.9 Drug Delivery
	3.10 MIR Imaging
	3.11 Raman Imaging
	3.11.1 Spontaneous Raman
	3.11.2 Coherent Raman


	4 Conclusions
	References

	Chapter 18: Magnetic Resonance Imaging and Its Applications to Solid Pharmaceutical Dosage Forms
	1 Introduction
	2 Overview of Magnetic Resonance Theory
	2.1 The Origins of Nuclear Magnetic Resonance
	2.2 Nuclear Spin Relaxation (T1 and T2)
	2.2.1 Spin-Lattice Relaxation, T1
	2.2.2 Spin-Spin Relaxation, T2


	3 Magnetic Resonance Imaging
	3.1 One Dimensional Image Profiling
	3.1.1 k-Space Formalism

	3.2 Two-Dimensional Slice Selective Imaging

	4 MRI Protocols for Solid Dosage Form Pharmaceutical Research
	4.1 Gradient Echo MRI
	4.1.1 Radially Sampled Gradient Echo Imaging

	4.2 Quantitative Spin Echo MRI
	4.3 Quantifying Mass Transport Using MRI
	4.3.1 Molecular Self-Diffusion MRI
	4.3.2 Phase Shift Velocity Imaging

	4.4 Multi-nuclear MRI of Active Pharmaceutical Ingredients (API)

	5 Practical Hints for MRI Imaging of Solid Dosage Forms
	6 Final Remarks
	References

	Chapter 19: Mass Spectrometry Imaging of Pharmaceuticals: From Tablets to Tissues
	1 Introduction
	2 Introduction to Mass Spectrometry Imaging Techniques
	2.1 Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS)
	2.2 Matrix Assisted Laser Desorption Ionization (MALDI) MS
	2.3 Desorption Electrospray Ionization (DESI) MS
	2.4 Laser Ablation Inductively Coupled Plasma (LA-ICP) MS

	3 Small Molecule API and Excipient Analysis
	3.1 Crystal/Powder Mixtures and Coatings
	3.2 Imaging API in Product

	4 Imaging Biologicals and Array Analysis
	5 Label-Free Imaging in Organs and Tissues: Molecule Metabolism and Fate
	6 Emerging Approaches and Future Perspectives
	References

	Chapter 20: Applications of AFM in Pharmaceutical Sciences
	1 Introduction
	1.1 Background
	1.2 Principles of Operation
	1.3 Operating Modes
	1.4 Cantilevers and Tips
	1.5 The Need for AFM in Pharmaceutical Research

	2 Use of AFM in Pharmaceutical Sciences
	2.1 Tablet Coating and Dissolution
	2.2 Crystal Growth and Polymorphism
	2.3 Particles and Fibres
	2.4 Nanomedicine
	2.5 Nanotoxicology
	2.6 Drug-Protein and Protein-Protein Interactions
	2.7 Live Cells
	2.8 Bacteria and Bacterial Biofilms
	2.9 Viruses

	3 AFM Combined With Optical or Spectroscopic Techniques
	4 Summary
	Appendix: Obtaining an AFM Contact Mode Image in Air
	References


	Part VI: Techniques to Characterize Particles
	Chapter 21: Particle Size Analysis of Micro and Nanoparticles
	1 Application of Particle Size Measurement Techniques
	2 Light Scattering Based Particle Sizing
	2.1 Dynamic Light Scattering
	2.2 Laser Diffraction
	2.3 Nanoparticle Tracking Analysis
	2.4 Differential Centrifugal Sedimentation

	3 Pulse Sensing Particle Sizing Methods
	3.1 Coulter Counter
	3.2 Tunable Resistive Pulse Sensing

	4 Case Studies
	4.1 Bimodal Populations Measurements by DLS
	4.2 DLS and NTA Measurement of Liposomes

	5 Conclusions
	References

	Chapter 22: Particle Size Measurements in Aerosols
	1 Aerodynamic and Geometric Particle Size
	2 Dispersion Techniques
	3 Pharmacopoeial Requirements for Particle Size Measurements in Aerosols
	4 Geometric Particle Size Measurements
	4.1 Laser Diffraction
	4.2 Optical Particle Counters/Sizers
	4.3 Microscopy/Image Analysis

	5 Aerodynamic Particle Size Measurements
	5.1 Cascade Impactor/Impinger
	5.2 Time-of-Flight Based Measurements
	5.3 Electrical Low Pressure Impactor (ELPI)

	6 Physiological Implication
	6.1 Fine Particle Fraction=Lung Fraction?

	7 Accessories to Mimic the In Vivo Situation
	7.1 Throat Model
	7.2 Inhalation Profile

	8 Which Technique to Choose?
	References


	Part VII: Rheological Techniques
	Chapter 23: Rheology in Pharmaceutical Sciences
	1 Introduction
	2 Theoretical Background and Fundamental Concepts
	2.1 Shear Rheology
	2.1.1 Ideal Model Systems
	2.1.2 Non-Newtonian Liquids
	2.1.3 Oscillatory Measurements
	2.1.4 Creep and Relaxation Measurements
	2.1.5 Capillary Flow: Capillary Viscometers
	2.1.6 Capillary Flow: Capillary Rheometers

	2.2 Extensional Rheology
	2.2.1 Extensional Rheometry: Uniaxial Flow
	Rotating Drum Devices
	Filament Thinning Experiments
	Contraction Flow Analysis
	Testing in Miniature Scale

	2.2.2 Extensional Rheometry: Biaxial and Planar Flow
	Lubricated Squeezing Flow



	3 Practical Issues of Rheological Measurements
	3.1 Shear Rheology in Practice
	3.1.1 Choice of the Right Geometry
	3.1.2 Steady Shear Measurements
	3.1.3 Oscillatory Shear Measurements
	3.1.4 Creep Measurements
	3.1.5 Capillary Viscometry
	3.1.6 Capillary Rheometry

	3.2 Extensional Rheology Measurements in Practice

	4 Application of the Technique
	4.1 Shear Rheology of Dosage Forms
	4.2 Shear Rheology of Biological Samples
	4.3 Extensional Rheology of Dosage Forms and Biological Samples

	5 Summary
	References


	Part VIII: Release and Uptake Testing Techniques
	Chapter 24: Evaluating Oral Drug Delivery Systems: Dissolution Models
	1 Dissolution
	2 Dissolution Models
	2.1 Pharmacopoeial Dissolution Models
	2.1.1 Apparatus 1 and 2
	2.1.2 Apparatus 3
	2.1.3 Apparatus 4

	2.2 Physiologically Relevant Dissolution Media
	2.3 Small Volume Dissolution Models
	2.4 Transfer Models
	2.5 Dissolution Models with an Incorporated Absorption Module
	2.5.1 Biphasic Dissolution Models
	2.5.2 D/P Models


	3 Conclusions
	References

	Chapter 25: Evaluating Oral Drug Delivery Systems: Digestion Models
	1 Digestion Processes
	2 Digestion Models
	2.1 pH-Stat Controlled In Vitro Lipolysis Models
	2.1.1 In Vivo-In Vitro Correlations

	2.2 Complex Physiologically Relevant Models
	2.2.1 DGM
	2.2.2 TIM-1 Model


	3 Conclusions
	References

	Chapter 26: Application of Cell Culture and Tissue Models for Assessing Drug Transport
	1 Introduction to Drug Transport and Drug Transporters
	1.1 Barrier Tissues
	1.2 Simple Transport Kinetics
	1.3 Transport Kinetics in the Presence of Drug Transporters

	2 Cell Culture and Tissue Based in Vitro Models
	2.1 Intestinal Cell Models
	2.1.1 Caco-2 Cell Monolayers
	2.1.2 Other Intestinal Cell Culture Models
	2.1.3 Cell Cultures in Permeability Classification

	2.2 Blood-Brain Barrier Models
	2.2.1 Introduction to the Blood-Brain Barrier/the Neurovascular Unit and BBB-Models
	2.2.2 The Rat Triple Co-culture Blood-Brain Barrier Model
	2.2.3 The Porcine Monoculture Blood-Brain Barrier Model
	2.2.4 The Bovine Co-culture Blood-Brain Barrier Model
	2.2.5 Surrogate Blood-Brain Barrier Models

	2.3 Hepatic Models
	2.4 Renal Models

	3 Conclusion
	Appendix: Culture and Application of Caco-2 Cells
	Microscopy
	Preparation of Growth Medium
	Composition
	Aseptic Preparation of the Medium

	Trypsinization Procedure (Sub-cultivation)
	Seeding
	Seeding in T-75 and T175 Flasks
	Seeding on Filters
	12-Well Filters (T12)
	Seeding in Trays
	12-Well Tray (B12)

	Change of Medium
	T75/T175 Flasks
	6 and 12-Well Filters
	6, 12, 24 and 96-Well Trays

	Freezing Procedure
	Final Concentration in Freezing Medium

	Work Procedure
	Thawing Procedure
	Work Procedure
	Passage Nomenclature


	References


	Index



