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Foreword

Proteolytic enzymes and their natural antagonists, the protease inhibitor pro-
teins, play a crucial role in the physiology and pathology of living organisms
including humans. Remarkable advantages revealed their wide functional
context.

Proteases digest food proteinase in the digestive tract and liberate poly-
peptide hormones, stimulating gastric and pancreatic secretion. Proteases
are involved during fertilization in sperm - egg interaction, ovulation,
ovum implantation and parturition. Proteases of the renin-angiotensin and
kallikrein-kinin systems act synergistically to generate blood pressure regu-
lating polypeptides. In wound healing a battery of proteases is involved in the
proteolytic cascades of clotting, fibrinolysis and tissue repair. Another battery
of very different proteases directs the immune defense via several routes, i.e.
complement activation, antigen presentation, the generation of chemokines
and chemotaxins directing phagocytes to the site of injury or infection and the
generation of cell-stimulating factors such as cytokines regulating the inflam-
matory response of the organism. Granzymes contribute to the toxicity of lym-
phocytes or killer cells, caspases regulate physiological cell death and calpains
intracellular signaling cascades. The energy-dependent proteasome-ubiquitin
system controls highly efficiently the activity or level of intracellular proteins,
including cell-cycle regulators, transcription and signal transduction factors,
oncoproteins and short-lived metabolic enzymes. And this listing is far from
complete.

The activity of proteases is directly controlled by potent protease
inhibitors also produced by the organism, partly in several fold excess of the
total amount of protease which can be liberated. Generally speaking, the
diversity of existing proteases is confronted with a corresponding variety of
inhibitors. Nearly every protease is faced with an antagonist limiting its pro-
teolytic activity locally and in a timely fashion to prevent pathologies. The
physiological balance between the active protease available at its target sub-
strate(s) and inhibitor activity is regulated by various cellular mediators. They
control the synthesis and location (storage in granules, secretion etc.) of the
zymogen and of the inhibitor. They also control the activation of the pro-
enzyme, which is itself triggered by a specific protease.

Major reasons for proteolysis-induced pathologies are either excessive
production or liberation (e.g. from cells and microbes) of proteases or exten-
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sive consumption of protease inhibitors or both, leading to an imbalance of
the physiological protease/inhibitor equilibrium. Such an acquired imbalance
may be caused by traumatic or inflammatory events or infections. Whereas at
the onset of such pathologies proteases are the major pathogenetically active
agents, in a more advanced state of the disease often cellular inflammatory
mediators also produced by proteolysis, such as cytokines or shedded soluble
adhesion molecules, become the major players. In other diseases excessive
local generation of proteases may be the underlying pathological event, e.g.
thrombin activation leading to embolism (infarction). In still other patholo-
gies, such as tumorigenesis or metastasis, cancer cells express and often use
very efficiently various proteases for degradation of extracellular matrix com-
ponents and migration through solid tissue structures, simultaneously knock-
ing out the endogenous protective inhibitor shield of the organism that they
finally kill. In a similarly elegant way bacteria and parasites often use special
protease equipment to reach their goal, their own reproduction via infection
of the host. Such proteases may be highly potent activators and/or inactiva-
tors of the protease zymogens or inhibitors of the host, which lacks in many
cases a specific inhibitory defense system against the microbial and parasitic
proteases.

This volume combines examples of diseases triggered or enhanced by cel-
lular or microbial proteases that are of great socio-economical and medical
significance due to their widespread distribution and the difficulties associated
with their therapy. Protease inhibitors are promising candidates for new ther-
apeutic approaches based on the basic pathomechanisms of these diseases. The
contributing authors’ detailed knowledge and profound experience in their
particular research areas make this volume a most valuable tool for the iden-
tification of a new generation of therapeutics, the protease inhibitors, which
might assist in controlling or even preventing disease-specific, proteolysis-
induced pathomechanisms. The therapeutic success achieved so far with syn-
thetic inhibitors of the angiotensin converting enzyme in the treatment of
essential hypertension and of the HIV protease in HIV-infected patients gives
hope that other approaches described in detail in this volume will also be suc-
cessful in the near future.

Munich, September 1999 Hans Fritz



Preface

“The way new ideas are going to be realized becomes clearer during the
voyage” (HoMmER, ODYSSEY).

Proteases are a class of enzymes that have been known about for longer
than many other enzymes, and the early achieved knowledge about structure
and function of proteases had inspired and eased the elicitation of many other
enzymes. Interest in protease inhibitors soon grew, striking the idea of employ-
ing protease inhibitors for medical therapeutic purposes. Applications, how-
ever, were not ventured at that time. The proteases were generally understood
to be metabolically and catabolically active, i.e., digested and removed aber-
rant proteins by cleaving a wide spectrum of substrates. Thus, inhibition of indi-
vidual proteases for therapeutic purpose appeared hazardous, because of
unpredictable and possibly uncontrollable consequences within the long-range
chains of metabolic reactions.

The regulatory role of proteases was only slowly recognized. Among the
first to envisage limited proteolytic inhibition was Hans Fritz, who provided
early and active leadership in medical applications of protease inhibitors and
recognized their potential as a new class of drugs. On the basis of WERLE and
FrEY, he together with an initially small number of engaged pioneers (FRrITZ
and TscuescHe 1971) promoted the dedicated pursuit of protease inhibitors
in the clinic, particularly those of the kininogen system.

One event that greatly changed the situation was the revelation of viral-
encoded proteases. In 1977, the first viral protease was identified in a retro-
virus (VoN DER HELM 1977; YosHuiNakA and Lurric 1977). Within a short
period of time, further proteases were found in other viruses (PALMENBERG et
al. 1979; Koranr et al. 1980). They were shown to have — unlike ‘cellular’ host
proteases — a very restricted range of function, limited to the viral life cycle.
They were, thus, distinct from cellular metabolic enzymes. Viral proteases are
processing, i.e., anabolically acting, enzymes — they mature viral protein pre-
cursors to smaller, functional proteins. By this process (not yet infectious),
virion particles mature to infectious viruses. This novel insight stimulated the
search for viral protease inhibitors considerably (KraussLicH et al. 1989).
However, as most viruses cause diseases that are self-limiting, the rising
momentum was not yet sufficient for expensive (therapeutic) clinical trials that
should have followed the initial encouragement of inhibitor developments of
low-cost cell-culture experiments.
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The sudden appearance of acquired immunodeficiency syndrome (AIDS)
in the early 1980s (reviewed in GarLLo and MONTAGNIER 1987) was a shock
and changed this situation dramatically. After the causative agent, human
immunodeficiency virus (HIV), had been found and shown to cause irre-
versible, fatal, destructive disease, it seemed mandatory for Western society to
develop an immediate remedy. Various types of approaches — prophylactic and
therapeutic — were undertaken with unprecedented efforts. Most of these
activities had initially been concentrated on novel molecular and gene-
technique approaches before the focus turned to the classical biochemical
search for the HIV protease inhibitors. The swift and clear therapeutic success
of the HIV protease inhibitor in combination with HIV reverse transcriptase
inhibitors (brought about by many positive coincidences, see first part of this
volume) changed the perception of employing protease inhibitors for thera-
peutic purpose very much (MELLORs 1996; RicHmMAN 1996). What were the
reasons for this dramatic progress?

First, the HIV proteases had been revealed as enzymes unique in struc-
ture and function: structurally, a symmetric homodimer, the enzyme is distinct
from all other proteases and, thus, is ideally suited for symmetry-like design
of inhibitor compounds; functionally this protease is limited to the processing
of immature particles into infectious viruses and not involved in other reac-
tions. Thus, the inhibition of this protease had no evident dangerous conse-
quences for the cell’s metabolism.

Second, and most essentially, AIDS - having been perceived as a fatal
exemption from the typical self-limiting viral diseases — posed the strongest
indication ever for antiviral therapy, even more as vaccination is still not fea-
sible. So started a most concentrated but multidisciplinary battle of scientific
research which was fortunately won — after only a decade — a few years ago.
It had been the fastest development in history of an entirely de novo drug.

A momentum had started. The experience with the HIV enzyme as a dis-
tinct type of protease and target for antiviral inhibitors was convincing because
of the unexpected swift success; it began to drive a development for thera-
peutic inhibitors to other viral proteases. Proteases of viruses causing serious,
less self-limiting diseases (herpes-, hepatitis-viruses etc.) are presently under
special study and, in fact, the results already achieved (as described in the
second part of this volume) are very encouraging.

Consequently, the initial intention revived, namely to employ inhibitors
to “cellular” (host) proteases for chemotherapeutic use against diseases
mediated by action of those proteases. Although the enthusiasm about the
HIV combination therapy has recently tempered — as predictable and unpre-
dictable problems (resistance and pharmacokinetic problems, see Chaps 3 and
4) have become apparent — it seemed to us an appropriate time to put together
all facts, aspects and fancies about proteases as therapeutic targets in this
volume.

We have asked colleagues to describe, in the first part of this volume, all
aspects of HIV protease inhibitors as therapeutic drugs (used in combination
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with the reverse transcriptase inhibitors). The second part has some encour-
aging examples of inhibitors to viruses other than HIV. In addition to the
reviews on viral proteases, two chapters cover recent efforts in designing
inhibitors against microbes such as bacteria and parasites. The third part of
this volume deals with the question whether inhibitors against cellular pro-
teases might be employed therapeutically.

The very first chapter reports on how the decision was born to design the
first effective HIV protease inhibitor and which obstacles had to be overcome
before the initial clinical trial was successfully performed. In Chap. 2, the
present data of clinical results of the combination therapy are discussed
together with upcoming challenges. The main problems are pharmacokinetics
and the resistance that will inevitably develop during long periods of therapy
(up to several years) which might be indicated (Chap. 3). The entire Chap. 3
is devoted to the discussion of this problem because it may be a principal
problem for any (future) type of protease inhibitor, whether antiviral, antibac-
terial or antifungal. Then, in Chap. 4, aspects of how to limit and control the
resistance problem in the future are discussed.

The second part of the volume covers recent encouraging work in devel-
opment of other antiviral (PaTick and Ports 1998) and antimicrobial protease
inhibitors. Hepatitis C virus (HCV), for example, causes a very troublesome
liver disease, many cases progressing chronically. Chapter 5 describes the
beginning of a frame work for rational approaches to HCV protease inhibitors
which may be useful as antiviral drugs. Some herpes viruses, such as cyto-
megalovirus (CMV) are responsible for fatal disease outcome. Recently, the
structures of the CMV protease and other herpes viruses have been revealed,
thus facilitating the design of inhibitor drug candidates; Chap. 6 outlines the
state of the art. The proteases of picornaviruses were among the earliest viral
proteases to be characterized. Various inhibitors have been produced since but
serious efforts were lacking to apply these clinically. Nevertheless, as described
in Chap. 7, hepatitis A might be a useful application for compounds with this
mode of action and the rhino (common cold) viruses are still under consider-
ation as an indication for (protease inhibitor) antiviral therapy. Chapter 8 pre-
sents the adenovirus protease. Diseases caused by the adenovirus are probably
not a profitable indication for antiviral therapeutic drugs. Here, the example
of the protease structure demonstrates an intriguing feature — the adenoviral
protease has three active-site folds generated by the unique existence of two
essential co-factors. This chapter discusses the advantage of having an
inhibitory drug for different active sites and the probable benefit in prevent-
ing a general resistance.

The next two chapters summarize known proteases of some bacteria and
parasites responsible for diseases that justify anti-infective drug development.
The possibilities and probabilities of inhibitors against these proteases are
outlined.

The third and last part of this volume presents (non-microbial) cellular
proteases involved in the generation of medically serious diseases, which might
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be a conceivable target for therapeutic application. As pointed out in a sepa-
rate overview for this part (Chap. 10), the situation for therapeutic action, here,
by protease inhibitors is quite different from that of the microbial ones.

In our editorial work, we refrained from distinguishing between the
(almost) synonyms: “protease” or “proteinase”. Each of these words has it par-
ticular meaning but both clearly describe proteolytically active enzymes. So
we left the decision to the authors.

Throughout our editorial attempts to organize, coordinate and complete
this volume there were two frequent observations. First, we learned a lot more
about the dynamic topic of proteolysis, which we had approached convinced
we were knowledgable. For that, we are indebted to the contributing experts.
Second, the numerous positive impacts of the work of Mrs Doris Walker and
her colleagues at Springer Verlag were essential to maintain the quality and
timeliness of the book, and their efforts deserve special thanks on behalf of
all the authors.
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CHAPTER 1

The Road to Fortovase. A History
of Saquinavir, the First Human
Immunodeficiency Virus Protease Inhibitor

S. REpsHaw, N.A. RoBERTS, and G.J. THOMAS

A. Background

I. Present Scale of the Acquired Immunodeficiency
Syndrome Pandemic

Since the early 1980s, acquired immunodeficiency syndrome (AIDS) has
evolved from a seemingly rare disease, first seen in small numbers of individ-
uals in urban areas of the United States, into a worldwide epidemic. The syn-
drome is characterised by severe impairment of the immune system, resulting
in infection by “opportunistic” pathogens and, ultimately, death. A recent joint
report by the United Nations Programme on HIV/AIDS and the World Health
Organization estimates that over 30 million people (one in every 100 sexually
active adults worldwide) are living with human immunodeficiency virus (HIV)
or AIDS. If the current transmission rate of around 16,000 new infections
every day is not reduced, this number is predicted to exceed 40 million by the
year 2000.

I1. Identification of the Cause of AIDS

Until quite recently, it was widely believed that infectious diseases posed little
further threat to the developed world and that the remaining medical chal-
lenges were non-infectious conditions, such as heart disease and cancer. That
confidence was shattered in the early 1980s when it was discovered that AIDS
was caused by an infectious agent. Although many investigators at first thought
that AIDS might be caused by a new toxin or environmental chemical, the fact
that the early cases occurred among homosexual men and that the main dif-
ference between people with AIDS and homosexual controls was the number
and frequency of their sexual contacts suggested a sexually transmitted in-
fectious agent. This theory gained ground when AIDS was also diagnosed in
recipients of contaminated blood or blood products and in intravenous drug
users who had shared syringes.

An intensive search began for the infectious agent and, in 1983, a new
virus, now known as human immunodeficiency virus type 1, or HIV-1, was
isolated independently by two groups (BARRE-SiNouss! et al. 1983; Popovic
et al. 1984). A little later, a genetically distinct virus, HIV-2, which occurs

K. von der Helm et al. (eds.), Proteases as Targets for Therapy
S J .
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in different geographic locations, was isolated (CLAVEL et al. 1986). The
identification of HIV-1 was facilitated by the prior discovery of the first
human retrovirus, human T-lymphotropic virus (HTLV-1), which infects T-
lymphocytes and can cause a rare and highly malignant type of cancer (Poiesz
et al. 1980). Since AIDS is characterised by a severe depletion of T-
lymphocytes, it seemed likely that this disease, too, might be caused by a retro-
virus. This hypothesis was confirmed when reverse-transcriptase activity, a
characteristic of retroviruses, was detected in a sample of lymph tissue from a
patient at risk of AIDS (Barrg-SiNoussi et al. 1983). The isolation of HIV
allowed the development of a test that could be used to detect antibodies to
the virus, and this test soon revealed that the total number of HIV infections
was very much greater than number of AIDS cases so far reported.

II1. Search for a Cure

When it first became established that AIDS was caused by a retrovirus, many
doubted that a drug capable of directly attacking the virus would ever be
found. Those doubts were at least partially dispelled when a survey of avail-
able drugs at the National Cancer Institute identified several compounds
capable of preventing HIV replication in vitro. One of these, 3’-azido-3’-
deoxythymidine or AZT (zidovudine), was the first drug to be used for the
treatment of AIDS. This compound, after conversion to the triphosphate by
cellular kinases, was later shown to inhibit the viral reverse transcriptase.
Although AZT has undoubtedly shown some benefit to patients (ABOULKER
and Swart 1993), it quite quickly became clear that treatment is of limited
efficacy, largely because of dose-limiting side-effects caused by interference
with human cell metabolism (StyrT 1996) and because of the emergence of
drug-resistant virus (LARDER et al. 1989). There was thus a great need for novel
antiretrovirals which could be administered at sufficiently high doses, and for
long enough periods, to allow recovery of patients’ immune functions. Much
effort has been devoted to elucidating the viral life cycle (MiTsuya and BRODER
1987) and identifying potential targets for antiviral chemotherapy: one of the
most attractive of these was a virally encoded protease.

IV. Identification and Characterisation of HIV Protease

When a retrovirus enters a cell, the single-stranded viral RNA is copied to
produce double-stranded DNA. The viral DNA becomes integrated into the
host cell genome and is subsequently transcribed and translated by cellular
enzymes to produce the viral proteins. The open reading frames for viral gag
and gag-pol proteins are first translated as fusion polyproteins which are
subsequently processed into mature proteins by a protease, which is itself
encoded within the gag-pol polyprotein (Fig. 1). Molecular cloning and
sequence determination of the HIV genome revealed the presence of open
reading frames analogous to the gag and gag-po! open reading frames of the
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Fig.1. The open reading frames for viral gag and gag-pol proteins

known retroviruses, and it was suggested that HI'V might also encode a pro-
tease (RATNER et al. 1985).

It was realised (Ton et al. 1985) that the retroviral proteases contain a
highly conserved Asp-Thr-Gly motif, and it was suggested that their catalytic
mechanism might be similar to that of the cellular aspartic proteases. Apart
from the conserved motif, however, there were few similarities between the
viral and cellular enzymes. The cellular enzymes are relatively large proteins
of more than 200 amino acids, comprising two homologous domains, each of
which contains one Asp-Thr-Gly motif. The aspartic-acid residues from each
domain are spatially close and interact to form the active site of the protease.
[t was not immediately apparent how the retroviral proteases, which are much
smaller (around 100 amino acids) and contain only one Asp-Thr-Gly motif,
could form a similar active site. A model of HIV protease was proposed (PEARL
and TavrLor 1987) in which the active species is a C,-symmetric dimer, with
each monomer contributing an aspartic acid to the active site. A 99-amino-
acid, 11-kDa, form of protease was subsequently shown to be the minimum
active domain (GRAVES et al. 1988), and further biological and crystallographic
studies have confirmed that HIV protease does indeed function as a homo-
dimer of 198 amino acids.
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Before the catalytic mechanism had been fully clarified, the protease
in HIV pol was shown to be essential for cleavage of the gag polyprotein
substrate (KRAMER et al. 1986). Recombinant HIV gag-pol was expressed in
yeast cells, and processing of the gag polyprotein was observed. This process-
ing was completely prevented by a frameshift mutation in the protease region
of pol. An active-site mutation (Asp to Ala) was later shown to produce inac-
tive protease (Mous et al. 1988; SEELMEIR et al. 1988). The protease was shown
shortly afterwards to be essential for viral infectivity (KoHL et al. 1988). When
proviral DNA incorporating a mutant protease gene was used to transfect
human colon carcinoma cells, no gag processing occurred and the resulting
viral particles were non-infectious.

At the same time as efforts to establish the catalytic mechanism of the
protease and its role in the viral life-cycle, work was underway to define the
protease’s substrate specificity. Even before the protease had been isolated, a
study of peptides obtained from infected cells suggested Met-Met and Tyr-Pro
as likely cleavage sites in the gag protein (SANCHEZ-PESCADOR et al. 1985).
Further cleavage sites were later elucidated in the po/ protein (LIGHTFOOTE et
al. 1986; VERONESE et al. 1986), and subsequent work at Roche has shown the
protease to be responsible for all cleavages involved in the maturation of both
the gag- and pol-gene products (LE Grick et al. 1988).

B. Roche Inhibitor Program

Although characterisation of HIV protease was far from complete in the
mid 1980s, sufficient evidence was available to make the enzyme an exciting,
if ambitious, target for antiviral chemotherapy. The enzyme had been
provisionally classified as an aspartic protease, and some of the substrate cleav-
age sites had been predicted, although not yet confirmed. The protease had
been shown to be necessary for some of the maturational cleavages of the
viral polyproteins, but had not yet been proven to be essential for viral
infectivity.

It was against this background that we began our program to design
inhibitors of HIV protease in the autumn of 1986. From the outset, we were
particularly intrigued by the notion that HIV protease was able to cleave sub-
strates N-terminal to proline residues. Since mammalian endopeptidases are
unable to carry out such cleavages, it seemed likely that inhibitors based on
this motif would be selective for the viral enzyme. Such inhibitors should not,
therefore, cause side effects by inhibition of human aspartic proteases.

We decided at once to verify this cleavage if possible and, if such cleav-
age were proven, to design our inhibitors around a Tyr(Phe)-Pro motif. Key
carly objectives were, obviously, to isolate the protease, to establish a suitable
assay with appropriate substrates and to identify prototype inhibitors. Since
the relative clinical importance of HIV-2 was unclear at the time, we felt that
it was important to consider both viral proteases within our program.
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I. Enzyme Assays

It would have been possible to attempt to isolate the protease from infected
cells [a feat which was later achieved (LiLLEHOJ et al. 1988)], but it seemed to
us that recombinant-DNA technology offered the best source of adequate
quantities of protein. Roche molecular biologists in Nutley, USA (GRAVES
et al. 1988) and Basle, Switzerland (LE Grick et al. 1988; Mous et al. 1988) set
out to clone, express and purify the protease and its protein substrates. These
materials were used to establish an assay, to test potential inhibitors and also
for detailed mechanistic studies.

As potential substrates, we prepared peptides containing Tyr(Phe)-Pro
motifs based on consensus sequences around the gag and pol cleavage sites.
The N- and C-termini were protected to prevent cleavage by exopeptidases
produced by Escherichia coli when using partially purified enzyme prepara-
tions, and an N-terminal succinyl residue was included to improve solubility.
Peptides with less than six residues were not processed efficiently, but we
were pleased to discover that a hexapeptide, succinyl-Ser-Leu-Asn-Tyr-Pro-
Ile-isobutylamide, based on the P,-P,’ sequence in the gag polyprotein, was a
reasonable substrate (K, = 1.42mM). Importantly, we were also able to estab-
lish that the peptide was cleaved between the tyrosine and proline residues,
as we had hoped. This peptide, together with a related heptapeptide, was sub-
sequently used for all our routine screening assays.

We wanted to establish a colorimetric assay, since this would allow us to
screen potential inhibitors quickly and easily. We also recognised that an assay
based on an ability to detect the N-terminal proline residue of the cleavage
product would be unaffected by contaminating proteases and would have the
considerable advantage of allowing us to use relatively crude enzyme prepa-
rations. These criteria were met by an assay (BRoADHURsT et al. 1991) based
on an ability to detect the deep-blue colour which is produced on reaction of
cyclic secondary amines such as proline with isatin. This reaction had been
known since the end of the last century (ScHoTrEN 1891) but had not previ-
ously been adapted for the quantitative determination of proline-containing
peptides.

II. Inhibitor Design

Proteases have been described as “molecular scissors” that snip large proteins
into smaller pieces. Aspartic proteases achieve this by adding a water mole-
cule to the amide bond that is to be cleaved, creating an unstable tetrahedral
species (2 in Fig. 2). This species, which is referred to as the transition state,
collapses rapidly to give the cleavage products (3 and 4 in Fig. 2).

Stable compounds that resemble the transition state, but cannot dissoci-
ate, bind tightly to the active site of the protease and so act as powerful
inhibitors. Many different mimetics have been devised, each imitating some
of the supposed aspects of the transition state. Inhibitors are prepared by
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Fig.2. Cleavage of amide bonds by aspartic proteases
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Fig.3. Comparison of transition-state mimetics

incorporating an appropriate transition-state mimetic into a suitable peptide
sequence.

Of the many possible transition-state mimetics, the reduced amide,
ketomethylene derivative and hydroxyethylamine (5-8 in Fig. 3) seemed espe-
cially suited to the scissile Tyr(Phe)-Pro motif that we had chosen for our
inhibitors. In a preliminary study (RoBERTs et al. 1990), these three transition-
state mimetics were incorporated into the Asn. Phe-Pro cleavage sequence of
the pol polyprotein. The most potent inhibitors were found to be the diastere-
omeric hydroxyethylamines (Fig. 3). Although the more potent of the two
isomers showed very encouraging activity, with 50% inhibition of HIV-1 pro-
tease at a concentration of 140nM, we felt that for clinical evaluation a more
potent compound would be needed.

At the time, no X-ray crystallographic data were available and, in the
absence of structural information that might help in the design of more potent
inhibitors, we set out to explore structure—activity relationships by systematic
modifications. Our first task was to determine the effect of size on the activ-
ity of our inhibitors. We found that the protected dipeptide mimetics (9 and
10 in Fig. 4) showed much-reduced activity compared with compounds 7 and
8, while addition of residues at the N-terminus (77 and 12), the C-terminus (/3



The Road to Fortovase 9

i\jﬁﬁi
e

Ph-W[CH(OH)CH,N]Pro

Compound Structure IC5 (nM)

9 and 10 Cbz Ph-¥[CH(OH)CH,N]Pro.0'Bu 6,500 and 30,000
7and 8 Cbz.Asn.Ph-¥[CH(OH)CH,N]Pro.0'Bu 140 and 300
11and 12 Cbz Leu.Asn.Ph-¥[CH(OH)CH,N]Pro.0'Bu 600 and 1,100
13 and 14 Cbz.Asn.Ph-[CH(OH)CH,N]Pro.lle. NH'Bu 130 and 2,400
15 and 16 Cbz Leu Asn Ph-¥[CH(OH)CH,N]Pro. lle. NH'Bu 750 and 10,000

Fig.4. Effect of inhibitor size on potency

and 74), or indeed at both ends of the molecule (15 and /6) gave no improve-
ment in potency. We therefore chose the more potent hydroxyethylamine
(7 in Fig.4), with the R configuration at the secondary alcohol function,
for further investigation of structure—activity relationships and optimisation of
activity.

At the C-terminus, medium-sized lipophilic residues appeared to be pre-
ferred, with little difference between esters and amides (7 vs /7 in Fig. 4 and
Fig. 5, respectively). The ¢-butyl amide group was chosen as the C-terminal
residue for subsequent compounds on the basis of chemical and, possibly,
metabolic stability. Replacement of the N-terminal benzyloxycarbonyl group
by smaller non-aromatic groups, such as acetyl or tert-butoxycarbonyl, gave
compounds with reduced activity, whilst introduction of bicyclic aromatic
groups, such as SB-naphthoyl or, especially, quinoline-2-carbonyl, led to com-
pounds (/8 in Fig. 5) with significantly improved potency. At the P, and P, posi-
tions, conservative changes were allowed, but no significant improvements
over the parent compound were identified. The most dramatic changes in
potency were achieved by modifying the prolyl residue which occupies the S,
subsite. Ring size was found to be very important for activity — replacing the
proline five-membered ring by a four-membered azetidine ring almost abol-
ished activity, whilst incorporation of a six-membered ring improved potency
approximately 12-fold. Replacement of proline by fused bicyclic imino acids
led to the greatest enhancement of activity, and §.5.S-decahydroisoquinoline
carboxylic acid (19 in Fig. 5) was the best replacement for proline that we
identified.

Having identified regions of the molecule in which changes substantially
altered binding affinities, additional analogues that contained combinations
of preferred side chains were synthesised; these compounds showed that
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Fig.5. Effect of substitutions on potency

the effects of beneficial changes were frequently more than additive. The
compounds, moreover, showed the same order of potencies against HIV-2
protease, although they were somewhat more active against the HIV-1
enzyme. Within this series of compounds, the order of potencies in a prelimi-
nary antiviral assay also paralleled the enzyme-inhibitory potency very closely,
probably indicating good penetration into cells. One of the most potent
(antiviral ECs, = 2nM) of these hydroxyethylamine derivatives was Ro 31-
8959 (named saquinavir, 20 in Fig. 5).

III. Selectivity

Since selectivity for the viral protease had been an integral part of our design
hypothesis, we were pleased to find that saquinavir was, indeed, extremely
selective, showing less than 50% inhibition of the human aspartic proteases,
renin, pepsin, gastricsin, or cathepsins D and E even at a concentration of
10uM (RoBErTs et al. 1990). When tested against representatives from the
three other mechanistic classes of mammalian proteases (serine, cysteine and
metallo), the compound similarly showed less than 50% inhibition at a con-
centration of 10 uM. These results indicated that, as intended, saquinavir would
be unlikely to have effects on human proteases, which we hoped would limit
side effects in patients.
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I'V. Antiviral Activity

The antiviral activities of our protease inhibitors were initially determined
through a collaboration with St. Mary’s Hospital Medical School, London, and
later in a high-containment laboratory suitable for HIV work, which was com-
missioned at Roche in the UK. In addition to assays carried out in these two
centres, saquinavir was also included in a Medical Research Council multi-
centre, blinded testing program (HoLMEs et al. 1991). Antiviral ECs, values
(viral growth inhibitory concentrations) reported by all of these laboratories
were typically in the range 1-10nM against HIV-1, with very similar potencies
against HIV-2 (HorMEs et al. 1991) and simian immunodeficiency virus
(MARTIN et al. 1991). The tests also demonstrated that saquinavir was effec-
tive against both laboratory strains of HIV and clinical isolates, including AZT-
resistant strains (JoHNsON et al. 1992; GaLpIN et al. 1994), and moreover was
active in both lymphoblastoid and macrophage-derived cell lines, as well as in
primary cells.

Unlike reverse-transcriptase inhibitors, which are ineffective if added
more than 2-3h post-infection, saquinavir was fully active following delayed
addition to infected cells (CraiG et al. 1991a; GaLpPIN et al. 1994), and also
in assays using chronically infected cells (CraiG et al. 1991a,b). Both of
these observations confirm its late point of action in the infectious cycle. More
directly, in one-step acute infection of MT-4 cells, saquinavir was found to have
no effect on synthesis of cDNA, integration into cellular DNA or on tran-
scription, although production of progeny virus was prevented (JACOBSEN et
al. 1992). Electron microscopy of virions produced in chronically infected cells
treated with saquinavir confirmed that the particles had failed to mature
(CRraIG et al. 1991a), and the immature morphology was also found to be asso-
ciated with a lack of infectivity (ROBERTS et al. 1992). The consistently high
efficacy and breadth of activity shown by saquinavir have not yet been sur-
passed by any other protease inhibitor.

V. Combination Studies

A combination of antiviral drugs with different mechanisms of action should
enhance suppression of viral replication (HarLL and Duncan 1988) and poten-
tially allow a reduction in dose of the individual drugs whilst maintaining
efficacy. Two- or three-way combinations of saquinavir with other antiretro-
virals (e.g. reverse-transcriptase inhibitors) produced effects that were addi-
tive to synergistic (JOHNSON et al. 1992; CraiG et al. 1993a; CoNNELL et al. 1994;
Craig et al. 1994; TavyLor et al. 1995), irrespective of the mathematical model
used to analyse the data. These results suggest likely benefits for drug combi-
nations, with possibilities for improved efficacy as well as control over drug
resistance resulting from reduced viral replication.
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VI. Resistance

The efficacy of any anti-infective agent may be severely compromised by
the development of resistance. This is a particular problem in antiretroviral
therapy because of the very high rate of retroviral replication and also because
mutations are not corrected by the reverse transcriptase, which is intrinsically
error prone. Resistance to nucleoside analogue reverse-transcriptase inhibitors
was well documented and it was therefore important to elicit whether protease
inhibitors could also select for resistant mutants. In separate experiments, HIV-
1 strainggg was serially passaged in CEM cells in the presence of increasing con-
centrations of saquinavir, AZT and a non-nucleoside reverse-transcriptase
inhibitor, the TIBO compound (R82150). In each case, it proved possible to
select virus with reduced sensitivity to the test compound, although this
occurred to a lesser extent and at a later time point with saquinavir than with
either of the reverse-transcriptase inhibitors (Craic et al. 1993b).

To elucidate the molecular basis for reduced sensitivity to saquinavir,
protease from mutant virus was cloned and sequenced. The first mutation
occurred at position 48, where a glycine residue was replaced by valine
(G48V). In some instances, a second mutation, LIOM, followed the G48V sub-
stitution. The double mutant was associated with substantially increased loss
of sensitivity compared with the single substitution (JACOBSEN et al. 1995). In
a study of the kinetic properties of mutant proteases, the relative processing
activities of G48V, L90M, and the double mutant G48V/LL90M have been esti-
mated to be around 10, 7, and 3% that of wild-type HIV-1 protease, respec-
tively (ErMOLIEFF et al. 1997), hopefully indicating that the mutant virus might
have impaired growth characteristics compared with wild-type virus (see also
Chaps. 2 and 3, this volume).

VII. Safety and Pharmacokinetics

We had thus shown that saquinavir showed extremely good activity in a range
of antiviral tests, as well as a low propensity to cause resistance. We had already
shown that, although there was some slight variation in sensitivity in different
cell types, there was a difference of at least three orders of magnitude between
the antiviral and cytotoxic effects of saquinavir. Saquinavir also had no effect
in mutagenicity or genotoxicity assays.

The in vivo toxicity of saquinavir also proved to be minimal. In several
animal species, only very slight effects in general pharmacoiogy were seen on
oral administration of high doses of saquinavir. Oral toxicity and toxicokinetic
studies of up to 12-months duration showed excellent tolerability even at high
plasma exposure levels. Saquinavir is not teratogenic, and no reproductive
or developmental defects were seen in statutory segment I, II or III
reproductive-toxicity studies. These results all supported our original belief
that a selective inhibitor of the viral protease would show little toxicity and
be well suited to long-term therapy.
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Since our ultimate goal had always been an orally active compound, phar-
macokinetic evaluation of selected compounds had formed an integral part of
our screening cascade. These preliminary studies indicated that it should be
possible to achieve clinically relevant concentrations of saquinavir following
oral administration.

C. Early Clinical Studies

In 1991, it was time to begin clinical trials with saquinavir. Although we
had shown extremely potent antiviral activity in a wide range of in vitro test
systems as well as an extremely good safety profile, the lack of an animal model
meant that we now had to go forward into the clinic with no true efficacy data.
We therefore needed to extrapolate from in vitro antiviral concentrations
to the dose needed to achieve a clinical effect. Representative ECs, and ECy,
values of 2nM and 16nM, respectively, were chosen for the extrapolation to
a clinical dose, and at the same time a twofold increase in concentration was
allowed to compensate for plasma binding of the drug in vivo.

I. Absorption and Metabolism

The mean absolute bioavailability of saquinavir in its initial hard-gel for-
mulation, Invirase, was found to be governed by its limited absorption and,
more especially, by extensive first-pass metabolism (WiLLiaMs et al. 1992). The
absorption level was found to be increased approximately sixfold when admin-
istered to volunteers after food, leading to the stipulation that the drug be
taken within 2h of a meal. It has been found that metabolism of saquinavir
(and of other HIV protease inhibitors) is mediated by the cytochrome P450;4,
isoenzyme (FARRAR et al. 1994: Frrzsimmons and Corrins 1997). Therapeutic
or recreational drugs which induce or block cytochrome P450;,, would thus
be expected to reduce or increase levels of saquinavir correspondingly. As
might be expected, co-administration with other protease inhibitors, such
as ritonavir (MERRY et al. 1997) or nelfinavir (MERrY et al. 1998), leads to
enhanced levels of saquinavir. The inhibition by HIV protease inhibitors on
different cytochrome P450 isoforms has been studied in vitro using human-
liver microsomes (EAGLING et al. 1997). Saquinavir was found to be 100-fold
less potent than ritonavir and 10-fold less potent than indinavir as an inhibitor
of P450;,,. In line with these observations, ritonavir shows the most drug inter-
actions and saquinavir the least.

II. Efficacy

Because progression of disease is relatively slow in AIDS patients, assessment
of efficacy in early clinical trials of saquinavir was based on surrogate markers
of disease, namely viral load (as determined by quantitative amplification of
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plasma viral RNA), and CD4" T-cell counts (as a general marker of immune
status). Invirase was initially assessed as monotherapy at doses ranging
from 25mg to 600mg three times daily (tid) in randomised double-blind
studies in Europe. These studies showed a positive dose-response relationship
(KitcHEN et al. 1995; NoBLE and FAuLDs 1996; VELLA et al. 1996) and supported
the 600-mg (t.i.d., thrice daily) regimen. Subsequently, a study at Stanford
University (ScHAPIRO et al. 1996) showed increased efficacy at higher doses.
Decreases in viral load of 1.1 and 1.3 log,, units as well as elevated CD4"
T-cell counts were maintained to 24 weeks at doses of 3.6g/day and 7.2 g/day,
respectively.

In vitro studies supported the concept of using saquinavir in combination
with other antiretrovirals, and this has been confirmed in clinical practice. In
previously untreated patients with advanced disease, both the peak reduction
in viral load (measured by means of polymerase chain reaction) and the
median increase in CD4" T-cell counts over 16 weeks were greater in patients
receiving saquinavir in combination with AZT than in patients receiving
monotherapy (NoBLE and FauLps 1996; VELLA et al. 1996). A second study
compared the effect of saquinavir + zalcitabine (2’,3’-dideoxycytidine, ddC)
with that of zalcitabine + AZT and a combination of all three drugs in
advanced, heavily AZT-pretreated patients. The median increase in CD4" T-
cell counts over 24weeks or 48 weeks, the mean normalised area under the
plot of CD4" T-cell counts over time and the reduction in viral load were all
greater with triple therapy than with either of the double therapies (NoBLE
and Faurps 1996). Combination treatment with saquinavir plus zalcitabine
has been shown to reduce the risk of progression to AIDS by 49% and to
reduce deaths by 68% compared with zalcitabine monotherapy (HAUBRICH et
al. 1998).

II1. Tolerability

Invirase was found to be very well tolerated in the clinic, resulting in ex-
ceptionally good compliance. Side effects were uncommon; gastrointestinal
effects (mostly diarrhoea) occurred most frequently and were seen in 3.8% of
patients (NoBLE 1996). Other adverse events (headache, paraesthesia, asthe-
nia, skin rash or musculoskeletal pain) were reported at 1% or lower inci-
dence. All adverse effects were fully reversible.

D. Approval and Beyond

The studies described above formed the basis for the approval of the first
inhibitor of HIV protease as an antiretroviral for human use. Invirase was
approved on 6 December 1995 in the United States, and approvals in the Euro-
pean Union and other countries followed rapidly.
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I. Incidence of Resistance in Clinical Use

Since we had shown that selection of saquinavir-resistant mutant virus could
be induced in vitro, it was important to look for evidence of emerging resis-
tance in the clinic. Virus isolated from patients during monotherapy with
saquinavir did show reduced susceptibility, ranging from threefold to, in one
case, 100-fold after approximately 1year of therapy (Ives et al. 1997). In this
trial, the G48V resistance mutation was not observed but, in keeping with
in vitro data, isolates from five of eight subjects showed a L90M/I mutation.
This substitution had only a modest effect on sensitivity: three of the isolates
showed a less than eightfold reduction in susceptibility. Other mutations
occurred at the naturally polymorphic positions 36 and 71, and at position 84.
A similar study in patients undergoing long-term therapy with saquinavir
found both G48V and L90M mutations (JACOBSEN et al. 1996). It has become
clear that the key mutations that result from saquinavir therapy differ from
those seen with other protease inhibitors (MELLORS et al. 1995), and this should
lead to a low frequency of cross-resistance between saquinavir and the other
agents. Indeed, long-term treatment with saquinavir does not, in most cases,
induce a significant decrease in sensitivity to saquinavir itself or to other pro-
tease inhibitors (RoBERTS et al. 1998) and, because of this, saquinavir has been
suggested as a good first-choice protease inhibitor for combination therapy
(BoucHER 1996). Continued viral replication is critical to the emergence of
resistance, and the major treatment goal must thus be to reduce viral load to
as low a level as possible. Prolonged drug failure may be associated with the
emergence of more extensive cross-resistance, and the British HIV Associa-
tion has recommended (GAzzaRD et al. 1997) that if control over viral load
cannot be maintained by a particular combination therapy, then at least two
new agents should be added or substituted. Switching therapy at the first sign
of virological failure should help to ensure maximum benefit from the next
regimen.

II. Immune Function and Opportunistic Infections

Among the clinical benefits seen following the introduction of protease
inhibitors is an improvement in immune function. It is known that humoral
immune response to HIV infection plays an important role in disease pro-
gression, and recent studies using saquinavir alone or in combination with
AZT suggest that these treatments improve neutralising-antibody activity
against autologous virus (SARMATI et al. 1997). Changes in immune status could
also account for the resolution of opportunistic infections, which has been seen
in patients treated with saquinavir. Complete resolution of oral candidiasis,
which had previously been refractory to treatment with antifungal agents, has
been reported (ZINGMAN 1996), while combination antiretroviral therapy that
includes a protease inhibitor has led to a complete clinical response in patients
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with chronic microsporidiosis or cryptosporidiosis infection (CARr et al. 1998).
Combinations that include saquinavir have also led to regression of tumours
in cases of AIDS-related Kaposi’s sarcoma (Parra et al. 1998).

Recently, it has been shown that an increase in CD4" T-cell counts can
occur even in the face of “detectable” virus (KAUFMAN et al. 1998) indicating
that measurable viral load is not necessarily an indicator of treatment failure.
The finding that highly active antiretroviral therapy (HAART) may have a
prolonged effect on CD4" T-cell counts, even without suppression of virae-
mia, challenges current understanding of the mechanisms of immune damage
caused by HIV and may open the way to new therapeutic approaches.

II1. Fortovase — a New Formulation

Encouraged by the increased antiviral effect at higher doses of Invirase
(Scuariro et al. 1996) and by its excellent tolerability, we have developed a
second formulation of saquinavir, which improves the exposure to this intrin-
sically very potent compound. At the approved dose of 1200 mg t.i.d., the new
soft gelatin formulation, Fortovase, gives exposure levels eightfold higher than
those achieved with Invirase (600 mg t.i.d.).

A head-to-head study of the triple combinations AZT+lamivudine (3TC)
+ Crixivan versus AZT + 3TC + Fortovase (BorLEFFs 1998) showed both reg-
imens to be equivalent in terms of reduction of viral load, but the CD4" T-cell
count increased more rapidly in the Fortovase arm. Importantly, increased
exposure to saquinavir due to Fortovase does not alter the signature of key
mutations found with Invirase, and accumulation of accessory mutations asso-
ciated with cross-resistance remains rare (CRraic et al. 1998).

Fortovase was approved for marketing in the USA on 17 November
1997, and applications for approval have been submitted in other countries.
Recently, a panel of experts comprising AIDS specialists from the US Depart-
ment of Health and Human Services’ Office of HIV/AIDS Policy, the National
Institutes of Health and the Centers for Disease Control, as well leading AIDS
practitioners and treatment activists, has announced the decision to desig-
nate Fortovase a “preferred” therapy in revised federal-government AIDS-
treatment guidelines.

E. Outlook

Although protease inhibitors have been on the market for only 4 years, they
have already had a considerable impact on the treatment of HIV infections.
Studies such as NV15355 (SLATER et al. 1998), SUN (SENsION et al. 1998) so-
named because it was conducted in Florida and California, CHEESE (a Com-
parative trial in HIV-infected patients Evaluating Efficacy and Safety of
saquinavir-Enhanced oral formulation and indinavir given as part of a triple
therapy) (BorLEFFs et al. 1998) and Study of Protease Inhibitor Combination
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in Europe (OpraviL et al. 1998) have shown that highly active antiretroviral
therapy comprising Fortovase together with two reverse-transcriptase
inhibitors can reduce plasma viral load below the level of quantification (400
copies/ml, Amplicor assay) in the majority (80%,90%, 100% and 70%, respec-
tively) of study participants. Such reductions in viral load have been shown to
be associated with significant clinical benefit in terms of delayed disease pro-
gression and reduced mortality rates (EGGER et al. 1997; PALLELA et al. 1998).
Thus, whilst it cannot be claimed that HAART can cure HIV disease, it is clear
that such treatment can transform a progressive and ultimately fatal discase
into a manageable chronic condition, and can offer the prospect of enhanced
survival and a relatively normal life.

Recent studies (CHUN et al. 1997; Finzi1 et al. 1997; WonG et al. 1997) have
shown that latently infected CD4" T-cells carrying integrated proviral DNA
can persist and are capable of producing infectious virions upon activation in
vitro, even when viral replication is undetectable. Whether the conditions used
to reactivate virus from latently infected cells in vitro are representative of the
situation in vivo is not known, but these studies do show that caution must be
exercised before HAART is withdrawn from patients who have no evidence
of ongoing viral replication. It may be that a “cure” can only be achieved
if latent reservoirs of replication-competent provirus are also eliminated.
Although HAART has recently been shown to bring about an increase in
CD4" T-cell counts (KaurMaNN et al. 1998), the effectiveness of these new
cells remains to be demonstrated, and the current goal of HIV therapy
must remain the maximal suppression of viral load for the longest possible
duration.
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CHAPTER 2

Clinical Experience with Human
Immunodeficiency Virus Protease
Inhibitors: Antiretroviral Results, Questions
and Future Strategies

S. VELLA

A. Introduction

In the last 3years, the availability of new drugs, in particular the human
immunodeficiency virus (HIV) protease inhibitors (PIs) and new combina-
tions to combat HIV infection, has translated into progressive clinical benefit
for patients (HAMMER et al. 1997; PALELLA et al. 1998). We clearly entered an
era of therapeutic success, with significantly reduced rates of opportunistic
infections, hospitalization and mortality.

Recent reports described the reduction in mortality and the health
improvement of HIV-infected patients seen in industrialized countries coinci-
dental with the use and the introduction of PIs and more potent combinations.
Exemplary for these publications, data by PALELLA et al. (1998), collected over
42 months from 1255 outpatients in eight U.S cities, show a dramatic reduction
in morbidity and mortality among patients who had a disease marker of CD4"
T-cell counts under 100 ul”". The mortality declined from 29.4 per person-years
in 1995 to 8.8 per person-years in the second quarter of 1997. The reductions
were seen regardless of gender, race, age and risk factors for HIV transmis-
sion. In a “failure-rate” model the reductions in death and disease were clearly
linked to the increasing use of Pls in antiviral combination therapy. In this
analysis, increases of steps in the intensity of antiviral therapy (no therapy,
monotherapy, combination without PI and combination with PI) were associ-
ated with stepwise reduction of morbidity and mortality. Combination with P1
conferred the most benefit. The dramatic decrease in death rates is summa-
rized in Fig. 1.

Comparable results had been reported by LALEZARI et al. (1996). BouLtoN
(1997), CHaissons et al. (1997), HoagG et al. (1997), Mocrort et al. (1997),
MouToN et al. (1997), Torres et al. (1997) and in the MMWR (Morbidity and
Mortality Weekly Report, 1997). At least in countries that can afford the cost
of the new antiretroviral therapies (CARPENTER et al. 1998), the perspective has
changed from a view of HIV disease as inevitably fatal to a view of it as a
disease that is potentially manageable for several decades (HamMMER and
YENI 1998).

Following the discovery that the high replication rate of HIV is the leading
pathogenetic force that drives the progression of HIV disease and the
characterization of mechanisms of HIV resistance to antiretroviral drugs, new
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Fig.1. Mortality and frequency of use of combination antiretroviral therapy, including
a protease inhibitor among HIV-infected patients with fewer than 100 CD4* T-cell
counts per cubic millimeter. According toCalender Quarter, from January 1994 through
June 1997 (from PALELLA et al. 1998)

principles of antiretroviral therapy were defined. We believe today that HIV
infection is almost always harmful and that true long-term survival free of
significant immune dysfunction is extremely rare. We also know that therapy-
induced inhibition of HIV replication predicts clinical benefit and that
combination therapy that suppresses HIV replication to undetectable levels
(possibly below 50copies RNA/ml) can delay or prevent the emergence of
drug-resistant variants.

B. Activity on Immunological and Virological Markers,
and Clinical Efficacy

PIs had been evaluated initially as monotherapy but quickly appeared in com-
bination regimens. Clinical trials have shown that disease markers such as
CD4" T-cell counts and viral-load responses (SAAG et al. 1996; MELLORS et al.
1997), although evident in monotherapy, are sustained only when PIs are com-
bined with other antiretroviral drugs (VANHOVE et al. 1996). This effect is more
evident in antiretroviral-naive patients with relatively preserved CD4 counts,
where it can be expected that starting treatment with a triple combination of
a PI and two RTIs (reverse-transcriptase inhibitors) will produce significant
changes in CD4 counts (average increases between 100cells/'mm® and
150cells/mm?) and viral load (decline below the threshold of HIV-RNA detec-
tion) in 60-80% of treated patients (HAMMER et al. 1997; GuLIcK et al. 1998).
Both responses appear to be sustained for at least 2 years of treatment, a result
previously not achieved with any other antiretroviral regimens. Although in
more-advanced and previously treated patients CD4 and RNA responses are
less striking, the strategy of adding one PI to current nucleoside therapy has
proven clinically effective in such patients in delaying disease progression and



Antiretroviral Results, Questions and Future Strategies 25

increasing survival. However, according to the more recent therapeutic guide-
lines (CARPENTER et al. 1998; US. DEPARTMENT OF HEALTH AND HUMAN
SERVICES AND THE HENRY J. KAISER FaMiLy FoUunDATION 1998), adding a new
antiretroviral drug to current regimens is today considered a suboptimal strat-
egy, while starting from the beginning with completely suppressive regimens
should be considered the treatment of choice (Prins et al. 1998).

Indeed, at the beginning of the PI era (Lam et al. 1994; Sana1 et al. 1996;
VANHOVE et al. 1996) significant, although short-term, increases in progression-
free time and survival have been observed by adding the PI ritonavir to
current antiretroviral treatments in patients below 100 CD4 cells/mm’ using a
triple combination of the PI indinavir, and the RTIs zidovudine and lamivu-
dine (compared with zidovudine and lamivudine only) in patients with CD4'
T-cell counts below 200/mm; (for names and structures of PIs see Fig. 1 of
Chap. 3 of this volume) The delay in progression was also generally associated
with positive changes in quality-of-life scores. These findings reflect the high
antiviral activity of PI compared with NRTIs (non-nucleotide reverse-
transcriptase inhibitors), which have generally proved less effective in ad-
vanced HIV disease (HamMmER et al. 1997; Gurick et al. 1998). They also
indicate that even minor changes in viral load and CD4 have a significant,
although not durable, impact on clinical outcome. The better CD4 and viral
RNA responses observed in patients with less severe immune deficiencies sug-
gested that the possible clinical benefits of starting treatment with triple com-
bination regimens can be significantly greater and more durable (DEgks 1997).

The articles included in this chapter will address some of the issues raised
by the dramatic change in HIV disease management, particularly the problem
of resistance to PI and the design of clinical trials in the era of maximally sup-
pressive treatment in view of the changing face of opportunistic infections, the
revised concept of HIV eradication and, finally, the current and future strat-
egies of antiretroviral research. Recent results of clinical research on new
agents and new combinations are also discussed in Chap.3 of this volume.

C. Clinical Implications of Resistance to PIs

The resistance profile of all drugs being used in a specific combination regimen
may have important consequences for the long-term outcome of the overall
therapeutic strategy because of the limitations in the sequential use of anti-
retrovirals if a common resistance profile is present (RICHMAN 1993; DEEKS
et al. 1998). As for other classes of antiretrovirals, reduced sensitivity has been
reported for all available PIs (discussed in Chaps.2 and 3). Overall, the pat-
terns of mutations for PI appear to be more complex than those observed for
RTTs, with a high natural polymorphism, a higher number of sites involved and
higher variability in the temporal patterns and in the combinations of muta-
tions leading to “phenotypic” resistance.

Some mutations reduce inhibitor-enzyme binding; other mutations have a
“compensatory” effect by improving the “fitness” of the virus in addition to
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causing disadvantageous changes in the functionality of the protease enzyme.
Compensatory mutations may include those that codify for new changes in the
protease enzyme, mutations that drive the increased production of the “less-
fit” enzyme, and even mutations that modify the protein cleavage sites (see
also Chap.?2).

To cope with the problem of PI resistance a final, hypothetical and still
unproved issue is the possibility of increasing antiviral efficacy by using pro-
tease/protease-combination regimens based on mutually counteracting, drug-
induced mutations that could convert the unavoidable selection of mutant
viruses into an at least partially favorable phenomenon. This possibility is cur-
rently addressed by the development of compounds designed to act on other
Pl-resistant viruses.

The dynamics of HIV-1 replication in vivo strongly suggest that aggres-
sive antiretroviral therapy be started very early to minimize the negative con-
sequences of HIV replication. Indeed, the best way to accomplish maximal
suppression of virus replication and to minimize the risk of drug-resistance is
to use potent combinations in individuals with no prior history of antiretrovi-
ral use (Prins et al. 1998). However, very early intervention is unfortunately
not possible for the majority of our patients. Careful therapeutic intervention
should therefore be designed with the aim of keeping HIV at undetectable or
minimal levels indefinitely with no negative consequences in terms of disease
progression, transforming HIV disease into a chronic disease with minimal
negative impact on the duration and quality of life of the infected persons.
Rationale criteria must then be adopted to select drug combinations with the
best expectancy of long-term efficacy, but also considering the possibility of
preserving subsequent therapeutic options if the initial choice fails to achieve
its desired results (DEeks et al. 1998). Because any choice will impact subse-
quent options, whenever possible therapy should be initiated bearing in mind
a pre-defined salvage antiretroviral regimen. Unfortunately, new resistance
mutations continue to be discovered, and many of the promising new drugs
seems to be better for first-line use and cannot, therefore, address the issue of
the many patients that are failing aggressive antiretroviral regimens.

As far as resistance is concerned, a number of rules should be followed in
planning therapeutic strategies: (1) combinations or sequential use of drugs
which share clear cross-resistance should be avoided, (2) potent antiretroviral
drugs to which HIV readily develops high-level resistance should not be used
in regimens that are expected to yield incomplete suppression of viral repli-
cation and (3) decisions to alter antiretroviral therapy need to be made care-
fully, because the number of effective drugs available is still very limited. In
fact,an increase in HIV-RNA levels in persons receiving fully suppressive anti-
retroviral therapy can be due to a number of different factors, one of which is
represented by the lack of full adherence to a particular drug combination.

In fact, as with other antiretrovirals, but particularly with PIs, the devel-
opment of resistance is strictly linked to compliance: both dose reductions and
missing doses increase the risk of rapid development of resistance by reduc-
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ing the pressure on viral replication. As a consequence, full dosage should
always be maintained and tolerability should be carefully checked to avoid
loss of efficacy dependent on low adherence to the prescribed regimen.

D. Place of Pls in Current Treatment Strategies

After the recently published reports on the declining HIV/acquired immune
deficiency syndrome(AIDS) morbidity and mortality, the overall perspective
has finally changed from viewing HIV as an inevitably fatal disease to one that
is potentially manageable. All treatment decisions should be based on the
understanding of HIV virology and pathogenesis: the ongoing HIV replica-
tion leads to immune-system damage and progression to AIDS, and HIV is
the driving force of the pathogenesis of the diseases.

An important impact on treatment strategies has been the revisiting of
the concept of HIV eradication. This hypothesis (Ho et al. 1995; PERELSON
et al. 1996) was based on the assumption that cellular reservoirs of HIV have
a short half-life and that, if antiretroviral therapy could completely stop HIV
replication and new rounds of infection, therapy could possibly be discon-
tinued after all infected cells had died (after approximately 3years). Recent
studies showed that the virus indeed persists in memory-resting cells in the
face of undetectable plasma levels of HIV RNA (CHun et al. 1997; WoNG
et al. 1997). The longevity of these cells is actually unknown, but may range
from months to years. In practice, HIV eradication is unlikely with current reg-
imens, and patients should therefore be prepared for a long-term commitment
to antiretroviral therapy. Investigations on the possibility of eliminating these
long-lived cells are underway.

We currently individualize treatment decisions according to the level of
risk indicated by plasma HIV RNA and CD4" T-cell counts. Although some
expert opinions suggest the need to start treatment for any patient that has
detectable RNA, others consider the many problems that we are facing today
with actual regimens (FLEXNER 1998).

Awvailable regimens are indeed complex; they have short-term and long-
term toxicities that can impact quality of life and they may induce cross-
resistant viruses to emerge. In the face of these problems, the potential benefits
and the possible risks of very early initiation must be weighed carefully.

Current guidelines suggest (CARPENTER et al. 1998; U.S. DEPARTMENT
oF Heatrn aNp HumaN SeErvICES AND THE HENRY J. KAISER Famiry
FounDATION 1998) that the balancing of these two factors should lead to the
decision to treat any symptomatic infection, regardless of plasma HIV RNA
or CD4" T-cell counts, and all asymptomatic patients with a definitive risk of
progression (those with more than 10,000 copies of HIV RNA in their plasma
or a CD4* T-cell count below 500/mm?*). For persons at low risk of progres-
sion, therapy may be deferred, particularly if the patient is not committed to
complex regimens.



28 S. VELLA

I. How to Start Antiretroviral Therapy and When to Make
the Decision to Start Treatment

We know today that therapy-induced inhibition of HIV replication predicts
clinical benefit and that combination therapy that suppress HIV replication to
undetectable levels (below cut-off of the most sensitive assays) can delay or
even prevent the emergence of drug-resistant viral variants. Today, we have 12
antiretroviral drugs that are licensed in Western countries, and more are
coming out in clinical trials. They all belong to one of the three classes: NRTIs,
non-nucleoside reverse transcriptase inhibitors (NNRTIs) and PIs).

The most widely used regimen is a combination of one PI with two NRTTs;
this combination has the advantage of being the one with which we have the
most experience and clearly represents the first choice. It can be applicable to
all viral levels, but regimens are complex (adherence may be a challenge), and
the emergence of drug-resistant strains may limit the effectiveness of future
treatment with other Pls.

Another concrete possibility is the use of an NNRTI combined with two
NRTIs. The possible advantages of this combination include the deferral of PI
use and the lower daily pill burden, but potential disadvantages include the
chance of not having a second chance with NNRTIs in case of failure.

Other possibilities include the use of a combination of 2PI with or without
a NRTI. This combination exploits the pharmacokinetic interactions of PI and
may have very high potency. Disadvantages may include the potential for
broad PI resistance, high pill count and long-term toxicities.

Finally, a combination of all three classes of antiretrovirals may possess a
very high potency and attack HIV on multiple targets. However, multi-class
resistance may emerge in case of failure and compromise all future options.
Furthermore, adherence may be a true challenge for the patient.

In conclusion, in the choice of the initial regimen, a number of important
issues remain to be clarified: is a PI-containing regime always preferable? Can
we use NNRTIs as a first line of treatment? Should we adjust the potency of
the starting regimen according to the disease stage? Are regimens that attack
the virus at a single target, better than regimens that attack different targets?
These questions can only be answered by long-term strategic clinical trials,
such as the European INITIO trial, or the AIDS Clinical Trial Group (ACTG)
384 and ACTG 388 trials.

E. Future Directions

Because no trial information is available to clearly indicate the optimal timing
of the therapeutic intervention, treatment decisions should be individualized
according to the level of risk indicated by plasma HIV-RNA levels and CD4*
T-cell counts. However, for persons at low risk of progression, therapy initia-
tion can be deferred; a relatively conservative approach emerged because the
potential to control HIV-1 replication in the long term is hampered by the lim-
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itations of current regimens, including the problems of adherence, incomplete
response rates, cross-resistance and long-term toxicities.

For the future, important issues should be addressed by viro-pathogenic
research. In particular:

— Refining the knowledge of viral turnover (in plasma and cell/tissue reser-
voirs) and of cell turnover, particularly of latently infected cell reservoirs,
and better defining the replication competence of residual virus in persons
who are maximally suppressed

— Elucidating the relative roles of viral and host determinants of outcome

— Understanding and modulating the pathogenic events following primary
infection

— Defining the mechanisms of immune reconstitution and better defining the
role of HIV-specific immunity

The most important issue in clinical practice is addressing adherence.
Because adherence is directly related to the convenience of antiretroviral reg-
imens, the development of lower-frequency schedules, which may exploit the
pharmacokinetic interactions between some of the available or future drugs,
are eagerly awaited.

Another possible strategy for increasing long-term adherence to anti-
retroviral therapy would be to start with an aggressive regimen (induction)
and follow up with a less-intense regimen (maintenance). Recently published
initial trial data from the US ACTG 343 trial (HavLIR et al. 1998; REUERS et
al. 1998) and the French Trilege trial (PraLoux et al. 1998) do not support this
strategy. However, additional studies aimed at testing this hypothesis should
be undertaken, since the negative results of these two trials could be due to
their design.

As these controlled clinical trials are advancing, so too is research for the
development of new compounds. The development of new compounds
includes the NRTIs abacavir, cis-5-fluoro-1-[2-(hydroxymecthyl)-1,3-
oxathiolan-5-yl]cytosine (2’-deoxy-3’-thia-5-fluorocytosine) (FTC), adefovir
and 9-R-(2-phosphonomethoxypropyl)adenine (PMPA), the NNRTI MCK-
443 and the PIs amprenavir, tipranavir, ABT-378 and BMS-232632 (see also
Chap.3)

These new drugs may offer scveral advantages over existing antiretrovi-
ral agents. It is hoped several of these compounds will be available in the near
future and will retain the profiles presently seen in limited clinical work. Exam-
ples of the compounds are: FTC, which is from the same nucleoside series as
FTC but is believed to be more potent, PMPA, being investigated in a topical
gel formation for prevention of HIV-1 transmission; MCK-442, which appears
to be synergistic with NRTIs, NNRTIs and PIs; the PI tipranavir, which is being
investigated in patients who are both naive and resistant to presently avail-
able PI therapy, and ABT-378 which may represent a step forward in over-
coming HIV resistance because of the very high plasma levels that can be
obtained with this compound in combination with low doses of ritonavir.
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While some research is focused on compound development, still other
clinical-research objectives should include:

- Exploring the potential of the new monitoring tools such as ultrasensitive
HIV-1-RNA assays and resistance testing (HirscH et al. 1998)

— Understanding how to better manage drug failure and resistance, and
defining the proper sequence of drugs and combinations

— Testing new strategic approaches, including induction maintenance and
intensification

— Defining the potential role of immunomodulatory therapy in the era of
highly active antiretroviral therapy (ANGEL et al. 1997; AuTraN et al. 1997;
KELLEHER et al. 1997)

— Defining the consequences of potential long-term toxicities

- Developing a better understanding of the determinants of adherence

Research is continuing, but it appears that increasingly effective agents
and strategies will become available to clinicians and thus continue the benefit
of the first really effective therapy against HIV. The end results should be
improvements in care that should translate into better health and improved
quality of life for people living with HIV infection.
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CHAPTER 3

The Nature of Resistance to Human
Immunodeficiency Virus Type-1
Protease Inhibitors

M. VALLIANCOURT, W. SHAO, T. SMItH, and R. SWANSTROM

A. Introduction

The availability of highly potent human immunodeficiency virus (HIV)-1-
protease inhibitors has revolutionized both our ability to treat people infected
with HIV-1 and our view of how to use antiretroviral agents. Some clinical
benefit was obtained with the less potent nucleoside analogs, but resistance
almost always appeared and clinical progression resumed. With the availabil-
ity of potent protease-inhibitor therapies, it has become possible to suppress
virus replication to undetectable levels of viral RNA in blood plasma (virus
load). However, strong therapy that does not achieve suppression leads to
resistance, even to the potent protease inhibitors. Thus, the goal of therapy is
to combine drugs so that the total potency is sufficient to suppress detectable
virus.

The selection for resistance occurs because of residual virus replication in
the presence of the inhibitor. Variants, either pre-existing or appearing because
of residual replication, that replicate more efficiently than the wild-type virus
in the presence of the drug increase in their percentage of the population. The
available evidence indicates that this process of mutation and selection is
repeated sequentially until the virus load returns to its pre-therapy level. In
this review, we will examine the consequences of failing to suppress virus repli-
cation, which leads to the development of resistance. The discussion will cover
the genetic markers of resistance seen after selection in vitro or in vivo, the
biological and biochemical consequences of resistance and the clinical impli-
cations of therapy failure after treatment with a potent protease inhibitor.

B. Selection for Resistance: in Vitro
and in Vivo Comparison

The identification and classification of the viral protease as being in the family
of aspartic proteinases led to the design of specific inhibitors related to this
class of enzymes. A key feature of the inhibitor-design strategy of renin
inhibitors proved useful: i.e. the addition of a hydroxyl group at the scissile
bond, mimicking the tetrahedral transition-state intermediate. Even though
many different early inhibitors were potent, the hydroxyl group presented in
the form of hydroxyethylene, hydroxyethylamine, or hydroxyethylamino

K. von der Helm et al. (eds.), Proteases as Targers for Therapy

© Springer-Verlag Berlin Heidelberg 2000



34 M. VALLIANCOURT et al.

Saquinavir Ritonavir Indinavir Nelfinavir Amprenavir
L10 X X X X
K20 X X X
D30 X
M36 X X X
M46 X X X X
G48 X
150 X
154 X X
L63 X X X
A71 X X X X
V82 X X X
184 X X X X
L90 X X X

Fig.1. Summation of residues that are frequently mutated after therapy failure with
human immunodeficiency virus-1 protease inhibitors. Data for sequence changes after
treatment with ritonavir are taken from MOLLA et al. (1996). Data for sequence
changes after treatment with indinavir are taken from CONDRA et al. (1996). Data for
sequence changes after treatment with saquinavir are included from JACOBSEN et al.
(1996), SCHAPIRO et al. (1996) and Swanstrom (unpublished data). Data for sequence
changes after treatment with nelfinavir are taken from MARKOWITZ et al. (1998). Data
for sequence changes after treatment with amprenavir are taken from DE PASQUALE
et al. (1998)

sulfonamide was pursued and resulted in inhibitors that are now approved or
in clinical evaluation.

While tight binding is enhanced through direct interaction of the hydroxyl
group with the aspartic acids, specificity of the inhibitor is achieved by specific
interactions at each of the binding pockets. The structure of ritonavir (Norvir,
Abbott) evolved from earlier C,-symmetric inhibitors, while saquinavir (Invi-
rase/Fortovase, Roche), indinavir (Crixivan, Merck) and nelfinavir (Viracept,
Agouron) share other common features (for names and structures see Chap. 4,
Fig. 1). Indinavir and nelfinavir both have a proline-like structure similar to
saquinavir at the P1” position and a fert-butyl group at the P2’ position. The R
stereochemistry of the hydroxyl is maintained for all three. The hydroxyl of
ritonavir is of the S configuration flanked by two phenyl groups at the P1-P1’
position. All of the compounds have a phenyl group or a phenylthio group
(nelfinavir) at the P1 position. According to the described structural similari-
ties between these drugs, one might predict that cross-resistance could develop.

Different approaches have been used to evaluate resistance associated
with anti-HIV drugs. First, identification of mutations arising after selection in
vitro has been used by DNA-sequence analysis of the HIV protease gene pro.
Once identified, viruses carrying relevant mutations are tested to determine
changes in 1Csy/1Cys (50% and 95% viral growth inhibitory concentrations,
respectively) and compared to the parental strain. An increase in the 1Cs,
demonstrates reduced sensitivity (resistance). A second approach is to clone
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the pro gene and produce recombinant protease carrying the relevant muta-
tions to be tested. Changes in the inhibition constant (K;) reflect the effect of
such mutations on the sensitivity of the enzyme to inhibition. The K; changes
and ICs/ICys changes should, in theory, directly correlate. However, such a
direct correlation is not always observed (KLABE et al. 1998).

The early availability of C,-symmetric inhibitors (EricksoN et al. 1990) led
to their use in initial selections of resistance. Or1t0 et al. (1993) reported first
that V82A-mutant viruses were six- to eightfold less sensitive to P9941, the
inhibitor used to select the mutant. They also reported that recombinant V82A
protease is less sensitive to this compound. Other groups selected resistant
viruses using A-77003 and reported virus stocks with 10- to 30-fold resistance
(Ho et al. 1994; KarLAN et al. 1994; TisDALE et al. 1995). Molecular clones of
viruses with mutations at positions 8, 32 and 82 were produced and showed
IC;, increases. KAPLAN et al. (1994) also measured K; changes in the range
of 7- to 50-fold for active-site mutants V32 and V82. An I84V mutation was
also reported for a non-symmetrical inhibitor, suggesting a role for this active
site residue in resistance (EL-FarrAsH et al. 1994).

Saquinavir, the first approved protease inhibitor, has also been shown to
select for resistant viruses. CraiG et al. (1993) and Dianzant et al. (1993)
reported reduced sensitivity of viral stocks after selection with saquinavir in
the range of 10- to 30-fold. Subsequent studies identified a virus pool with the
G48V, 154V and L90OM mutations as being responsible for the resistance to
saquinavir. This pool of virus was shown to be 50-fold resistant to saquinavir
(EBERLE et al. 1995). Other mutations were identified in various virus pools,
and the addition of M361 and L63P led to 30-fold resistance to saquinavir
(JACOBSEN et al. 1995). Much attention has been given to the G48V and L9OM
mutations in later studies. These single mutations introduced into viral clones
resulted in 8- to 3-fold resistance, respectively, while the double mutant gen-
erated 20-fold resistance (JAcoBSEN et al. 1995; MASCHERA et al. 1995; TiSDALE
et al. 1995). Patients failing the initial hard-capsule formulation of saquinavir
frequently have sensitive viruses, probably due to poor drug bioavailability,
but some patients had viruses that were resistant up to 160-fold (JACOBSEN et
al. 1996; Ives et al. 1997; WINTERS et al. 1998).

Initial selection with indinavir resulted in the identification of four muta-
tions in a virus pool that led to an increase in resistance of 15-fold (TiSDALE
et al. 1995). A molecular clone with the four mutations proved to be sixfold
resistant (TiISDALE et al. 1995). Patients who fail indinavir therapy show a wide
range of mutations with resistance greater than 30-fold (ConDRra et al. 1995;
ConDRraA et al. 1996). In contrast, mutated molecular clones with up to five
inserted mutations were less resistant, in the range of four- to eightfold. These
mutants included the active-site mutations V82T/I84V. These studies also
emphasise the fact that there is a strong correlation between the number of
mutations and increasing resistance.

Virus pools selected with ritonavir showed 30-fold resistance with the
M461, V82F and 184V mutations being the predominant changes (MARKOWITZ
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et al. 1995). When V82F and 184V were introduced in molecular clones, five
and tenfold resistance was seen, respectively (MarkowITZ et al. 1995). When
viruses with mutations seen in patients failing ritonavir therapy were tested,
resistance from six to several hundredfold was observed, with mutations at
position 82 usually appearing first (MoLLA et al. 1996; Scumir et al. 1996). Like
indinavir, those studies showed increasing resistance with increasing numbers
of mutations.

In vitro selection with the approved protease inhibitor, nelfinavir, resulted
in the initial appearance of a D30N mutation. This mutant was shown to be
sevenfold less sensitive than the parental strain. It is interesting to note that
further selection, up to 30-fold resistance, reversed the initial mutation con-
comitant with the appearance of M46 and 184 mutations (Patick et al. 1996).
However, patients failing nelfinavir therapy were shown to be resistant
between 5- and 80-fold, with D30N and non-active-site mutations (MARKOWITZ
et al. 1998).

Figure 1 summarises the mutations of the protease that appear in vivo. It
also contains data for in vitro selection with the most recently approved ampre-
navir (currently in clinical trials), which selects for mutations at positions 147,
150, M46, V82 and 184 (PARTALEDIS et al. 1995; DE PasQUALE et al. 1998). Data
for high-level drug resistance to nelfinavir and amprenavir are limited due to
the smaller number of patients who have failed therapy, while data for
saquinavir are limited due to the poor bioavailability of the initial formulation.

As noted above, a typical feature of the HIV-1-protease inhibitors is the
presence of large hydrophobic side chains at the positions equivalent to the
P1 and P1” amino acids. These large side chains fit into the large S1 and SU’
subsites in the nearly symmetric protease. However, these symmetrical inter-
actions create a situation where a single mutation in the protease impacts on
two sites of inhibitor-enzyme contact. In our own work, we have explored the
nature of resistance mutations using similar inhibitors that differ in their P1
and P1’ side chains. The inhibitor SKF-108922 contains Phe/Ala at these posi-
tions (LAMBERT et al. 1993), while the similar inhibitor SKF-108842 contains
Phe/Phe (they also differ in one of their end blocking groups). We used each
of these inhibitors in a culture-selection scheme to determine if they would
select for different resistance mutations. Both of these inhibitors selected first
for changes at position 82, in both cases with a change from valine to threo-
nine. Thus, there was no difference in the initial marker of resistance in these
two cases. The presence of a large hydrophobic side chain at position Pl
appears to provide a dominant interaction between the enzyme and the
inhibitor and does not require an equivalent interaction with the P1’ amino
acid. Also, the small side chain in P1’ does not provide a counter-selection
when the enzyme mutates to reduce interactions with a large side chain in P1.

There is no evidence for pre-existing resistance among drug-naive
patients. In Fig. 2, we summarise data from two studies that examined pro-
tease-sequence variability (KozaL et al. 1996; LecH et al. 1996). Mutations
associated with resistance appear infrequently in this list, and when they do
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occur in vivo it is probably in the absence of other resistant mutations. Pre-
sumably, drug potency is sufficient, on average, to inhibit this background of
pre-existing mutations.

In summary, the in vitro data suggest that all protease inhibitors can select
for resistance. Resistance will be most easily achieved when viral growth is
partially inhibited, allowing protease mutations to appear faster than when the
virus is totally inhibited. Optimal therapy will completely block viral replica-
tion, suppressing the onset of resistance.

C. Biochemical Basis for Resistance

Enzymatic assays provide a tool for the direct analysis of substitutions asso-
ciated with resistance. Recombinant protease produced in bacteria is the most
widely used source of enzyme. Most studies have looked at collections of
mutant proteases by targeting previously identified amino acids from either in
vitro or in vivo selections. Assessment of the inhibitory activity of inhibitors
toward mutated enzymes clearly indicates the effect of these mutations on
enzyme sensitivity. One of the major concerns has been to correlate K;
increases with 1Cs/1Cys increases. While K;increases with mutant proteases are
usually clear, the increases in 1Csy/ICys can be less evident. The differences
between biological and biochemical data of mutant proteases may be
explained as follows: (1) in enzymatic assays, the enzyme concentration
is limited, while in virus, there may be an excess of enzyme concentration
(KonvaLINKkA et al. 1995; Rosk et al. 1995), (2) in enzymatic assays, there is
essentially a constant amount of substrate, since less than 10-15% of the sub-
strate is consumed; this is done to keep the enzyme activity linear. In virus, the
concentration of substrate becomes limiting, since substrate should be cleaved
almost entirely. Finally, (3) in enzymatic assays, the data are collected for a
limited period of time; in virus, the enzyme may be active over an extended
period of time. Thus, these three differences may contribute to the reported
K; and 1Csy/1Cys discrepancies (KLABE et al. 1998).

Biochemical analysis of the mutations responsible for resistance comple-
ments structural information of mutant proteases. This gives a clearer picture
of the nature of the resistance. Mutations like V82A lead to changes in the
enzyme backbone. The shorter side chain of alanine, which would lead to less
favorable interactions with the inhibitors is displaced to fill, in part, the void
left by the longer side chain (BALDWIN et al. 1995). More drastic changes like
V82F should significantly disrupt the binding pocket, while V82T modifies the
hydrophobic environment of the active site (CHEN et al. 1995). Similarly, 184V
creates a larger unfilled space that less tightly binds the inhibitor (CHEN et al.
1995). Other mutations, described later as compensatory mutations, at posi-
tions M46 and L63, affect the flap conformation or slightly modify the back-
bone of the enzyme (CHEN et al. 1995). Those mutations enhance enzyme
activity in the presence of other mutations. Usually, K; increases correlate with
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viral resistance. However, the order of magnitude of the resistance differs. In
an attempt to correlate kinetic changes (Kis) versus antiviral activity
(IC5/ICys), a new approach was proposed by GULNIK et al. (1995). They intro-
duced the vitality value, which compares the kinetic data of mutated enzymes
with the wild-type (wt) enzymes [(K; kcat/Km . )/(K; kcat/Km,,), where kcat
is the catalysis rate constant and Km is the Michaelis-Menten constant]. They
reported a vitality value increase of twofold for saquinavir (I84V mutant). A
more drastic increase of 38-fold (R8Q) in the vitality value was reported with
A-77003.

Valine at position 82 and isoleucine at position 84 are the most common
active-site mutations shown to affect drug sensitivity. I84V is associated with K;
increases of five- to tenfold for ritonavir, indinavir and saquinavir (GULNIK et
al. 1995; PARTALEDIS et al. 1995; Vacca et al. 1996), although some variation in
the magnitude of increase has been reported (WILsoN et al. 1997). V82 mutants
A and F have been shown to decrease sensitivity to ritonavir and indinavir
(GULNIK et al. 1995, WiLsoN et al. 1997). The I50V mutation in the flap affects
the K; of saquinavir and indinavir on the order of 10- and 20-fold, respectively
(PARTALEDIS et al. 1995). The effects of L90M and G48V on saquinavir have also
been studied. K,increases from 3- to 20-fold are associated with L90M, 13- to
200-fold for G48V and 400- to 1000-fold for the double mutant (MASCHERA et
al. 1996; ERMOLIEFF 1997; WiLsoN et al. 1997; VAILLANCOURT and SWANSTROM,
unpublished data). MascHERA et al. (1996) reported that the basis for resistance
was a higher rate of inhibitor dissociation.

D. Different Classes of Resistance Mutations
in the Protease

The first mutations arising are frequently common among patients under-
going therapy with a given drug. These mutations are clustered within a few
amino acids, usually V82 and 184 for ritonavir/indinavir, L90 for saquinavir and
D30 for nelfinavir. Other mutations arising later further decrease drug sensi-
tivity but appear after the first mutations and may be referred to as secondary
mutations. A third class of mutations can be referred to as compensatory muta-
tions. These mutations have no effect on drug sensitivity but increase enzyme
efficiency to compensate for the deleterious effects of the primary and sec-
ondary mutations on enzyme activity (ScHock et al. 1996).

The hard-capsule formulation of saquinavir (Invirase) had weak pharma-
cokinetic properties, thus leading to low drug exposure in patients. Mutations
at position 90 (L90M) were frequently seen as the only mutation for patients
with this formulation (JACOBSEN et al. 1996). Mutations at position 82 are ini-
tially seen in patients failing ritonavir therapy (MoLLA et al. 1996; EASTMAN et
al. 1998). Finally, patients failing nelfinavir usually have a D30N mutation
(Markowirz et al. 1998). In patients, differences among secondary or com-
pensatory mutations are due in part to differences in viral load and the drug
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levels achieved for a given compound. We have observed that in vitro selec-
tions with saquinavir can also lead to the appearance of an 184V mutation as
the primary mutation (SMitH and SwANSTROM, unpublished observation) or the
G48V mutation (TiSDALE et al. 1995), which emphasises the fact that higher
selective pressure may change the temporal pattern of mutations seen with
saquinavir. In the case of nelfinavir, the D30N mutation seen in patients rep-
resents the primary mutation and is likely to represent an intermediate level
of resistance since selection in vitro can proceed to higher levels of resistance
with the loss of the D30N mutation (Patick et al. 1996). In the case of L9OM
and D30N, these mutations generated the best viral replication properties for
the selection applied. As such, these mutations represent the initial stopping
point and are not followed by extensive mutational pathways. The evolution
of resistance to indinavir appears to follow a greater variety of starting paths
(ConDRa et al. 1995; CoNDRa et al. 1996). It is not clear whether this is due to
differences in the starting protease sequences that restrict the range of useful
mutations or due to random events that select from among a series of muta-
tions that can each contribute a moderate level of resistance. However, V82
and 184 mutations are seen as the more common paths for primary mutations
leading to indinavir resistance (CONDRA et al. 1996).

It is generally accepted that active-site mutations at positions 82 and 84
are deleterious to enzyme activity (Vacca et al. 1994; GULNIK et al. 1995;
ScHock et al. 1996; WiLsoN et al. 1997), as is a mutation at position 48
(MascHERA et al. 1996; ERMOLIEFF et al. 1997; WiLsoN et al. 1997), providing
the selective pressure for compensatory mutations. Mutations compromising
viral-replication capacity have also been demonstrated for protease sequences
that have undergone selection in vivo (ZEnnou et al. 1998) and in vitro
(MarkowiTz et al. 1995; CroTEAU et al. 1997). Numerous mutations outside of
the active site are associated with resistance, and it is tempting to attribute
them to compensatory effects. They still remain largely unexplored, and in only
a few cases has a compensatory effect been documented. A substitution at
position 10 has been shown to generate a clear phenotype in enhancing viral
replication with several resistance-associated mutations (Rosg et al. 1996).
M461 and L63P were also shown to confer an improvement in catalytic
efficiency (ScHock et al. 1996).

E. Cleavage-Site Mutations

Cleavage-site mutations can compensate for the reduced enzymatic activity of
mutant enzymes. In theory, these mutated sites could be more specific for the
mutated enzyme compared to the wild type. However, this appears not to be
the case. Mutations have been found within the NC-p1-p6 Gag cleavage sites.
Extensive selection with the compound BILA 2185 BS led to the following
mutations: in the NC-pl cleavage site, RQAN-FLG to RRVN-FLG:; in the
pl-p6 cleavage site, PGNF-LQS to PGNF-FQS (Dovon et al. 1996). These



Human Immunodeficiency Virus Type-1 Protease Inhibitors 41

mutations enhance cleavage not only by the mutant enzyme but also by the
wild-type enzyme, suggesting that they are “better” sites than the natural ones.
The mutations also improved viral-replication kinetics. The reason why the
wild-type virus does not evolve these “better” cleavage sites remains unknown.
The effect is perhaps to keep in sync the order of cleavage of the Gag pre-
cursor necessary for the assembly/maturation process. ZHANG et al. (1997)
have detected similar mutations in patients failing indinavir therapy and have
shown that the presence of cleavage-site mutations enhances the replication
of resistant virus in vitro.

F. Cross-Resistance

The clearest and most relevant demonstration of cross-resistance is seen when
therapy-naive patients are treated sequentially with two different protease
inhibitors. Under these circumstances, the assessment of potency and duration
of effect of the second inhibitor compared to its effect in drug-naive patients
can be analysed. Such studies are only beginning, but the initial impression is
that sequential therapy with protease inhibitors after therapeutic failure will
be challenging.

Cross-resistance was shown to be possible for most of the inhibitors tested
in vitro, even under low-level selection (TispALE et al. 1995). We have shown
that selection with high levels of drug leads to very high levels of resistance
and increasing cross-resistance (SMITH and SWANSTROM, unpublished observa-
tions). The potential for cross-resistance in virus has been demonstrated for
patients who have failed indinavir (ConDRA et al. 1995), ritonavir (MoLLA et
al. 1996) and saquinavir (WINTERs et al. 1998). In a small study, patients failing
nelfinavir therapy had viruses that remained sensitive to the other protease
inhibitors (MarRKOwWITZ et al. 1998). A useful marker for resistance or cross-
resistance may be phenotypic or genotypic analysis of a patient’s isolate prior
to a change in therapy which may predict drug failure in patients (DEEKS 1998;
HaRrRrIGAN et al. 1998).

G. Concepts for Salvage Therapy

Salvage therapy is defined as the need to alter the therapeutic regimen after
virologic failure (return of detectable virus load). Virologic failure is starting
to be understood as a more complex phenomenon and must be viewed in at
least three contexts. First, the initial appearance of virus in the face of drug
may occur with the virus displaying little or no resistance. It may be that in
some patients detection of rebounding virus while it is at low levels will permit
successful intensification of therapy rather than abandonment of the current
drugs. At this point, the successful use of this approach is anecdotal. It is not
known how often patients need to have their virus load monitored to assure
that they can be caught in the initial act of virus rebound. However, the
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concept of intensification with early failure may prove to be clinically impor-
tant. Second, a more extreme case of virologic failure in the absence of appar-
ent resistance has recently been reported (HavLIR et al. 1998), in which virus
load rebounds initially but in the absence of resistance mutations. The best
available rationalisation for this seeming paradox is that in the presence of
strong therapy and a drop in virus load, there is a dramatic increase in the
available target cells. The residual virus replication in the presence of drug is
greatly enhanced by the increase in target cells, and virus rebound occurs. At
the heart of this phenomenon lie important issues of virus—host interactions
that are poorly understood. However, as in the first case, it may be that in the
subset of patients that initially fail therapy, here with apparent complete
failure as evidenced by the return of virus load, therapy intensification rather
than therapy change may be a viable strategy. The third case of virologic failure
is where the virus that reappears carries resistance mutations. Time may also
be an issue here, since there is some evidence that the number of resistance
mutations increases during treatment after the reappearance of virus (MoLLA
et al. 1996; EasTMAN et al. 1998). Thus, salvage strategies even in this case may,
on average, be more successful if started earlier rather than later.

Initial attempts have been made to use genotypic or phenotypic data
about the reappearing virus to predict subsequent therapy success or failure
(DEEKs et al. 1998; HARRIGAN et al. 1998). These results show some promise in
being able to predict that a certain regimen will fail based on pre-existing resis-
tance to one or more of the drugs to be used. Prospective studies are being
planned that will allow this information to be used to select new therapies that
may be more efficacious than those designed based solely on treatment history.

Salvage therapy for virus that does not carry resistance mutations repre-
sents the simpler case of intensification on top of the pre-existing therapy.
Under these circumstances, the full range of antiviral agents can be used.
However, options are significantly limited when true therapy failure has
occurred.

Two approaches to salvage therapy are available. The first is intensification
to overcome resistance/cross-resistance. In this approach, less potent therapy
is used initially, with the hope that it will be effective in suppressing virus repli-
cation. In those cases where there is therapy failure, intensification is used to
suppress the now partially resistant virus. Part of this concept is the notion that
the rebounding virus is not fully resistant to the drugs being used, and if drug
levels can be raised, clinical benefit can still be realised. This reasoning has led
to the use of two protease inhibitors in patients who have failed treatment
with one protease inhibitor. Of special note here is that ritonavir has the ability
to increase significantly the blood level of other protease inhibitors by inhibit-
ing their metabolism through the p450 cytochrome-oxidase system (KEMPF et
al. 1997). The effect is that pairs of protease inhibitors that include ritonavir
are able to attain significantly higher drug levels. Obviously, this strategy is
strengthened if other drugs in the regimen, i.e. the reverse-transcriptase
inhibitors, can be changed with benefit.
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The second approach is sequential use of inhibitors with different resis-
tance patterns. This is, of course, the ideal strategy for salvage therapy, but it
has thus far proven elusive for the protease inhibitors. As seen in Fig. 1, there
is significant overlap in resistance mutations associated with each of the avail-
able inhibitors. This fact has been borne out with the observation that a change
in therapy from low-dose saquinavir to the more potent indinavir resulted
in a poor response to indinavir [Executive Summary of Interim Analysis
of Acquired Immune Deficiency Syndrome (AIDS) Clinical Trial Group
(ACTG) 333 1993], even in a subset of patients who had no detectable resis-
tance mutations associated with saquinavir resistance (DuLiosT et al. 1997).
The one potential combination in this strategy is the initial use of nelfinavir
followed by other protease inhibitors. This possibility exists because of
nelfinavir’s propensity to initially select for a D30N mutation (MARKOWITZ et
al. 1998). This mutation does not confer cross-resistance to other protease
inhibitors (Patick et al. 1996) and, thus, if this were the only mutant form of
the protease present, the other protease inhibitors would still be effective.
However, it is clear that nelfinavir can select for other mutations (PATICK et al.
1996) and, as in the case of saquinavir cited above, these mutations may be in
the background of the predominant D30N population. If this is the case, then
the selection of cross-resistance by nelfinavir would limit the utility of sequen-
tial protease-inhibitor use. The potential for this strategy with these inhibitors
needs to be assessed critically in a clinical trial supported by extensive
sequence analysis.

In summary, it is usually observed that when one or several mutations
(primary and compensatory) are selected, it is concomitant with moderate
cross-resistance levels. When cross-resistance has not been demonstrated with
a drug, the possibility of low drug exposure must be considered. When incom-
plete cross-resistance leads to residual potency with other inhibitors, care must
be taken to use the residual potency of these inhibitors in the context of multi-
drug therapy to enhance the chance of obtaining a state of complete sup-
pression of virus replication (see also Chap. 4 “The two strategies to reduce
viral resistance to protease inhibitors™).

H. Summary

The potent HIV-1-protease inhibitors have provided important therapy
options for people infected with HIV-1. However, therapy failure has required
the development of a deeper understanding of why therapy succeeds and of
the biological and clinical consequences of therapy failure. This deeper under-
standing is leading to improved initial therapies, as defined by higher fre-
quencies of success in suppressing virus load, and evolving strategies for
salvage therapies for patients who have virologic rebound. Salvage therapies
based on increased potency or altered resistance patterns can be envisioned
but have not yet been proven. Because of its susceptibility to potent inhibitor
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design, the HIV-1 protease has become one of the most important proteins
for intensive study. Understanding the HIV-1 protease and the chemical basis
of inhibitor action, developing new concepts and strategies for inhibitor design
and exploring the biochemical and biological nature of resistance will remain
important goals for the foreseeable future.
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CHAPTER 4

The Next Generation of Human
Immunodeficiency Virus Protease Inhibitors:
Targeting Viral Resistance

E.S. FURFINE

A. Human Immunodeficiency Virus Protease Inhibitors:
Advancements in the Treatment of Human
Immunodeficiency Virus Disease

I. Current Status of Human Immunodeficiency Virus
Protease Inhibitors

Numerous chemotherapeutic agents for the treatment of human immun-
odeficiency virus (HIV) disease have been approved as drugs in the past 10
years (reviewed by Morra and KoHLBRENNER 1998). In all cases, viral resis-
tance to these compounds has begun to develop. The two viral enzymes
most commonly targeted by chemotherapeutic agents are the reverse tran-
scriptase (the viral DNA polymerase) and the protease, which hydrolyzes viral
polyprotein-translation products into their mature and active protein com-
ponents. Both enzymes are essential for viral replication. Protease inhibitors
(PIs), nucleoside reverse-transcriptase inhibitors, and non-nucleoside
reverse-transcriptase inhibitors compose the primary classes of HIV-
chemotherapeutic agents for these viral enzymes. The discovery of clinically
effective HIV-PIs is a classic example of rational/structure-based drug design
(reviewed by Vacca and ConprA 1998 and WLODAWER and VONDRASEK 1998).
These compounds were created using strategies of mechanistic enzymology
and medicinal chemistry to design potent inhibitors that mimic enzymatic-
reaction transition states and convert these entities into drug-like
molecules.

As a class, PIs are the most potent anti-retroviral agents (reviewed by
HoETELMANS et al. 1998; VELLA and PaLmisano 1997). The declining mortality
and morbiditiy of HIV disease has been significantly impacted by the use of
HIV-PIs (PALELLA et al. 1998). The Food and Drug Administration-approved
inhibitors are Norvir (ritonavir from Abbott), Fortavase (saquinavir from
Roche), Crixivan (indinavir from Merck), and Viracept (nelfinavir from
Agouron) (Fig. 1). Amprenavir (141W94 discovered by Vertex and developed
by GlaxoWellcome) is in the late stages of phase-III clinical trials. This review
will discuss short-term and long-term strategies to combat resistance to Pls,
and the future developmental needs of HIV-PIs.

K. von der Helm et al. (eds.), Proteases as Targers for Therapy
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Fig.1. The Food and Drug Administration-approved inhibitors, as well as many of the
inhibitors under current clinical evaluation. The list is not intended to be exhaustive.
The numbering system is utilized in Table 1

II. Two Strategies to Reduce Viral Resistance to Pls

Mechanisms for overcoming viral resistance to PIs can be catagorized into two
strategies. The first (short-term) strategy utilizes current (and future) agents
to minimize “wild-type” (WT) viral replication. The second (long-term) strat-
egy is to design agents that target resistant viruses that emerge during therapy.
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The rationale behind the first strategy is based on the Darwinian-selection
principle. Theoretically, the development of resistance requires viral replica-
tion (as outlined in three reviews: RicHMaN 1997; MoyLE 1998; RoBeRTs et al.
1998). In this model, the probability of developing resistance is described by
a “gaussian” curve with increasing drug exposure. At low drug concentrations,
selection pressure for resistance is absent because virus growth is not
significantly inhibited. At intermediate drug concentrations, the occurrence of
resistance is maximal because DNA replication occurs at a rate sufficient to
generate mutations that provide drug resistance (growth advantage) for the
mutant virus. At extremely high drug concentrations viral replication is inhib-
ited, thus slowing the generation of mutant populations from which to select
resistant virus. Therefore, at high concentrations of drug, resistance develops
much more slowly than at low or intermediate concentrations of drug.
However, resistance will likely develop eventually, even in extremely success-
ful viral-load-inhibition schemes. Once resistant virus is established, the cur-
rently available Pls are unlikely to serve as effective therapeutic agents
(CoNDRra 1998:; discussed in detail in Sect. C.I). Therefore, the second strategy
— to understand the molecular mechanism of resistance and directly target
appropriate resistant strains of HIV with new chemical entities — appears
needed for effective long-term treatment of HIV disease. However, because
our understanding of the mechanism of viral resistance is limited (discussed
in Sect. C.IT), this strategy is unlikely to yield effective agents in the very near
future.

B. Strategy 1: Combination Therapy. Maximal Reduction
of Viral Load to Retard Development of Resistance

I. Theory and Background

Viral load (levels of plasma viral RNA) is the accepted surrogate marker for
disease progression during anti-retroviral therapy (reviewed by CARPENTER et
al. 1998 and GoLpscuMmIDT et al. 1998). Alternatively, the CD4T cell level is
used as a surrogate marker for disease progression but is probably a better
prognosticator of immune reconstitution (reviewed by CARPENTER et al. 1998
and GoLpscHMIDT et al. 1998). Reducing viral load delays the development of
resistance, increases the durability of therapy (life expectancy), and is clini-
cally practical with the existing therapeutic agents. For example, ritonavir
monotherapy reduces viral load, with a concomitant increase in life-
expectancy (LEONARD 1996; VELLA and PaLmisano 1997). The durability of
ritonavir therapy correlates inversely with the viral-load level at the nadir
(lowest level of virus in plasma observed during therapy; KEmpF et al. 1997).
That is, patients who achieved the lowest viral load during therapy maintained
viral suppression the longest. Finally, patients on ritonavir, indinavir,
saquinavir, or nelfinavir develop mutations in the viral-protease gene that
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confer resistance (reduced sensitivity) to that inhibitor and sometimes to mul-
tiple Pls, resulting in increased viral load (JAcoBseEN 1995, ConDRra et al 1995,
Markowrtz et al. 1998, and MoLLa et al. 1996, EasTMAN et al.1998). Resistance
development can be delayed by combination therapy. Numerous examples of
PIs reducing viral load to undetectable levels, particularly when used in com-
bination with one or more other antiviral agents have been reported (reviewed
by Kakupa et al. 1998). For example, the combination of 3’-azido-3’-
deoxythymidine (AZT),3TC, and indinavir reduced viral load to undetectable
levels (<500copies/ml plasma) for more than 2years in over 50% of the
patients in the trial (CoNway et al. 1998). These results support the strategy of
maximally reducing viral load by the use of multiple anti-retroviral agents to
minimize the development of resistance and thus prolong the life of HIV
patients.

In addition to minimizing the viral load, combination therapy may allow
targeting of more diverse tissue types, and these agents together may have
decreased toxicity due to the lower required doses than with the individual
agents (MANION et al. 1998). Additional reasons for employing combination
therapy are discussed in more detail in Sect. B.IV.

Given the success of combination therapy, the current standard for HIV
is simultaneous treatment with multiple drugs (Fauct et al. 1998; GOLDSCHMIDT
et al. 1998). Typically, the combination treatment strategy, often referred to as
highly active anti-retroviral therapy (HAART), simultaneously utilizes one or
more Pls with one or more nucleoside reverse-transcriptase inhibitors.
However, some HAARTS do not utilize Pls. Nonetheless, Pls are widely used
as the cornerstone of HAART because these compounds are the most potent
class of HIV chemotherapeutic agents for the treatment of HIV disease
(reviewed by HOETELMANS et al. 1998; VELLA and PaLMisaNo 1997).

II. Limitations

While the advances in therapy attributed to Pls are substantial, up to 60% of
patients utilizing HAART may ultimately fail therapy (Conway et al. 1998).
Many factors contribute to this therapeutic failure rate. Foremost is the impor-
tance of a patient adherence to the drug regimen (MoLLA and Japour 1997;
FLEXNER 1998; GoLDsCHMIDT et al. 1998; MovLE 1998). Decreases in adherence
are positively correlated with increases in development of resistance and viral
load, resulting in the loss of durability of therapy.

Physiological and psychological factors make adherence to protease-
inhibitor regimens difficult. For example, adverse events (physiological
factors), such as gastrointestinal disturbances, decrease patient adherence are
associated with all approved inhibitors (reviewed by HOETELMANS et al. 1997
and FLEXNER 1998). Furthermore, PI therapy is sometimes associated with
various metabolic disturbances, such as abnormal fat distribution, hyperlipi-
demia, and glucose intolerance (reviewed by CaRrR et al. 1998; FLEXNER 1998).
Other side effects specific to a given PI include paresthesias from ritonavir
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therapy and nephrolithiasis from indinavir therapy (reviewed by HOETELMANS
et al. 1997 and FLEXNER 1998). Another physiological factor that may effect
adherence is that all approved PIs inhibit cytochrome P4503A4. This inhibi-
tion results, to some extent, in drug interaction problems with all the approved
agents, ritonavir being the most potent inhibitor of P4503A4 (reviewed by
HoEeTELMANS et al. 1997 and Kakupa 1998; voN MoLIkE et al. 1998). A psy-
chological factor affecting patient adherence is the complexity of the dosing
regimen. Therapy with PlIs typically requires a large pill burden and a complex
time- and food-dependence on dosing (HOETELMANS et al. 1997; MoyLE 1998;
Kakubpa 1998). For example, saquinavir, indinavir and nelfinavir regimens are
t.i.d. (thrice daily) with different food effects. These regimens become partic-
ularly complicated when coupled with other antivirals, especially when multi-
ple PIs are used. The possible exception to this rule is the use of ritonavir with
other PIs. Ritonavir enhances the pharmacokinetics (exposure) of other Pls,
thus reducing the required dose of the other inhibitors (reviewed by MoyLE
1998 and Kempr et al. 1998). Interestingly, the ritonavir-dependent inhibition
of P4503A4, which causes drug-interaction problems, enables it to enhance its
own and other PIs’ plasma levels by inhibiting their metabolism.

Another challenge to HAART is that some HIV reservoirs turn over very
slowly, perhaps due to the slow turnover of the tissue (CHUN et al. 1997;
PERELSON et al. 1997; reviewed by CoeN 1998). Because these reservoirs turn
over slowly and are a source of infectious virus, patients must be maintained
on a viral-load-suppression regimen for extremely long periods of time, even
though plasma virus is undetectable. Furthermore, some tissues (such as brain)
are not optimally exposed to drug. This type of “drug-excluded viral sanctu-
ary” may be a breeding ground for resistant virus due to sub-optimal expo-
sure to the drugs (CHUN et al. 1997; PERELSON et al. 1997; reviewed by CoEN
1998).

III. Improvement of Strategy 1: Exploiting Currently
Available Inhibitors

1. Approaches to Improving Patient Adherence

Because patient adherence to PI regimens appears to play such a large part
in the durability of existing PI-containing HAART, improving patient adher-
ence should improve the success rate of these therapies. In fact, the adherence
issue is being addressed with approved inhibitors and those undergoing clini-
cal evaluation. Improvements in patient compliance accompany reductions in
the number of daily doses patients must take and the pill burden (reviewed
by MoyLE 1998). Consequently, both Merck and Agouron have clinical trials
comparing the current approved t.i.d. regimen (for indinavir and nelfinavir,
respectively) with a b.i.d. (twice daily) dosing regimen (JOHNsSON et al.1998;
NGUYEN et al. 1998). These studies demonstrated similar levels of drug expo-
sure and similar reduction in viral load with the b.i.d. or the t.i.d. regimen.
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Abbott has tried to reduce the daily dosing of ABT-378 (an investigational PI)
by combining it with ritonavir. Because low doses of ritonavir (50-100mg,
minimally therapeutic) inhibit P4503A4, increased exposure of ABT-378
(dosed 200-600mg) is observed, such that dosing once per day may be possi-
ble (LaL et al. 1998). Because ABT-378 is tenfold more potent than ritonavir
(in vitro), the pill-burden and the frequency of dosing may be reduced by this
strategy. Furthermore, clinical studies combining ritonavir with saquinavir or
nelfinavir demonstrated reductions in the doses per day and the size of the
dose required for significant viral-load suppression (CAMERON et al. 1998;
GALLANT et al. 1998). Amprenavir, which is being developed by Glaxo Well-
come and Vertex, may have advantages in patient compliance, because its b.i.d.
regimen and its efficacy has been demonstrated with patients taking the drug
without regard to food intake (Apkins and FauLbs 1998, GooDGAME et al.
1998).

2. Reducing Resistance Development by Treatment with Multiple PlIs

Treatment of patients with two or more Pls simultaneously may lower the rate
of resistance development and increase the durability of antiviral therapy.
There are several reasons to expect that regimens with dual (or multiple) Pls
may offer advantages. First, most antiviral agents are dosed to maximize viral-
load reduction until dose-limiting toxicity or adverse effects occur (strategy
1). If different PIs have different adverse effects (or different mechanisms of
causing the same adverse effect), then two inhibitors might be combined to
increase inhibition of the target without increasing any one adverse event.
Second, as mentioned earlier, ritonavir inhibits P4503A4, thus increasing expo-
sure to other Pls. Finally, multiple-PI therapy may reduce the rate of resistance
development by inhibiting a broader population of “low-resistance” viruses.
Many of the approved PIs acquire mutations through unique “preferred” path-
ways, leading to significant clinical resistance and viral-load rebound. For
example, ritonavir selects for mutations in an ordered fashion, with mutations
at V82 typically appearing first (MoLLA et al. 1996). Similarly, indinavir selects
for V82 mutations, but may not have a clear preference for the V82 pathway
(Conpra et al. 1995; ConDrA et al. 1996). Nelfinavir typically selects for D30ON
first (MARKOWITZ 1998), saquinavir selects for L9OM (RoBERTS et al. 1998), and
amprenavir therapy selects for 150V (DE PasQuALE et al. 1998). Viruses with
single mutations typically have low-level resistance to the “selecting” inhibitor
and often retain or increase their sensitivity to the other inhibitors not used
in the selection process (MASCHERA et al. 1995; TispALE et al. 1995; MARKLAND
et al. 1998; MoLLa et al. 1996). Furthermore, compounds from Pharmacia
Upjohn (UP140690; TARPLEY 1998) or Parke Davis (PD178390; DOMAGALA et
al. 1998) have resistant profiles distinct from any of the currently approved
inhibitors and are in early clinical evaluation or late preclinical evaluation,
respectively. Many viruses with mutations that yield a single amino acid sub-
stitution exist in the WT population (patients that are PI naive) at a low level
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(YamagucHr and Byrn 1995; LecH et al. 1996; Tucker et al. 1998). However,
if they did not exist in the native population, one could easily imagine their
generation in minimal time given the rapid rate of viral replication and the
low fidelity of the polymerase (MoLLA and KOHLBRENNER 1998; RoBERTS 1998).
Together, this suggests that multiple-PI therapy would not only inhibit WT
virus, but may also result in increased inhibition of the “single-mutant” diver-
sity (low-level resistant virus) present in the population. Better inhibition of
the virus population with low-level Pl-resistance should increase the durabil-
ity of therapy.

Dual-PI therapy is presently under clinical investigation. In addition to
the trials with ritonavir mentioned earlier, amprenavir has been coupled with
indinavir, nelfinavir, and saquinavir (Eron et al. 1998). In all cases, potent viral
suppression was demonstrated. The main drawback to most combinations of
multiple-PI therapy with currently approved agents is the challenge of patient
adherence. Alone, these agents have the largest pill burdens and dosing restric-
tions of any class of antiviral agents, and the combination therapy can only be
more challenging.

IV. The Next Generation of Inhibitors: the Benefits
of Increasing Potency

There are at least three areas in which the currently approved compounds (and
compounds in late-stage clinical evaluation) could be improved using avail-
able technologies. The goal would be to improve treatment strategy 1 (mini-
mizing WT viral replication). The first improvement is to reduce dose-limiting
adverse effects. The second improvement is to reduce inhibition of P4503A4,
thus reducing drug-interaction effects (reviewed by HOETELMANS et al. 1997
and Kakupa 1998; voN MoLtkk et al. 1998). The third improvement is to
reduce the challenge of the dosing regimens by reducing the pill burdens, food
effects, and/or dosing frequency (t.i.d.).

One approach to attaining these goals is to increase the potency of Pls
against WT virus while maintaining the pharmacokinetic properties of com-
pounds, such as amprenavir or ritonavir, that have b.i.d. regimens (ADKINS and
FauLps 1998; Kempr et al. 1998). First, increasing potency against a specific
target protein (HIV protease in this case) with chemical strategies that utilize
structural information specific to HIV protease will likely result in compounds
with a higher degree of selectivity. Improvements in selectivity would allow
increases in the concentration of drug above its antiviral median effective con-
centration value while having fewer adverse events and drug-interaction lim-
itations. Second, increasing inhibitory potency should allow dosing with
smaller amounts of compound to reach similar levels of efficacy. Hopefully,
these reduced compound requirements will result in lower pill burden (smaller
and fewer pills). While the ultimate goal of reducing the pill burden is to
increase patient compliance in general for combination therapy, Pls may
benefit from this more than other anti-retroviral agents. As described earlier,
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the rationale for multiple PIs in combination is well-established (Sect. B.II1.2).
However, the pill burden and dosing regimen make these therapies difficult
to adhere to. There would be a great advantage to dosing multiple PIs with a
level of convenience similar to that of nucleoside analogues, such as the retro-
vir/lamivudine combination (AZT/3TC; combivir). The next generation of PIs
must have a dosing regimen that is easy to adhere to in combination with any
other anti-retroviral agents. Inhibitors with increased potency have the
potential to yield such characteristics.

C. Strategy 2: Designing Drugs to Inhibit
PI-Resistant Viruses

I. Viral Resistance to Pls

Even given HAART approaches that maximize potency and patient adher-
ence, resistance to PIs (and other classes of anti-retroviral agents) will develop
eventually. HIV strains that are highly resistant to PIs are present in the
patient population (CoNDrA 1995; MoLLa 1996; Shafer 1998) and are being
transmitted through the population (CoHeN and Fauct 1998; Hechr et al 1998).
Furthermore, patients who fail specific PI therapy as a result of Pl-resistant
virus have typically not done well when other PIs were employed in salvage-
therapy regimes (reviewed by ConDRrA 1998). That is, failure of therapy on one
PI typically limits the utility of all approved PIs, thus eliminating perhaps the
most potent arm of combination therapy. Furthermore, if 60% of patients on
Pl-containing HAART will ultimately fail therapy (CoNway et al. 1998) and
the majority of patients are utilizing PI-containing HAART, then a large pop-
ulation of patients who can not use the currently available PI-therapy will
emerge. Ultimately, it will be necessary to treat Pl-resistant HIV with a new
class of inhibitors (PIs or agents based on other targets). However, these new
inhibitors are not rapidly forthcoming, and the understanding of the molecu-
lar mechanism of PI resistance is limited. The remainder of this review will
focus on the state of our knowledge of the molecular mechanism of resistance
to HIV Pls, and potential strategies to target these resistant viruses.

I1. PI-Resistant Virus: What’s the Real Target?

At least 23 of the 100 residues of HIV are “mutatable” in response to selec-
tive pressure by HIV PIs (Vacca and Conpra 1997). These mutations were
observed in in vitro and in vivo studies. As discussed in Sect. B.II1.2, muitiple
mutations are acquired stepwise, starting with single mutations. However, no
protease-coding region having all 23 mutations has been observed, although
protease genes that encode protein with as many as nine altered residues have
been identified from clinical samples (CoNDRA et al. 1995). Some of these
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residues are altered more commonly than others; nonetheless, the potential
combinations available to the virus appear endless. With so many possibilities
for resistance, the relevant question is “What is the target virus for HIV with
high-level resistance to PIs?” First, let’s define high-level resistance. High-level
resistance to PIs usually requires multiple (three or more) missense mutations
in the protease gene. High-level resistance is described by a significant (usually
over ten-fold) increase in median inhibitory concentration in a cell-based
assay in vitro and a rebound in viral load in vivo (CoNDRra et al. 1995; MoLLA
et al. 1996; ConprA 1998). Resistance to ritonavir and indinavir results in lost
sensitivity to numerous other clinically relevant PIs (Conpra et al. 1995;
TispALE et al. 1995; MoLLA et al. 1996; SHAFER et al. 1998). However, not all
HIV that is highly resistant to a given inhibitor results in resistance to all Pls.
For example, some HIV strains resistant to indinavir (in vitro) experience
increased sensitivity to saquinavir and retain sensitivity to amprenavir
(TispALE et al. 1995). Also, mutations conferring resistance to saquinavir retain
sensitivity to amprenaivr and vice versa (MARKLAND et al. 1998). Given all the
possibilities for acquiring resistance to PIs, it is difficult to select any one virus
as a target for new inhibitors. Perhaps a better understanding of the interac-
tions between inhibitors and various “mutant” proteases will uncover some
common themes employed by these resistant viruses and thus allow design of
a compound that inhibits most PI-resistant viruses.

II1. The Role of Mutations

1. Mutations in the Protease Gene

Numerous biochemical and structural studies of substituted (“mutant”) pro-
teases have begun to elucidate the molecular role of these substitutions
(reviewed by Carror and Kuo 1998 and Ripky and LEis 1995). Many amino-
acid substitutions result in a protease that binds inhibitors with reduced
affinity. Examples of this mode of resistance are: (1) the G48V and L90M sub-
stitutions both reduce affinity for saquinavir (MascHERA et al. 1995; MASCHERA
et al. 1996a; ErmoLIEFF 1997), (2) the I50V substitution reduces affinity for
amprenavir (PazHANISAMY et al.1996), (3) the 184V substitution reduces
affinity for indinavir, ritonavir, saquinavir, and cyclic urea inhibitors such as
DMP323 (CHEN et al. 1995; GULNIK et al. 1995; ScHock et al. 1996; N1LROTH et
al. 1997), and (4) the V82T substitution reduces affinity for indinavir, ritonavir,
and saquinavir (GULNICK et al. 1995; ScHock et al. 1996). Some substitutions
decrease the affinity for an inhibitor when present in combination with
another mutation but, alone, do not change the enzyme binding. For example,
M461 and 147V alone do not change the protease affinity tor amprenavir but,
when coupled with I50V, they decrease inhibitor affinity by 80% compared
with the IS0V substitution (PazHANISAMY et al. 1996). Mechanisms by which
these substitutions reduce inhibitor affinity for protease are discussed in
section C.IV.
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Typically, substitutions that decrease affinity for an inhibitor decrease the
catalytic efficiency of the enzyme (on at least some substrates). G48V, 184V,
V82T, and I50V all reduce the protease catalytic efficiency (k../Kn,) to as low
as 1/50th that of WT enzyme (dependent on substrate and reaction conditions,
GULNIK et al. 1995; MASCHERA et al. 1996a; PazHaNISAMY et al. 1996; ScHoCcK
et al. 1996; WILsoON et al. 1997). This loss of catalytic efficiency reduces the viral
fitness and thus negates some of the selective advantage gained through reduc-
tions in protease affinity for inhibitor. PI-resistance mutations that lower pro-
tease catalytic efficiency also inhibit processing of viral proteins and reduce
viral-growth rates (fitness) in vitro (CroTEAU et al. 1997; MascHERA et al.
1996b; ZENNOU et al. 1998). Furthermore, a minimal amount of enzyme cat-
alytic efficiency (2-25%) is required to keep viral replication viable (ROSE et
al. 1995). Mathematical modeling suggests that the protease must maintain an
average of at least 61% catalytic efficiency on all substrates (assuming eight
successive cleavage sites) to remain viable (RasNick 1997). Gulnik et al. (1995)
were the first to describe a measure of the “vitality” of the enzyme
[(Kikcar! K i) mut! (Kikca/ K )wt], Which normalized the reduction in affinity for the
loss in catalytic efficiency. In addition, ERMOLEIFF et al. (1997) demonstrated
that mutant proteases are more catalytically efficient than WT proteases in the
presence of drug. However, vitality values may be too simple an explanation.
First, vitality values depended upon the substrate used for the test (MASCHERA
et al. 1996a; PazHANISAMY et al. 1996; ScHocK et al. 1996). Second, reduction
of binding affinity, even when normalized as a vitality factor, does not always
predict the rank order of viral resistance in vitro (KLABE et al. 1998). Nonethe-
less, to determine the resistance role of a given mutation, it is useful to measure
the kinetic properties of the substituted proteases, because changes in these
kinetic parameters are often more readily observed than changes in mutant-
virus susceptibility in vitro (MASCHERA et al. 1995; TisDALE et al. 1995; MoLrLA
1996).

While some mutations reduce the catalytic efficiency of the protease (thus
impairing viral fitness), other mutations partially restore catalytic efficiency to
hampered enzymes. M461 and L63P have little effect on the affinity of the
enzyme for indinavir but improve the catalytic efficiency of the 184V/V82T
mutant that has reduced affinity for indinavir and reduced catalytic efficiency
(Schock et al. 1996). Similarly, M461 enhances the catalytic efficiency of the
catalytically deficient I50V-enzyme (Paznanisamy et al. 1996), and A71T
enhances the catalytic efficiency of G48V/L90OM enzyme (ROSE et al. 1996).
Because M461 enhances the catalytic efficiencies of two different proteases
(ISOV and V82T/I84V), this effect may be a general property of the M46l
mutation (ScHock et al. 1996). Alternatively, there might be some specificity
to the effects of M46I, because both deficient proteases have mutations in the
P1/P2’- and P1’/P2-binding sub-site (Fig. 3). That is, IS0V and 184V interact
with analogous regions of the inhibitor, but 150 resides in the “flap” or “lid”
region of the sub-site and 184 resides in the “pan” region of the sub-site.
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2. Mutations Qutside of the Protease Gene

Compensatory mutations that restore catalytic efficiency to HIV protease and
thus restore viral fitness are not limited to the protease gene. Mutations also
occur in the genes of the protease substrates. Substitutions in the processing
sites for the Gag precursor pl/p6 and/or NC (p7/pl) result in increased sub-
strate efficiency of mutant protease (Doyon et al. 1996). Furthermore, these
mutations, in combination with PI-resistant protease mutations, improve viral
processing of protein precursors and increase viral-growth rates (fitness) in
vitro (Doyon et al. 1996). Because all processing sites are not mutated in a
compensatory response, the two sites that are mutated are probably partially
rate determining for viral growth and viability. Interestingly, Doyon et al. point
out that these two sites have the lowest substrate efficiency (based on in vitro
assays: DARKE et al. 1988; Tozser et al. 1991; WonDRAK et al. 1993). Further
evidence that cleavage at these sites is a rate-determining step in viral growth
derives from compensatory mutations in the protease gene (M461I; ScHOCK et
al. 1996) that increase HIV-protease processing of pl/p6 substrate compared
with other processing sites (the p1/p7 site was not examined). Isolates of PI-
resistant virus from patients on indinavir therapy also contain compensatory
mutations in the p1/p6 and p1/p7 processing sites (ZHANG et al. 1997), demon-
strating the relevance of this pathway in vivo.

3. Viral Fitness

As discussed previously (Sect. C.11L.1, C.II1.2.), many mutations that confer
resistance to Pls yield virus that is less fit than WT (the virus grows more
slowly in the absence of inhibitor in vitro). The primary reason for this loss in
fitness is the reduction in catalytic efficiency of the protease. As noted above,
some mutations compensate for the loss of fitness by enhancing the catalytic
efficiency for those protease-catalyzed processing steps that are rate limiting
for viral growth. Even though Pl-resistant virus strains are less fit than WT in
the absence of inhibitor, RAyNER et al. (1997) demonstrated that mutant virus
strains that are resistant to PIs grow faster than WT in the presence of
inhibitor. Furthermore, ERMOLEIFF et al. (1997) demonstrated that the catalytic
efficiencies of mutant proteases are higher than those of WT proteases in the
presence of inhibitor.

Even though these Pl-resistant virus strains grow more slowly than WT
in vitro, it has not been established that these mutant viruses are less virulent
in vivo. Because the rate of viral growth in vivo (viral load) is the best surro-
gate marker for disease progression (as discussed earlier), it is likely that the
less fit Pl-resistant virus would be less virulent. In support of this idea, the
partial rebound of viral load of some patients on PI therapy (usually corre-
lated with the appearance of Pl-resistant virus) does not result in a significant
loss of CD4 cells (DEeks et al. 1998). These data suggest that mutant virus
strains are less virulent to CD4 cells. While patients with viral load rebound
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would be predicted to progress to acquired immune deficiency syndrome even-
tually, this data suggests that the process may be retarded.

IV. The Mechanism of Reduction of PI Binding Affinity
to Resistant Protease

1. Structural Evaluation

Residues in HIV protease that confer resistance to PIs can be divided into two
general structural classes: (1) residues in the active site that make direct inter-
actions with the inhibitor and (2) residues distal to the active site that do not
interact directly with the inhibitor. Figure?2 is a schematic representation of
the protease that defines three domains that form the “pan” of an active
site and two “flap” domains that form a “lid” over the “pan”. Figure3 is a
schematic representation of the inhibitor-binding sub-sites that the active-site
mutations reside in, using amprenavir as the model inhibitor. Table 1 catalogs
many of the residues that confer resistance to Pls, their structural interactions
with inhibitors, and the effects of mutations on catalytic efficiency. As sug-
gested by Scnock et al. (1996) and CarroL and Kuo (1998), most of the
active-site substitutions cause reductions in inhibitor binding affinity and a
decreased catalytic efficiency. Mutations distal to the active site tend to have
minimal effects on inhibitor binding (an exception being L90M) but instead
partially compensate for the lost catalytic efficiency of the active-site
substitutions.

Several mechanisms describe the reduction of enzyme-inhibitor affinity
caused by active-site substitutions. First, removal of van der Waals contacts or
hydrophobic interactions directly reduce affinities. 184V removes a methyl
group from the (P1/P1’) pocket, thus creating an unfilled cavity in the active
site and losing van der Waals’ contacts with indinavir (CHEN et al. 1995). Sim-
ilarly, V82A reduces van der Waals’ contacts in the P1” pocket (BALDWIN et al.
1995) but, interestingly, the flexibility of the enzyme permits P1-pocket “re-
packing” to maintain contacts. V82F reduces van der Waals’ contacts with
cyclic urea analogues only when combined with 184V (ALA et al. 1997). Alone,
V82F slightly increases interactions. In another example, I50V (in the P2/P2’
pocket) reduced hydrophobic interactions with the phenyl sulfonamide ring
of amprenavir (PAzZHANISAMY et al. 1996). These substitutions all reduce van
der Waals’ contacts by creating unfilled space in the active site.

Another mechanism whereby active-site substitutions reduce affinity is by
creating repulsive (or unfavorable) interactions. The V82I and V32I mutations
are modeled to lead to repulsive (steric overlap) van der Waals contacts
(KapLaN et al. 1994). In a second example, V82T places a hydrophilic residue
(hydroxyl) in a hydrophobic environment of the P1 pocket (CHEN et al. 1995),
which results in an unfavorable interaction.

Active-site substitutions can also alter the structure outside of the active
site by altering “flap” H-bonding and changing flap rigidity (Hong et al. 1997;
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Fig.2. A model for the two-step binding of human immunodeficiency virus protease
and its inhibitors. The dark circles on the enzyme represent the interface between rigid
domains of the protein (Rosk et al. 1998). The regions separated by the interfaces are
the rigid domains. The conformational change that occurs with the K, equilibrium
includes the “flaps™ closing as well as other rigid-body movements. It is this equilib-
rium that is primarily affected by substitutions that reduce protease affinity for
inhibitors. This change in K2 equilibrium is primarily observed as an increased disso-
ciation constant for the protease-inhibitor complex (MASCHERA et al. 1996a)
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Fig.3. Schematic representation of the inhibitor-binding sub-sites and the position of
the resistance mutations that make direct interactions with the inhibitor in those sub-
sites. The model shown is based on amprenavir binding, but other inhibitors make anal-
ogous interactions. Amprenavir does not make interactions in the P3 sub-sites. The
active site is analogous to a “pan” with a “lid” (“flap” residues); see Fig. 2. The residues
that are in the “lid” (“flap”) of a sub-site are designated by italic text, whereas the
residues in the “pan” of a sub-site are designated by normal text. The catalytic aspar-
tates (D25 and D25’) coordinate (H-bond) the central hydroxyl of the inhibitor and
are not residues that mutate in response to protease inhibitors

Hoog et al. 1998). G48 substitutions create flaps that are less mobile and that
have a reduction in overall van der Waals’ contacts with inhibitor (HoNG
et al. 1997). Even though these substitutions actually increase van der Waals’
contact of the flap itself, the overall interactions and affinity are decreased.
The mechanism by which substitutions outside of the active site operate
is typically more difficult to understand, because they often do not grossly
affect the structure of the enzyme, nor do they typically affect the affinity of
the enzyme for inhibitor. Early studies suggested that .63 and M46 substitu-

P3’



63

Targeting Viral Resistance

"L66T B 19 VTV (L1) 29661 '€ 12 MDILVA (9T) 19661 T8 30 AWVSINVHZVJ (ST) 'S66T T8 19 NIMATVY ($1) 'S66T 1€ 12 NAHD (£1) ‘9661 ‘T8 10 2500

(1) *L661 18 32 NOSTIM (1) ‘89661 T8 10 VATHISVIN (0T) ‘L66T 18 19 HLOWTIN (6) 19661 ' 12 ¥DOHIS (8) 'S661 T8 19 MIN'IND (L) p66T ¢ 12 OH (9)
661 18 19 NVIAVY (S) *ZL661T ‘T8 32 LAINS (1) :£661 ‘T8 19 ONOH (€) ‘8661 T8 10 Gs0Y () 28661 ‘I8 32 T1A0)) (1) 21 (S[qe) ur sasayiuared) sooua1ojay
-aseojo1d adA-pim Suraordunr A[Liessadou jou 1ng sojelS

-qns AWOoS J5e3 1B uo £oUaoyYIe PayYSIUIIp Yim aseajold B Jo Louswyle onA[eIed oY) Suisealour se paugap aie Aouanyga onA[eied Ul $aseaIdu] SIonqIyul
[[e 10U JNq AWOS I0] PIAIISQO 3q At AJTUyJe FUIPULQ UT S2SBAIII(T SUIBWIOP [BUILLIAL PUE 3107) dY) JO 20vJ1d1UI J) 18 JurorIolur pue urewop 2100 9yl
Jo 11ed se anprsa1 ayy souyep wia] 2407 ‘ojdwexs 10, ‘ur soredonied apIsal sIy) 1ey] 20BjIOIUT Urewop 1) 0} SI9JAI SULID) 9SAY) UQIMIAq 10]0I Y “(MO[aq
T 20U2IaJa1 10 7 “FI 935 OS[B) Ul SOPISAI aNPISL B JBY] ULBWOP dY} 0} 19Ja1 dp]y 10 ‘(JRUruIo] 10J) weag] ‘2402 SWIAY 9y} ‘ UIBWIOP,, IOPU(] "JOBIUOD S[BBA\
Iop UeA IO SPUOQ-H BIA YN (¢ "SI 99s) 101IQUIUI 37) YIIm JORIUOD SIYRUI INPISIIL OY) UDIYM JB d1S-qNS 91IS-9AL0R Y} 01 19JaI ¢ PuU® ‘7d ‘1d ‘sisA[eue
P[le19p © JO 9Ieme JOU U | Jey) djedIpul syue[q K1032IpRIIU0D 3q ABW S)[NSI SWOG APNIS JALSNEYXD UB Jou ‘SO[dUEXd JO ISI[ SB 9AIIS O] JUBIW SI 9[q®) YT,

(11-6) 1091° [eWIUIN (¢-1) (01) seseardag (2'1) wiaL:a10) ersia N06'T

(¥) ressta A'SSSN

(6-L) sosea100(q (8°6-1) (L1 91 ‘6-L) saseardaq (€1°C°1) 2d/.1d NS A1V APSI

(68 L) sesearda(q (8°¢-1) (L1°91 “6-L) seseandQq (PTET°6 T 1) 1d PUS A0y ALIVISA

(z'1) w3l 910D [e1stq LLA

(z°1) 1Te3s1@ €LO

(z1) seseanouy I (Z1) 1oy [ewtury (1) wial 1910 [eisig LILY

(z'1) 1essia 91

(1) seseonuUy 4 (L) 109550 [BwiUIN (€171 defg:210) [eisiq de91

(z'D) Esia 09

(ST) seseara(q S (s1) sesearoa(q (ST) 2d/,1d 21S 2A10Y 0SI

(17 °01) sesearaq (¢-1) (0T) seseardd(q 7d (1) 2us 2anoy ASYD

(ST) 10932 Tewnury S (S1) sasearng (ST°Z°1) Td ous aandy ALYL

(8) sasearoug (s*¢-1) (S1°g) 109332 [ewtUIy (ST °¢1) rewsia 19vIN

(z°1) Esia LEN

(z1) depg:a10) [esiq 9N

(L) yooy50 [eUnUI (1) (L) sesearng 7d "9NS APy TEA

% $asBa109(] (1) ¢d 2ug 2oy Nosd

(z2'1) wIaL:a10) [eIsiq ¥

(z'1) dejg:o10) [esiq 0Tt

(S1) Yooy [ewruIy ST (S1) 10912 [ewirury (S7) wrag 110D esiq Y011

(L) sesearn(q (€1 (L=6) sesea1d0( (9°6) ¢d “aus aanOY o8y
(1-319)

»o:o._uwco oubﬁmo patpnIs 103Iquyuy \Eccw{ Q0RJId)UI UTRWO(] $Se[d [eINJONNS anpisay

(1°319) sronqryur
pasoidde sy Jo a1oul 10 JUO Aq 10J P21d9[as Furaq st (L66]) VIANOD PUB VIIVA AQ POZLIBLIWNS OB suonenu 9yl Jo SO ‘[ 3[qelL



64 E.S. FURFINE

tions result in small perturbations of the flaps (CHEN et al. 1995) and/or alter
the open/closed equilibrium of the flaps in the free enzyme (M461; CoLLINS et
al. 1995). Recently, Rosk et al. (1998) have proposed an intriguing hypothesis
that identifies a common theme among many of the substitutions that occur
outside of the active site. The model is based on the hypothesis that inhibitor
binding occurs in a two- or multi-step process (FURFINE et al. 1992; MASCHERA
et al. 1996a). Rosk et al. (1998) propose that there are five “rigid” domains of
the protease. The domains include the two flaps, the two core domains, and the
“central” domain composed of the N- and C-termini (see Fig. 2 for a schematic
representation). These domains have interfaces with each other (represented
by black circles in the Fig. 1 scheme). Many of the resistance substitutions
outside of the active site are at the interface of these rigid domains. These
domains move/rotate in order to open and close the active site (more move-
ment than simple flaps opening or closing). It is suggested that these domain-
interface substitutions result in alterations of the open/closed equilibrium. It
is also possible that perturbing the interfaces of the rigid domains would alter
the overall active-site architecture by slightly perturbing the juxtaposition of
the rigid domains. In some (many?) cases, this altered active site might increase
catalytic efficiency without affecting inhibitor binding. For example, in my
opinion, some shifts in rigid domains might extend the active site, allowing the
enzyme to recognize the more extended binding substituents of substrates
(larger molecules capable of more interactions). Alterations in the juxtaposi-
tion of rigid domains may also explain how the L90M substitution reduces
inhibitor binding.

2. Kinetic Evaluation

Reduction in binding affinity [increased inhibition constant (K;) values] is the
result of changes in the values of association-rate constants and dissociation-
rate constants. In the case of protease binding to saquinavir, the affinities of
L90M-, G48V-, and G48V/L90M-protease binding were reduced to 1/20, 1/160,
and 1/1000 of the respective values for WT (MASCHERA et al. 1996a). These
reductions in affinity were primarily due to increases in the value of the dis-
sociation rate constant of 14-,90-, and 390-fold, respectively, for the protease-
saquinavir complex. The values of the association-rate constants were similar
to those for the WT protease. MascHERA et al. (1996a) proposed a model for
the data assuming a two-step binding mechanism (Fig. 2). The data suggested
that k>>>k ;. It was proposed that the equilibrium constant K, was large,
favoring EI*, the activated enzyme-inhibitor complex (Fig. 2), primarily
because this is the enzyme conformation observed in X-ray structures of all
E-I complexes. This model indicates that the observed dissociation-rate con-
stant (ko) equals k_/K,. Therefore, any substitution that decreased K, would
result in an increased k. and thus a decreased affinity for inhibitor. Substitu-
tions that altered van der Waals’ interactions of the final tight complex (EI*)
would likely affect the K equilibrium more than the formation of the loose
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or “collision” (EI) complex (described by &, and k_) where the interactions
are lower in quantity and specificity. Therefore, most of the substitutions affect-
ing inhibitor binding would not likely affect the association-rate constant (k;),
as was observed (MASCHERA et al. 1996a). It was originally suggested that the
transition from EI to EI* consisted of flap opening and closing; however, the
studies of Rosk et al. (1998) indicate that this conformational change might
be a more global rotation/movement of rigid domains. The scheme in Fig. 1
is intended to model that interpretation. This model (substitutions that
reduce inhibitor affinity primarily affect the K, equilibrium) may describe a
general mechanism by which substitutions reduce HIV-protease affinity for
inhibitors.

V. Chemical Strategies to Inhibit Resistant HIV Protease

There are three strategies adopted to target WT HIV protease and proteases
with high-level resistance to current PIs. The first strategy is to make larger
inhibitors that: (1) create many H-bond interactions and protein-backbone
interactions and (2) create more interactions over a larger area of the active
site (JapHAv et al. 1997). Backbone interactions are thought to remain more
constant than interactions with amino-acid side chains and are likely to be
maintained in “substituted” proteases. If the inhibitor makes interactions over
a larger area, losing a few interactions will perturb the binding to a lesser
extent. The strategy has been successful in producing inhibitors potent against
WT and highly resistant (five mutations) virus. However, to make these
extended interactions, these compounds have significantly increased molecu-
lar weights that may limit their “drug-like™ properties (LipINskI et al. 1997).
The second strategy is to start with a molecule with sufficiently different chem-
ical properties to which resistant viruses will be sensitive. This strategy is
exemplified by PNU-140690 and PD178390, which are effective against clini-
cal isolates having resistance to ritonavir (CHoNG and Pacano 1997,
DoMacaLa et al. 1998). Because PNU-140690 is not as potent as ritonavir
against WT virus, it remains to be demonstrated that PNU-140690 is effective
in a clinical environment. Furthermore, its profile vs other Pl-resistant strains
has not been investigated. The third strategy used to inhibit resistant virus is
to inhibit association of the protease monomers to form the active dimer. HIV
protease requires a dimeric form for enzyme activity (JorDAN et al. 1992). The
interface between the monomers is likely less altered by resistance-substitu-
tions than the active site. Therefore, this interface is likely to be similar in both
WT and substituted (PI-resistant) proteases, and inhibitors of the association
should work equally well against WT and substituted proteases. Some
inhibitors of the dimerization have been identified (ZutsHi et al. 1997). While
these three strategies are showing some promise, they are considerably less
developed than current strategies presented earlier (Sect. B). Furthermore, as
discussed earlier (Sect. C.IT), it remains unclear which HIV mutant should be
the target virus for studies of resistance to Pls.
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D. Suggestions for Future Therapeutic Strategies

What are the most effective ways to utilize currently available anti-retroviral
agents? Combination therapy has most commonly mixed agents with multiple
mechanisms of action,such as NRT1s and PIs. Patients failing these therapeutic
regimens have cross-resistance to most available agents and are left with few
options for continued therapy (SHAFER et al. 1998). Previously (Sect. B.IT1.2),
we discussed the use of multi-PI combinations and the advantages this may
provide for the development of resistance. Perhaps using multiple inhibitors
that inhibit a single therapeutic target will increase the durability of therapy
compared with combinations of multiple targeted therapeutics. This requires
that (1) the virus suffers greater fitness loss by adapting to multiple agents that
target one activity than by adapting to multiple single agents that target mul-
tiple activities, or (2) acquisition of resistance to multiple agents targeting the
same enzyme occurs more slowly than resistance to multiple agents targeted
to multiple enzymes. For example, HIV can gain resistance to two agents that
target separate enzymes through homologous recombination (Yusa et al.
1997). This is a separate pathway through which to acquire resistance to mul-
tiple agents and may increase the rate of resistance acquisition. However, it is
possible that this pathway may also be available for acquisition of resistance
to multiple agents targeting one enzyme. Even if there is no difference in dura-
bility between these two therapeutic strategies, there is a second advantage to
using multiple agents targeting the same enzyme. If resistance develops to one
class of inhibitors, the second class will still be available for therapy. It has been
suggested that patients utilize PI-sparing regimens so that they may use them
after failing other treatments. It is just as reasonable to first use multiple-PI
therapy and then move to multiple-NRTTI therapy if PIs fail. Current clinical
trials of anti-retroviral agents will hopefully define the best strategies in the
next few years.

Acknowledgements. 1 thank Drs. David Porter, Andrew Spaltenstein, Webb Andrews,
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this manuscript.
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CHAPTER 5
The Proteinases Encoded by Hepatitis C Virus
as Therapeutic Targets

C. STEINKUHLER, U. KocH, R. DE FRANCEScO, and A. PEssI

A. Introduction

The hepatitis-C virus (HCV), first identified in 1989 (CHOO et al. 1989), is the
leading causative agent of blood-borne and community-acquired non-A, non-
B viral hepatitis (HouGHTON 1996). According to the World Health Organiza-
tion, more than 170 million people worldwide may be infected with HCV. The
main route of transmission of HCV is parenteral; in the past, transfusion of
blood and blood products were an important source of HCV transmission. The
incidence of transfusion-associated infections has greatly diminished as a con-
sequence of the development of reliable diagnostic assays and an effective
screening of blood or blood products. Currently, the use of intravenous drugs
and sexual transmission account for most HCV exposure (ALTER 1997). Up to
30% of patients have no obvious risk factors for infections, and these cases of
hepatitis C are termed sporadic.

Typically, infection with HCV occurs without overt clinical symptoms,
causing jaundice only in a minority of cases (HoorNAGLE 1997). However, at
least 85% of patients who become infected with HCV develop chronic hepati-
tis. It is estimated that 20-30% of patients with chronic hepatitis eventually
develop liver cirrhosis, but the process is insidious and may take 3-20 years
(HooFNAGLE 1997). A large number of these patients will develop complica-
tions of end-stage liver disease, such as liver failure, portal hypertension and
hepatocellular carcinoma (ALBERTI and REALDI 1991).

Current therapy for infection with HCV involves treatment with inter-
feron-a, alone or in combination with the nucleoside analogue ribavirin
(reviewed in Linpsay 1997). The efficacy of interferon-a therapy is, however,
rather low, with response rates of about 50%. More than half of these respon-
ders will relapse after cessation of the treatment, resulting in less than 20%
sustained biochemical and virological response (Davis et al. 1989; MARCELLIN
et al. 1991; CariTHERS and EMERsoN 1997). While ribavirin monotherapy
revealed no consistent effect on HCV viremia relative to placebo (D
BisceGLIE et al. 1995; DusHEIKO et al. 1996), the efficacy of interferon-«
appears to be enhanced in a combination therapy with ribavirin (reviewed in
REICHARD 1997). Recent phase-11I clinical trials involving patients with hepati-
tis C who had relapsed following interferon-a therapy showed that combina-
tion therapy resulted in a significant increase in the number of individuals
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showing eradication of detectable virus compared with a second course of
interferon-a alone. Combination therapy also appears to be more effective
than interferon monotherapy for the treatment of naive hepatitis-C patients.

A wide array of adverse side effects of interferon therapy have been
described (DusHEIKO 1997). The most common are flu-like symptoms (fever,
fatigue, headaches, nausea, arthralgias and myalgias), but also anorexia, alope-
cia, thrombocytopenia, leukopenia and neuropsychiatric disorders have been
reported. Another important side effect associated with the addition of rib-
avirin to interferon-a monotherapy is reversible hemolysis.

Considering that no vaccine is available to prevent HCV infection, there
is an urgent need for a safe and efficacious treatment of the disease by a novel
anti-viral drug. Virally encoded enzymes that are essential for replication
are the choice targets for an anti-HCV therapy (BARTENSCHLAGER 1997). The
search for such targets has been severely hampered by the lack of a reliable
system to grow HCV in cultured cells and by the lack of an animal model other
than the chimpanzee. In spite of these limitations, the molecular cloning of the
viral genome combined with the powerful tools of recombinant-DNA tech-
nology has led to the identification of several viral enzymatic functions that
are believed to be essential for viral replication (Neddermann et al. 1997) (Fig.
1).

The viral genome of HCV is a 9.6-kb single-stranded positive-sense
RNA molecule containing a single open-reading frame (ORF) that encodes a
polyprotein of 3010-3033 amino acids (MaJor and FEINSTONE 1997). HCV has
a similar genomic organization to the pesti- and flaviviruses, and has now been
classified as a separate genus of the Flaviviridae family (MILLER and PURCELL
1990; FraNckI et al. 1991). The HCV polyprotein undergoes proteolytic pro-
cessing in the cytoplasm or in the endoplasmic reticulum (ER) of the infected
cell to give rise to at least ten mature proteins (reviewed in LoHMAN et al.
1996). The polypeptides arising from proteolytic processing of the amino-ter-
minal quarter of the polyprotein are thought to be the structural proteins. The
structural proteins include the core protein (p21/p19) and two envelope gly-
coproteins, E1 (gp31-35) and E2 (gp70). Processing of the structural proteins
is effected by cellular signal peptidases associated with the lumen of the ER.
Host signal peptidases are also responsible for the biogenesis of p7, a 7-kDa
protein of unknown function generated by the post-translational limited pro-
cessing of an E2-p7 precursor (LoHMaN et al. 1996). The remainder of the
polyprotein contains the so-called nonstructural (NS) proteins believed to
be part of the viral replication apparatus (NEDDERMANN et al. 1997). The NS
region is proteolytically processed by two virally-encoded enzymes. The NS2-
NS3 junction is cleaved by a zinc-dependent proteinase associated with NS2
(p23) and the N-terminus of NS3, the so-called NS2/3 proteinase (Grakou! et
al. 1993a; Huikarta et al. 1993). The C-terminal remainder of the HCV polypro-
tein is further processed to give rise to mature NS3 (p70), NS4A (p8), NS4B
(p27),NS5A (p58) and NS5B (p68) proteins via a serine proteinase contained
within the NS3 protein (BARTENSCHLAGER et al. 1993; EckarT et al. 1993;
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Zn-dependent auto-proteinase

NS3 Ser proteinase cofactor

AMINO ACIDS  PROTEIN FUNCTION

1-191 C core

-192-383 E1 envelope glycoprotein

-384-746 E2 envelope glycoprotein

747- 809 p7 ?

-810-1026 NS2

-1027-1657 NS3 Ser protease
RNA/DNA Helicase

-1658-1711 NS4A

1712-1972 NS4B ?

-1973-2420 NS5A Interferon-o resistance

.2421-3010 NS5B RNA polymerase

Fig. 1. Schematic representation of the polyprotein proteolytic processing and hypo-
thetical membrane topology of the hepatitis-C-virus-encoded proteins. The proteins are
arranged in order (/eft to right) of their appearance in the polyprotein. The nonstruc-
tural (NS) proteins are shown in gray. ER, endoplasmic reticulum

Grakoul et al. 1993b; Huikata et al. 1993; Tomer et al. 1993; D’Souza et al.
1994; MaNABE et al. 1994). The serine-proteinase domain is contained within
the N-terminal 180 amino acids of NS3, residues 1027-1206 of the HCV
polyprotein (BARTENSCHLAGER et al. 1994; LIN et al. 1994; Tanu1 et al. 1994;
FarLLA et al. 1995; Hanwu et al. 1995; Han et al. 1995). The C-terminal portion
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of the protein contains an RNA helicase and an RNA-stimulated ATPase
(NEDDERMANN et al. 1997).

Although the NS3 proteinase has proteolytic activity of its own, interac-
tion with a second viral protein, NS4A, is essential for efficient processing of
all the NS3-dependent polyprotein cleavage sites (BARTENSCHLAGER et al. 1994;
FaiLLa et al. 1994; LinN et al. 1994; Tanut et al. 1995). NS3 and NS4 A have been
shown to form a stable complex in cells expressing the HCV polyprotein
(BARTENSCHLAGER et al. 1995; FaiLra et al. 1995; Lin et al. 1995; Saron et al.
1995). A 14-amino acid, hydrophobic region of NS4A (polyprotein residues
1678-1691), has been identified as necessary and sufficient for the activation
of the NS3 proteinase (LiN et al. 1995; ButkiEwicz et al. 1996; KocH et al. 1996;
Suimizu et al. 1996; ToMmEl et al. 1996); synthetic peptides encompassing this
region of NS4A can efficiently activate the NS3 proteinase in vitro via the for-
mation of a 1:1 complex (LIN et al. 1995; Snimizu et al. 1996; STEINKUHLER
et al. 1996; ToMEr et al. 1996; BiancHI et al. 1997).

Specific inhibition of the proteolytic activities of the virally encoded
NS2/NS3 and NS3 proteinases is presently regarded as a promising strategy
through which to interfere with HCV replication (BARTENSCHLAGER 1997).The
aim of this review is to summarize the progress made in the characterization
of the two HCV proteinases for the purpose of developing potent and selec-
tive proteinase inhibitors as efficient anti-HCV drugs.

B. The NS3 Proteinase
I. Structure of the NS3 Proteinase

1. The NS3 Proteinase is a Chymotrypsin-Like Serine Proteinase

The three-dimensional structure of the NS3 proteinase domain (Love et al.
1996) and that of the NS3 proteinase domain complexed with an NS4A-
derived peptide (KiM et al. 1996; YaN et al. 1998) were recently solved by X-
ray crystallography. The structure of the complex is considered to represent
the enzymatically active form of the HCV serine proteinase and, therefore, it
will be discussed first.

The NS3 N-terminal domain complexed with NS4A-derived peptides
adopts a typical chymotrypsin-like fold (LEsk and ForpHAM 1996) consisting
of two nearly symmetrical S-barrel domains with the residues of the catalytic
triad, His-1083, Asp-1107 and Ser-1165, located in a crevice at the interface
between the two domains (Fig. 2A). The C-terminal domain contains a canon-
ical six-stranded B-barrel. The N-terminal S-barrel instead contains eight -
strands: the two additional strands are contributed by the N-terminus of the
proteinase (A,) and by the NS4A peptide, respectively. The NS4A cofactor
forms a f-strand that intercalates in an antiparallel fashion between the two
B-strands A, and A, in a B-sheet within the N-terminal domain of the enzyme
(Fig. 2B). The 22 N-terminal residues of NS3, which were implicated by dele-
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Fig. 2A,B. Schematic representations of the three-dimensional structure of the hepati-
tis-C-virus NS3 proteinase domain complexed with an NS4A-derived peptide. A, B Two
different orientations. The images were generated using the MOLSCRIPT software.
The coordinates used to generate the molecular models have been deposited in the
Protein Database (PDB:; file name: 1JXP)

tion mapping in the stabilization of the NS3-NS4A complex, encompass strand
Ay and helix 0. In good agreement with the deletion mapping results, these
two structural elements form a sort of molecular clamp that locks the NS4A
cofactor onto the NS3 proteinase domain. It is worth pointing out that strand
Ay and helix o4 have no counterparts in other structurally characterized serine
proteinases: this is in line with the earlier finding that deletion of the corre-
sponding region of NS3 resulted in an enzyme that retains the basal NS4A-
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independent proteolytic activity (FaiLLa et al. 1995; Saron et al. 1995; KocHn
et al. 1996).

In the crystal structure without NS4A, the C-terminal S-barrel of the NS3
proteinase domain adopts essentially the same fold observed in the complex.
In contrast, the N-terminal barrel of the protein assumes a significantly dif-
ferent conformation: the N-terminal 30 amino acids of NS3 extend away from
the protein core and interact with hydrophobic surface patches of neighbor-
ing molecules in the crystallographic asymmetric unit (Love et al. 1996). In
solution, this N-terminal region is likely to be disordered when not engaged
in the interaction with NS4A.

Together with the rearrangement of the N-terminal part of the molecule,
a subtle but crucial conformational change at the proteinase active site takes
place upon cofactor binding. Two residues of the NS3 catalytic triad, namely
His-1083 and Asp-1107, are located within the NS3 N-terminal -barrel. In the
NS3 proteinase crystal structure, the carboxyl group of Asp-1107 points away
from His-1083 and forms a hydrogen bond with the guanidinium moiety of
Arg-1181, a residue that is strictly conserved in all HCV genotypes. Con-
versely, in the crystal structure of the NS3-NS4A complex, the side chain of
Asp-1107 is hydrogen bonded to the His-1083 imidazole. In this way, the imi-
dazole ring of His-1083 is polarized and can act as a general base catalyst to
extract a proton from the enzyme nucleophile, the hydroxyl group of Ser-1165.
It has thus been suggested that positioning of Asp-1107 as a member of the
catalytic triad is induced by the presence of the NS4A cofactor (Love 1998).
This rearrangement would result in the proper alignment of the enzyme
active-site residues in order to make efficient catalysis possible.

2. A Zinc-Binding Site in the NS3 Serine-Proteinase Domain

Comparative analysis of the polyprotein sequence of the different HCV geno-
types and of the related viruses GB-A, -B and -C led to the identification of
three strictly conserved Cys residues and one His residue within the NS3 pro-
teinase domain. In a homology model of the HCV NS3 proteinase domain,
the conserved residues clustered in space, suggesting that they could serve as
ligands of a metal-binding site (DE FRANCESCO et al. 1996; GORBALENYA and
SNuDER 1996). This prediction was confirmed experimentally by the finding
that the purified NS3 proteinase domain contains stoichiometric amounts of
zinc (DE FRANCESCO et al. 1996; StEMPNIAK et al. 1997). The assignment of the
metal ligands was ultimately confirmed by X-ray crystallography; the zinc ion
was shown to be tetrahedrally coordinated by Cys-1123, Cys-1125 and Cys-
1171 and, through a bridging water molecule, by His-1175 (Kim et al. 1996;
Love et al. 1996; Yan et al. 1998). The metal-binding site is located opposite
the active site and is believed to play a structural role (Figs. 2A,B). Inter-
estingly, picornavirus-2A proteinases (see chap. 6 of this vol.) contain two
sequence motifs, Cys-X-Cys and Cys-X-His, that are located in a region
which is topologically equivalent to the one containing the metal-binding
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site of HCV NS3 proteinase (DE Francisco et al. 1996; GORBALENYA and
SNIIDER 1996). The 2A proteinase of rhinovirus has also been experimentally
demonstrated to contain a tightly bound zinc ion that is required for the for-
mation of an active enzyme and is an essential component of the native struc-
ture (Voss et al. 1995). Picornavirus-2A proteinases adopt a fold similar to that
of chymotrypsin-like serine proteinases and contain a triad of residues that
are spatially equivalent to the catalytic Asp-His-Ser. However, the catalytic
Ser is replaced by a Cys in these viral enzymes (GORBALENYA and SNIJDER
1996). The structural conservation of a metal-binding site between HCV
NS3 and picornavirus 2A is striking from an evolutionary point of view, since
the zinc-binding site appears to be more conserved than the catalytic-triad
residues.

3. Substrate Specificity of NS3 Serine Proteinase

The location of the sites cleaved by the NS3 proteinase within the HCV
polyprotein was obtained by N-terminal sequencing of the mature NS4A,
NS4B, NSSA and NSSB proteins (Grakour et al. 1993b; Pizzi et al. 1994).
Based on a comparative analysis of the sequences flanking the cleaved pep-
tide bonds (Table 1), it has been possible to derive the following consensus
sequence for the NS3-dependent cleavage site (Ps to P)"): Asp/GluXaa,Cys/
Thr-Ser/Ala. It is interesting to note that cleavage occurs after a Cys residue
in all trans cleavage sites, whereas the intramolecular site between NS3 and
NS4A is unique in this respect, having a Thr residue in the P, position.
Remarkably, a Thr in the P, position has been shown to be suboptimal when
incorporated into peptide substrates (UrBaNI et al 1997), suggesting that
factors different from cleavage efficiency must have acted in the selection of
a Thr residue in the P, position of the NS3/NS4A junction. Other conserved
features of the different cleavage sites are a negatively charged residue in the
P, positions and a Ser or Ala residue in the P” positions. In addition, the amino
acid present in the P, position of all sites, although not strictly conserved,
always possesses a bulky, hydrophobic side chain. Alanine-scanning experi-
ments performed on peptide substrates derived from either the NS4A/NS4B
(UrBaNI et al. 1997) or from the NS5A/NS5B (ZHANG et al. 1997) cleavage
sites confirmed that the P, and, to a lesser extent, the P, and P, residues con-
tribute to substrate recognition by the NS3 proteinase.

Table 1. Sequence of the NS3-dependent cleavage sites within the viral polyprotein
(hepatitis-C-virus genotype 1b)

Site Sequence Mechanism
NS3-NS4A DLEVVT-STWV cis
NS4A-NS4B DEMEEC-ASHL trans
NS4B-NS5A DCSTPC-SGSW trans

NS5A-NS5B EDVVCC-SMSY trans
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The preference displayed by the NS3 serine proteinase for cleavage after
a Cys residue can be rationalized on the basis of the structure of the enzyme
S; specificity pocket. The S, specificity pocket of the NS3 proteinase is small
and lipophilic, lined by the hydrophobic side chains of Leu-1161, Phe-1180 and
Ala-1183. The shape of the relatively small and lipophilic Cys side chain is
complementary to the pocket. In addition, the sulfhydryl group can interact in
a rather specific way with the aromatic ring of Phe-1180. The positively polar-
ized S-H hydrogen could interact favorably with the 7-cloud of the aromatic
ring. Alternatively, the sulfur lone pairs could form hydrogen-bond-type inter-
actions with the aromatic C-H. Similar interactions have been observed in a
number of protein and small-molecule crystal structures (BURLEY et al. 1986;
Levrrr et al. 1988). Consistent with the lack of apparent specificity over the
P»-Ps region, the structure of the NS3 proteinase reveals a substrate-binding
cleft that is rather shallow and solvent exposed (Fig. 3, s. appendix, page
398/399). All major loops connecting the f-strands that in other serine pro-
teinases form the S,, S; and S, subsites are very short or absent in NS3 (LovE et
al. 1996; Kim et al. 1996; YaN et al. 1998). In the case of other chymotrypsin-like
proteinases of known structure, 3-strand E, forms S-sheet-like hydrogen bonds
with the substrate over P,-P;. In the NS3 serine proteinase, this B-strand is
2-3 residues longer than usually observed in the homologous enzymes (LOVE et
al. 1996). It has been suggested that peptide main-chain interactions between
the NS3 proteinase strand E, and the substrates continue for three more
residues, until Py (Fig. 4, s. appendix, page 398/399), and that the continuous
backbone interactions might compensate for the apparent lack of well-defined
S,-S; subsites. The two positively charged side-chains of Arg-1187 and Lys-1191
have been suggested to engage in specific interactions with the conserved neg-
atively charged residue in the P, position of the substrates (Fig. 3; Lovk et al.
1996).In addition, on the P’ site of NS3, an extended lipophilic surface is formed
by NS4A and the NS4A-binding region (Fig. 3). This surface may be responsi-
ble for the preference for large hydrophobic amino acids in the substrate P4’
position (Love et al 1988). In summary, substrates appear to be stabilized in the
enzyme active site via interactions that extend over several peptide bonds.

I1. Inhibitors of the NS3 Proteinase

1. Noncompetitive Inhibitors

To date, the efforts of pharmaceutical companies to discover novel drugs for
hepatitis-C infection by screening libraries of compounds for activity against
the NS3 serine proteinase have made little progress. The only small-molecule
inhibitors disclosed so far that were found by screening include a phenan-
threnequinone from a fermentation broth; this compound is active in a cell-
free translation assay via an undefined mechanism (CHU et al. 1996),
nitrophenols (Supo et al. 1997b), thiazolidines (Supo et al. 1997a) and halo-
genated benzanilides (Kakiuchi et al. 1998); all these compounds are rather
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weak, noncompetitive inhibitors of the enzyme. Nitrophenols and thiazo-
lidines are also poorly selective with respect to proteinases unrelated to
NS3 (Supo et al. 1997a, b). Further studies will be necessary to evaluate the
significance of these results for the development of an antiviral drug.

2. Active-Site-Directed Inhibitors

Due to the absence of well-defined P,, P; or P, binding pockets and to the
requirement for large peptide substrates spanning at least P6-P4’, the design
of active-site inhibitors based on the knowledge of the enzyme structure
appears exceedingly difficult in the case of NS3 proteinase (STEINKUHLER
et al. 1996). Despite these difficulties, considerable progress has been made
in understanding the interactions between the enzyme, the NS4A cofactor
and the substrate, and reports of potent peptide inhibitors are beginning to
appear.

a) Substrate Analogues

LanDro et al. (1997) described non-cleavable sub-micromolar decapeptide
inhibitors based on the P¢-P,” sequence of the NSS5A-NS55B cleavage site
(Table 1). Substitution of secondary amino acids [i.e., Pro, Tic (tetrahydroiso-
quinoline-3-carboxylic acid) or Pip (pipecolinic acid)] for the P, Ser in the
context of a substrate decapeptide, yielded peptides that were no longer
cleaved, but were potent inhibitors of the enzyme. The decapeptide Glu-
Asp-Val-Val-Abu-Val-Leu-Cys-Tic-Nle-Ser-Tyr (Abu, 2-aminobutyric acid;
Nle, norleucine) was thus shown to be a competitive inhibitor of the NS3-
NS4A proteinase complex with an inhibition constant (K;) of 340 nM. The
occupation of the S;” pocket by a bulky residue such as Tic in the most potent
inhibitor reported by LANDRO and colleagues is somewhat surprising, since the
natural substrate consensus for this position is either Ser or Ala (Table 1).
However, modelling studies (LANDRO et al. 1997) suggested that S, is not fully
occupied by the P,’-Ser of a docked substrate; thus, it has the potential to
accommodate larger residues. Modeling also suggests that the hydrophobic
part of the Lys-1162 side chain can engage in lipophilic interactions with
hydrophobic amino acids in P,” and P, such as Tic and Nle. One of the most
interesting aspects of the work reported by LanDpro and colleagues is that the
affinity of the decapeptide inhibitor for the enzyme showed an 80-fold drop
in the absence of the NS4A cofactor. Deletion of up to three prime residues
of this decapeptide (P,’-P.,’) resulted in a 40-fold decrease in affinity for the
NS3-NS4A complex, but only in a 4-fold decrease of the affinity for the free
NS3 proteinase. In contrast, the progressive deletion of amino acids from the
P side of the molecule led to roughly the same loss of affinity for both com-
plexed and uncomplexed NS3 proteinase. Overall, this study has suggested
that, while the interaction of the enzyme with the P side of the substrate con-
tributes most of the inhibitor-binding energy, the formation of auxiliary P’-
binding subsites is promoted by the presence of the NS4A cofactor.
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b) Product Analogues

Two groups of researchers (INGALLINELLA et al. 1998; LLINAS-BRUNET et al.
1998a.,b) have recently exploited P-region binding to develop potent peptide
inhibitors of the enzyme. Their work stemmed from the observation that NS3
undergoes competitive inhibition by the N-terminal cleavage products of syn-
thetic peptides corresponding to its cleavage sites (LLINAS-BRUNET et al. 1998a;
STEINKUHLER et al. 1998). A detailed study of all the natural cleavage sites
(STEINKUHLER et al. 1998) showed that, remarkably, the NS3 proteinase dis-
plays a higher affinity for the cleavage products than it does for the cor-
responding substrates; under the conditions used for the activity assay, the
observed K values for the hexapeptide products arising from the NS4A-NS4B,
NS4B-NS5A and NS5A-NSAS5B sites were 0.6 uM, 180 uM and 1.4 uM, respec-
tively, while the Michaelis-Menten constant values for the corresponding
substrates were 10 uM, >1 mM and 3.8 uM, respectively. The structure—
activity relationship (SAR) of the product inhibitors was studied in depth
(INGALLINELLA et al. 1998; LLINAS-BRUNET et al. 1998a, b). Optimal binding
was found to require a dual anchor: a “P; anchor”, including the C-terminal
o-carboxylate, and an “acid anchor” at the N-terminus of the molecule. The P,
residue contributed to the binding energy through both its side chain and its
free carboxylate. Not surprisingly, the side chain providing optimal occupancy
of the S, pocket of the enzyme was Cys; substitution of the P1 Cys with Val,
Ala, Ser, Ile, Leu, Nle or Gly led to a potency decrease that ranged between
20- and 60-fold. Nva (norvaline), allo-Ile (allo-isoleucine) and Abu were found
to be somewhat better substitutes for Cys, but still displayed a drop in potency
of five- to tenfold. A crucial role was played by the C-terminal a-carboxylate;
deletion of this group with maintenance of the side chain, substitution with a
primary amide or reduction to alcohol invariably caused a greater than tenfold
reduction in inhibitor potency. Interestingly, methyl and benzyl amide deriva-
tives of the product inhibitor showed a less marked decrease in potency of
three to ninefold (LINAS-BRUNET et al. 1998b).

These studies concluded that the carboxylic acid functionality at the C-
terminus contributes considerably to potency and imparts great specificity to
product-derived peptide inhibitors of the HCV NS3 serine proteinase. By
analogy to product-binding observed crystallographically for other serine pro-
teinases (JAMES et al. 1980; SteiTz and SHULMAN 1982; CHor et al. 1991; MARTIN
et al. 1992, NIENABER et al. 1993; ToNG et al. 1993; NIENABER et al. 1996), it has
been proposed that one of the a-carboxylate oxygen atoms could bind in the
enzyme oxyanion hole, while the other could be engaged in hydrogen bonding
with the imidazole moiety of the active-site His (Fig. 4). Moreover, inspection
of the structure of the active site of the NS3 proteinase, site-directed mutage-
nesis experiments and the pH-dependence of the observed product inhibition
have suggested that the side chain of Lys-1162 may be selectively contri-
buting to the stabilization of the bound product inhibitor, possibly by estab-
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lishing an ionic interaction with the P, oa-carboxylate negative charge
(STEINKUHLER et al. 1998).

The second anchor of the product inhibitors resided in the P¢-Ps acidic
pair, whose simultaneous deletion also yielded a greater than 100-fold
decrease in activity. Being electrostatic in nature, this interaction was found to
be permissive regarding the exact nature of the negatively charged moiety:
achiral diacids with a four or five-membered carbon chain are good substitutes
for Asp in P, or Glu in P¢-deleted pentapeptides. Inspection of the surface of
NS3 shows that there is a set of basic amino acids without nearby neutraliz-
ing residues (Fig. 3) spatially close to the two basic amino acids (Arg-1187 and
Lys-1191) that were proposed to be responsible for the preference for acidic
amino acids in the P, substrate position (LovE et al. 1996). The presence of this
cluster of positive charges should further strengthen a favorable electrostatic
environment. High side-chain flexibility and solvation of charged amino acids
usually make ionic interactions on a protein surface rather undirectional; this
would explain why binding does not depend on the exact nature of the charged
residues in P5 and P,. The importance of this distal anchor is best emphasized
by the finding that both the Pl-deleted pentapeptides and the C-terminally
amidated hexapeptides were still competitive inhibitors of NS3, albeit with
much-reduced potency.

The study of the SAR in the P,—P; portion of the inhibitors was pursued
by the synthesis of a series of combinatorial peptide libraries with a large set
of residues including p- and non-coded amino acids. P, showed a preference
for either negatively charged or hydrophobic residues, while polar and posi-
tively charged residues were not accepted; the best P, residue was Cha (-
cyclohexylalanine). P, showed a strong preference for hydrophobic amino
acids, both aliphatic and aromatic, the best residue being Dif (3,3-dipheny-
lalanine), followed by Leu; again, positively charged and polar amino acids
were detrimental to binding. In both positions the chirality had to be L-, since
no p-amino acid was found active in either position. The best combination for
P./P, (Cha/Dif) gave a potent competitive inhibitor of the NS3 proteinase, with
a K; of 40 nM. The results for position P; were very clear-cut: only two residues
yielded a potency comparable with Glu in the P; position: Val and Ile.

The preference for hydrophobic amino acids such as Leu and Cha in P- is
not immediately obvious. The side chain of Ala-1182 in S, is solvent exposed
in the crystal structure and will be covered by the P, side chain (KocH, unpub-
lished observation). The space available to the P, side chain is limited due
to a cleft formed by His-1183 and Ala-1182, suggesting that B-branched
hydrophobic amino acids such as Val and Ile are less active for steric reasons.
Another contribution could be due to an indirect electrostatic effect, since the
His-1083-Asp-1107 ion pair of the catalytic triad is covered by the Leu and
Cha side chains, thus becoming less solvent exposed. According to calculations
this should increase the pK, of His-1083, thus stabilizing the protonated form
of the imidazole and, indirectly, the o-carboxylate of product inhibitors in the
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oxyanion hole. The P; amino acid of the product inhibitor is likely to form
hydrogen bonds to Ala-1183 of the B-strand E,. The S; region accessible to the
P; side chain is formed by a number of hydrophobic side chains of amino acids
Leu-1161, Val-1158, Ala-1183 and Cys-1185 (KocH, unpublished observation).
Rather than an isolated hydrophobic pocket, the S; region seems to be
an extension of the P, specificity pocket (Fig. 3). Thus the preference for
hydrophobic amino acids in P; seems to be due to the lipophilic nature of the
S; region. Also, the Glu side-chain can form some hydrophobic contacts, while
the acid group can interact favourably with two basic amino acids: Lys-1162
and Arg-1187. In S,, the solvent-exposed side-chain of Val-1184 forms a small
hydrophobic patch (Fig. 3) that should favor hydrophobic amino acids in this
position (Koch, unpublished observation). Intramolecular, hydrophobic-
collapse-like interactions between the hydrophobic P, and P, side chains can
minimize the solvent-accessible lipophilic surface area and thus stabilize the
extended conformation, which binds to NS3.

Another unexpected feature of the inhibitor SAR was that the parent Glu
residue in the P5 position could be substituted by a hydrophobic amino acid
(tyrosine, 4-nitrophenylalanine) or by a p-amino acid; p-Glu was threefold
more active than L-Glu, and p-Gla (y~carboxyglutamic acid) was 30-fold more
active. Ac-Asp-(p-)Gla-Leu-Ile-Cha-Cys-OH is the most potent inhibitor of
NS3 reported to date, with a median inhibitory concentration (I1Cs) of 1.5 nM.
Modeling suggests that the substitution of L-Glu by p-Glu in Ps changes the
backbone conformation, thus positioning the D-Glu side chain roughly in the
place of the P, Asp side chain, while the P, Asp takes the place of the origi-
nal L-Glu side chain.

Overall, electrostatics seems to play a dominant role in NS3-inhibitor
binding. A remarkable feature of NS3 is the accumulation of basic amino acids
along the P site of the substrate-binding region, especially around the active
site and in the Ss-S, region and, indeed, analysis of the electrostatic properties
of product inhibitors and the NS3 surface in the S,-S¢ region reveal a high
degree of electrostatic complementarity (KocH, unpublished observation).
Accordingly, an increase in ionic strength lowers considerably the potency of
the inhibitors, depending on the number of ionizable residues in the molecule
(INGALLINELLA et al. 1998).

The study by LLINAS-BRUNET et al. (1998a), using as a parent compound
the sequence Asp-Asp-lle-Val-Pro-Cys-OH, is in excellent agreement with
that of INGALLINELLA et al. (1998). First, the optimal length for the inhibitor is
six residues, and acetylation of the N-terminus is beneficial. Second, alanine-
scanning experiments confirm the importance of valine in P;. Third, the Ps Asp
can be substituted by either a hydrophobic residue like t-butylglycine or
Val, or by a p-amino acid, b-Asp and p-Val giving seven and fourfold higher
potency, respectively; interestingly, the beneficial effect of a p-amino acid is
not present in the context of a pentapeptide. Finally, the P, Asp cannot be
deleted (fivefold potency loss), but the Ac-Asp moiety can be substituted by
the achiral 3-carboxypropanoyl moiety.
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¢) Serine-Trap Inhibitors

The presence of a Cys residue in the Pj-residue position constitutes a major
obstacle for the medicinal chemist. In fact, a thiol-containing side chain com-
plicates the preparation of classical mechanism-based serine-proteinase
inhibitors (“serine traps”) because of the mutual incompatibility of the thiol
nucleophile with the serine-targeting electrophile. Despite using a large panel
of amino-acid replacements for the P; Cys, no satisfactory substitute has
yet been identified (UrBANI et al. 1997; ZHANG et al. 1997; LANDRO et al. 1997,
LLINAS-BRUNET et al. 1998a, b). The first mechanism-based inhibitor described
(LANDRO et al. 1997), a hexapeptide aldehyde based on the NS5A/5B cleav-
age site with Val in P1 (Glu-AspVal-Val-Abu-Val-CHO), showed a disap-
pointingly modest potency (ICsy = S0uM). More recently, LLINAS-BRUNET et
al. (1998b) studied the effects that introducing an electrophilic (“activated”)
carbonyl had on the potency of two hexapeptide inhibitors based on the
sequences Asp-Asp-lle-Val-Pro-Nva and Asp-(D-)Asp-lle-Val-Pro-Nva.
Aldehyde derivatives bound the NS3 enzyme 15-fold better than the corre-
sponding acid analogues. Fluorine-containing carbonyl derivatives such as
triffuoromethylketone (TFMK) derivatives and pentafluoroethylketone
(PFEK) derivatives displayed only modest potencies, whereas a-ketoamide
derivatives were found to be 25- to 75-fold stronger inhibitors of the NS3 pro-
teinase than the corresponding carboxylic acids. It is worth pointing out that,
in contrast to what was observed for other serine proteases, peptide sequences
containing “activated” carbonyls were only marginally more active than the
corresponding carboxylic acids.

Despite the impressive speed at which new data are generated, it is
difficult to define the criteria for successful design of NS3-targeted drugs. The
increasing understanding of the way in which this enzyme works reinforces
pessimism about the feasibility of using a small-molecular-weight (MW) mol-
ccule to block an enzyme that uses electrostatics as the main driving force for
substrate binding and features a unique specificity for a Cys in the P1 pocket.
However, it has been shown that low-nanomolar inhibitors of NS3 can indeed
be developed by extensive cumulative optimization of weak initial leads.
Further improvement by applying the power of combinatorial non-peptide
chemistry to this problem could thus be envisaged. Moreover, the most potent
of these inhibitors should be amenable to co-crystallization or nuclear
magnetic resonance (NMR) experiments, yielding valuable information for
structure-based “rational” inhibitor design.

C. The NS2/3 Proteinase

The mature N-terminus of NS3 is generated by a viral proteinase encoded
within the NS2 and NS3 regions of the HCV polyprotein. Mutagenesis exper-
iments showed that the NS3 serine-proteinase domain, but not its catalytic
activity were required for processing at this junction (Grakour et al. 1993a;
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Hinkara et al. 1993). In fact, mutagenesis of the residues of the catalytic triad
of the NS3 serine proteinase, which abolishes all cleavages downstream of
NS3, has no effect on hydrolysis at the NS2-NS3 site. Conversely, it was not
possible to replace the NS3 moiety in the NS2-NS3 proteinase by other
sequences from HCV without abolishing activity. A deletion-mutagenesis
analysis performed in order to map the minimum domain required for efficient
processing at the NS2-NS3 site indicated an N-terminal boundary between
residues 898 and 923 within NS2, whereas a sharp drop in cleavage efficiency
was observed upon C-terminal truncations beyond residue 1207 within NS3
(Grakoul et al. 1993a; Huikata et al. 1993; REED et al. 1995; SANTOLINI et al.
1995). Radiosequencing of the mature cleavage products showed that pro-
cessing at the NS2-NS3 junction occurs between Leu-1026 and Ala-1027
(polyprotein numbering) within the sequence Gly-Trp-Arg-Leu-Leu/Ala-Pro-
Ile (Grakour et al. 1993). Cleavage at the NS2-NS3 site is remarkably resis-
tant to single amino-acid substitutions, the only dramatically inhibiting
mutations being those likely to cause conformational alterations, simultane-
ous deletion of the residues flanking the cleavage site or their concomitant
substitution with alanine residues (REED et al. 1995). Membranes were shown
to enhance cleavage efficiency at the NS2-NS3 junction in a viral-strain-
specific way (SANTOLINI et al. 1995), and membrane-activation could be mim-
icked by detergent micelles (PIERONTI et al. 1997).

Thiol-reactive agents such as iodacetamide or N-ethylmaleimide or N-
tosyl-l-phenylalanine chloromethyl ketone were found to inhibit the enzyme
(PiERONT et al. 1997). Also, metal chelators such as ethylene diamine tetracetic
acid or phenanthroline abolished cleavage, and subsequent addition of zinc or
cadmium was able to restore activity (Huikara et al 1993; PIERONI et al. 1997).
Based on these findings, Huikara and co-workers (1993) proposed that NS2-
NS3 might be a zinc-dependent metalloproteinase. An extensive mutagenesis
of all conserved His, Cys and Glu residues within NS2-NS3 was performed,
aimed at identifying possible metal ligands. His-952 and Cys-993, which are
localized within NS2, were recognized as essential for proteolytic activity.
Although these residues were originally proposed to participate in the coor-
dination of the zinc ion, the finding of a structural zinc-binding site in the NS3
proteinase domain (DE FRANCESCO et al. 1996; Kim et al. 1996; LovE et al. 1996;
YaN et al. 1998) suggests that zinc could, in fact, be required for the NS2-NS3
proteinase activity because it stabilizes the fold of NS3. His-1175, Cys-1123,
Cys-1125 and Cys-1171 were identified as the zinc ligands in NS3. Interest-
ingly, mutation of these Cys residues into alanine abolished both the NS3
serine-proteinase activity and led to an impairment of the processing at the
NS2-NS3 site (Huikara et al. 1993). In contrast to these findings, REED et al.
(1995) reported that a truncated precursor protein spanning residues 827
through 1137 of the HCV polyprotein still possesses some NS2-NS3 cleavage
activity even though the truncation eliminated the zinc ligating Cys-1171 and
His-1175 in NS3. Interestingly, addition of the proteinase domain of NS3 in
trans to this precursor resulted in an improved processing efficiency.
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Wu and co-workers (1998) have recently discussed the possible mecha-
nisms by which the cleavage between NS2 and NS3 might occur. They con-
clude that the existing data are compatible with either a Cys proteinase or a
zinc-dependent metalloproteinase being responsible for the processing event.
Thus, mutagenesis data are consistent with the notion that the cleavage could
be catalyzed by a Cys proteinase having His-952 and Cys-993 as a catalytic
diad. In addition, it was noticed that mutation of Glu-972 also impaired NS2/3
proteinase activity, leading to the suggestion that this residue might serve
as a putative third component of a catalytic triad. In this case, zinc would serve
the purpose of conferring structural stability and would not be directly
involved in the mechanism of catalysis. In line with this interpretation,
GoRrBALENYA and SNUDER (1996) have classified NS2/3 as a Cys proteinase.

The alternative view invokes a zinc-dependent metalloproteinase as a cat-
alyst in the scission of the NS2-NS3 junction. It has been noticed that the zinc-
binding site of NS3 is located in remarkable proximity to the scissile peptide
bond in the NS2-NS3 junction (Wu et al. 1998). Zinc-dependent hydrolases
usually contain the catalytic metal 1on bound to three nitrogen and oxygen
ligands provided by the protein, and to an activated water molecule (VALLEE
and AuLp 1990a, b). The zinc-binding site in NS3 differs considerably from
this consensus, containing a metal ion coordinated to three Cys and one His
ligand (His-1175), which participates in the coordination via a bridging water
molecule. However, both X-ray crystallography (Love et al. 1996) and NMR
studies (UrBANI et al. 1998) have shown that this His residue is endowed with
a considerable flexibility, compatible with a switch of the metal-binding site
between an “open” and a “closed” conformation. It could be speculated that
the “open” conformation with the His moving apart, leaving a water-bound
zinc ion located in the proximity of the NS2-NS3 junction, may play a role in
hydrolysis. In their recent review, Wu and co-workers (1998) have suggested
that the role of His-1175 may indeed be reminiscent of the “Velcro” mecha-
nism by which certain metalloproteinases are activated. According to the
“Velcro™ hypothesis, a prometalloproteinase exists in a latent state character-
ized by a tetradentate chelation of the catalytic metal. Activation occurs upon
removal of one ligand and its replacement by a water molecule. In the case of
the purified NS3 proteinase domain, this conformational switch is triggered by
pH changes (UrBanI et al. 1998). Other factors might influence the process in
the context of the NS2-NS3 precursor. Intriguingly, it was found that in the
“open” conformation the affinity of the NS3 proteinase domain for its co-
factor, NS4A, was impaired. NS4A binding involves the N-terminus of NS3,
where the NS2-NS3 cleavage site is located, thus suggesting that conforma-
tional changes occur in this region concomitantly with the removal of His-1175
from the coordination sphere of zinc.

Investigation of the mechanistic details of the NS2-NS3 processing is
presently hampered by the unavailability of enzymatically active, purified pro-
teins. REED et al. (1995) and WiLkINsON (1997) have reported that cleavage at
the NS2-NS3 junction may occur in trans between an NS2-NS3 precursor car-
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rying a mutation in the cleavage site (which would act as an enzyme in the
trans cleavage reaction) and another molecule containing a mutation which
abolishes enzymatic activity (acting as a substrate in the intermolecular reac-
tion). Bimolecular cleavage was only observed if the substrate polypeptide
contributed at least one functional domain to the formation of an active pro-
teinase. Precursors that contain a NS2-NS3 site that is cleavable in trans are
capable of supplying either the N-terminal domain of NS3 or a functional NS2
region to form the NS2/3 proteinase. Although this behavior is suggestive of
dimerization of precursor molecules occurring prior to cleavage, dimer for-
mation could not be detected in immunoprecipitation experiments, indicating
that relatively weak interactions are operative in the binding reaction of the
two precursor molecules. It thus appears that the NS2-NS3 cleavage site is
physiologically processed in an intramolecular reaction that can be forced to
proceed in a bimolecular fashion in mutant precursors.

Autocleavage of the NS2-NS3 site could be inhibited in trans by the addi-
tion of polypeptides capable of participating in bimolecular cleavage reactions,
i.e. those precursors having either a functional NS2 portion or an intact NS3
serine-proteinase region (REED et al. 1995). This finding indicates that low-
MW inhibitors may also interfere with this processing event. Further work
will be required to determine whether interference with the NS2/3 proteinase
activity is a viable strategy for the development of anti-HCV therapeutics.
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CHAPTER 6
The Human Herpes-Virus Proteases

C.E. DaBrowskl, X. Q1u, and S.S. ABDEL-MEGUID

A. Introduction

Viruses within the herpes-virus family are identified based primarily on mor-
phology, as all herpes viruses contain a linear double-stranded DNA genome
within an icosadeltahedral capsid, surrounded by a tegument and enclosed
within a viral envelope. The tegument is a region between the capsid and en-
velope that has no distinct features in electron micrographs (Roizman and
FurLoNG 1974). These viruses have both a lytic phase of their life cycle, result-
ing in the generation of infectious virus that may cause disease in the suscep-
tible host, and a latent phase characterized by limited gene expression, during
which no infectious virus can be isolated. Latent virus can be reactivated in
response to a variety of stimuli, which may again result in disease manifesta-
tions (RoizmaN 1993).

The herpes viruses are divided into three subfamilies (¢, § and 7) based
on biologic features and the structure and homology of the viral genomes. The
o-herpes viruses include herpes simplex virus types 1 and 2 (HSV-1, HSV-2)
and varicella zoster virus (VZV). These neurotropic viruses typically infect
and replicate in mucosal epithelium, then travel by retrograde transport to the
sensory ganglia, where latency is established (Roizman 1993). The SB-herpes
viruses include human cytomegalovirus (CMV) and human herpes viruses 6
and 7 (HHV-6, 7). While CMV can be isolated from various tissues within the
human host, HHV-6 and HHV-7 preferentially replicate in T cells (LoPEZ
1993; GrirriTHs and EMERY 1997). The y-herpes viruses include Epstein-Barr
virus (EBV) and the newly identified human herpes virus type 8 (HHV-8),
also known as Kaposi's sarcoma-associated herpes virus (KSHV; MoOORE
et al. 1996). The prototype of this family, EBV, infects and replicates in epithe-
lial cells, with latency established following infection of B-lymphocytes
(LieBowrtz and KIgfr 1993).

Current disease therapies primarily target the o- and B-herpes viruses.
HSV-1 and HSV-2 are the primary causes of oro-labial and genital herpes-
virus infections, respectively, while VZV infection is manifested as chickenpox
in children following primary infection, and shingles in adults (WHITLEY
and RoizmaN 1997; GersHon and SILVERSTEIN 1997). CMV is a serious cause
for concern in the immunocompromised populations, including acquired-
immunodeficiency-syndrome patients and transplant recipients, and causes
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congenital disease in infants (GrrrriTHs and EMERY 1997). HHV-6 is the
causative agent of roseola in infants, with other disease associations under
investigation (Lopez 1993). HHV-7 may also cause roseola in a minority of
patients (BRaUN et al. 1997). EBV is the causative agent of infectious mononu-
cleosis, and HHV-8 has recently been linked to the development of Kaposi's
sarcoma (BEAULIEU and SuLLIvaN 1997; MoorE and CHANG 1997).

Antiviral therapies for several human herpes-virus infections are avail-
able, all of which ultimately target the viral DNA polymerase. Acyclovir and
its prodrug, valacyclovir, as well as penciclovir and its prodrug, famciclovir,
have been shown to be safe and effective against the a-herpes virus, HSV-1,
HSV-2 and VZV, infections. However, these therapies are only partly
efficacious, in that disease parameters such as lesion severity, time to healing
and pain could be improved (GrirriTHs 1995). Approved antivirals for CMV
include ganciclovir, foscarnet and cidofovir. Cross-resistance to two of the
three or, less frequently, all three compounds has been documented in CM V-
infected, immunocompromised patients (Eizuru 1998). Improved safety and
bioavailability with an improvement in efficacy are needed in future therapies
for CMV infection.

New targets for antiviral therapy are under investigation, with the expec-
tation of little or no cross-resistance to current therapies and the potential of
increased efficacy against the viral infection. With the success of the protease
inhibitors against HIV infection, efforts were directed toward inhibition of the
herpes-virus-encoded proteases.

B. Background

The herpes-virus protease and substrate were first identified in 1991 by Liu
and RoizmaN, with the characterization of the UL26 and UL26.5 open reading
frames in HSV-1 (Liu and Roizman 1991a,b). The UL26 and UL26.5 genes
are transcribed independently from separate promotors, with UL26 encoding
a 635-amino-acid protein and UL26.5 encoding a 329-amino-acid protein
translated in-frame with the C-terminal half of UL26 (Fig. 1). UL26 encodes
an 80-kDa protein (Pra) which cleaves itself at two sites, the M (maturation)
site (A610/S611) and the R (release) site (A247/S248). The final products from
protease cleavage include the protease, a 25-kDa protein (VP24, Prn, No)
encoded between the UL26 ATG and the R site, as well as a 45-kDa minor
scaffolding protein (VP21, ICP35b, Nb) encoded between the R- and M sites
and a 25-amino-acid C-terminal domain (DECKMAN et al. 1992; Dilanni et al.
1993a; Person et al. 1993). The primary UL26.5 gene product (Fig. 1) is a
40-kDa protein (ICP35 c.d) which, when cleaved, results in generation of
the major scaffolding protein (VP22a, ICP35 ef) and the 25-amino-acid
C-terminal domain (L1u and RoizmaN 1991b; DEckMAN et al. 1992).
Homologs of these proteins have been identified in all herpes viruses
sequenced to date (TiGUE et al. 1996; STEFFY et al. 1995; see HoLWERDA for
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Herpesvirus Life-cycle

Fig.1. Herpesvirus life cycle. The virus enters the following attachment and fusion of
the viral envelope with the cell membrane (7). The capsid is transported to the nuclear
membrane where the viral DNA is extruded into the nucleus (2). The viral immediate-
early and early genes are expressed, followed by DNA synthesis resulting in replica-
tion of the viral genome (3). Follwoing expression of the late viral proteins, the capsid
is assembled in the nuclues (4) and matures, a step dependent on the viral protease
(5). The newly synthesized viral genome is packaged (6) and the viral particles egres
from the host cell (7). Adapted from RoizmaN and BartersoN (1985)

review). Indeed, much of the early understanding of the relationship between
these proteins came from studies of CMV, which encodes a 708-amino-acid
polyprotein, the product of the UL80a open reading frame (WELCH et al.
1991a,b; Baum et al. 1993). Following cleavage at the R site (A256/S257) and
the M site (A643/S644), products comparable with those identified in HSV-1
are generated, including the 30-kDa protease catalytic domain encoded within
the N-terminus. The UL80a gene product also contains a third cleavage site
within the protease catalytic domain between amino acids A143 and Al44,
termed the I (inactivation) site, which results in a two-chain, enzymatically
active protein. The T site appears to be specific for the CMV, as other herpes
viruses lack a homologous cleavage site (Baum et al. 1993; WEINHEIMER et al.
1993; WeLcH et al. 1993; BUrck et al. 1994). Cleavage at the CMV-encoded
ULS0.5 M site results in the generation of the viral assembly protein, analo-
gous to the HSV-1 scaffolding protein (WELcH et al. 1991b; Baum et al. 1993).

Studies using HSV-1 viral mutants have demonstrated the essentiality of
the protease for viral replication. The protease and scaffolding (assembly) pro-
teins form the inner structure of the viral capsid during the generation of infec-
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tious virions. A temperature-sensitive mutant in HSV-1 strain 17syn+, ts1201,
had previously been shown to be defective in viral DNA encapsidation and
processing of the protease-related proteins at non-permissive temperatures
(PresTON et al. 1983; PResTON et al. 1992). The mutations in ts1201 were later
mapped to nucleotide changes in UL26 that resulted in two amino acid sub-
stitutions, Y30F and A48V, within the N-terminal domain shown to be neces-
sary and sufficient for protease activity (Liu and Roizman 1993; Gao et al.
1994; WEINHEIMER et al. 1993). The essential nature of the protease was
confirmed following the generation of a null UL26 mutant in HSV-1, m100,
which was similarly defective in viral-DNA encapsidation and protease pro-
cessing (GAo et al. 1994).

C. Three-Dimensional Structures

The first report of the crystal structure of a herpes virus protease was that of
the CMV-protease catalytic domain, with four different groups publishing
simultaneously (CHEN et al. 1996; Q1u et al. 1996; SHIEH et al. 1996; ToNG et al.
1996). This was followed by reports of the crystal structures of the protease
catalytic domains from the o-herpes viruses, VZV, HSV-1 and HSV-2 (Q1u et
al. 1997; Hoog et al. 1997), with the HSV-2-protease crystal structure deter-
mined in both the liganded and unliganded forms. These structures revealed
a three-dimensional fold that has not been observed in any other protein, and
a novel catalytic triad in which the third member of the triad is a histidine
instead of an aspartic acid (Q1u et al. 1996).

I. Overall Fold

Unlike the structures of classical serine proteases, which have two distinct j-
barrel domains, the herpes-virus proteases are single-domain proteins (Fig. 2).
These proteases can be described as having a seven-stranded, orthogonally-
packed, B-barrel core surrounded by eight helices and connecting loops
(Fig. 2). The core B-barrel is mostly antiparallel with the exception of strands
B2 and B6, which are parallel to each other (Fig. 3).

The overall fold of the four herpes-virus proteases with known three-
dimensional structures is very similar (Q1u et al. 1997; Hoog et al. 1997). As
expected, the structures of the three a-herpes-virus (HSV-1,HSV-2 and VZV)
proteases are nearly identical. Superposition of the 197 pairs of equivalent o-
carbon atoms of VZV and HSV-2 proteases gives a root-mean-squared (rms)
deviation of 0.9 A. Despite their limited sequence identity (Fig. 4), the overall
fold of the o~ and B-herpes-virus proteases is very similar. The core B-barrel
of the VZV protease superimposes well with that of the CMV protease (Fig.
5), having only 0.7 A rms difference between the 52 pairs of a-carbon atoms
comprising the two f-barrels. Superposition of the 142 equivalent a-carbon
atoms from the two structures gives a rms deviation of 1.3 A, with the most
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Fig.2. a The herpes simplex virus-1 UL26 and UL26.5 open reading frames encoding
the protease (A) and substrate (B), respectively. Also shown are their clcavage prod-
ucts. b Herpesvirus preotease and substrate open reading frames. Protease (fop): Shown
is the general format of the herpesvirus protease opend reading frams comprising an
N-terminal catalytic domain, a minor scaffolding protein domain, and a C-terminal
peptide. The amino acid resudies flaking the R (release) site and the M (maturation)
site are shown for HSV and HCMV. The amino acid residues flanking the I (previously
inactivation, no internal) site ar shown for HCMV. §, position of the active site serine.
Substrate (bottom): The general format of the predominant substrate of the protease,
the scaffolding protein, is shown. The protein is translated in-frame with the C-
terminalhalf of the protease and therefore also contains an M-site, with identical
flanking amino acid residues

significant conformational differences between the two structures being in the
helical and loop regions. These differences, particularly those of surface loops,
are proposed to influence substrate recognition of the herpes virus proteases
(Hoog et al. 1997).

II. Dimer Interface

Activity of the herpes-virus proteases is greatly enhanced in the presence of
co-solvents, such as sucrose, glycerol or sodium citrate (DARKE et al. 1996;
Marcosliak et al. 1996; Scumipt and DarkE 1997). This has been attributed to
increased dimerization, as shown by analytical ultracentrifugation studies
(CoLE 1996) suggesting that the herpes-virus proteases are active as homod-
imers. A dimer interface related by a twofold crystallographic axis was first
identified in the structure of CMV protease (Qiu et al. 1996; Fig. 6). The most
distinct structural element in the CMV-dimer interface is helix A6, with the
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Herpesvirus Protease and Substrate
Open Reading Frames

Protease
L-site  R-site M-site
..... LQA/S VNA/S HSV
VEA/A VKA/S VNA/S CMV
Met \ 4 \ 4 4
|
\ AN J
Y Y
Catalytic domain Scaffolding protein
(minor)
Substrate Msite
VNA/S HSV
VNA/S CMV
Met \ 4
- J
—~
Scaffolding protein
(major)
Fig.2. Continued
VZV Protease Chymotrypsin

Fig.3. Ribbon diagrams comparing the three-dimensional folds of varicella zoster virus
(VZV) protease and chymotrypsin. Shown are helices and loops in lighter shades,
strands in darker shades and catalytic residues in black
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-

Fig.4. Topology diagram of the cytomegalovirus protease monomer with helices rep-
resented as cylinders and strands as arrows. Note that strands B5 and B7 interact to
form a closed B-barrel

two A6 helices almost parallel and helix A6 of one monomer interacting with
helices Al, A2, A3 and A6 of the other monomer (Q1u et al. 1996). Similar
dimer interfaces have been reported for the o-herpes virus proteases (HooG
et al. 1997; Q1u et al.1997; Fig. 6). There are structural differences between the
dimer interfaces of the o-herpes-virus proteases and CMYV protease, the most
notable being the relative orientation of helix A6 of each monomer. Unlike
CMV protease, in which the two A6 helices are almost parallel (Qru et al.
1996), in o-herpes-virus protease they show an approximately 30° twist in the
o-herpes virus-protease structures (Fig. 6). Furthermore, the amino-acid
residues at the dimer interface are not highly conserved, although the rele-
vance of this observation to the structure-function relationship of these pro-
teases is not yet clear.

III. Catalytic Triad

The most interesting discovery resulting from the determination of the crystal
structure of CMV protease was the identification of a novel catalytic triad
(Quu et al. 1996; SHIEH et al. 1996; Tong et al. 1996; CHEN et al. 1996). Unlike
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Fig.5. Scquence alignments of known human herpes virus protease. Helices and
strands are underlined and labeled; catalytic triad residues are marked with asterisks

Fig.6. Stereoview of the superposition of the varicella zoster virus (light thick lines)
and cytomegalovirus (dark thin lines) proteases
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all previously known serine proteases, which have a catalytic triad comprised
of a serine, a histidine and an aspartic acid (PERoNA and Craik 1995), the cat-
alytic triad of the herpes-virus proteases consists of a serine and two histidines.
Biochemical and mutational analysis of both o~ and B-herpes-virus proteases
(Liu and RoizmaN 1992; HaLL et al. 1995; Dilannt et al. 1994) had identified
Ser132 (in this work we will use CMV-protease numbering, as shown in Fig.
4,to describe all residues) and His63 as members of the catalytic triad, but was
unable to detect the identity of the third member. The crystal structure of the
CMV protease, however, suggested His157 as the third catalytic triad residue,
instead of an aspartic or glutamic acid (Q1u et al. 1996). As expected, residues
of the catalytic triad are absolutely conserved amongst all herpes-virus pro-
teases. The presence of a histidine instead of an aspartic acid as the third
member of the catalytic triad suggests decreased catalytic efficiency of the
herpes-virus proteases relative to classical serine proteases, owing to the
weaker electronegativity of the histidine compared with the aspartic acid.
Indeed, this has been found to be true. For example, the catalytic efficiency of
CMV protease is about 10* times lower than that of digestive serine proteases
(BaBE and Craik 1997).

Although the herpes-virus proteases are active as homodimers, each
monomer has a well-defined active site containing all the residues necessary
for catalytic activity, with the two active sites on opposite sides of the dimer
(Fig. 6). Thus, it is not yet clear why dimerization is necessary for activity. One
possibility is that dimerization influences enzymatic activity indirectly by sta-
bilization of the conformation of helix A6. This helix has been proposed (Q1u
et al. 1997) to be involved in the formation of the active-site cavity, namely
the S” subsite. In the absence of dimer formation, helix A6, the core of the
dimer interface, could move toward the active site to block substrate access,
thus rendering the enzyme either inactive or much less active.

The active site of the herpes-virus proteases is very shallow, with the cat-
alytic residues mostly exposed to solvent (Fig. 6). This shallowness is not unrea-
sonable considering that P1-P1” (Ala-Ser) are small residues. However, a
shallow active-site cavity for an enzyme, particularly for a serine protease, is
uncommon. In trypsin and chymotrypsin, for example, the active-site residues
are found in a deep groove between two domains. This suggests that the C-
terminal domain of the herpes-virus protease catalytic domains may play an
unrecognized role in defining the active-site cavity. The C-terminus of one
monomer is proximal to the active site of the second monomer, suggesting that
the C-terminal domains of the protease may shield the active sites from bulk
solvent and help define the active-site cavities.

IV. The Oxyanion Hole

In addition to a catalytic triad, another important element of serine-protease
catalysis is the existence of an oxyanion hole. Functional groups comprising
the oxyanion hole stabilize the transition-state intermediate by forming hydro-
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gen bonds to the negatively charged oxygen atom of the substrate. In CMV
protease, Argl65 and Argl66 are involved in stabilization of the oxyanion
intermediate (L1aNG et al. 1998). Overlays of the catalytic triad of any of the
herpes-virus-protease structures with that of trypsin result in superposition of
Argl65 backbone atom with that of Gly193 of trypsin. The latter is known to
stabilize the oxyanion intermediate through a hydrogen bond with its back-
bone NH. Ser195 of trypsin is alsc known to stabilize the enzyme active-site
oxyanion intermediate through a hydrogen bond with its backbone NH. The
equivalent residue in the herpes proteases is absent; instead, a water molecule
(Fig. 7) held by the side chain of Argl66 in the viral proteases was proposed
to form a hydrogen bond with the oxyanion (Qiu et al. 1996, 1997; Hoog et al.
1997). The role of Argl65 and Argl66 in catalysis is further supported by the
fact that both residues are absolutely conserved amongst all herpes proteases
(Fig. 4) and that activity of the CMV R165A mutant protease is reduced to
30% that of the of wild type while the R166 A mutant is about four orders of
magnitude less active than the wild type (LIANG et al. 1998).

V. Implications for the Catalytic Mechanism

There are two common models for the mechanism of classical serine proteases
(PErRONA and Craik 1995). One is the “two-proton transfer model”, in which
the aspartic acid accepts the second proton to become uncharged in the tran-
sition state. In such a model, it would be quite difficult for a histidine to play
the role of the aspartic acid. In the second model, supported by recent data
(PErRONA and Craik 1995), the most important role for the aspartic acid seems
to be the ground-state stabilization of the required tautomer and rotamer of
the catalytic proximal histidine. This appears to be a role that is played by
His157. A His-His interaction may have fewer rotameric orientations than
that of His—aspartic acid, which might be relevant to the stability of the triad
in such an exposed catalytic cavity. In either mechanistic model, His63 would
acquire a proton in the transition state and thus become positively charged
(Fig. 8). Unlike an aspartic acid, His157 will not be able to compensate for this
developing positive charge but could further delocalize it. However, it is rea-
sonable to assume that having a second histidine instead of an aspartic acid in
the triad would result in decreased catalytic efficiency, which is supported by
the fact that all herpes-virus proteases are rather slow enzymes (HALL and
DARKE 1995; DARKE et al. 1996; MarGosiak et al. 1996).

D. Ligands

A major goal of studies on herpes-virus proteases is the identification of
inhibitors that can be used as drugs against herpes viruses. A number of phar-
maceutical companies have developed research programs aimed at the
identification of such inhibitors for the treatment of HSV-1, HSV-2 and CMV
infections. Many of the inhibitors identified to date were either derived from
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Fig.7. The cytomegalovirus (top) and varicella zoster virus (bottom) protease dimers
viewed parallel to the crystallographic twofold axis. Catalytic residues are depicted in
black; helix A6 is at the core of the dimer interface

a substrate, or designed based on molecules known to be classical inhibitors
of serine proteases, which act by covalently and reversibly binding to the
active-site serine hydroxyl.

I. Substrates

CMV protease differs in catalytic activity at the R and M sites, with the
turnover rate of the M-site (GVVNA | SCRLA) cleavage an order of mag-



106 C.E. DaBrROWSKI et al.

His157

His63

Leul33 ’

Leu33

Fig.8. Residues in the active site of herpes simplex virus-2 protease. Key hydrogen
bonds are shown as dashed lines. The oxyanion hole is predicted to be between the
backbone nitrogen of Argl65 and the oxygen of Wat2

nitude faster than that of the R site (SYVKA | SVSPE) while having similar
Michaelis-Menten constant (K, ) values (BUrck et al. 1994). Unlike CMV pro-
tease, HSV-1 protease does not have a preference for cleavage of the M over
the R site, with cleavage about ten times slower than CMV protease (D1IANNI
et al. 1993b; DARkE et al. 1994; HALL and DarkEe 1995).

Evidence exists that substrate recognition/cleavage by the herpes pro-
teases depends on more than a few residues around the cleavage site.
Despite sharing the same core M-site sequence (VNA | S), HSV-1 protease
will not cleave at the CMV M site; however, CMV protease will cleave at the
corresponding HSV-1 site (WELcH et al. 1995). The smallest peptide mimic of
the CMV M site that is cleaved by that protease is P4-P4’ (Sardana et al. 1994),
whereas 13 residues from P5-P8’ are required for cleavage by HSV-1 protease
(D1IannT et al. 1993b). This is surprising, given the high sequence homology
of residues lining the active-site cavity of the two enzymes, and suggests that
HSV-1 protease has a more extended substrate-binding pocket, with differ-
ences in substrate specificity between the two enzymes resulting from differ-
ences in loop conformations around the active-site cavity. These loops show
low sequence homology and are of differing lengths.
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II. Assays

Fluorescence-based assays have been developed for the screening of poten-
tial herpes-virus protease inhibitors in a high-throughput format. In the case
of CMV protease, substrates have been designed based on the M-site
sequence, covering approximately P5-PS" (GVVNA | SSRLA: Pinko et al.
1995; DARKE et al. 1996; BONNEAU et al. 1997; FLynN et al. 1997; LIaNG et al.
1998). The substrates typically carry an internally quenched fluorescence
system, with a 4-dimethylaminoazobenzene-4’-sulfonyl (DABSYL) group at
the N-terminus and an N-acetyl-N’-(5-sulfo-1-naphthyl)ethylenediamine or
dansyl-1I group at the C-terminus (PINKo et al. 1995; L1aNG et al. 1998). Upon
substrate cleavage by the protease, the quenching effect of DABSYL is
removed, and the increase in fluorescence signal at about 490nm corresponds
to the amount of consumed substrate. Typically, the peptidolytic assays are per-
formed in the presence of co-solvent (20-30% glycerol or 30% sucrose) with
20-60nM protease and substrate at micromolar concentrations, resulting in
observed K, and catalysis rate constant values of approximately 100 uM and
20min™', respectively.

For HSV-1 and HSV-2 proteases, no high-throughput fluorescence assays
have been described. Instead, high-performance liquid chromatography
(HPLC)-based assays have been used, in which the product is analyzed by
HPLC reverse-phase column chromatography (DARKE et al. 1994). However,
as the HSV-1 protease is approximately ten times slower than CMV pro-
tease, high (about 1 uM) enzyme concentrations are necessary for screening
(Dilannt et al. 1993b; DARKE et al. 1994; HALL and DARrkE 1995). Fluorescence-
based assays for HHV-6 protease and HHV-8 have also been reported (TIGUE
et al. 1996; UnNaL et al. 1997).

HI. Inhibitors

Commercially available inhibitors of proteases tested for activity against the
HSV and CMV proteases demonstrated little to no inhibition by compounds
typically active against cysteine, aspartyl or metalloproteases. Typical serine-
protease inhibitors showed weak activity in vitro at high concentrations
against the HSV and CMV proteases (Liu and Roizman 1992; Dilanni et al.
1993b; Baum et al. 1993; Burck et al. 1994). More recently, work has focused
on the rational design of inhibitors initially based on peptide or pep-
tidomimetic inhibitors, followed by a number of reports of non-peptidic
inhibitors and inhibitors from natural products.

1. Peptide and Peptidomimetic Inhibitors

Peptide inhibitors were the first to be reported. Work in this area primarily
focused on defining the minimal element in the substrate that could act as a
competitive inhibitor, i.e., the smallest peptide that binds but is not processed.
Using peptides encompassing the sequence of the natural M-site substrate of
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CMV protease, LAFEMINA et al. (1996) identified VVNA (P4-P1 of the sub-
strate) as such a minimal element, with an inhibition constant (K;) of 1.36 mM
against CMV protease. Further, substitution of the P1’ serine of an M-site P6-
P35 peptide by an alanine improved the K; by about threefold over the unal-
tered peptide, which resulted in their most potent peptide inhibitor having a
K; of 72 uM.

HoLskin et al. (1995) reported the first peptidomimetic inhibitor designed
for CMV protease. Starting with the M site of CMV protease, they also pre-
pared a reduced peptide-bond inhibitor (RGVVNAy{CH,NH]|SSRLA-OH)
having an inhibition constant of over 500uM against CMV protease. This
peptide, spanning from P6 to P5’, differs from the amino-acid sequence of
the M site at two positions, namely P6 (substituting an arginine for alanine to
increase solubility) and P2 (substituting a serine for cysteine to prevent
disulfide-bond formation). A number of CMV-protease inhibitors containing
an activated carbonyl moiety (Fig. 9), such as fluoromethyl ketones and o-
ketoamides, have also been reported (BoNNEAU et al. 1997).

2. Non-Peptidic Inhibitors

Several non-peptidic classes of herpes-protease inhibitors have been
described, some with reported antiviral activity. JARVEST et al. (1996) were the
first to report the inhibition of a herpes protease by benzoxazinones, which
are a class of heterocyclic molecules (Fig. 9) initially identified as general
mechanism-based inhibitors of serine proteases (TEsHIMA et al. 1982), and
which inhibit by acylation of the active-site serine through their carbonyl
group (RADHAKRISHNAN et al. 1987). A number of benzoxazinones were
identified (Fig. 9) that specifically inhibited HSV-1 protease with micromolar
potency and were shown to have a wide range of half-lives (1-171h) at pH 7.5
in aqueous solutions. The most stable compound was also one of the most
potent, with a median inhibitory concentration (ICs,) of 5uM.

JARVEST et al. (1997) also reported the design and synthesis of a number
of thienoxazinones (Fig. 9) and showed that they are potent, selective, mech-
anism-based inhibitors of the herpes proteases, with good aqueous stability.
These compounds were found to be submicromolar inhibitors of HSV-1 and
HSV-2 proteases and moderate inhibitors of CMV protease.

FLynN et al. (1997) identified a class of sulfhydryl-modifying benzimida-
zolylmethyl sulfoxide (Fig. 9) inhibitors, one of which inhibited CMV protease
with ICs, of 2uM. This compound exhibited selectivity against mammalian
serine proteases and was antiviral in a CMV antiviral assay. Site-directed-
mutagenesis studies suggested oxidative modification of surface-accessible
CMV protease Cys138 (and possibly Cys161) by this class of inhibitors.

Targeted screening of compounds that can acylate the active-site serine of
the herpes proteases identified the spirocyclopropyl oxazolones (Fig. 9) as sub-
micromolar inhibitors of HSV-2 and CMV proteases (PINTO et al. 1996). These
compounds were shown to be better inhibitors of herpes-virus proteases than
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other enzymes of the chymotrypsin superfamily. To enhance the stability of
these compounds, the imidazolones (Fig. 9) were prepared and found to be
selective for CMV protease, with little inhibition of HSV-2 protease, elastase,
trypsin and chymotrypsin (PinTO et al. 1996).

3. Natural-Product Inhibitors

Three natural-product inhibitors of CMV protease have been identified. A
fungal metabolite (Fig. 9) was found to inhibit the enzyme with an ICs, of
9.8 ug/ml (CHu et al. 1996). A second inhibitor, bripiodionen (Fig. 9), was
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isolated from Streptomyces and shown to have an ICs, of 30 uM against CMV
protease (SHU et al. 1997). Furthermore, a cycloartanol sulfate (Fig. 9) from
the green alga Tuemoya spp. was identified as a 4- to 7-uM inhibitor of both
VZV and CMV proteases (PatiL et al. 1997).

E. Cell-Based Activity of Protease Inhibitors

Novel compounds from different chemical classes have been identified as
potent inhibitors of HSV and CMV proteases in in vitro mechanism-based
assays, as discussed above. A key hurdle for such compounds is the ability to
inhibit protease processing in the milieu of the infected cell, with such inhi-
bition clearly differentiated from the effects of compound cytotoxicity. The
first report of cell-based inhibition against a herpes-virus-encoded protease
described the activity of benzoxazinone analogs in cells infected with a recom-
binant CMV expressing the -galactosidase reporter gene (ABooD et al. 1997).
A series of 6-substituted benzoxazinones, shown to inhibit the CMV protease
at low or submicromolar concentrations in in vitro peptide-based assays, were
tested for antiviral activity by measuring the resultant B-galactosidase activity
following incubation of recombinant-CM V-infected cells in the presence of
compound. These compounds demonstrated apparent antiviral activity against
the recombinant CMV, with 50% effective concentrations (ECs;) ranging from
8.5uM to 63 uM, with the most potent compounds limited by cytotoxicity, as
demonstrated in uninfected (mock) cultures.

Recently, a series of thieno[2,3-d]oxazinones was identified capable of
inhibiting the HSV-2 protease at submicromolar levels in in vitro peptide-
based assays (DaBrowskl et al. 1998). Compounds in this series demonstrated
mechanism-based inhibition of protease processing in infected cells, as deter-
mined by analysis of protease-related bands by pulse-chase assay following
infection of cells with HSV-2. The thieno[2,3-d]oxazinones were also assessed
for antiviral activity by exposure of infected cells to increasing concentrations
of compound for a time approximately equivalent to one viral life-cycle of the
virus (20h) and subsequent quantitation of the number of infectious virions
produced. One compound demonstrated antiviral activity, with an ECs, of
0.75 uM. The antiviral activity of this compound was well separated from its
cytotoxic effects. These results indicate that potent inhibitors of viral proteases
(as determined by in vitro, peptidolytically based assays) can be identified that
mechanistically inhibit viral-protease processing in the infected cell, and that
such inhibition results in antiviral activity.

F. Perspective

The herpes proteases have been classified as atypical serine proteases that play
an essential role in the viral life cycle. As such, these enzymes have been
identified as potential antiviral targets. Comparison of the crystal structures of
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four herpes-virus proteases has revealed very similar structures, including
the presence of a novel catalytic triad and fold. These proteases are active as
dimers, with each monomer containing a full complement of the active-
site residues. Potent inhibitors of the HSV and CMV proteases have been
identified in in vitro peptidolytic assays, some of which have been identified
as mechanism-based inhibitors in the context of the infected cell. The first evi-
dence of antiviral activity against HSV and CMV by these proteases has now
been reported, suggesting that the herpes-virus proteases may indeed prove
to be viable targets for therapeutic intervention.
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CHAPTER 7

The 3C Proteinases of Picornaviruses

and Other Positive-Sense, Single-Stranded
RNA Viruses

E.M. BErGMANN and M.N.G. JAMES

A. Introduction

Picornaviruses are a family of viruses which belong to the large group of
positive-sense, single-stranded RNA viruses (RUECKERT 1996). It was realized
30years ago that the product of the translation of the RNA genome of these
viruses is proteolytically processed to yield the mature viral proteins (SUMMERS
and MaizeL 1968; Korant 1972). Subsequently, it could be shown for two dif-
ferent picornaviruses that the processing enzyme is a specific, virally encoded
proteinase (PELHAM 1978; GORBALENYA et al. 1979; Korant et al. 1979,
PALMENBERG et al. 1979). Once the amino-acid sequences of the viral pro-
teinases became available, predictions were made concerning the structure of
the picornaviral 3C proteinases (GROBALENYA et al. 1986; BazaN and FLETTER-
i1ck 1988; GORBALENYA et al. 1989). These predictions were remarkable. Based
on an analysis of several conserved sequence motifs within the amino-acid
sequence of the 3C proteinases, it was suggested that these proteinases are
structurally related to the chymotrypsin-like proteinases but with a cysteine
residue as the active-site nucleophile. Crystal structures of 3C proteinases from
two picornaviruses confirmed this prediction (ALLAIRE et al. 1994; MATTHEWS
et al. 1994). At present, crystal structures of 3C proteinases from viruses,
belonging to three different genera of the picornaviruses, have been published
(MATTHEWS et al. 1994; BERGMANN et al. 1997; MosIMANN et al. 1997).

The chymotrypsin-like cysteine proteinases have so far been found only
in positive-sense, single-stranded RNA viruses (GORBALENYA and SNIJDER
1996; Ryan and FLINT 1997; BERGMANN and JaMmEs 1999). 3C or 3C-like pro-
teinases are found in all picornaviruses, many related plant viruses and at least
two other important families of animal viruses. As these enzymes are distinct
from cellular enzymes and their function is essential for viral replication, the
3C proteinases constitute an obvious target for the design of anti-viral drugs
(KrAussLicH and WIMMER 1988).

Some positive-sense, single-stranded RNA viruses also carry genes coding
for chymotrypsin-like serine proteinases or papain-like cysteine proteinases
(KrAussLicH and WIMMER 1988; PALMENBERG 1990; DoUGHERTY and SEMLER
1993;: RyaN and FLiNT 1997). For other proteinases from these viruses, the
enzyme classes to which they belong are not yet established. It is very likely
that there are more novel classes of proteinases awaiting discovery in the
positive-sense, single-stranded RNA viruses.
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Table 1. The picornaviruses

Genus Number of Viruses Diseases caused in humans
serotypes
Enterovirus ~ >90 Polio virus, Intestinal infections,
coxsackievirus, poliomyelitis, myocarditis,
echovirus meningitis, encephalitis, hand,

foot and mouth disease,
herpangina, myalgia,

pleurodynia

Rhinovirus >100 Rhinovirus Common cold
Aphthovirus 7 FMDV, equine Foot and mouth disease of

rhinovirus cloven-hoofed animals
Cardiovirus 2 Encephalomyocarditis None known

virus, Theiler’s

murine encephalitis

virus
Hepatovirus 1 Hepatitis A virus Infectious hepatitis
Parechovirus 2 (3?) Parechovirus 1, Myocarditis, intestinal

parechovirus 2, infections

Ljungan river

virus (?)

FMDYV, foot and mouth disease virus.

B. Picornaviridae

Picornaviruses constitute a very large family of positive-sense, single-
stranded RNA viruses (RUECKERT 1996), and some are among the oldest
known and best-studied viruses (LANDSTEINER and PopPER 1909; LoEFFLER and
FroscH 1964). Picornaviruses cause a wide variety of different diseases.
Presently, viruses of the family Picornaviridae are classified into six genera
(Table 1).

The more than 100 serotypes of human rhinoviruses (HRVs) are respon-
sible for most common colds in humans (CoucH 1996; MAKELA et al. 1998).
Foot-and-mouth disease virus, the prototype of the aphthoviruses, is the
causative agent of one of the most important diseases of livestock (BELSHAM
1993).

Hepatitis A virus (HAV) is the only known member of the genus Hepa-
tovirus, and causes an acute form of infectious hepatitis (HoLLINGER and
TiceHURST 1996). Hepatitis A is still fairly widespread in those parts of the
world that do not have safe drinking water supplies. Isolated cases or mini-
epidemics of hepatitis A still occur regularly in the developed world and are
usually attributed to contaminated food (PEBoDY et al. 1998). Safe and effec-
tive vaccines against hepatitis A have recently become available (THIEL 1998),
but their widespread use appears unlikely. Whilst acute HAV infections are,
in most cases, relatively harmless, co-infection of patients with chronic hepati-
tis is often more dangerous (SIOGREN 1998; VENTO et al. 1998). An increase in
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the number of chronic hepatitis infections may therefore change the
significance of hepatitis A as an infectious disease.

The genus Enterovirus consists of the polio-, coxsackie- and echoviruses
(MELNICK 1996). These viruses cause a wide variety of illnesses in humans,
ranging from mild respiratory tract and intestinal infections to meningitis,
myocarditis, encephalitis and poliomyelitis (Table 1). Poliovirus (PV), the
major cause of poliomyelitis in humans, has been targeted for world-wide
eradication by the turn of the millennium (CocHr et al. 1997; CENTER FOR
Disease CoNnTrOL 1998). In spite of the success of polio vaccination, it is not
clear whether this goal can be achieved (SutTErs and CocHi 1997; TAYLOR et
al. 1997). Non-vaccine related cases of poliomyelitis are very rare in most parts
of the world.

Enteroviruses remain a serious health problem. A recent epidemic in Asia
provided a grim reminder of this (CHANG et al. 1998). In many clinical settings,
the majority of cases of viral meningitis and myocarditis are caused by
enteroviruses.The enteroviruses have also been implicated as triggers of
autoimmune diseases such as multiple sclerosis, myocarditis and diabetes
(ANDREOLETTI et al. 1997; CarTHY et al. 1997; STEINMANN and CoNLON 1997,
NIKLASSON et al. 1998; RoIvAINEN et al. 1998). Definite proof of a link between
enteroviral infections and the onset of autoimmune diseases is still not estab-
lished. Recently, an animal model of a demyelinating disease that resembles
multiple sclerosis and is caused by the picornavirus Theiler’s murine
encephalitis virus, has provided evidence for a mechanism whereby viruses can
trigger autoimmune diseases (MILLER et al. 1997).

Two of the echoviruses (EV22 and EV23) have recently been reclassified
into a new genus, the parechoviruses. The establishment of the new genus was
based partly on observed differences in the mechanism of the proteolytic pro-
cessing of the polyprotein (SCHULTHEISS et al. 1995).

Theiler’s murine encephalitis virus is a member of the genus Cardiovirus.
It causes the above-mentioned demyelinating disease in mice and constitutes
an important model system for these diseases. None of the cardioviruses has
been linked to any known disease in humans.

It is very likely that the taxonomy of the Picornaviridae will be further
modified in the future. As has happened with the parechoviruses, elucidation
of details of the viral replication mechanism may lead to reclassification of
individual viruses or the establishment of new genera.

C. Other Families of Positive-Sense, Single-Stranded
RNA Viruses

I. Caliciviridae

The caliciviruses were discovered relatively recently and were initially con-
sidered to be picornaviruses. Elucidation of details of their structure and repli-
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cation mechanism made it clear that they constitute a different family of
viruses (CLARKE and LamMBDEN 1997; KaPikiAN et al. 1996). They derive their
name (calix is Latin for cup) from cup-like indentations of their capsid that
are visible in the electron microscope. Their genome structure is also differ-
ent from that of the picornaviruses, e.g., the structural proteins are found at
the carboxy-terminus of the viral polyprotein.

Several caliciviruses cause intestinal infections in humans. They are now
considered to be one of the leading causes of what is often described as a
“stomach flu” in humans (GRegeN 1997). The proteolytic processing enzyme of
the caliciviruses is a chymotrypsin-like cysteine proteinase (WIRBLICH et al.
1995; MaRTIN-ALONSO et al. 1996).

II. Coronaviridae

The largest of the positive-sense, single-stranded RNA viruses are the coron-
aviruses. They are enveloped viruses and derive their name from their star-like
appearance in the electron microscope. Coronaviruses have developed a more
complex replication mechanism than other positive-sense, single-stranded
RNA viruses, including several mRNA species (HoLMEs and Lar 1996). The
gene products from the major RNA species are nevertheless produced by
specific proteolytic cleavage of the translated polyprotein. The viral proteinase
that is responsible for most cleavages is a chymotrypsin-like cysteine pro-
teinase (TiBBLES et al. 1996; Liu et al. 1997; SEYBERT et al. 1997; Lu et al. 1998;
ScHILLER et al. 1998). The 3C-like proteinase of the coronavirus avian-
infectious-bronchitis virus cleaves following a glutamine residue, similar to the
3C proteinase of the picornaviruses (NG and Liu 1998).

Coronaviruses cause upper respiratory tract and intestinal infections in
humans and animals and are considered the second major cause of the
common cold in humans (MAKELA et al. 1998). They have also been implicated
as a cause of viral diarrhea (GonzaLEZ et al. 1997).

II1. Others

All known positive-sense, single-stranded RNA viruses utilize the strategy of
specific proteolytic processing of polyproteins to express their genomes. Some
have developed additional strategies, such as subgenomic mRNAs or multiple
open reading frames. The specific proteolytic processing of polyproteins by a
viral proteinase remains an important part of their replication strategy. There-
fore, all known positive-sense, single-stranded RNA viruses carry at least one
and often several genes that code for proteolytic enzymes (KrAussLICH and
WIMMER 1988; DOUGHERTY and SEMLER 1993).

At least three different classes of proteinases are found in these viruses,
and there are probably others awaiting discovery. The chymotrypsin-like cys-
teine proteinases are so far uniquely found in the three families of viruses dis-
cussed above and in related plant viruses. The Nsp4 proteinase of the
arteriviruses is a serine proteinase. Analysis of the enzyme and its sequence
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led SNUDER et al. (1996) to propose that the enzyme is more closely related to
the picornaviral 3C proteinases than to any serine proteinase.

D. Functions of Viral Proteinases in Positive-Sense,
Single-Stranded RNA Viruses

I. The Picornaviral Life Cycle

Figure 1 shows a simplified scheme of the life cycle of hepatitis A virus, a
typical picornavirus. It serves to illustrate the significance of the functions of
the viral proteinases during viral replication (RUECKERT 1996).

Fig.1. A simplified scheme of the life-cycle of hepatitis A virus, a typical picornavirus.
Viral replication takes place in the cytosol of the host cell. The RNA replication is per-
formed by a viral replicase complex and is localized at modified intracellular mem-
brane structures. Translation of the viral RNA and co-translational, proteolytic
processing of the resulting polyprotein is the initial event of a picornaviral infection.
The P1 gene products are the structural proteins and are further proteolytically
processed to allow capsid assembly. The P2 and P3 gene products are further prote-
olytically processed and assemble into the viral replicase. In other genera of the Picor-
naviridae, the P1IP2 cleavage is not performed by the 3C proteinase but by the 2A
proteinase or through a completely different mechanism. In the enteroviruses, the
cleavages within the structural proteins P1 require the precursor of the 3C proteinase,
3CD
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The virus attaches to a specific cell-surface receptor and undergoes some
conformational changes that allow it to release its genome into the cytosol of
the host cell. A small protein (VPg), which is covalently attached to the 5" ter-
minus of the picornaviral RNA genome, is cleaved by a host factor, and the
resulting RNA is translated into a large polyprotein. The viral polyprotein is
co-translationally processed by one or several specific viral proteinases
(PaLMENBERG 1990). The first cleavage typically separates the structural from
the non-structural proteins of the virus (Rya~n and FLINT 1997). The non-struc-
tural proteins of the picornaviruses are further proteolytically processed and
assemble to form the viral replicase.

Viral replicase complexes perform both negative-sense and positive-sense
RNA replication (PorTER 1993; WiMMER et al. 1993). The exact composition of
the complexes is not clear in even the best-studied picornaviruses (HARRIS et
al. 1994; Xi1ang et al. 1998). The viral RNA polymerase (the 3D gene product
in picornaviruses), the putative RNA helicase (the 2C gene product) and the
3C proteinase form part of this complex. There is also good evidence that some
cellular proteins are recruited to form part of the picornaviral-replication
complex (ANDINO et al. 1993; Xiang et al. 1995; GamarNIK and ANDINO 1997;
ParsLEY et al. 1997, RoeHL et al. 1997). Viral replication takes place on
modified intracellular-membrane structures. Modification of the intracellular-
membrane structures is a common feature of picornaviral infection and is
mediated, at least in part, by the 2B and 2C gene products (BIEnz et al. 1983;
Bienz et al. 1990; TETERINA et al. 1997a,b).

The 3C proteinase also has an RNA-binding site and plays a part in the
binding of the RNA during the initiation of RNA replication. Small RNA
viruses are under evolutionary pressure to maintain the small size of their
genome and a limited number of genes. Therefore, many of their gene prod-
ucts, e.g., 3C, have multiple functions. The exact function of the 3C proteinase
within the picornaviral replicase complex is not clear. It is possible that some
proteolytic cleavages are performed within the replicase complex. For
example, the proteolytic cleavage between 3A and 3B could be performed
within the replicase complex. 3A is a hydrophobic protein which presumably
serves to anchor the replicase complex to modified, intracellular-membrane
structures. 3B is the small protein, VPg, which remains covalently attached to
the viral RNA (WIMMER 1982).

In a typical picornavirus infection, the ratio of positive-sense to negative-
sense RNA is about 50 to 1. Most of the negative-sense RNA exists in the
form of a double-stranded replicative form. The VPg-associated positive-
sense RNA genome is packaged into provirions, which are transformed
into infectious virions by a non-enzymatic proteolytic cleavage of one of the
capsid proteins. This is referred to as the maturation cleavage (PALMENBERG
1990).

After the structural proteins have been cleaved from the viral polypro-
teins, their assembly into procapsids is regulated by successive proteolytic
cleavages. Only after the proteolytic cleavages have been performed by the
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3C proteinase can the capsid proteins undergo the conformational changes
that will allow them to assemble into the precursors of the procapsid. Final
assembly into the provirion requires the presence of the VPg-associated RNA,
but the details of this process are not clear (RUECKERT 1996).

There are three distinct functions of viral proteinases during the life cycle
of the picornaviruses (KrAussLicH and WIMMER 1988). The first is the specific,
co-translational, proteolytic processing of the viral polyprotein. The second is
the processing of the precursors of the viral capsid. The proteolytic cleavages
of the capsid precursor regulate the assembly of the procapsid and should
therefore be considered a distinct function of the viral proteinases. A third
function of viral proteinases, at least in some picornaviruses, is the cleavage of
some host cell proteins (HAGHIGHAT et al. 1996; RoeHL et al. 1997; RyaN and
FLINT 1997 and references therein; YALAMANCHILI et al. 1997). This serves
either to downregulate cellular processes that compete with the viral replica-
tion or to recruit cellular proteins to become part of the viral-replication
machinery.

ILI. Proteolytic Processing of the Viral Polyprotein

The full-length polyprotein is not detectable under normal conditions because
it is already co-translationally processed. The proteolytic cleavages are per-
formed by one or two specific viral proteinases that are themselves part of the
polyprotein. The polyprotein processing is performed sequentially. Some of
the cleavage sites are cleaved faster than others. Usually, the P1IP2 cleavage,
which separates the structural and nonstructural proteins, is the first cleavage
event. The mechanism of this primary P1IP2 cleavage is different in the dif-
ferent genera of the picornaviruses (Ryan and FLint 1997).

In the viruses that belong to the genera Entero- and Rhinovirus, the
primary cleavage is performed by a separate 2A proteinase. The 2A proteinase
is also a chymotrypsin-like cysteine proteinase and cleaves at its own amino-
terminus (RyaN and FLINT 1997 and references therein). In aphtho- and car-
dioviruses, the primary cleavage occurs at the carboxy-terminus of 2A by a
non-enzymatic mechanism (PALMENBERG et al. 1992; DONNELLy et al. 1997). In
HAV and, presumably, also in the parechoviruses, the primary cleavage is a
3C-mediated proteolytic cleavage at the amino-terminus of the 2B gene
product (Jia et al. 1993; ScuuLrHEISS et al. 1994; MARTIN et al. 1995;
ScHuULTHEISS et al. 1995).

In all picornaviruses, the majority of the proteolytic cleavages within the
polyprotein are performed by the 3C proteinase. The 3C proteinases cleave
specifically following a glutamine residue. Additional residues around the scis-
sile bond contribute to the recognition of the cleavage sites (NICKLIN et al.
1988: LoNG et al. 1989: PaLLal et al. 1989; CoRDINGLEY et al. 1990; WEIDNER and
DuNN 1991; JEWELL et al. 1992). These are 4 to 5 residues that precede the scis-
sile bond and 2 to 3 residues that follow it [Ps~P;" in the nomenclature of
ScHECHTER and BERGER (1967)].
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The 3C-like proteinase of the coronaviruses also specifically cleaves fol-
lowing a glutamine residue (NG and Liu 1998). The corresponding enzyme in
the calicivirus rabbit-hemorrhagic-disease virus specifically recognizes a glu-
tamate residue in the P, position of a substrate (WIRBLICH et al. 1995; MARTIN-
ALoNso et al. 1996). The specificities of the 3C and 3C-like proteinases of
positive-sense, single-stranded RNA viruses are unique and distinct from those
of known mammalian proteinases.

III. Regulation of Capsid Assembly by Proteolytic Cleavages
of the Capsid-Protein Precursors

Viral-structural proteins are designed to assemble into large symmetrical
structures. They are usually synthesized as precursors to prevent premature
assembly or aggregation. The precursor is subsequently covalently modified.
The most common form of covalent modification of the capsid precursor in
viruses is proteolytic processing (KrAussLIicH and WIMMER 1988). This is one
reason that proteolytic enzymes are common gene products of viruses, even
in large DNA viruses.

Two successive proteolytic cleavages by the 3C proteinase are required in
picornaviruses to allow capsid assembly (Fig. 1; RUECKERT 1996). In the
enteroviruses, these cleavages are performed by the precursor 3CD (YpPMA-
WonG et al. 1988). The RNA-polymerase domain has an effect on the substrate
specificity or on the catalytic efficiency, but in the absence of structural infor-
mation for 3CD it is not clear how this is accomplished. Following the prote-
olytic cleavages between VPOIVP3 and VP3IVPI, the capsid precursors
undergo a conformational change and assemble into pentameric structures.
The final assembly of the provirion requires the presence of the RNA
(RUECKERT 1996).

IV. Inhibition of Cellular Functions by Proteolytic Cleavages
of Host Cell Proteins

The third function of proteolytic enzymes in Picornaviruses is to cleave specific
cellular proteins. The best-studied example 1s the cleavage of eIF4G by the 2A
proteinase of entero- and rhinoviruses or by the L proteinase of the aph-
thoviruses (RyaN and FLINT 1997). This cleavage impairs translation of capped,
cellular mRNAs and therefore improves the translational efficiency of the
viral RNA. Not all picornaviruses inhibit host cell translation by this mecha-
nism. Hepatitis A virus carries only a single gene coding for a proteolytic
enzyme, 3C (ScHULTHEISs et al. 1994). HAV has no equivalent to either the
enteroviral 2A proteinase or the aphthoviral L proteinase. In HAV-infected
cells, there is no evidence of a cleavage of elF4G, and HAV translation even
depends on the intact cellular eIF4G. Cleavage of eIF4G by an enteroviral 2A
proteinase inhibits HAV replication (BorMAN and Kean 1997).
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There are reports of other cellular proteins that are cleaved by the picor-
naviral 3C proteinase (RogHL et al. 1997; Ryan and FLINT 1997 and references
therein; YALAMANCHILI et al. 1997). The function of these cleavages in vivo is
not completely clear. Some cleavages appear to impair host cell transcription;
others may modify cellular proteins to become part of the viral-replication
machinery (RoEHL et al. 1997).

E. The 3C Proteinase
I. Structure

Refined crystal structures of the 3C proteinases from three of the six genera
of the Picornaviruses have been published (BERGMANN et al. 1997; MATTHEWS
et al. 1994; MosiMANN et al. 1997). Figure 2 (s. appendix, page 400/401) shows
a ribbon representation of the three-dimensional structures of the 3C pro-
teinase from HAV and PV. The two enzymes represent two different classes
of the 3C proteinases (GORBALENYA and SNUDER 1996). The HAV 3C pro-
teinase is larger (219 residues); the enzymes from enteroviruses represent a
smaller type (183 residues).

The fold of the two-domain structure of the 3C proteinases is similar to
that of the chymotrypsin-like serine proteinases (ALLAIRE et al. 1994). The
structure consists of two B-barrel domains with identical topology. The prote-
olytic active site is in a cleft between the two domains, and residues from both
domains contribute to the catalytic mechanism and substrate binding (PERONA
and Craik 19953). There are two alternative descriptions for the structure of
the PB-barrel domains. They can be described either as a six-stranded f-
barrel or a barrel formed by two orthogonal, four-stranded f-sheets in which
the edge strands are a part of both sheets (CHoTiA 1984). We feel that the latter
description is more appropriate for the larger HAV 3C proteinase (Fig. 2a;
BERGMANN et al. 1997). The second and fifth S-strands of each domain are
interrupted by a B-bulge or, in the case of B-strand el, by a single turn of a
helix. This introduces a bend into the edge strands (bl, el, bIl and ell)
that allows them to continue from one fB-sheet to the other. In the smaller
enteroviral enzyme, the edge strands are less bent and more continuous (Fig.
2b; MosiMANN et al. 1997). It is simply the intrinsic twist of the edge B-strands
which allows them to wrap around the whole barrel. Each domain of
the smaller enteroviral enzyme can be adequately described as a six-stranded
B-barrel.

In spite of the differences, the 3C proteinases from HAV and PV show
remarkable conservation of their structures. The core of the 3-barrel domains
superimpose well. The diameter of the two B-barrels, their relative orientation
and the direction of the individual fB-strands are very similar. A structural
superposition of the two structures reveals 30 identical residues in the
sequence. The differences between the two 3C proteinases manifest primarily
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in the turns and loops which connect the S-strands and in the lengths of the
individual secondary-structure elements.

The residues of both the amino- and carboxy-termini of the 3C proteinases
form helices. An amino-terminal o~helix is a unique feature of the 3C pro-
teinase. The amino-terminal helix of the 3C proteinase packs against the
surface of one of the f-sheets of the carboxy-terminal S-barrel, and
the carboxy-terminal helix packs against the amino-terminal domain (Figs.?2,
3, s. appendix, page 400/401). The two helices act like latches in stabilizing the
structure.

The proteolytic active site of the 3C proteinase is less accessible than the
active site of most chymotrypsin-like serine proteinases. This is primarily due
to another structural feature that distinguishes the 3C proteinases from the
mammalian chymotrypsin-like enzymes: two f-strands from the carboxy-
terminal domain extend past the 3-barrel and twist back toward the active site.
They form an isolated B-ribbon, with hydrogen bonds formed only between
the two S-strands (colored in light gray in Figs.2,3). This extension of 3-strands
blI and cll is quite long in HAV 3C, and contributes residues to the active site
(BERGMANN et al. 1997); it is nine residues shorter in PV 3C (MosiMANN et al.
1997).

The molecular surface of 3C on the side opposite from the proteolytic
active site is formed by the part of the polypeptide chain that connects the two
domains (Fig. 3). The domain connection is flanked by the amino- and carboxy-
terminal helices. This region of 3C is important for a function of 3C that is dis-
tinct from its proteolytic activity (ANDINO et al. 1990; HAMMERLE et al. 1992;
ANDINO et al. 1993; LEonG et al. 1993; Kusov and GAauss-MULLER 1997).

II. Specificity and Substrate Binding

Chymotrypsin-like serine proteinases bind their cognate substrates and
protein inhibitors in a canonical conformation (REaD and JAMES 1986; BoDE
and HuBer 1992). The proteinases typically bind four to five residues preced-
ing the scissile peptide bond and two to three residues following the site of
cleavage [Ps to P, and P," to P5” in the nomenclature of SCHECHTER and BERGER
(1967)]. Most of the residues of the peptide substrate adopt a S-strand con-
formation. The P, residue adopts a conformation that represents a tight 3,,
helix. This causes the carbonyl of the scissile peptide bond to point into the
so-called oxyanion hole of the enzyme. The two neighboring substrate
residues, P, and P/’, adopt a more twisted f-strand conformation to accom-
modate this. Binding of the peptide substrate involves main-chain hydrogen-
bond interactions between the substrate and S-strands of the enzyme, which
resembles an anti-parallel B-sheet. As a result of the substrate conformation,
side chains of the peptide substrate point into specificity pockets on the surface
of the enzyme (PErRONA and Craik 1995).

There is now evidence, from cocrystal structures of 3C proteinases with
bound, peptide-mimetic inhibitors, that peptide substrates bind to the 3C pro-
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teinases in a similar mode (DRracGovicH et al. 1998a, b; WEBBER et al. 1998;
BErGMANN and JaMEs, unpublished observations). Before these cocrystal
structures became available, models were built of the enzyme-substrate inter-
actions (BERGMANN et al. 1997; MATTHEWS et al. 1994; MosIMANN et al. 1997,
WEBBER et al. 1998). The models built utilized the same conformation of the
bound substrate and could successfully rationalize the specificity of the 3C
proteinases.

The residues from Ps to P, of a substrate form anti-parallel B-sheet inter-
actions with fS-strand ell of the proteinase. This interaction is a common
feature of enzyme-substrate interactions in chymotrypsin-like proteinases
(PERONA and Craik 1995). The B-strand b2II in HAV 3C, part of the unique
anti-parallel B-ribbon, could form an additional, parallel -sheet interaction
with the P, through P, residues of a substrate.

The amino-terminal domain of a chymotrypsin-like proteinase provides
the majority of the interactions with the substrate residues following the scis-
sile peptide bond (PEroNA and Craik 1995). In HAV 3C, the P,” and P
residues would interact with the edge of B-strand bl. This fB-strand is inter-
rupted by a S-bulge that causes several carbonyl groups of the peptide bonds
of this strand to point into the active site. Presumably, they can act as hydro-
gen-bond acceptors for the binding of a substrate. The B-strand bl of the
entero- and rhinoviral 3C proteinases is continuous (Fig. 2b), and there are
fewer possible interactions with a substrate in these enzymes. Rhino- and
enteroviral 3C proteinases prefer a glycine as the P,” residue of a substrate
(NickLIN et al. 1988; LoNG et al. 1989; PaLLaAl et al. 1989; CorRDINGLEY et al.
1990; WEIDNER and DUNN 1991). It has been suggested that the main chain of
the substrate of these enzymes turns at the P,” residue (MATTHEWS et al. 1994).
There is no significant sequence preference for the P’ residue of a substrate
of HAV 3C. We believe that the difference in the conformations of B-strand
bl between the two different classes of enzymes results in different confor-
mations of the P, residues of the bound substrates.

The cleavage sites for the picornaviral 3C proteinases within the polypro-
tein are distinguished by the residues in the P,, P,, P, and P,” positions
(reviewed by BERGMANN 1998; SKERN 1998). All piconaviral 3C proteinases
require a glutamine in the P, position of a substrate, but the sequence prefer-
ences of the enzymes from different viruses for the other positions are dis-
tinct. For example, the sequence preference for the residue in the P, position
of a substrate is different among the various 3C proteinases. The 3C pro-
teinases from entero- and rhinoviruses prefer a small, hydrophobic residue in
the P, position of a substrate (NIckLIN et al. 1988; LoNG et al. 1989; PaLLAl et
al. 1989; CorDINGLEY et al. 1990; WEIDNER and DunN 1991). The HAV 3C pro-
teinase prefers a larger, hydrophobic residue (Leu or Ile) in this position
(JEWELL et al. 1992). The model of substrate binding places the side chain of
the P, residue into a hydrophobic cleft formed by B-strands ell, fII and b211
from the carboxy-terminal domain (BERGMANN et al. 1997). The hydrophobic
S, binding cleft of the entero- and rhinoviral enzymes is smaller than that of
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the HAV 3C proteinase (MATTHEWS et al. 1994; MosiMANN et al. 1997; WEBBER
et al. 1998). This is due to the fact that several of the residues which form this
hydrophobic cleft are larger in the entero- and rhinoviral enzymes (e.g., PV
3C Leul25 and Phel70 correspond to Alal41l and Val 200 in HAV 3C).

All the models of substrate recognition agree that the glutamine residue
in the P, position of a substrate probably forms a hydrogen bond between the
carbonyl oxygen atom of its side chain and the N* atom of the imidazole ring
of a conserved histidine in the S; pocket of the 3C proteinases (MATTHEWS et
al. 1994; BERGMANN et al. 1997; MosiMANN et al. 1997). This role of the con-
served histidine (His191 in HAV 3C, His160 in HRV, His161 in PV) had been
proposed prior to the elucidation of the first crystal structure (GORBALENYA et
al. 1989). In the entero- and rhinoviral enzymes, a threonine residue (Thr142)
forms an additional hydrogen bond to the side-chain carbonyl of the P, glut-
amine (WEBBER et al. 1998). There are no suitable groups on the enzyme that
can interact with the amide nitrogen atom of the side chain of the P, gluta-
mine in the crystal structures of the 3C proteinases. This correlates well with
experimental results that show that inihibitors with N-substituted glutamine
isosteres are effective inhibitors of the 3C proteinases (MaLcoLMm et al. 1995;
Moreris et al. 1997; DraGovicH et al. 1998b; WEBBER et al. 1998)

How can the picornaviral 3C proteinases distinguish the invariant gluta-
mine residue in the P, position of a substrate from glutamate? A mechanism
for this distinction has been suggested based on the details of the structure of
the S, pocket of the HAV 3C proteinase (BERGMANN et al. 1997). One edge of
the imidazole side chain of the conserved Hisl91 forms part of the S,
specificity pocket of HAV 3C (Fig. 4a). The N* atom of the imidazole ring pro-
vides a hydrogen-bond donor to recognize the P; glutamine side chain. The
other edge of the imidazole ring interacts with two buried water molecules in
the core of the carboxy-terminal domain of HAV 3C. The water, in turn, inter-
acts with the side-chain carboxyl group of Glu132. Because the side chain of
Glul32 is buried inside the hydrophobic environment of the carboxy-terminal
B-barrel domain of HAV 3C, it is very likely uncharged. Deprotonation and
charging of the side chain of Glu 132, in its hydrophobic environment, would
be energetically unfavorable (Qasiv et al. 1995 and references therein).
Because the two residues, His 191 and Glul32, interact inside the core of the
carboxy-terminal S-barrel domain, protonation of His191 would also be ener-
getically unfavorable, much more so than simply having a protonated, posi-
tively-charged histidine residue in this environment (QasiM et al. 1995;
BERGMANN et al. 1997). These interactions thus ensure that His191 of HAV 3C
is neutral. A tyrosine residue (Tyr138 in PV 3C) plays a role similar to that of
Glu 132 in HAV 3C in the smaller entero- and rhinoviral 3C proteinases
(MosIiMaNN et al. 1997).

The available structural information concerning the 3C proteinases can
explain the specific recognition of the proteolytic cleavage sites within the viral
polyprotein. It is not possible, with the available structural information, to
explain why some cleavage sites within the viral polyprotein are preferably
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Fig.4a,b. An all-atom representation of the active sites of the 3C proteinases from (a)
hepatitis-A virus (HAV) and (b) poliovirus in stereo. The views in a and b are similar.
The residues of the oxyanion hole are on the right; the residues of the S; specificity
pocket are below it. Water molecules in the structure of HAV 3C are represented by
spheres

cleaved during the sequential processing of the polyprotein. Presumably, there
are other factors that influence the sequence of cleavage events, such as the
accessibility or conformation of the cleavage sites.

III. Enzymatic Mechanism

The structure of the active site of the two classes of 3C proteinases is shown
in Fig. 4a, b. The three main chemical groups that contribute to the catalytic
reaction are in an arrangement which resembles the one in the active site of
the chymotrypsin-like serine proteinases (JAMES 1993). The S”atoms of Cys172
and Cys147 in HAV 3C and PV 3C, respectively, act as the nucleophiles. They
are assisted by general acid-base catalysts (His 44 in HAV 3C and His40 in
PV) and an electrophilic oxyanion hole. To accommodate the cysteine nucle-
ophile, the active site of the 3C proteinases is larger than that of the chy-
motrypsin-like serine proteinases. The distance from the S” atom of the
nucleophilic cysteine to the N“ atom of the histidine general acid-base catalyst
is 3.7-4.0A in the various crystal structures of 3C proteinases. This is 0.7-
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1.0A longer than the analogous distance between the O of the nucleophilic
serine and the N* atom of the histidine in the serine proteinases.

The oxyanion hole of the chymotrypsin-like proteinases is formed by the
NH groups of two peptide bonds, which are in an orientation facilitating dona-
tion of hydrogen bonds to the carbonyl of the scissile peptide bond of a sub-
strate (WHITING and PETICOLAS 1994). The conformation of the oxyanion hole
is not the lowest-energy conformation. In chymotrypsin-like serine pro-
teinases, the main-chain conformation of the residues which form the oxyan-
ion hole is maintained by interactions of the peptide bonds with other parts
of the structure. There are no such interactions in the structures of the 3C pro-
teinases. What, then, maintains the conformation of the oxyanion hole in the
3C proteinases?

Mutation of the nucleophilic cysteine to alanine in the HAV 3C proteinase
causes the collapse of the oxyanion hole (ALLAIRE et al. 1994). A similar ori-
entation of the oxyanion hole is observed in the cocrystal structure of a
peptide-aldehyde-derived hemithioacetal inhibitor of the HRV 3C proteinase
(WEBBER et al. 1998). Apparently, the nucleophile itself has a role in main-
taining the conformation of the active site. This provides evidence for the exis-
tence of a thiolate-imidazolium ion pair in the active site of the 3C proteinases.
The negative charge of the thiolate of the nucleophilic cysteine would assist
in orienting the dipole of the peptide bonds of the oxyanion hole. The gener-
ally accepted mechanism for other cysteine proteinases assumes a thiolate-
imidazolium ion pair in the active site (BROCKLEHURST et al. 1998; STOrReR and
MENARD 1994).

Additional groups in the active site of the 3C proteinases, besides the
nucleophile, oxyanion hole and general acid-base catalyst, are also important
for the enzymatic activity. An aspartate or glutamate residue, corresponding
topologically to the third member of the catalytic triad in chymotrypsin-like
serine proteinases, is conserved throughout the 3C proteinases (GORBALENYA
et al. 1989; GOrRBALENYA and SNUDER 1996; RyaN and FLINT 1997). Neverthe-
less, a true catalytic triad does not exist in these cysteine proteinases (Fig. 4).
In the entero- and rhinoviral 3C proteinases, the conserved Glu71 interacts
with the imidazole of the histidine general acid-base catalyst in an unusual
way (MATTHEWS et al. 1994; MosiMANN et al. 1997). It forms a hydrogen bond
with His 40 through the anti lone-pair electrons of its carboxylate (Fig. 4b).
This is generally assumed to be a weaker interaction than the more common
hydrogen bond through the syn lone-pair electrons.

In HAV 3C, the corresponding residue, Asp84, does not interact with the
imidazole of His44 at all (BERGMANN et al. 1997; Fig. 4a). A water molecule
occupies the position of the carboxylate of a third member of the catalytic
triad and is hydrogen bonded to the N° of His 44. A tyrosine residue interacts
with His44. Tyr143 of HAV 3C is perpendicularly above the plane of the imi-
dazole of His44 and, therefore, cannot form a hydrogen bond to the imida-
zole. Its interaction with His44 must be electrostatic.

The additional groups in the active site of the 3C proteinases, which inter-
act with the histidine general acid-base catalyst, most likely have two func-
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tions: they maintain the proper orientation of the active-site residues and they
stabilize the charges of those residues. That these interactions appear to be
mostly electrostatic and do not form typical hydrogen bonds could be
taken as further evidence for an enzymatic mechanism of the 3C proteinases,
involving a thiolate-imidazolium ion pair. The details of the actual enzymatic
mechanism of the chymotrypsin-like cysteine proteinases remain to be
established.

IV. Autocatalytic Excision of the 3C Proteinase

The 3C proteinases can cleave themselves out of the respective viral polypro-
tein in cis when they are part of the polyprotein, or in trans when they are
expressed separately (HARMON et al. 1992). PALMENBERG and RUECKERT (1982)
were the first to provide evidence that the autocatalytic cleavage of the 3C
proteinases could be an intramolecular event. Further evidence was provided
by HANEcAK et al. (1984). Nevertheless, the available experimental evidence
cannot distinguish between a truly intramolecular cleavage and a proteolytic
cleavage within a tight dimer or larger oligomer of 3C proteinase precursors.

The three crystal structures of the 3C proteinases suggest a possible model
for an intramolecular cleavage event at the amino-terminus of 3C (MATTHEWS
et al. 1994; BERGMANN et al. 1997; MosiMaNN et al. 1997). In this model, the
unique, amino-terminal o-helix of the 3C proteinases is folded only after
cleavage at the amino-terminus of 3C. Prior to the cleavage, only the last turn
of helix A exists as a reverse turn, and the amino-terminal residues reach into
the active site along S-strand bl in an extended conformation. The last turn of
helix A is formed by a conserved sequence motif, R/K-R/K-N-I/L. After the
amino-terminus is cleaved, the folding of the stable helix A removes the P’
residues from the active site to prevent intramolecular product inhibition.

It is very difficult to imagine a similar intramolecular cleavage at the
carboxy-terminus of 3C. The authors of all the published crystal structures
instead favor an intermolecular proteolytic cleavage within a tight polymer of
3C precursors (Matthews et al. 1994; Bergmann et al. 1997; Mosimann et al.
1997). All three crystal structures are made up of at least two independent
molecules. In all the structures, the carboxy-terminus of one molecule of a
dimer is within reach of the proteolytic active site of another molecule.
However, the dimers in the three different crystal structures are different, and
there is no independent experimental evidence for the formation of a tight
dimer of the 3C proteinases in solution. Structural work on larger precursors
of 3C will be required to resolve the mechanism of autocatalytic cleavage.

V. Other Functions of the Picornaviral 3C Gene Product

The most conserved motif in the sequence of the picornaviral 3C proteinases
is not part of the proteolytic active site (GORBALENYA et al. 1989; Ryan and
FLinT 1997). It was first shown for poliovirus 3C that these residues are impor-
tant for a function of the 3C gene product which is distinct from the prote-
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olytic activity (ANDINO et al. 1990; HAMMERLE et al. 1992; ANDINO et al. 1993).
That the few gene products of small RNA viruses perform multiple functions
in viral replication is not an uncommon situation. The picornaviral 3C pro-
teinase is recruited as part of the viral replicase complex and has an RNA-
binding site. The RNA-binding activity of 3C is important for the recognition
of the non-translated regions of the viral RNA during RNA replication
(ANDINO et al. 1990; HAMMERLE et al. 1992; AnpINo et al. 1993; LEoNG et al.
1993; HaRrris et al. 1994; Kusov and Gauss-MULLER 1997; WALKER et al. 1995).
The exact function of 3C during viral RNA replication is not known. It is pos-
sible that the RNA-binding activity of 3C simply serves to recruit the pro-
teinase to the replicase complex in order to perform essential proteolytic
cleavages within these complexes (XIANG et al. 1998).

The conserved RNA-binding site of 3C is on the surface of the molecule
opposite from the proteolytic active site (MATTHEWS et al. 1994; BERGMANN et
al. 1997; MosiMANN et al. 1997). The conserved sequence motif KFRDI forms
part of the connection between the two domains of the 3C proteinase (Fig. 3).
The domain connection is in a partly helical and partly extended conforma-
tion and is flanked by the amino- and carboxy-terminal helices. Several of the
B-turns that connect the strands of the two S-barrel domains also contribute
to this surface. This surface of the molecule is highly charged (BERGMANN
et al. 1997).

The RNA-binding site of 3C is on the opposite site of the proteolytic
active site. Therefore, the structures suggest that the two activities could be
completely independent. Both the amino- and the carboxy-terminal helices do,
however, contribute to the RNA-binding site. Therefore, RNA binding could
have an influence on the processing of the termini of 3C (RyaN and FLINT
1997). Similarly, a larger precursor of 3C, such as 3ABC or 3CD, would most
likely have different RNA-binding activity. The RNA-binding activity presents
another possible target for the design of antiviral inhibitors. Because little is
known about the molecular details of the RNA-binding activity of 3C, there
has been little effort directed against this function to date.

F. Inhibition of the 3C Proteinase
I. Effect of 3C Proteinase Inhibitors on Viral Replication

The 3C proteinase performs an important and indispensable function during
the viral life cycle. The chymotrypsin-like cysteine proteinases also represent
a unique class of proteolytic enzymes, with a specificity that is distinct from all
known cellular proteinases (GORBALENYA and SNUDER 1996; RyaN and FrLint
1997; BERGMANN and JaAMES 1999). As such, the picornaviral 3C proteinases
represent ideal targets for the design of proteinase inhibitors with antiviral
activity (KrAaussrich and WiMMER 1988). Some 3C proteinase inhibitors effec-
tively inhibit viral replication and reduce viral load when tested in cell cul-
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tures (Morris et al. 1997; DracovicH et al. 1998a, b; Kong et al. 1998; WEBBER
et al. 1998).

Even for the best-reported proteinase inhibitors, the ex vivo inhibition of
viral replication in cell cultures is usually significantly less potent than the in
vitro proteinase inhibition. For very good proteinase inhibitors with nanomo-
lar inhibition constants (Ks), the doses producing a response in 50% of
animals are typically micromolar or slightly below. The antiviral activity of
some good proteinase inhibitors was disappointing when tested ex vivo; these
inhibited viral replication in cell culture not at all or only at concentrations
that are toxic for the cells (WEBBER et al. 1996). Effective antivirals need to be
tight-binding proteinase inhibitors, possess low toxicity and be able to reach
sufficiently high intracellular levels.

II. Strategies for the Design of 3C Proteinase Inhibitors

[t is important to keep in mind that the recent successful development of HI'V-
proteinase inhibitors has benefited tremendously from the understanding of
the mechanism of aspartic proteinases, which was derived from many years of
experimental work on other aspartic proteinases, such as renin. The chemical
functionality at the core of all the new anti-HIV drugs, which are HIV-
proteinase inhibitors, is very similar to classical aspartic proteinase inhibitors
(HoeteLMANS et al. 1997; KoranT and Rizzo 1997; see also the introduction
to this volume). This illustrates the point that a detailed understanding of enzy-
matic structure, function and mechanism is invaluable for the design of effec-
tive inhibitors. While there exists a considerable amount of information about
specific intermolecular interactions between 3C proteinases and their sub-
strates or inhibitors, little is known about the catalytic mechanisms of these
enzymes.

The most commonly applied approach to the development of 3C pro-
teinase inhibitors combines a reactive chemical functionality with groups that
satisfy the known specificity determinants of the proteinases. The reactive
chemical functionalities are usually groups that are known to react covalently
with the active-site thiol nucleophile of cysteine proteinases (Rasnick 1996).
It has been shown that several inhibitors react covalently with the active-site
thiol of the 3C proteinases. To achieve specificity, these functionalities are com-
bined with groups that mimic the specificity determinants of a peptide sub-
strate of the proteinase. Several sources of experimental information
contributed information about the specificity requirements of the 3C
proteinases.

Analysis of the sequence of the cleavage sites within the natural substrate,
the viral polyprotein, usually reveals sequence preferences (reviewed by
BERGMANN 1998 and SKERN 1998). Kinetic studies with small peptide substrates
are also informative in identifying the substrate preferences of the proteinase
(NIckLIN et al. 1988; Orr et al. 1989; Parral et al. 1989; CORDINGLEY et al. 1990;
WEIDNER and DUNN 1991; JEWELL et al. 1992). Most of these studies found that
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the 3C proteinases prefer certain amino acids in the P4, P,and P, positions of
the substrate. The entero- and rhinoviral enzymes also require glycine and
proline in the P,” and P,” positions of a substrate. The sequence preferences
for substrates of the 3C proteinases from individual viruses differ. It is also
noteworthy that the optimal cleavage sequence found in the context of a
hexapeptide substrate can be different from the consensus sequence of the
cleavage sites in the viral polyprotein. It is generally assumed that the
cleavage sequence preferences derived from kinetics studies with small
peptide substrates are more useful for the design of specific inhibitors.

The third source which contributes experimental information about the
specific interactions between the 3C proteinases and their cognate substrates
are the crystal structures of 3C proteinases (MATTHEWS et al. 1994; BERGMANN
et al. 1997, MosiMANN et al. 1997) and, more recently, proteinase-inhibitor com-
plexes (WEBBER et al. 1996; DracovicH et al. 1998 a, b; WEBBER et al. 1998). Ini-
tially, the crystal structures of the free enzymes were used to model the binding
of a substrate or inhibitor. Crystal structures of inhibitor complexes proved
the general validity of the binding modes utilized in these models. There were,
however, differences in the details of the enzyme-substrate interactions
between the models and the corresponding cocrystal structures (WEBBER et al.
1998). While theoretical models of enzyme-substrate interactions are useful in
the absence of experimental structures, they rarely predict all details of inter-
molecular interactions correctly or as accurately as an actual cocrystal struc-
ture of a complex.

The detailed understanding of the specific interactions between the 3C
proteinases and their preferred substrates has led to the development of
potent inhibitors of the enzymes. Most of these inhibitors mimic the specific
interactions of a P, to P, tetrapeptide substrate and combine this with a chem-
ical functionality which reacts covalently with the active-site thiol (KALDOR et
al. 1995; MaLcoLM et al. 1995; Morris et al. 1997; DrAGovICH et al. 1998 a,b;
KonG et al. 1998; WEBBER et al. 1998). The chemical functionalities utilized are
usually classic cysteine proteinase inhibitors that react covalently with the
enzyme. In the case of the rhinovirus 3C proteinase, these inhibitors have been
further improved by optimization of the individual groups that target the
specific subsites of the enzyme (DraGovicH et al. 1998a,b; Kong et al. 1998;
WEBBER et al. 1998). This has resulted in some potent proteinase inhibitors
having sub-nanomolar inhibition constants.

There have also been alternative approaches to the discovery and design
of 3C proteinase inhibitors. An interesting method used to identify specific
inhibitors of the HAV 3C proteinase has been employed by MCKENDRICK et
al. (1998). HAV 3C proteinase was incubated with a mixture of peptide-based
covalent inhibitors, and the inhibited enzyme was analyzed by mass spec-
trometry. The analysis showed that the enzyme was able to select from the
mixture one inhibitor that best fit its specific interactions. This approach could
be used generally to optimize enzyme inhibitors that reacted covalently. In this
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case, it also identified peptide-mimetic inhibitors that targeted the specific S’
subsites of the enzyme.

A very labor-intensive method is the screening of large libraries of natural
compounds or cultures of microorganisms for enzyme inhibitors (SINGH et al.
1991; KapaMm et al. 1994; McCAaLL et al. 1994; BriLL et al. 1997; JUNGHEIM et al.
1997). When successful, this approach can identify completely new and unex-
pected classes of compounds. The resulting compounds are rarely very potent
inhibitors; none of the proteinase inhibitors that resuited from these screen-
ing procedures have been developed into potent inhibitors.

I11. Inhibitors of the Chymotrypsin-Like Cysteine Proteinases

The most effective 3C proteinase inhibitors combine a chemical group that
interacts covalently with the active-site cysteine nucleophile with other groups
that interact non-covalently with the specificity determinants of the enzyme.
The chemical functionalities that react covalently with the nucleophilic thiol
of the enzyme are classical cysteine proteinase inhibitors (RasNick 1996).
Among the reactive groups are aldehydes (KaLpor et al. 1995; MaLcoLM et
al. 1995; SHEPHERD et al. 1996), iodoacetylpeptidyl amides (McKENDRICK et al.
1998), B-lactams (SKILEs et al. 1990), halomethyl ketones (Orr et al. 1989;
SHAM et al. 1995; Morris et al. 1997), isatins (WEBBER et al. 1996) and vinylo-
gous sulfones and esters. The best, presently known, inhibitors of the 3C pro-
teinases are the vinylogous esters (DRAGOVICH et al. 1998 a,b; KoNG et al. 1998).
These compounds react with the nucleophilic thiol of the enzyme via a Michael
addition. This was confirmed by experimental evidence, including cocrystal
structures of proteinase-inhibitor complexes (DracovicH et al. 1998a,b).
Other chemical functionalities also provide potent proteinase inhibitors but
are far less promising as antivirals. No results of experiments regarding the
toxicity and bioavailability of 3C proteinase inhibitors in animals or humans
have been published at this time.

The most commonly encountered problems, when proteinase inhibitors
were tested for their antiviral activity in cell cultures, were toxicity and poor
intracellular availability. Some very promising proteinase inhibitors, such as
the isatins, showed no antiviral efficacy at concentrations below their toxicity
levels in cell culture (WEBBER et al. 1998). Presumably, problems with toxicity
are, at least in part, due to the reactivity of the covalent 3C proteinase
inhibitors, but no potent, non-covalent inhibitors of the 3C proteinases are
known at this point. Other potent proteinase inhibitors are significantly less
effective as antivirals in cell cultures. Among those inhibitors are the
fluoromethy! ketones and vinylogous suifones. Presumably, these inhibitors do
not achieve sufficiently high intracellular concentrations.

The minimum size of the effective 3C proteinase inhibitors corresponds
to the equivalent of a tetrapeptide which mimics the P, to P, residues of a sub-
strate. Smaller inhibitors are significantly less effective because of the reduced
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number of specific, intermolecular interactions they can form with the enzyme.
The problem of poor intracellular availability, which is encountered with some
proteinase inhibitors, can therefore not be overcome by reducing the size of
the inhibitors.

G. Summary and Outlook

The 3C proteinases perform an essential function during the life cycle of three
large families of animal viruses (Picornaviridae, Caliciviridae and Coronaviri-
dae). Members of these virus families are responsible for a large number of
respiratory and intestinal infections and also cause more serious viral infec-
tions. The chymotrypsin-like cysteine proteinases of positive-sense, single-
stranded RNA viruses constitute a distinct class of enzymes, and the specificity
of the 3C proteinases is unique. They are, therefore, an ideal target for the
design of specific antiviral drugs. Extensive kinetic studies and crystal struc-
tures of the enzymes from three genera of the Picornaviridae have provided
important insights into the structure—function relationships of these enzymes,
but little is known about the enzymatic mechanism of the 3C proteinases. So
far, all effective inhibitors of the 3C proteinase react covalently with the active-
site cysteine nucleophile.

Rhinoviruses and some of the coronaviruses are together responsible for
the vast majority of common colds. Both could potentially be inhibited by
effective 3C proteinase inhibitors. Because many viruses from different fami-
lies cause upper-respiratory-tract infections, which are essentially indistin-
guishable by their clinical symptoms alone, effective treatment would also
require simple analytical procedures to identify the causative agent. Members
of the family Caliciviridae and Coronaviridae cause a large number of intesti-
nal infections, often referred to as “stomach flu”. These viruses should, there-
fore, be considered attractive drug-design targets. A treatment for the rarer
but often serious enteroviral infections would be of great value. Whether or
not a treatment of enteroviral infection could be beneficial for the prevention
of autoimmune diseases is not clear.
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CHAPTER 8

Adenovirus Proteinase-Antiviral Target

for Triple-Combination Therapy on a Single
Enzyme: Potential Inhibitor-Binding Sites

W. FE. MANGEL, D.L. ToLEDO, M.T. BROWN, J. DING, R.M. SWEET,
D.L. BARNARD, and W.J. McGRATH

A. Virus-Coded Proteinases as Targets
for Antiviral Therapy

Virus-coded proteinases are attractive targets for antiviral therapy. These
enzymes are essential for the synthesis of infectious virus and perform a wide
variety of tasks at different times and places during an infection. Among the
medically important virus families with members known to encode proteinases
(KraussLicH and WiMMER 1988; BEBE and Craic 1997) are: the picornaviruses,
which include polio, rhino and hepatitis A; the retroviruses, which include
human immunodeficiency virus (HIV); the flaviviruses, which include hepati-
tis C; the orthomyxoviruses, which include influenza; the herpes viruses,
which include cytomegalovirus; and the adenoviruses. Viral proteinases are
extremely specific enzymes, and there has been expectation that equally
specific inhibitors may be effective antiviral agents. This expectation has
recently been realized with the advent of HIV-proteinase inhibitors that have
been shown to be extremely specific biochemically and effective clinically.

Human adenovirus presents a good model system to study the exploita-
tion of virus-coded proteinases as targets for antiviral therapy. The adenovirus
proteinase contains three potential sites for antiviral therapy — the active site
and the sites to which two cofactors, the viral DNA and the 11 amino acid
peptide pVIc, bind to activate the enzyme. Thus human adenovirus can be used
as a model system to test the hypothesis that the probability of generating a
virus resistant to three different inhibitors directed against three different sites
on the same virus-coded protein is much lower than to three different
inhibitors directed against three different virus-coded proteins.

I. Adenovirus and Its Proteinase in the Virus Life Cycle

There are 47 serotypes of adenovirus, and they can cause acute infections of
the respiratory and gastrointestinal tracts and of the eye (Horwrrz 1990;
HierHOLZER et al. 1991). Adenovirus is a nonenveloped virus that contains
34,000-36,000 bp of double-stranded (ds) DNA, with a potential coding capac-
ity for more than 50 proteins (Horwitz 1990; HIERHOLZER et al. 1991). The
human adenovirus proteinase (AVP) is activated late in infection. After for-
mation of empty capsid shells, the viral DNA, along with capsid components,
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enters the shells to form immature virions. The virus-coded proteinase is then
activated; it cleaves six virion precursor proteins, thereby rendering the virus
particles infectious (Mirza and WEBER 1980; HANNAN et al. 1983). There are
about 50 proteinase molecules per virion (BrowN et al. 1996), and they cleave
the multiple copies of six different virion precursor proteins 2500 times in each
virus particle. AVP may play a role in virus entry into cells (COTTEN and WEBER,
1995; GREBER et al. 1996); inhibition of the viral proteinase blocked the degra-
dation of the capsid-stabilizing protein VI and prevented virus uncoating — and
thereby release of the viral DNA - at the nuclear membrane (GREBER et al.
1996).

II. The AVP as a Model System for Antiviral Agents

The AVP is an ideal enzyme system within which to test proteinase inhibitors
as antiviral agents. A wide range of animals can be infected by different strains
of adenovirus, including mice, chickens and monkeys, so that once good
inhibitors of the enzyme are found they can be tested as antiviral agents in
several animal systems. At a minimum, the AVP utilizes three geographically
distinct sites for optimal enzyme activity: an active site and two cofactor-
binding sites. These sites have been characterized biochemically, and the
crystal structure of the enzyme with one of the cofactors bound is known at
resolutions of 2.6 A (DING et al. 1996) and 1.6 A (McGRATH et al. unpublished
observations). Here, we describe these three sites and discuss the design of dif-
ferent types of inhibitors to bind to these sites and function as antiviral agents.
We also address the issue of resistance and how this enzyme system may be
used to study the efficacy of different variations of combination therapy.

B. Biochemistry of the AVP

I. Cloning of the Gene and Development of an Assay
for the Adenovirus-2 Proteinase

The gene for the AVP has been identified (YEH-KATI et al. 1983), cloned and
expressed in Escherichia coli (ANDERSON 1993), and the resultant 204-amino-
acid protein purified (MANGEL et al. 1993; TiHaNYI et al. 1993; WEBSTER et al.
1993; MANGEL et al. 1996). The enzyme was shown to be highly specific; analy-
sis by WEBSTER et al. (1989a, b) of the cleavage sites in the six virion precur-
sor proteins processed by AVP indicated requirements of either Leu, lle or
Met in the P4 position and Gly in the P2, followed by Gly-Xxx or Xxx-Gly. In
this notation (SCHECHTER and BERGER 1967), P1 is the amino acid in a substrate
that is cleaved at its C-terminus and P2 is the adjacent amino acid N-terminal
to P1 (ScHEcHTER and BERGER 1967). Xxx is any amino acid residue. We
synthesized (Leu-Arg-Gly-Gly-NH),-thodamine and showed it to be an
extremely specific, sensitive and selective substrate for AVP within disrupted
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wild-type adenovirus serotype 2 (Ad2) virions (MANGEL et al. 1993; McGRrATH
et al. 1996). However, purified recombinant AVP exhibited no proteinase
activity (MANGEL et al. 1993; WEBSTER et al. 1993; MANGEL et al. 1996). Even-
tually, cofactors were discovered.

II. Discovery and Characterization of Two Cofactors

One cofactor is the viral DNA (MANGEL et al. 1993). If disrupted wild-type
Ad2 virus is treated with DNase and then assayed, proteinase activity is lost
but can be restored upon addition of Ad2 DNA. A second cofactor is a
plasmin-sensitive virion protein, which turned out to be the 11-amino-acid
peptide, pVlIc, from the C-terminus of the precursor to virion protein VI
(MANGEL et al. 1993; WEBSTER et al. 1993). Its sequence is GVQSLKRRRCE

The cofactors affect the macroscopic kinetic constants of the interaction
of AVP with the rhodamine-based fluorogenic substrates (MANGEL et al. 1996).
AVP alone has a small amount of activity. By incubating Ad2 DNA with AVP,
the Michaelis constant (K,,) increases twofold and the catalytic rate constant
(k) threefold. By incubating pVIc with AVP, K, increases twofold and &,
increases 350-fold. With all three components together, AVP plus Ad2 DNA
plus pVlIc, K,, increases twofold and k., increases 6000-fold relative to those
with AVP alone. Thus, the cofactors increase proteinase activity by increasing
the k., not decreasing the K.

III. Binding Interactions among the Cofactors
1. AVP Binding to pVlc in the Absence and Presence of DNA

The binding interactions among the cofactors were characterized by titration
curves and by fluorescence polarization. For the interaction of AVP with pVlc,
we incubated a constant amount of AVP with increasing amounts of pVIc and
assayed for enzyme activity. When the amount of enzyme activity was plotted
on the ordinate versus the concentration of pVIc, a hyperbola was obtained.
If one assumes that at the plateau all the AVP had been titrated with pVlc,
then the data could be transformed into bound pVIc versus free pVIc (Fig 1A)
and, from this, an equilibrium dissociation constant (K,) of 682 + 121nM
could be calculated. When this titration was repeated in the presence of an
excess of T7 DNA, and with AVP varied as opposed to pVlc, the K, dropped
to 54.7 £ 0.6nM (Fig. 1B).

2. AVP—pVlIc-Complex Binding to DNA

In order to characterize the interaction of AVP—pVIc complexes with DNA,
we titrated a constant amount of ds 36-mer DNA with increasing amounts of
AVP-pVIc complexes and assayed for enzyme activity (Fig. 2). Here, tight
binding, characterized by two straight lines, was observed; below saturation,
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Fig.1A,B. Binding of pVIc to adenovirus proteinase (AVP) in the absence (A) and
presence (B) of DNA. A Reactions (1ml) that contained 0.01M tris(hydrox-
ymethyl)aminomethane (Tris, pH 8.0), 5SmM octylglucoside, 40nM AVP and concen-
trations of pVlc that ranged from 0-20 uM were incubated at 37°C for Smin. Then
(Leu-Arg-Gly-Gly-NH),-Rhodamine was added to a concentration of 104M and the
increase in fluorescence was monitored as a function of time. The change in fluores-
cence was calculated by subtracting the fluorescence of the sample without pVIc from
the fluorescence of samples containing pVIc. The change in fluorescence was plotted
versus time and the resulting rates were transformed to concentrations of bound and
free pVIc. B Reactions (1 ml) that contained 0.01 M Tris (pH 8.0), 5mM octylglucoside,
1.5ug/ml T7 DNA, 20nM pVIc and concentrations of AVP that ranged from 0-600nM
were incubated at 37°C for 3min. Then (Leu-Arg-Gly-Gly-NH),-Rhodamine was
added to a concentration of 2uM and the increase in fluorescence was monitored as a
function of time. The change in fluorescence was calculated by subtracting the fluores-
cence of the sample without AVP from the fluorescence of samples containing AVP.
The change in fluorescence was plotted against time and the resulting rates transformed
to concentrations of bound and free AVP
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Fig.2. Binding of the adenovirus proteinase (AVP)-pVIc complexes to DNA is
coincident with stimulation of enzyme activity by DNA. AVP-pVIc complexes were
formed by incubating a 1.5-M excess of pVIc with AVP in 0.01M tris(thydrox-
ymethyl)aminomethane (Tris, pH 8.0), SmM NaCl and 1mM ethylenediaminete-
traacctic acid (EDTA) on ice for 30 min. Fluorescence anisotropy measurements (open
circle) were performed with 12.5-n1M 5’-fluorescein-labeled double-stranded (ds) 36-
mer DNA in 10mM Tris (pH 8.0),0.1 mM EDTA and 0.0125% NP-40 at 20°C. Aliquots
of AVP-pVIc complexes were added to the DNA; the solutions were mixed and, 30s
after each addition, the change in anisotropy (A-A,) was measured using an excita-
tion wavelength of 490 nm and a 520-nm bandpass filter. Activity measurements (closed
square) were performed with the AVP-pVIc complex in the presence or absence of
12.5-nM ds 36-mer DNA in 10mM Tris (pH 8.0), SmM octylglucoside and 5SuM (Leu-
Arg-Gly-Gly-NH),-Rhodamine at 20°C. The change in fluorescence (AF) was moni-
tored as a function of time using an excitation wavelength of 492 nm and an emission
wavelength of 523nm. The units of the abscissa are moles of AVP—pVIc complex
divided by moles of ds 36-mer DNA. The dashed lines are least-squares fits to the data
points. The vertical dotted line defines the intersection of the two dashed lines at a molar
ratio of 6

there was no unbound AVP-pVIc complex. Saturation, the intersection of the
two straight lines, was achieved at 6 AVP-pVIc complexes per ds 36-mer DNA.
If the experiment was repeated with fluorescein-labeled ds 36-mer DNA and
if, instead of assaying for enzyme activity, the change in anisotropy was mea-
sured, the two curves were superimposable. These two sets of data indicate
that the enzyme binds to DNA and that binding to DNA is coincident with
enzyme stimulation.

IV. Roles of AVP Cofactors in Virus Maturation

The functions of the cofactors might be to regulate the temporal and spatial
activity of the enzyme (MANGEL et al. 1997). Our working hypothesis is that
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the enzyme is initially synthesized with negligible activity. Presumably, if
it were active before virion assembly, it would cleave virion precursor pro-
teins, thereby preventing virion assembly. Late in infection, virion proteins,
including precursor proteins, assemble into “empty capsids” (BHATTI and
WEBER 1978). Then the core proteins and AVP bound to the viral DNA are
encapsidated, generating “young virions.” Binding to DNA increases the k.,
of AVP threefold. It is in these “top components” that the proteinase is acti-
vated and the precursor proteins are processed to yield mature, infectious
virus. This could occur by pVI binding to the viral DNA (RussgeLL and Pre-
cious 1982) such that AVP already bound to the viral DNA can excise pVlc.
The released pVlIc could then bind AVP. The AVP-pVIc complex next binds
to the viral DNA, and this ternary complex, AVP-pVIc-DNA, is a fully active
proteinase.

How can 50 fully-activated proteinases (BRowN et al. 1996) bound to the
viral DNA inside the virion cleave 2500 peptide bonds in precursor proteins
to render a virus particle infectious? Perhaps the viral DNA serves as a
guidewire, next to which are the 2500 processing sites that must be cleaved.
The proteinase complex could then slide along the viral DNA, cleaving the
precursor proteins. The binding of AVP-pVIc complexes to DNA is not
sequence specific (MANGEL et al. 1993), a property that allows the proteinase
to move along the viral DNA. This would be analogous to the binding of the
E. coli RNA polymerase holoenzyme to nonpromoter DNA sequences
(HiNkLE and CHAMBERLIN 1972). RNA polymerase binds to nonpromoter
DNA sequences with a K; of 100nM, and the polymerase slides along the
DNA via one-dimensional diffusion (SINGER and Wu 1988) until it locates a
promoter. In the case of AVP, it slides along the viral DNA, encountering pre-
cursor cleavage sites.

C. Crystal Structure of the Adenovirus-2 Proteinase
Complexed with pVIc

The crystal structure of an AVP-pVIc complex has been solved to 2.6-A res-
olution by means of X-ray-crystallographic analysis using single isomorphous
replacement supplemented with anomolous scattering (DING et al. 1996). The
AVP-pVIc complex is ovoid, with a-helices forming the wide end (Fig. 3). The
narrow end contains another o-helix, and the region between comprises one
central and two peripheral o-helices that interact with a S-sheet. The S-sheet
consists of five B-strands from AVP; a sixth B-strand originates from the last
eight amino-acid residues of pVlec.

AVP appears to represent a new type of proteinase. The sequence of the
gene for the proteinase is not related to any gene sequences in the databases.
Inhibitor profiles of enzyme activity give ambiguous results in revealing the
type of proteinase. Comparing the structure of AVP-pVic with all unique
protein molecules in the Brookhaven Protein Data Bank (BERNSTEIN et al.
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Fig.3. The secondary structure of the adenovirus proteinase-pVIc complex. a-Helices
are labeled H1 through H7; B-strands S1 through S7 from the N- to C-terminus. pVle,
is the nearest B-strand of the figure. Side chains are shown only for the active-site
residues Cys122, His54 and Glu71

1977) revealed no equivalent structure, suggesting that AVP represents a new
family of protein molecules.

However, we noticed some structural similarities between papain and the
AVP-pVIc complex; a helix and several f-strands within the central region of
papain appear to be in similar positions in the AVP-pVIc complex. When we
superimposed those structural similarities, we found that the nucleophilic
Cys25 of papain superimposed over Cys122 of AVP (Fig. 4, s. appendix, page
398/399). Furthermore, His159 and Asnl75 of papain superimposed over
His54 and Glu71 of AVP. Even the major component of the oxyanion hole,
GIn19 of papain, superimposed over GIn115 of AVP. Thus, AVP is the first
member of a new class of cysteine proteinases, C5 (RAwLINGS and BARRETT
1994); it is an example of convergent evolution. Despite the similarities with
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papain in the positions of the amino-acid residues involved in catalysis, the
sequential order of these amino-acid residues in the polypeptide chain is dif-
ferent. In AVP, the triad involved in catalysis is His54, Glu71 and Cys122,
whereas in papain the order is Cys25, His159 and Asnl175.

D. Potential Inhibitor-Binding Sites

There are general “rational” and “irrational” ways to obtain inhibitors of AVP.
One “rational” way is “structure-based drug design”. This approach utilizes
computer graphics to display the topography of a potential drug-binding site
so that one can design drugs complementary to this site. A computer can be
used both automatically and systematically to screen structurally diverse com-
pounds for prototypes that fit. Searches of chemical data bases using the coor-
dinates of AVP deposited in the Brookhaven Data Base (accession number
1AVP) via programs such as DOCK (Kuntz 1992; SHoicHET et al. 1992;
SuoicHET and Kuntz 1993), CAVEAT (Laurt and BARTLETT 1994) or
SYSDOC, a supercomputing-based dimeric analog approach for drug opti-
mization (PaNG and KoLLMAN 1995; PANG and Brimuoin 1998), should aid in
the identification of lead compounds. A general “irrational” approach to drug
design is the “combinatorial-library” method. Here, many thousands of struc-
turally diverse compounds are generated by combinatorial chemistry and the
products evaluated with automated, high-throughput assays. Once a large
number of active structures is ascertained, their common structural motifs are
identified by deconvolution (LaM et al. 1997).

Lead compounds, identified “rationally” or “irrationally,” are then refined
to become even better inhibitors. First,one measures the inhibitory equilibrium
dissociation constant, expecting it to be micromolar or lower. Then, the lead
compound is co-crystallized with the enzyme. Are the contacts as predicted?
Based upon the structure, a second generation inhibitor is designed, synthe-
sized, tested and co-crystallized with the enzyme. The process is repeated until
a selective inhibitor with a low equilibrium dissociation constant is obtained.

I. Active Site

The active site of AVP is on the surface of the molecule. It lies within a 25-A-
long, bent groove that is ~8-A wide. Cys122 and His54 lie in the middle of the
groove. There are several areas within the active site to which inhibitors can
be designed to bind.

AVP is both different from and similar to papain, and this can be exploited
in the design of unique inhibitors of AVP. For example, there are many dif-
ferent low-molecular-weight inhibitors of papain; their contacts within the
active site of papain are known because they have been co-crystallized with
papain and their structures determined by X-ray diffraction (Kim et al. 1992).
Regions of papain where inhibitors bind can be compared with similar regions
in AVP. Then, the inhibitors of papain can be redesigned to take into account
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the differences. For example, E-64 (N-[N-(L-3-trans-carboxirane-2-carbonyl)-
L-leucyl]-agmatine) is an excellent inhibitor of papain that does not inhibit
AVP (McGrarn et al. 1996). One may be able to redesign E-64, retaining
common contacts with papain and AVP, removing contacts unique to papain,
and inserting contacts unique to AVP, such that the resultant compound
becomes an inhibitor of AVP and not of papain.

There are several ways in which the substrate specificity of AVP can be
exploited in inhibitor design. Competitive inhibitors can be substrate like. We
know the specificity determinants in substrates for AVP are the P4 and P2
amino acids. Thus, compounds that reflect this specificity and have the poten-
tial to inhibit the enzyme can be designed, synthesized and tested. For
example, these compounds could contain a nonhydrolyzable reduced peptide
bond (HoLskin et al. 1995), an aldehyde (MACKENZzIE et al. 1986) or a
monofluoroketone (RasNIck 1985; McGRATH et al. 1995) at the P1 position.

The substrate specificity of AVP can be taken advantage of to deliver
specific inhibitors to the active-site groove. We have performed modeling
studies using the five amino acids at the site in the virus-coded protein pVI
where cleavage by AVP liberates pVIc-lle-Val-Gly-Leu-Gly (Fig. 5, s. appen-
dix, page 398/399). Energy-minimization studies indicate the substrate binds
to the active-site groove as a -strand. The P2 amino acid binds in a very small
hydrophobic groove. The P4 amino acid binds in a larger pocket that can best
accommodate a Leu, [le or Met residue. The side chains of the P1 and P3 amino
acids point away from the surface of AVP, which is why they are not specificity
determinants. Thus, one can attach inhibitory groups to the P1 and/or P3
amino-acid side chains or even a putative P5 side chain, and the resultant
peptide should still bind specifically in the active-site groove.

II. DNA-Binding Sites

We don’t know where DNA binds on the surface of the AVP—pVlIc complex.
However, the molecular surface of the AVP-pVIc complex has four large clus-
ters of positive-charge density ranging in area from 45 A’ to 65 A’ these are
potential DNA-binding sites (Fig. 6, s. appendix, page 398/399). The shortest
distance between clusters (~24 A) is commensurate with the rise of a single
turn of ds helical DNA. We are trying to obtain X-ray diffraction-quality crys-
tals of an AVP-pVIc-DNA complex. Once the structures of the DNA-binding
sites are known, compounds will be designed to bind to these sites. Although
DNA binding is not sequence specific, the DNA-binding sites may be unique,
and it is to these sites that specific inhibitors may be designed. Our presump-
tion is that a compound is a potential antiviral agent if it prevents AVP from
binding to the viral DNA.

III. pVIc-Binding Sites

The pVIc-binding site is another place inhibitory molecules may bind. Sur-
prisingly, pVIc, which exerts powerful control over the rate of catalysis, binds
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quite far from the active-site residues involved in catalysis. The cysteine
residue of pVIc forms a disulfide bond with Cys104 of AVP, which is 32 A away
from the active-site nucleophile Cys122. The residue of pVlIc closest to the
active site is Val2’, whose side chain is 14.5 A away from Cys122. There is exten-
sive contact between pVIc and AVP: 28 hydrogen bonds, 4 ionic bonds and a
disulfide bond (Fig. 7, s. appendix, page 402/403). pVIc directly interacts with
two different regions of AVP, and this suggests both how pVIc may increase
kex and how to design potential proteinase inhibitors. pVIc appears as a
“strap” that spans a region from the conserved Cys104 near the narrow end
of the structure across the back of the molecule, i.e., away from the active-site
groove, to the turn at the end of helix 4 near the active-site groove. One pos-
sible function of pVIc may be that, upon binding, it brings two regions of AVP
together: the formation of the S-sheet on one end of pVIc with the central -
structure of the molecule and the extensive contact of pVIc’s amino-terminal
region with residues that interact near the C-terminal end of helix 4. The func-
tional consequences of bringing two regions of AVP together may be that this
alters the geometry around the putative Cys—-His ion pair, thereby increasing
the pair’s catalytic power. If pVIc really functions as a strap, then molecules
that prevent pVlic from bringing two regions of AVP together are potential
proteinase inhibitors.

Different ligands that bind to the pVIc-binding site in AVP in preference
to pVIc can have different effects. Some ligands may increase the k., for sub-
strate hydrolysis, like pVIc. The binding of other ligands may prevent the acti-
vation of AVP. Since we don’t yet know how the binding of pVic to AVP
activates the enzyme, we cannot predict whether a specific ligand will stimu-
late or prevent the activation of the enzyme. However, both types of ligands
may be antiviral agents. A ligand that stimulates the activation of AVP could
be used to activate AVP before virion assembly. Then, that complex would
cleave virion precursor proteins, thereby preventing the formation of nascent
virus particles. Alternatively, the ligand that prevents activation of AVP would
prevent maturation of precursor proteins within virions, thus preventing the
virus particle from becoming infectious.

If pVicis a “strap” that holds together two domains of AVP, then peptides
that interfere with the binding of native pVIc and prevent a “strap” from
forming should inhibit the activation of AVP. For example, the N- and C-
terminal amino-acid residues of pVIc — GVQ and SLKRRRCEF, respectively
— should bind to AVP. Although GVQ should bind to the C-terminal end of
helix 4, binding alone it should not be able to bring both domains together.
Similarly, although SLKRRRCF may be able to form a S-strand with the
central f-sheet structure, binding alone it should not be able to bring that
domain closer to the C-terminal end of helix 4.

Another potential inhibitor is the peptide GVAALAARACA. It is a
mutant in which the amino-acid residues of pVIc whose side chains interact
with AVP have been replaced by an alanine residue. Side-chain interactions
are very specific, possibly more so than the interactions of AVP with the
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peptide backbone of pVIc. This mutant peptide may prevent a series of subtle
positional changes throughout the AVP—pVIc complex that result in the 350-
fold increase in enzyme activity.

The crystal structure of the AVP-pVIc complex revealed that amino-acid
residues 3,7°,9" and 11" in pVIc form salt bridges with AVP. Thus, GVASLKA-
RAC is a peptide that should not be able to form any of the salt bridges with
AVP. Testing of this mutant will show whether the salt bridges are required
for pVIc stimulation of enzyme activity. If they are required, then additional
experiments can be done to determine which salt bridges are important. This
approach may lead to an abbreviated form of pVlIc that can stimulate enzyme
activity.

E. Summary and Prospects

Human adenovirus is a good model system with which to study the exploita-
tion of virus-coded proteinases as targets for antiviral therapy. Because acti-
vation of AVP utilizes two cofactors, the viral DNA and the 11-amino-acid
peptide pVlIc, this is a good model system with which to test the hypothesis
that the probability of generating a virus resistant to three different inhibitors
directed against three different sites in the same virus-coded protein is much
lower than to three different inhibitors directed against three different virus-
coded proteins. Once we have compounds that inhibit the enzyme in vitro, we
shall test them with viruses and cells in culture. A wide range of animals,
including mice, chickens and monkeys, can be infected with different strains
of adenovirus so that we can test the more promising inhibitors in several
animal systems.

Although we present human adenovirus as a model system within which
to study the use of proteinase inhibitors as antiviral agents, the results of our
experiments are directly applicable to other medically important proteinases,
because human adenovirus is “less unique” than it used to be. The Sindbis virus
serine proteinase has a very basic N-terminal segment responsible for associ-
ation with the viral RNA (ToNG et al. 1993). The NS3 protein of hepatitis-C
virus is a serine proteinase whose activity is enhanced by a cofactor, the 54-
amino-acid residue NS4A protein. A 12-residue synthetic peptide, comprising
amino acids 12-33 of NS4A, forms a complex with the NS3 proteinase domain
and activates the enzyme so that it can cleave at certain processing sites
(Burkiewicz et al. 1996; Kium et al. 1996).

There are numerous sites on AVP where ligands can bind and, in doing
s0, should inhibit enzyme activity. Within the active site, there are several dif-
ferent regions. The DNA-binding site will soon be revealed, and polyanions
designed to bind to it should be good antiviral agents. Although we still don’t
know how the binding of pVIc to AVP increases k., for substrate hydrolysis,
we do know how pVIc binds to AVP; this has enabled us to design several
potential antiviral agents.
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CHAPTER 9

Proteinases as Virulence Factors

in Bacterial Diseases and as Potential Targets
for Therapeutic Intervention

with Proteinase Inhibitors

J. PoTeEmMPa and J. Travis

A. Introduction

In recent years a marked increase in the resistance of many bacterial
pathogens to conventional antibiotics has been observed. The most dramatic
example of this process has been the appearance of bacterial strains that were
susceptible to only a single clinically available antibiotic, vancomycin. More
importantly, examples of bacterial resistance to this antibiotic are being
reported. During the same time, a sharp decline occurred in numbers of new
or modified antibiotics which have recently become available for medical prac-
tice (Bax 1997), raising the gloomy prognosis of an end to the antibiotic era.
Thus, although this declaration is certainly premature, we consider it prudent
to suggest other mechanisms for the development of alternative antibacterial
strategies, particularly because of the progress made in the sequencing of bac-
terial genomes. This has opened the unparalleled possibility for designing new
anti-infective therapies by providing an opportunity to identify molecular
targets indispensable for bacterial growth and/or survival and pathogenesis
(KNowLEs 1997).

B. Common Themes in Bacterial Virulence
I. Host Defenses Against Bacterial Pathogens

The human body is in continuous contact with a myriad of microorganisms,
many of which are potential pathogens. Nevertheless, thanks to formidable
defense mechanisms, infective diseases are rare. Unless a disease-causing bac-
terium is introduced by an insect bite or through a wound, it first comes into
contact with either skin or mucosal membranes. In most types of bacterial
infections, colonization of these surfaces is the initial step in disease develop-
ment, and several defensive mechanisms have evolved to protect these tissues
against colonization (SALYERs and WHITT 1994). They include, among others,
the resident microflora of the skin, lysozyme and bactericidal peptides, lacto-
ferrin, and secretory immunoglobulin A (sIgA), the last playing an important
function in preventing bacterial attachment to mucosal cells and trapping
invading organisms in mucin (KiLIAN et al. 1988).
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Microorganisms that overcome surface defenses and reach underlying
tissue or blood encounter an array of interior host defenses, which can be
roughly divided into two categories. The first line of defense is constitutive and
nonspecific, predominantly comprised of professional phagocytes, enforced
iron limitation, and ready activation of the complement cascade. In tissues, the
combination of complement activation and phagocyte attack on invading
microbes produces inflammation, whose major function is to limit the spread-
ing of infection, thus buying time for the host to develop an invader-specific,
induced defense line composed of antibodies, activated macrophages and cyto-
toxic T cells (SaLyErs and WHITT 1994). Once this line of defense is breached,
systemic infection will occur leading to bacteremia and/or colonization of
internal organs and, ultimately, life threatening conditions.

II. Virulence Factors

Virulence, or pathogenicity, is generally delineated as the ability of a bacterium
to cause infection, and virulence factors represent either bacterial products or
strategies that contribute to virulence or pathogenicity. According to this
definition, any bacterial trait, structure or molecule that helps a pathogen to
accomplish colonization, evade host defense mechanisms, facilitate dissemi-
nation and cause host damage may be recognized as a virulence factor
(IsENBERG 1988; MEKALANOS 1992). In many respects proteolytic enzymes pro-
duced by several pathogenic bacterial species fit into the category of virulence
factors and, therefore, may be suitable targets for therapeutic intervention
with specific inhibitors (GocUEN et al. 1995; Travis et al. 1995; MAEDA 1996;
LaNTZ 1997).

C. Bacterial Proteinases as Potential Virulence Factors

Taking into account how precisely and tightly host proteinases are regulated
and the fact that disturbance of the balance between endogenous proteinases
and their natural inhibitors lies at the foundation of many diseases, one may
argue that exogenous enzymes of invading microbes have a high potency to
contribute to pathogenesis. This contention is gaining further support from the
unnoticed but important fact that, in most cases, microbial enzymes are not
controlled by endogenous inhibitors and, potentially, can reek havoc in host-
regulated proteolytic systems. For this reason, this concept is reviewed in
several of the following sections of this chapter.

I. Distribution of Proteinases among Pathogens

Only proteinases that reside on the bacterial surface or are released into the
environment can act directly on host proteins. As presented in Table 1, these
kinds of enzymes belong to three catalytic classes and are broadly distributed
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