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Preface to the Fourth Edition

Novel market segments such as intelligent transportation, revolutionary health care,
sophisticated security systems, and smart energy have recently emerged, requiring
increasingly diverse functionality such as RF circuits, power control, passive com-
ponents, sensors/actuators, biochips, optical communication, and microelectrome-
chanical devices. Integration of these non-digital functionalities at the board-level
into system platforms such as systems-in-package (SiP), systems-on-chip (SoC),
and three-dimensional (3-D) systems is a primary near- and long-term challenge of
the semiconductor industry. The delivery and management of high-quality, highly
efficient power have become primary design issues in these functionally diverse
systems. Integrated in-package and distributed on-chip power delivery is currently
under development across a broad spectrum of applications; the power delivery
design process, however, is currently dominated by ad hoc approaches.

The lack of methodologies, architectures, and circuits for scalable on-chip power
delivery and management is at the forefront of current heterogeneous system
design issues. The objective of this book is to describe the many short- and long-
term challenges of high-performance power delivery systems, provide insight and
intuition into the behavior and design of next-generation power delivery systems,
and suggest design solutions while providing a framework for addressing power
objectives at the architectural, methodology, and circuit levels.

This book is based on the body of research carried out by the authors of previous
editions of this book from 2001 to 2011. The first edition of the book, titled Power
Distribution Networks in High Speed Integrated Circuits, was published in 2004
by Andrey V. Mezhiba and Eby G. Friedman. This first book focused on on-
chip distribution networks, including electrical characteristics, relevant impedance
phenomenon, and related design trade-offs. On-chip distributed power delivery, at
that time an innovative paradigm shift in power delivery, was also introduced in the
book. As the concept of integrated power delivery evolved, the important topic of
on-chip decoupling capacitance was added to the book, which was released in 2008
with a new title, Power Distribution Networks with On-Chip Decoupling Capacitors
by Mikhail Popovich, Andrey V. Mezhiba, and Eby G. Friedman. Later, this
book was revised by Renatas Jakushokas, Mikhail Popovich, Andrey V. Mezhiba,
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viii Preface to the Fourth Edition

Selçuk Köse, and Eby G. Friedman to address emerging design and analysis
challenges in on-chip power networks. This last edition was published with an
identical title in 2011. Since the first book was published in 2004, the issue of power
delivery has greatly evolved. The concept of on-chip distributed power delivery
has been recognized as an important cornerstone to high-performance integrated
circuits. A number of ultrasmall on-chip power supplies to support this on-chip
focus have also been demonstrated.

While on-chip power integration has become a primary objective for system
integration, research has remained focused on developing compact and efficient
power supplies, lacking a methodology to effectively integrate and manage in-
package and on-chip power delivery systems. The challenge has become greater
as the diversity of modern systems increases, and dynamic voltage scaling (DVS)
and dynamic voltage and frequency scaling (DVFS) become a part of the power
management process. Hundreds of on-chip power domains with tens of different
voltage levels have recently been reported, and thousand-core ICs are being consid-
ered. Scalable power delivery systems and the granularity of power management in
DVS/DVFS multicore systems are limited by existing ad hoc approaches. To cope
with this increasing design complexity and the quality and system-wide efficiency
challenges of next-generation power delivery systems, enhanced methodologies to
design and analyze scalable, hierarchical power management and delivery systems
with fine granularity of dynamically controllable voltage levels are necessary.
Updating the vision of on-chip power delivery networks, traditionally viewed as
a passive network, is the primary purpose for publishing a new (fourth) edition of
this book. Emphasis is placed on complex and scalable power delivery systems,
system-wide efficiency, quality of power, and intelligent, real-time, fine-grain local
power management. A framework that addresses various power objectives at the
architectural, methodology, and circuit levels is described, providing a general solu-
tion for existing and emerging power delivery challenges and techniques. This book,
titled On-Chip Power Delivery and Management, is authored by Inna P.-Vaisband,
Renatas Jakushokas, Mikhail Popovich, Andrey V. Mezhiba, Selçuk Köse, and
Eby G. Friedman as the fourth edition of this series of books.

The chapters of the book are now separated into eight parts. Power networks,
inductive properties, electromigration, and decoupling capacitance within integrated
circuits are described in Part I (Chaps. 1, 2, 3, 4, 5, and 6). In Part II (Chaps. 7, 8,
9, and 10), the design of on-chip power distribution networks and power supplies
is discussed. Circuits for on-chip power delivery and management and integrated
power delivery systems are described in Part IV (Chaps. 17, 18, 19, and 20). Closed-
form expressions for power grid analysis, modeling and optimization of power
networks, and the codesign of power supplies are presented in Part V (Chaps. 21,
22, 23, 24, 25, 26, and 27). Since noise within the power grid is a primary design
constraint, this issue is reviewed in Part VI (Chaps. 28, 29, 30, 31, 32, 33, and 34).
Multilayer power distribution networks are the focus of Part VII (Chaps. 35, 36,
37, 38, and 39). In Part III (Chaps. 12, 13, 14, and 15), the issue of placing on-chip
decoupling capacitors is discussed. In Part VIII (Chaps. 40, 41, 42, and 43), multiple
power supply systems are described. The focus of this part is on those integrated
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circuits where multiple on-chip power supplies are required. In Part IX, some
concluding comments, the appendices, and additional information are provided.

This revised and updated material is based on recent research by
Inna P.-Vaisband developed between 2009 and 2015 at the University of Rochester
during her doctoral studies under the supervision of Prof. Eby G. Friedman.
The new chapters focus on design complexity, system scalability, and system-
wide optimization of power delivery and management systems. The concept
of intelligent power delivery is introduced, and a framework for on-chip power
delivery and management is described that provides local power control and real-
time management for sharing energy resources.

The book covers a wide spectrum of issues related to on-chip power networks and
systems. The authors believe that this revised edition provides the latest information
on a dynamic and highly significant topic of primary importance to both the
industrial and academic research and development communities.

Acknowledgments

The authors would like to thank Chuck Glaser for his sincere encouragement and
enthusiastic support of the publication of this book. The authors would also like
to thank Burt Price and Jeff Fischer from Qualcomm and Avinoam Kolodny from
Technion – Israel Institute of Technology for their collaboration and support.
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Science Foundation under grant no. 2012139; the National Science Foundation
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under grant no. W911NF-14-C-0089 and by grants from Qualcomm, Cisco Systems,
and Intel.
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Preface to the Third Edition

The first planar circuit was fabricated by Fairchild Semiconductor Company in
1959. Since then, the evolution of the integrated circuit has progressed, now
providing billions of transistors on a single monolithic substrate. These integrated
circuits are an integral and nearly essential part of our modern life. The power
consumed by a typical 20 � 20 mm2 microprocessor is in the range of several
hundreds of watts, making integrated circuits one of the highest power consumers
per unit area. With such a high rate of power consumption, the problem of delivering
power on-chip has become a fundamental issue. The focus of this book is on
distributing power within high-performance integrated circuits.

In 2004, the book titled Power Distribution Networks in High Speed Integrated
Circuits by A. V. Mezhiba and E. G. Friedman was published to describe, for the
first time in book form, the design and analysis of power distribution networks
within integrated circuits. The book described different aspects of on-chip power
distribution networks, starting with a general introduction and ending with a
discussion of various design trade-offs in on-chip power distribution networks.
Later, the important and highly relevant topic of decoupling capacitance was added
to this book. Due to the significant change in size and focus, the book was released
in 2008 as a new first edition with a new title, Power Distribution Networks with On-
Chip Decoupling Capacitors by M. Popovich, A. V. Mezhiba, and E. G. Friedman.
Since this revised book was published, new design and analysis challenges in on-
chip power networks have emerged.

The rapidly evolving field of integrated circuits has required an innovative
perspective on on-chip power generation and distribution, shifting the authors’
research focus to these new challenges. Updating knowledge on chip-based power
distribution networks is the primary purpose for publishing a second edition of
Power Distribution Networks with On-Chip Decoupling Capacitors. Focus is placed
on complexity issues related to power distribution networks, developing novel
design methodologies and providing solutions for specific design and analysis
issues. In this second edition, the authors have revised and updated previously
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published chapters and added four new chapters to the book. This second edition
has also been partitioned into subareas (called parts) to provide a more intuitive
flow to the reader.

The organization of the book is now separated into seven parts. A general
background, introducing power networks, inductive properties, electromigration,
and decoupling capacitance within integrated circuits, is provided in Part I (Chaps. 1,
2, 3, 4, 5, 6, and 7). In Part II (Chaps. 8, 9, 10, 11, and 12), the design of on-
chip power distribution networks is discussed. Since noise within the power grid
is a primary design constraint, this issue is reviewed in Part III (Chaps. 13, 14, 15,
16, 17, 18, and 19). In Part IV (Chaps. 20, 21, 22, and 23), the primary issue of
placing on-chip decoupling capacitors is discussed. Multilayer power distribution
networks are the focus of Part V (Chaps. 24, 25, and 26). In Part VI (Chaps. 27, 28,
29, and 30), multiple power supply systems are described. The focus of this part is
on those integrated circuits where several on-chip power supplies are required. In
Part VII, some concluding comments, the appendices, and additional information
are provided.

This revised and updated material is based on recent research by
Renatas Jakushokas and Selçuk Köse developed between 2005 and 2010 at the
University of Rochester during their doctoral studies under the supervision of
Prof. Eby G. Friedman. The emphasis of these newly added chapters is on the
complexity of power distribution networks. Models for commonly used meshed and
interdigitated interconnect structures are described. These models can be used to
accurately and efficiently estimate the resistance and inductance of complex power
distribution networks. With these models, on-chip power networks can be efficiently
analyzed and designed, greatly enhancing the performance of the overall integrated
circuit.

Acknowledgments

The authors would like to thank Charles Glaser from Springer for making this book
a reality. The authors are also grateful to Dr. Sankar Basu of the National Science
Foundation for his support over many years. We are sincerely thankful to Dr. Emre
Salman for endless conversations and discussions, leading to novel research ideas
and solutions.
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Preface to the Second Edition

The purpose of this book is to provide insight and intuition into the behavior and
design of power distribution systems with decoupling capacitors for application
to high-speed integrated circuits. The primary objectives are threefold. First is to
describe the impedance characteristics of the overall power distribution system,
from the voltage regulator through the printed circuit board and package onto
the integrated circuit to the power terminals of the on-chip circuitry. The second
objective of this book is to discuss the inductive characteristics of on-chip power
distribution grids and the related circuit behavior of these structures. Finally, the
third primary objective is to present design methodologies for efficiently placing
on-chip decoupling capacitors in nanoscale integrated circuits.

Technology scaling has been the primary driver behind the amazing performance
improvement of integrated circuits over the past several decades. The speed
and integration density of integrated circuits have dramatically improved. These
performance gains, however, have made distributing power to the on-chip circuitry
a difficult task. Highly dense circuitry operating at high clock speeds has increased
the distributed current to many tens of amperes, while the noise margin of the power
supply has shrunk consistent with decreasing power supply levels. These trends have
elevated the problems of power distribution and allocation of the on-chip decoupling
capacitors to the forefront of several challenges in developing high-performance
integrated circuits.

This book is based on the body of research carried out by Mikhail Popovich
from 2001 to 2007 and Andrey V. Mezhiba from 1998 to 2003 at the University of
Rochester during their doctoral studies under the supervision of Professor Eby G.
Friedman. It is apparent to the authors that although various aspects of the power
distribution problem have been addressed in numerous research publications, no
text exists that provides a unified focus on power distribution systems and related
design problems. Furthermore, the placement of on-chip decoupling capacitors has
traditionally been treated as an algorithmic oriented problem. A more electrical
perspective, both circuit models and design techniques, has been used in this
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book for presenting how to efficiently allocate on-chip decoupling capacitors. The
fundamental objective of this book is to provide a broad and cohesive treatment of
these subjects.

Another consequence of higher speed and greater integration density has been
the emergence of inductance as a significant factor in the behavior of on-chip
global interconnect structures. Once clock frequencies exceeded several hundred
megahertz, incorporating on-chip inductance into the circuit analysis process
became necessary to accurately describe signal delays and waveform characteristics.
Although on-chip decoupling capacitors attenuate high-frequency signals in power
distribution networks, the inductance of the on-chip power interconnect is expected
to become a significant factor in multi-gigahertz digital circuits. An important
objective of this book, therefore, is to clarify the effects of inductance on the
impedance characteristics of on-chip power distribution grids and to provide an
understanding of related circuit behavior.

The organization of the book is consistent with these primary goals. The
first eight chapters provide a general description of distributing power in inte-
grated circuits with decoupling capacitors. The challenges of power distribution
are introduced and the principles of designing power distribution systems are
described. A general background to decoupling capacitors is presented followed
by a discussion of the use of a hierarchy of capacitors to improve the impedance
characteristics of the power network. An overview of related phenomena, such as
inductance and electromigration, is also presented in a tutorial style. The following
seven chapters are dedicated to the impedance characteristics of on-chip power
distribution networks. The effect of the interconnect inductance on the impedance
characteristics of on-chip power distribution networks is evaluated. The implications
of these impedance characteristics on circuit behavior are also discussed. On-chip
power distribution grids are described, exploiting multiple power supply voltages
and multiple grounds. Techniques and algorithms for the computer-aided design and
analysis of power distribution networks are also described; however, the emphasis of
the book is on developing circuit intuition and understanding the electrical principles
that govern the design and operation of power distribution systems. The remaining
five chapters focus on the design of a system of on-chip decoupling capacitors.
Methodologies for designing power distribution grids with on-chip decoupling
capacitors are also presented. These techniques provide a solution for determining
the location and magnitude of the on-chip decoupling capacitance to mitigate on-
chip voltage fluctuations.

Acknowledgments

The authors would like to thank Alex Greene and Katelyn Stanne from Springer
for their support and assistance. We are particularly thankful to Bill Joyner and
Dale Edwards from the Semiconductor Research Corporation and Marie Burnham,
Olin Hartin, and Radu Secareanu from Freescale Semiconductor Corporation for
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Preface to the First Edition

The primary purpose of this book is to provide insight and intuition into the
behavior and design of power distribution systems for high-speed integrated circuits.
The objective is twofold. First is to describe the impedance characteristics of the
overall power distribution system, from the voltage regulator through the printed
circuit board and package onto the integrated circuit to the power terminals of
the on-chip circuitry. The second objective of this book is to discuss the inductive
characteristics of on-chip power distribution grids and the related circuit behavior
of these structures.

Technology scaling has been the primary driver behind improving the perfor-
mance characteristics of integrated circuits over the past several decades. The speed
and integration density of integrated circuits have dramatically improved. These
performance gains, however, have made distributing power to the on-chip circuitry
a difficult task. Highly dense circuitry operating at high clock speeds has increased
the distributed current to tens of amperes, while the noise margin of the power
supply has been shrunk consistent with decreasing power supply levels. These trends
have elevated the problem of power distribution to the forefront of challenges in
developing high-performance integrated circuits.

This monograph is based on the body of research carried out by Andrey V.
Mezhiba from 1998 to 2003 at the University of Rochester during his doctoral study
under the supervision of Professor Eby G. Friedman. It has become apparent to the
authors during this period that although various aspects of the power distribution
problem have been addressed in numerous research publications, no text provides a
unified description of power distribution systems and related design problems. The
primary objective of this book is therefore to provide a broad and cohesive, albeit
not comprehensive, treatment of this subject.

Another consequence of higher speed and greater integration density has been
the emergence of inductance as a significant factor in the behavior of on-chip
global interconnect structures. Once clock frequencies exceeded several hundred
megahertz, incorporating on-chip line inductance into the circuit analysis process
became necessary to accurately describe signal delays and rise times. Although on-
chip decoupling capacitors attenuate high-frequency signals in power distribution

xix
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networks, the inductance of the on-chip power interconnect is expected to become a
significant factor in multi-gigahertz digital circuits. Another objective of this book,
therefore, is to describe the effects of inductance on the impedance characteristics of
on-chip power distribution grids and to develop an understanding of related circuit
behavior.

The organization of the book is consistent with these primary goals. The first
eight chapters provide a general description of distributing power in integrated
circuits. The challenges of power distribution are introduced and the principles
of designing power distribution systems are described. A hierarchy of decoupling
capacitors used to improve the impedance characteristics is reviewed. An overview
of related phenomena, such as inductance and electromigration, is also presented
in a tutorial style. The following six chapters are dedicated to the impedance
characteristics of on-chip power distribution networks. The effect of the interconnect
inductance on the impedance characteristics of on-chip power distribution networks
is evaluated. The implications of these impedance characteristics for the circuit
behavior are also discussed. Techniques and algorithms for the computer-aided
design and analysis of power distribution networks are also described; however,
the emphasis of the book is on developing circuit intuition and understanding the
principles that govern the design and operation of power distribution systems.

Acknowledgments
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Semiconductor Research Corporation for his continuing support of the research
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Part I
General Background

A general background of on-chip power distribution networks is described in Part I.
These chapters familiarize the reader with topics relevant to power supply networks.
Different aspects of inductance and inductive loops are also reviewed in this part.
These chapters provide sufficient background to enable the reader to follow the
remainder of the book. Greater detail describing each chapter in this part is provided
below.

An introduction to the evolution of integrated circuits and problems related
to power distribution are presented in Chap. 1. Technology trends describing
microprocessor transistor count, clock frequency, and power are summarized in this
chapter. The important issue of noise within power distributions networks is also
discussed.

The inductive properties of interconnect are described in Chap. 2. Different
methods of characterizing the inductance of complex interconnect systems as
well as limitations of these methods are also discussed. The concept of a partial
inductance is reviewed. This concept is helpful in describing the inductive properties
of complex structures. The distinction between the absolute inductance and the
inductive behavior is emphasized and the relationship between these concepts is
discussed.

The inductive properties of interconnect structures where current flows in long
loops are described in Chap. 3. The variation of the partial inductance with line
length is compared to the loop inductance. The inductance of a long current loop
increases linearly with loop length. Similarly, the effective inductance of several
long loops connected in parallel decreases inversely linearly with the number of
loops. Exploiting these properties to enhance the efficiency of the circuit analysis
process is discussed.

The phenomenon of electromigration and implications on related circuit reliabil-
ity are the subject of Chap. 4. With increasing current density in on-chip interconnect
lines, the transport of metal atoms under an electric driving force, known as
electromigration, becomes more significant. Metal depletion and accumulation
occur at the sites of electromigration atomic flux divergence. Voids and protrusions
are formed, respectively, at the sites of metal depletion and accumulation, causing,
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respectively, open circuit and short-circuit faults in interconnect structures. The
mechanical characteristics of the interconnect structures are critical in determining
electromigration reliability. Power and ground lines are particularly susceptible to
electromigration damage as these lines carry a significant amount of unidirectional
current.

Scaling trends of on-chip power distribution noise are discussed in Chap. 5.
A model for scaling power distribution noise is described. Two scenarios of
interconnect scaling are analyzed. The effects of scaling trends on the design of
next generation complementary metal-oxide semiconductor (CMOS) circuits are
also discussed.



Chapter 1
Introduction

In July 1958, Jack Kilby of Texas Instruments suggested building all of the
components of a circuit completely in silicon [1]. By September 12, 1958, Kilby
had built a working model of the first “solid circuit,” the size of a pencil point.
A couple of months later in January 1959, Robert Noyce of Fairchild Semiconductor
developed a better way to connect the different components of a circuit [2, 3].
Later, in the spring of 1959, Fairchild Semiconductor demonstrated the first planar
circuit—a “unitary circuit.” The first monolithic integrated circuit (IC) was born,
where multiple transistors coexisted with passive components on the same physical
substrate [4]. Microphotographs of the first IC (Texas Instruments, 1958), the first
monolithic IC (Fairchild Semiconductor, 1959), and the high performance i7-6700K
Skylake Quad-Core microprocessor with up to 4:2 GHz clock frequency (Intel
Corporation, 2015) are depicted in Fig. 1.1.

In 1960, Jean Hoerni invented the planar process [5]. Later, in 1960, Dawon
Kahng and Martin Atalla demonstrated the first silicon based metal oxide semicon-
ductor field effect transistor (MOSFET) [6], followed in 1967 by the first silicon
gate MOSFET [7]. These seminal inventions resulted in the explosive growth of
today’s multi-billion dollar microelectronics industry. The fundamental cause of
this growth in the microelectronics industry has been made possible by technology
scaling, particularly in CMOS technology.

The goal of this chapter is to provide a brief perspective on the development of
ICs, introduce power delivery and management in the context of this development,
motivate the use of on-chip voltage regulators and decoupling capacitors, and
provide guidance and perspective to the rest of this book. The evolution of integrated
circuit technology from the first ICs to highly scaled CMOS technology is described
in Sect. 1.1. As manufacturing technologies supported higher integration densities
and switching speeds, the primary constraints and challenges in the design of
integrated circuits have also shifted, as discussed in Sect. 1.2. The basic nature of
the problem of distributing power and ground in integrated circuits is described

© Springer International Publishing Switzerland 2016
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4 1 Introduction

Fig. 1.1 Microphotographs of early and recent integrated circuits (IC) (the die size is not to scale);
(a) the first IC (Texas Instruments, 1958), (b) the first monolithic IC (Fairchild Semiconductor,
1959), (c) the high performance i7-6700K Skylake Quad-Core microprocessor (Intel Corporation,
2015)

in Sect. 1.3. The adverse effects of variations in the power supply voltage on the
operation of a digital integrated circuit are discussed in Sect. 1.4. Finally, the chapter
is summarized in Sect. 1.5.

1.1 Evolution of Integrated Circuit Technology

The pace of IC technology over the past three decades is well characterized by
Moore’s law. As noted in 1965 by Gordon Moore, the integration density of the
first commercial integrated circuits has doubled approximately every year [8].
A prediction was made that the economically effective integration density, i.e.,
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the number of transistors on an integrated circuit leading to the minimum cost per
integrated component, will continue to double every year for another decade. This
prediction has held true through the early 1970s. In 1975, the prediction was revised
to suggest a new, slower rate of growth–doubling of the IC transistor count every two
years [9]. This trend of exponential growth of IC complexity is commonly referred
to as “Moore’s law.” Since the start of commercial production of integrated circuits
in the early 1960s, circuit complexity has risen from a few transistors to several
billions of transistors functioning together on a single monolithic substrate. This
trend is expected to continue at a comparable pace for another decade [10].

The evolution of the integration density of microprocessor and memory ICs is
shown in Fig. 1.2 along with the original prediction described in [8]. As seen from
the data illustrated in Fig. 1.2, DRAM IC complexity has grown at an even higher
rate, quadrupling roughly every three years. The progress of microprocessor clock
frequencies is shown in Fig. 1.3. Associated with increasing IC complexity and
clock speed is an exponential increase in microprocessor performance (doubling
every 18 to 24 month). This performance trend is also referred to as Moore’s law.
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The principal driving force behind this spectacular improvement in circuit
complexity and performance has been the steady decrease in the feature size of
semiconductor devices. Advances in optical lithography have allowed manufac-
turing of on-chip structures with increasingly higher resolution. The area, power,
and speed characteristics of transistors with a planar structure, such as MOS
devices, improve with the decrease (i.e., scaling) of the lateral dimensions of the
devices. These technologies are therefore referred to as scalable. The maturing of
scalable planar circuit technologies, first PMOS and later NMOS, has allowed the
potential of technology scaling to be fully exploited as lithography has improved.
The development of planar MOS technology culminated in CMOS circuits. The
low power characteristics of CMOS technology deferred the effects of thermal
limitations on integration complexity and permitted technology scaling to continue
unabated through the 1980s, 1990s, 2000s, and 2010s making CMOS the digital
circuit technology of choice.

From a historical perspective, the development of scalable ICs was simul-
taneously circuitous and serendipitous, as described by Murphy, Haggan, and
Troutman [11]. Although the ideas and motivation behind scalable ICs seem
straightforward from today’s vantage point, the emergence of scalable commercial
ICs was neither inevitable nor a result of a well guided and planned pursuit.
Rather, the original motivation for the development of integrated circuits was circuit
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miniaturization for military and space applications. Although the active devices of
the time, discrete transistors, offered smaller size (and also lower power dissipation
with higher reliability) as compared to vacuum tubes, much of this advantage was
lost at the circuit level, as the size and weight of electronic circuits were dominated
by passive components, such as resistors, capacitors, and diodes. Thus, the original
objective was to reduce the size of the passive elements through integration of these
elements onto the same die as the transistors. The cost effectiveness and commercial
success of high complexity ICs were highly controversial for several years after
the integrated circuit was invented. Successful integration of a large number of
transistors on the same die seemed infeasible, considering the yield of discrete
devices at the time [11].

Many obstacles precluded early ICs from scaling. The bulk collector bipolar
transistors used in these early ICs suffered from performance degradation due to
high collector resistance and, more importantly, the collectors of all of the on-
chip transistors were connected through the bulk substrate. The speed of a bipolar
transistor does not, in general, scale with the lateral dimensions (i.e., vertical NPN
and PNP doping structures typically determine the performance). In addition, early
device isolation approaches were not amenable to scaling and consumed significant
die area. On-chip resistors and diodes also made inefficient use of die area. Scalable
schemes for device isolation and interconnection were therefore essential to truly
scale ICs. It was not until these problems were solved and the structure of the bipolar
transistor was improved that device miniaturization led to dramatic improvements
in IC complexity.

The concept of scalable ICs received further development with the maturation
of the MOS technology. Although the MOS transistor is a contemporary of the
first ICs, the rapid progress in bipolar devices delayed the development of MOS
ICs at the beginning of the IC era. The MOS transistor lagged in performance
as compared with existing bipolar devices and suffered from reproducibility and
stability problems. The low current drive capability of MOS transistors was
also a serious disadvantage at low integration densities. Early use of the MOS
transistor was limited to those applications that exploited the excellent switch-
like characteristics of the MOS devices. Nevertheless, the circuit advantages and
scaling potential of MOS technology were soon realized, permitting MOS circuits
to gain increasingly wider acceptance. Gate insulation and the enhancement mode of
operation made MOS technology ideal for direct-coupled logic [12]. Furthermore,
MOS did not suffer from punch-through effects and could be fabricated with higher
yield. The compactness of MOS circuits and the higher yield eventually resulted in a
fourfold density advantage in devices per IC as compared to bipolar ICs. Ironically,
it was the refinement of bipolar technology that paved the path to these larger
scales of integration, permitting the efficient exploitation of MOS technology. With
advances in lithographic resolution, the MOS disadvantage in switching speed as
compared to bipolar devices gradually diminished. The complexity of bipolar ICs
had become primarily constrained by power dissipation. As a result, MOS emerged
as the dominant digital integrated circuit technology.
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1.2 Evolution of Design Objectives

Advances in fabrication technology and the emergence of new applications have
induced several shifts in the principal objectives in the design of integrated circuits
over the past 50 years. The evolution of the IC design paradigm is illustrated in
Fig. 1.4.

In the 1960s and 1970s, yield concerns served as the primary limitation to IC
integration density and, as a consequence, circuit compactness and die area were
the primary criteria in the IC design process. Due to limited integration densities,
a typical system at the time would contain dozens to thousands of small ICs. As
a result, chip-to-chip communications traversing board-level interconnect limited
overall system performance. As compared to intra-chip interconnect, board level
interconnect have high latency and dissipate large amounts of power, limiting the
speed and power of a system. Placing as much functionality as possible into a yield
limited silicon die supported the realization of electronic systems with fewer ICs.
Fewer board level contacts and interconnections in systems comprised of fewer
ICs improved system reliability and lowered system cost, increased system speed
(due to lower communication latencies), reduced system power consumption, and
decreased the size and weight of the overall system. Producing higher functionality
per silicon area with the ensuing reduction in the number of individual ICs typically
achieved an improved cost/performance tradeoff at the system level. A landmark
example of that era is the first Intel microprocessor, the 4004, commercialized
at the end of 1971 [13]. Despite the limitation to 4-bit word processing and
initially operating at a mere 108 kHz, the 4004 microprocessor was a complete
processor core built on a monolithic die containing approximately 2300 transistors.
A microphotograph of the 4004 microprocessor is shown in Fig. 1.5.

The impact of off-chip communications on overall system speed decreased as the
integration density increased with advances in fabrication technology, lowering the

1970’s 1980’s 1990’s 2000’s 2010’s Time

Area

Power

Speed/Area Speed

Ultra-low Power 

Speed/Power

Speed/Power/Noise POWER/Noise/Speed

Fig. 1.4 Evolution of design criteria in CMOS integrated circuits



1.2 Evolution of Design Objectives 9

Fig. 1.5 Microphotograph of the 4004—the first microprocessor manufactured on a mono-
lithic die

number of ICs comprising a system. System speed became increasingly dependent
on the speed of the component ICs (and less dependent on the speed of the board-
level communications). By the 1980s, circuit speed had become the design criterion
of greatest significance. Concurrently, a new class of applications emerged, prin-
cipally restricted by the amount of power consumed. These applications included
digital wrist watches, handheld calculators, pacemakers, and satellite electronics.
These applications established a new design concept—design for ultra-low power,
i.e., power dissipation being the primary design criterion, as illustrated by the lowest
path shown in Fig. 1.4.

As device scaling progressed and a greater number of components were inte-
grated onto a single die, on-chip power dissipation began to produce significant
economic and technical difficulties. While the market for high performance circuits
could support the additional cost, the design process in the 1990s had focused
on optimizing both speed and power, borrowing a number of design approaches
previously developed for ultra-low power products. The proliferation of portable
electronic devices further increased the demand for power efficient and ultra-low
power ICs, as shown in Fig. 1.4.

A continuing increase in power dissipation exacerbated system price and reli-
ability concerns, making power a primary design metric across an entire range of
applications. The evolution of power consumed by several lines of commercial
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Fig. 1.6 Evolution of microprocessor power consumption. Several lines of microprocessors are
shown in different colors and shapes

microprocessors is shown in Fig. 1.6. Furthermore, aggressive device scaling and
increasing circuit complexity have caused severe noise (or signal integrity) issues
in high complexity, high speed integrated circuits. Although digital circuits have
traditionally been considered immune to noise due to the inherently high noise mar-
gins, circuit coupling through the parasitic impedances of the on-chip interconnect
has significantly increased with technology scaling. Ignoring the effects of on-chip
noise is no longer possible in the design of high speed digital ICs. These changes
are reflected in the convergence of “speed” and “speed/power” design criteria to
“speed/power/noise,” as depicted in Fig. 1.4.

As device scaling continued in the twenty first century, more than seven billions
transistors have successfully been integrated onto a single die [14], keeping up
with Moore’s law. As a result, the overall power dissipation increased accordingly,
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exceeding the maximum capability of conventional cooling technologies. Any
further increase in on-chip power dissipation would require either expensive and
challenging technology solutions, such as liquid cooling, significantly increasing the
overall cost of a system, or innovations in system architecture that exploit massive
integration levels or local functional characteristics. Moreover, an explosive growth
of portable and handheld devices, such as cell phones and personal device assistants
(PDAs), resulted in a shift of design focus towards low power. As an architectural
solution for low power in high performance ICs, multi-core systems emerged
[15–18], trading off silicon area with on-chip power dissipation. Since the emphasis
on ultra-low power design continues in the second decade of the twenty first century,
major design effort is focused on reducing system-level power dissipation.

1.3 The Issue of Power Delivery and Management

The issue of power delivery is illustrated in Fig. 1.7, where a simple power delivery
system is shown. The system consists of a power supply, a power load, and
interconnect lines connecting the supply to the load. The power supply is assumed
to behave as an ideal voltage source providing nominal power and ground voltages,
Vdd and Vgnd. The power load is modeled as a variable current source I.t/. The
interconnect lines connecting the supply and the load are not ideal; the power
and ground lines have, respectively, a finite parasitic resistance Rp and Rg, and
inductance Lp and Lg. Resistive voltage drops �VR D IR and inductive voltage
drops �VL D L dI=dt develop across the parasitic interconnect impedances, as
the load draws current I.t/ from the power delivery system. The voltage levels
across the load terminals, therefore, change from the nominal level provided by
the supply, dropping to Vdd � IRp � Lp dI=dt at the power terminal and rising to
Vgnd C IRg C Lg dI=dt at the ground terminal, as shown in Fig. 1.7.

This uncertainty in the supply voltages is referred to as power supply noise.
Power supply noise adversely affects circuit operation through several mechanisms,

−
+Power

supply

V = Vdd
Rp

Lp
I(t) V = Vdd − IRp − Lp

−dI
dt

−dI
dt

I(t) Power
load

V = Vgnd + IRg + LgLg
Rg

I(t)V = Vgnd

Fig. 1.7 Power delivery system consisting of the power supply, power load, and non-ideal
interconnect lines
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as described in Sect. 1.4. Proper design of the load circuit ensures correct operation
under the assumption that the supply levels are maintained within a certain range
near the nominal voltage levels. This range is called the power noise margin. The
primary objective in the design of the power delivery system is to supply sufficient
current to each transistor on an integrated circuit while ensuring that the power noise
does not exceed target noise margins.

The on-going miniaturization of integrated circuit feature size has placed signif-
icant requirements on the on-chip power and ground distribution networks. Circuit
integration densities rise with each nanometer technology generation due to smaller
devices and larger dies; the current density and total current increase accordingly.
Simultaneously, the higher speed switching of smaller transistors produces faster
current transients within the power distribution network. Both the average current
and the transient current are rising exponentially with technology scaling. The
evolution of the average current of high performance microprocessors is illustrated
in Fig. 1.8.

With thermal design power (TDP) of over 130 W (e.g., the TDP of the Intel
Sandy Bridge, Poulson, and Tukwila microprocessors is, respectively, 130 , 170 ,
and 185 W [19]) and power supply voltage as low as 0:8 V [20], the current in
contemporary microprocessors is approaching 200 A and will further increase with
technology scaling. Forecasted demands in the power current of high performance
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power to the supply voltage. The transient current is the product of the average current and the
on-chip clock rate, 2� fclk

microprocessors are illustrated in Fig. 1.9. The rate of increase in the transient
current is expected to more than double the rate of increase in the average current,
as indicated by the slope of the trend lines depicted in Fig. 1.9.

The faster rate of increase in the transient current as compared to the average
current is due to increasing on-chip clock frequencies. The transient current in
modern high performance microprocessors is approximately one teraampere per
second (1012 A/s) and is expected to rise, exceeding seven teraamperes per second
by 2022. A transient current of this high magnitude is due to switching hundreds
of amperes within tens to hundreds of picoseconds. Fortunately, the rate of increase
in the transient current has slowed with the introduction of lower speed multi-core
microprocessors. In a multi-core microprocessor, similar performance is achieved
at a lower frequency at the expense of increased circuit area.

Insuring adequate signal integrity of the power supply under these high cur-
rent requirements has become a primary design issue in high performance, high
complexity integrated circuits. The high average currents produce large ohmic IR
voltage drops [21], and the fast transient currents cause large inductive L dI=dt
voltage drops [22] (�I noise) within power distribution networks [23]. Power
distribution networks are designed to minimize these voltage drops, maintaining the
local supply voltage within specified noise margins. If the power supply voltage sags
too low, the performance and functionality of the circuit is severely compromised.
Alternatively, excessive overshoot of the supply voltage can affect circuit reliability.
Further exacerbating these issues is the reduced noise margins of the power supply
as the supply voltage is reduced with each new generation of nanometer process
technology, as shown in Fig. 1.10.

To maintain the local supply voltage within specified design margins, the
output impedance of a power delivery system should be low as seen at the power
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terminals of the circuit elements. IC technologies are expected to scale for another
decade [10]. As a result, the average and transient currents drawn from the power
delivery network will continue to rise. Simultaneously scaling the power supply
voltage, however, has become limited due to threshold variations. The target output
impedance of a power delivery system in high speed, high complexity ICs such as
microprocessors will therefore continue to drop, reaching an inconceivable level of
150 �� by the year 2022 [24], as depicted in Fig. 1.11.

With transistor switching times as short as a few picoseconds, on-chip signals
typically contain harmonic frequencies as high as �100 GHz. For on-chip wires,
the inductive reactance !L dominates the overall wire impedance beyond �10 GHz.
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Fig. 1.12 A grid structured power distribution network. The ground lines are light gray, the power
lines are dark gray, and the signal lines are white

The on-chip inductance affects the integrity of the power supply through two
phenomena. First, the magnitude of the �I noise is directly proportional to
the power network inductance as seen at the current sink. Second, the network
resistance, inductance, and decoupling capacitance form an RLC tank circuit with
multiple resonances. The peak impedance of this RLC circuit must be lowered to
guarantee that target power supply noise margins are satisfied. Thus, information
characterizing the inductance is needed to correctly design and analyze power
delivery systems.

Power distribution networks in high performance digital ICs are commonly
structured as a multilayer grid. In such a grid, straight power/ground (P/G) lines
in each metalization layer span the entire die (or a large functional unit) and are
orthogonal to the lines in the adjacent layers. The power and ground lines typically
alternate in each layer. Vias connect a power (ground) line to another power (ground)
line at the overlap sites. This power grid organization is illustrated in Fig. 1.12,
where three layers of interconnect are depicted with the power lines shown in
dark gray and the ground lines shown in light gray. The power/ground lines are
surrounded by signal lines.

A significant fraction of the on-chip resources is committed to insure the integrity
of the power supply voltage levels. The global on-chip power delivery system is
typically determined at early stages of the design process, when little is known
about the local current demands at specific locations on an IC. Additional metal
resources for the global power delivery system are typically allocated at later stages
of the design process to improve the local electrical characteristics of the power
network. A complete redesign of the surrounding global signals can be prohibitively
expensive and time consuming. For these reasons, power delivery systems tend to
be conservatively designed [25], sometimes using more than a third of the on-chip
metal resources [26, 27]. Overengineering the power delivery system is, therefore,
costly in modern interconnect limited, high complexity digital integrated circuits.
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Performance objectives in power delivery systems, such as low impedance
(low inductance and resistance) to satisfy noise specifications under high current
loads, small physical area, and low current densities (for improved reliability) are
typically in conflict. Widening the lines to increase the conductance and improve the
electromigration reliability also increases the grid area. Replacing wide metal lines
with narrow interdigitated P/G lines increases the line resistance if the grid area is
maintained constant or increases the physical area if the net cross section of the lines
is maintained constant. It is therefore important to make a balanced choice under
these conditions. A quantitative model of the inductance/area/resistance tradeoff
in high performance power distribution networks is therefore needed to achieve
an efficient power delivery system. Another important objective is to provide
quantitative tradeoff guidelines and intuition in the design of high performance
power delivery systems.

Decoupling capacitors are often used to reduce the impedance of a power
distribution system and provide the required charge to the switching circuits,
lowering the power supply noise [28]. At high frequencies, however, the on-chip
decoupling capacitors can be effective due to the high parasitic impedance of the
power network connecting a decoupling capacitor to the current load [29]. On-
chip decoupling capacitors, however, reduce the self-resonant frequency of a power
delivery system, resulting in high amplitude power supply voltage fluctuations at
the resonant frequencies. A hierarchical system of on-chip decoupling capacitors
should therefore be carefully designed to provide a low impedance, resonant-
free power delivery system over the entire range of operating frequencies, while
delivering sufficient charge to the switching circuits to maintain the local power
supply voltages within target noise margins [30].

In earlier technology generations, high quality DC voltages and currents were
delivered from off-chip voltage converters to on-chip load circuitry within carefully
designed electrical power grids, producing a power system which was passive in
nature. To maintain sufficient quality of power under increasing current densities
and parasitic impedances, the power needs to be locally regulated with distributed
on-chip voltage converters close to the load. This concept of distributed power
delivery poses new power design challenges in modern ICs, requiring circuit level
techniques to convert and regulate power at points-of-load (POL), methodological
solutions for distributing on-chip power supplies, and automated design techniques
to co-design distributed power supplies and decoupling capacitors.

While the quality of power can be addressed with a POL approach, the
emerging trends of heterogeneity, on-chip integration, and dynamic control require
fundamental changes in traditional power delivery approaches—power delivery
systems should not be viewed as a passive power distribution network but rather as
systems that need to be efficiently and proactively managed. The regulation of DC
voltages close to the load, distributed on-chip current delivery, and local intelligence
are all required to efficiently manage power resources in high performance ICs.
To address these novel challenges, traditional power delivery and management
systems need to be conceptually reorganized. Specialized power delivery circuits,
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locally intelligent power routers, microcontrollers, and power managing policies
have become basic building blocks for delivering and managing power in modern
heterogeneous systems.

1.4 Deleterious Effects of Power Distribution Noise

Power noise adversely affects the operation of an integrated circuit through several
mechanisms. These mechanisms are discussed in this section. Power supply noise
produces uncertainty in the delay of the clock and data signals, as described in
Sect. 1.4.1. Power supply noise also increases the uncertainty of the timing reference
signals generated on-chip (clock jitter), lowering the clock frequency of the circuit,
as discussed in Sect. 1.4.2. The reduction of noise margins is discussed in Sect. 1.4.3.
Power supply variations diminish the maximum supply voltage, degrading the speed
of operation, as described in Sect. 1.4.4.

1.4.1 Signal Delay Uncertainty

The propagation delay of on-chip signals depends on the power supply voltage
during a signal transition. The source of the PMOS transistors in pull-up networks
within logic gates is connected to the highest supply voltage directly or through
other PMOS transistors. Similarly, the source of the NMOS transistors within a
pull-down networks is connected to the lowest supply voltage (directly or through
other NMOS transistors). The drain current of an MOS transistor increases with
the voltage difference between the transistor gate and source. When the rail-to-
rail power voltage is reduced due to power supply variations, the gate-to-source
voltage of the NMOS and PMOS transistors is less, lowering the output current
of the transistors. The signal delay increases accordingly as compared to the delay
under a nominal power supply voltage. Conversely, a higher power voltage and a
lower ground voltage shortens the propagation delay. The effect of the power noise
on the propagation delay of the clock and data signals is, therefore, an increase
in both delay uncertainty and the delay of the data paths [31, 32]. Consequently,
power supply noise limits the maximum operating frequency of an integrated
circuit [33–35].

1.4.2 On-Chip Clock Jitter

A phase-locked loop (PLL) is often used to generate the on-chip clock signal.
An on-chip PLL generates an on-chip clock signal by multiplying the system clock
signal. Certain changes in the electrical environment of a PLL, power supply voltage
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Fig. 1.13 Cycle-to-cycle jitter of a clock signal. The phase of the clock signal (solid line)
randomly deviates from the phase of an ideal clock signal (dashed line)

variations in particular, affect the phase of the on-chip clock signal. A feedback
loop within the PLL controls the phase of the PLL output and aligns the output
signal phase with the phase of the system clock. Ideally, the edges of the on-chip
clock signal are at precisely equidistant time intervals determined by the system
clock signal. The closed loop response time of modern PLL is typically hundreds
of nanoseconds (e.g., 300 ns in [36]). Disturbances of shorter duration than the
PLL response time result in deviations of the on-chip clock phase from ideal timing
objectives. These deviations are referred to as clock jitter [37, 38]. The clock jitter
is classified into two types: cycle-to-cycle jitter and peak-to-peak jitter.

Cycle-to-cycle jitter refers to random deviations of the clock phase from the ideal
timing, as illustrated in Fig. 1.13 [39]. Deviation from the ideal phase at one edge
of a clock signal is independent of the deviations at other edges. That is, the cycle-
to-cycle jitter characterizes the variation of the time interval between two adjacent
clock edges. The average cycle-to-cycle jitter asymptotically approaches zero with
an increasing number of samples. This type of jitter is therefore characterized by
a mean square deviation. This type of phase variation is produced by disturbances
of duration shorter or comparable to the clock period. Active device noise and high
frequency power supply noise (i.e., of a frequency higher or comparable to the clock
frequency) contribute to the cycle-to-cycle jitter. Due to the stochastic nature of
phase variations, the cycle-to-cycle jitter directly contributes to the uncertainty of
the time reference signals across an integrated circuit. Increased uncertainty of an
on-chip timing reference results in a reduced operating frequency [39].

The second type of jitter, peak-to-peak jitter, refers to systematic variations
of on-chip clock phase as compared to the system clock. Consider a situation
where several consecutive edges of an on-chip clock signal have a positive cycle-
to-cycle variation, i.e., several consecutive clock cycles are longer than the ideal
clock period, as illustrated in Fig. 1.14 (due to, for example, prolonged power
supply variations from the nominal voltage). The timing requirements of the on-
chip circuits are not violated provided that the cycle-to-cycle jitter is sufficiently
small. The phase difference between the system clock and the on-chip clock,
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Fig. 1.14 Peak-to-peak jitter of a clock signal. The period of the clock signal (the solid line)
systematically deviates from the period of the reference clock (the dashed line), leading to
accumulation of the phase difference

however, accumulates with time. Provided the disturbance persists, the phase
difference between the system and the on-chip clocks can accumulate for tens or
hundreds of clock cycles, until the PLL feedback adjustment becomes effective.
This phase difference degrades the synchronization among different clock domains
(i.e., between one portion of an integrated circuit and other system components
controlled by different clock signals). Synchronizing the clock domains is critical
for reliable communication across these domains. The maximum phase difference
between two clock domains is characterized by the peak-to-peak jitter.

The feedback response time is highly sensitive to the power supply voltage [40].
For example, the PLL designed for the 400 MHz IBM S/390 microprocessor
exhibits a response time of approximately 50 clock cycles when operating at a 2.5 V
power supply and disturbed by a 100 mV drop in supply voltage. The recovery time
from the same disturbance increases manyfold when the supply voltage is reduced
to 2.3 V and below [40].

1.4.3 Noise Margin Degradation

In digital logic styles with single-ended signaling, the power and ground delivery
system also serves as a voltage reference for the on-chip signals. If a transmitter
communicates a low voltage state, the output of the transmitter is connected to the
ground distribution network. Alternatively, the output is connected to the power
distribution network to communicate the high voltage state. At the receiver end
of the communication line, the output voltage of the transmitter is compared to
the power or ground voltage local to the receiver. Spatial variations in the power
supply voltage create a discrepancy between the power and ground voltage levels
at the transmitter and receiver ends of the communication line. The power noise
induced uncertainty in these reference voltages degrades the noise margins of the
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on-chip signals. As the operating speed of integrated circuits has risen, crosstalk
noise among on-chip signals has also increased. Providing sufficient noise margins
of the on-chip signals is therefore a design issue of paramount importance.

1.4.4 Degradation of Gate Oxide Reliability

The performance characteristics of an MOS transistor depend on the thickness of the
gate oxide. The current drive of the transistor increases as the gate oxide thickness
is reduced, improving the speed and power characteristics. Reduction of the gate
oxide thickness in process scaling has therefore been instrumental in improving
transistor performance. A thin oxide layer, however, poses the problems of electron
tunneling and oxide layer reliability [41]. As the thickness of the gate silicon oxide
has reached several molecular layers (tens of angstroms) in contemporary digital
CMOS processes, the power supply voltage is limited by the maximum electric field
across the gate oxide layer [35]. Variations in the power supply voltage can increase
the voltage applied across the ultra-thin gate oxide layer above the nominal power
supply, degrading the long term reliability of the semiconducting devices [42].
Overshoots of the power and ground voltages should be limited to avoid significant
degradation in the transistor reliability characteristics.

1.5 Summary

A historical background, general motivation, and relevant aspects related to inte-
grated circuits in general and on-chip power networks in particular are presented in
this introductory chapter. This chapter is summarized as follows.

• The development of integrated circuits has rapidly progressed after the first
planar circuit—a “unitary circuit”

• Current microprocessors integrate many billions of transistors on a single
monolithic substrate

• The clock frequency of modern microprocessors is in the range of several
gigahertz

• The power consumption of mobile, notepad/desktop, and supercomputing
microprocessor-based server farms, respectively, are in the range of a few watts,
several hundreds of watts, and millions of watts.

• Different design criteria for integrated circuits have evolved over the past several
decades with changing technology and application characteristics

• The issue of effective power delivery is fundamental to the successful operation
of high complexity ICs. As current demand requirements have increased, voltage
margins have been reduced, constraining the impedance of the power delivery
system
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• Voltage fluctuations within the power delivery system are causing a variety of
problems, such as signal delay uncertainty, clock jitter, smaller noise margins,
and reliability concerns due to degradation of the gate oxide

• Point-of-load power delivery is fundamental to maintain high quality of power as
current densities and parasitic impedances have increased

• To support heterogeneous dynamically on-chip controlled systems, power
resources should be intelligently managed in real-time



Chapter 2
Inductive Properties of Electric Circuits

Characterizing the inductive properties of the power and ground interconnect is
essential in determining the impedance characteristics of a power distribution
system. Several of the following chapters are dedicated to the inductive properties of
on-chip power distribution networks. The objective of this chapter is to introduce the
concepts used in these chapters to describe the inductive characteristics of complex
interconnect structures.

The magnetic properties of circuits are typically described using circuits with
inductive coils. The inductive characteristics of such circuits are dominated by
the self- and mutual inductances of these coils. The inductance of a coil is well
described by the classical definition of inductance based on the magnetic flux
through a current loop. The situation is more complex in circuits with no coils
where no part of the circuit is inductively dominant and the circuit elements are
strongly inductively coupled. The magnetic properties in this case are determined
by the physical structure of the entire circuit, resulting in complex inductive
behavior. The loop inductance formulation is inconvenient to represent the inductive
characteristics of these circuits. The objective of this chapter is to describe various
ways to represent a circuit inductance, highlighting specific assumptions. Intuitive
interpretations are offered to develop a deeper understanding of the limitations and
interrelations of these approaches. The variation of inductance with frequency and
the relationship between the absolute inductance and the inductive behavior are also
discussed in this chapter.

These topics are discussed in the following order. Several formulations of the
circuit inductive characteristics as well as advantages and limitations of these
formulations are described in Sect. 2.1. Mechanisms underlying the variation of
inductance with frequency are examined in Sect. 2.2. The relationship between the
absolute inductance and the inductive behavior of circuits is discussed in Sect. 2.3.
The inductive properties of on-chip interconnect structures are analyzed in Sect. 2.4.
The chapter is summarized in Sect. 2.5.

© Springer International Publishing Switzerland 2016
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2.1 Definitions of Inductance

There are several ways to represent the magnetic characteristics of a circuit.
Understanding the advantages and limitations of these approaches presents the
opportunity to choose the approach most suitable for a particular task. Several
representations of the inductive properties of a circuit are presented in this section.
The field energy formulation of inductive characteristics is described in Sect. 2.1.1.
The loop flux definition of inductance is discussed in Sect. 2.1.2. The concept of
a partial inductance is described in Sect. 2.1.3. The net inductance formulation is
described in Sect. 2.1.4.

2.1.1 Field Energy Definition

Inductance represents the capability of a circuit to store energy in the form of
a magnetic field. Specifically, the inductance relates the electrical current to the
magnetic flux and magnetic field energy. The magnetic field is interrelated with the
electric field and current, as determined by Maxwell’s equations and constitutive
relations,1

rD D �; (2.1)

rB D 0; (2.2)

r � H D J C @D
@t

; (2.3)

r � E D �@B
@t

; (2.4)

D D �E; (2.5)

B D �H; (2.6)

J D 	E; (2.7)

assuming a linear media. The domain of circuit analysis is typically confined
to those operational conditions where the electromagnetic radiation phenomena
are negligible. The direct effect of the displacement current @D

@t on the magnetic
field, as expressed by (2.3), can be neglected under these conditions (although
the displacement current can be essential to determine the current density J).
The magnetic field is therefore determined only by the circuit currents. The local
current density determines the local behavior of the magnetic field, as expressed by
Ampere’s law in the differential form,

1Vector quantities are denoted with bold italics, such as H.
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r � H D J: (2.8)

Equivalently, the elemental contribution to the magnetic field dH is expressed in
terms of an elemental current dJ, according to the Biot-Savart law,

dH D dJ � r
4�r3

; (2.9)

where r is the distance vector from the point of interest to the current element dJ
and r D jrj.

It can be demonstrated that the magnetic energy in a linear media can be
expressed as [43]

Wm D 1

2

Z
J � A dr ; (2.10)

where A is the magnetic vector potential of the system, determined as

A.r/ D �

4�

Z
J.r0/ dr0

jr � r0j : (2.11)

Substituting (2.11) into (2.10) yields the expression of the magnetic energy in terms
of the current distribution in a system,

Wm D �

8�

“
J.r/ � J.r0/

jr � r0j dr dr0: (2.12)

If the system is divided into several parts, each contained in a volume Vi, the
magnetic energy expression (2.12) can be rewritten as

Wm D �

8�

X
i

X
j

Z

Vi

Z

Vj

J.r/ � J.r0/
jr � r0j dr dr0: (2.13)

Assuming that the relative distribution of the current in each volume Vi is indepen-
dent of the current magnitude, the current density distribution J can be expressed
in terms of the overall current magnitude I and current distribution function u.r/,
so that J.r/ D Iu.r/. The magnetic field energy can be expressed in terms of the
overall current magnitudes Ii,

Wm D 1

2

X
i

X
j

LijIiIj; (2.14)

where

Lij � �

4�

Z

Vi

Z

Vj

u.r/ � u.r0/
jr � r0j dr dr0 (2.15)
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is a mutual inductance between the system parts i and j. In a matrix formulation, the
magnetic energy of a system consisting of N parts can be expressed as a positively
defined binary form2 L of a current vector I D fI1; : : : ; INg,

Wm D 1

2
ITLI D 1

2

NX
iD1

NX
jD1

LijIiIj: (2.16)

Each diagonal element Lii of the binary form L is a self-inductance of the
corresponding current Ii and each non-diagonal element Lij is a mutual inductance
between currents Ii and Ij. Note that according to the definition of (2.15), the induc-
tance matrix is symmetric, i.e., Lij D Lji.

While the field approach is general and has no limitations, determining the circuit
inductance through this approach is a laborious process, requiring numerical field
analysis except for the simplest structures. The goal of circuit analysis is to provide
an efficient yet accurate description of the system in those cases where the detail
and accuracy of a full field analysis are unnecessary. Resorting to a field analysis
to determine specific circuit characteristics greatly diminishes the efficiency of the
circuit analysis formulation.

2.1.2 Magnetic Flux Definition

The concept of inductance is commonly described as a constant L relating a
magnetic flux ˚ through a circuit loop to a current I0 in another loop,

˚ D LI0: (2.17)

In the special case where the two circuit loops are the same, the coefficient is referred
to as a loop self-inductance; otherwise, the coefficient is referred to as a mutual loop
inductance.

For example, consider two isolated complete current loops ` and `0, as shown in
Fig. 2.1. The mutual inductance M between these two loops is a coefficient relating
a magnetic flux ˚ through a loop ` due to a current I0 in loop `0,

˚ D
“

S

B0 � n ds; (2.18)

where S is a smooth surface bounded by the loop `, B0 is the magnetic flux created
by the current in the loop `0, and n is a unit vector normal to the surface element ds.
Substituting B0 D r � A0 and using Stokes’s theorem, the loop flux is expressed as

2Matrix entities are denoted with bold roman symbols, such as L.
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Fig. 2.1 Two complete
current loops. The relative
position of two differential
loop elements dl and dl0 is
determined by the vector
r� r0 dl

� �′

dl′r − r
′

˚ D
“

S

.r � A0/ � n ds D
I

`

A0 dl; (2.19)

where A0 is the vector potential created by the current I0 in the loop `0. The magnetic
vector potential of the loop `0 A0 is

A0.r/ D �

4�

Z

V

J0.r0/ dr0

jr � r0j D I0
�

4�

I

`0

dl0

jr � r0j ; (2.20)

where jr� r0j is the distance between the loop element dl0 and the point of interest r.
Substituting (2.20) into (2.19) yields

˚ D I0
�

4�

I

`

I

`0

dl dl0

jr � r0j D MI0; (2.21)

where

M � �

4�

I

`

I

`0

dl dl0

jr � r0j (2.22)

is a mutual inductance between the loops ` and `0. As follows from the derivation,
the integration in (2.20), (2.21), and (2.22) is performed in the direction of the
current flow. The mutual inductance (2.22) and associated magnetic flux (2.21) can
therefore be either positive or negative, depending on the relative direction of the
current flow in the two loops.
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Note that the finite cross-sectional dimensions of the loop conductors are
neglected in the transition between the general volume integration to a more
constrained but simpler contour integration in (2.20). An entire loop current is
therefore confined to an infinitely thin filament.

The thin filament approximation of a mutual inductance is acceptable where the
cross-sectional dimensions of the conductors are much smaller than the distance
jr � r0j between any two points on loop ` and loop `0. This approximation
becomes increasingly inaccurate as the two loops are placed closer together.
More importantly, the thin filament approach cannot be used to determine a self-
inductance by assuming ` to be identical to `0, as the integral (2.22) diverges at the
points where r D r0.

To account for the finite cross-sectional dimensions of the conductors, both (2.19)
and (2.20) are amended to include an explicit integration over the conductor cross-
sectional area a,

˚ D 1

I

I

`

Z

a

A0 Jdl da; (2.23)

and

A0 D �

4�

I

`0

Z

a0

J0 dl0 da0

jr � r0j ; (2.24)

where a and a0 are the cross sections of the elemental loop segments dl and dl0,
da and da0 are the differential elements of the respective cross sections, jr � r0j is
the distance between da and da0, and J is a current density distribution over the
wire cross section a, dJ D J dl da, and I D R

a J da. These expressions are more
general than (2.19) and (2.20); the only constraint on the current flow imposed
by formulations (2.23) and (2.24) is that the current flow has the same direction
across the cross-sectional areas a and a0. This condition is satisfied in relatively
thin conductors without sharp turns. Formulas (2.23) and (2.24) can be significantly
simplified assuming a uniform current distribution (i.e., J D const and I D aJ) and
a constant cross-sectional area a,

˚ D 1

a

I

`

Z

a

A0 dl da; (2.25)

and

A0 D �

4�

I0

a0

I

`0

Z

a0

dl0 da0

jr � r0j : (2.26)



2.1 Definitions of Inductance 29

The magnetic flux through loop ` is transformed into

˚ D �

4�

I0

a a0

I

`

I

`0

Z

a

Z

a0

da da0 dl dl0

jr � r0j D MI0: (2.27)

The mutual loop inductance is therefore defined as

M``0 � �

4�

1

a a0

I

`

I

`0

Z

a

Z

a0

da da0 dl dl0

jr � r0j : (2.28)

The loop self-inductance L` is a special case of the mutual loop inductance where
the loop ` is the same as loop `0,

L` � M`` D �

4�

1

a2

I

`

I

`

Z

a

Z

a

da da0 dl dl0

jr � r0j : (2.29)

While straightforward and intuitive, the definition of the loop inductance as
expressed by (2.17) cannot be applied to most practical circuits. Only the simplest
circuits consist of a single current loop. In practical circuits with branch points, the
current is not constant along the circumference of the conductor loops, as shown in
Fig. 2.2. This difficulty can be circumvented by employing Kirchhoff’s voltage law
and including an inductive voltage drop within each loop equation. For example,
two independent current loops carrying circular currents IA and IB can be identified
in the circuit shown in Fig. 2.2. The inductive voltage drops VA and VB in loops A
and B are

Fig. 2.2 A circuit with
branch points. The current in
each loop is not uniform
along the circumference of
the loop

IA

IB

I0

I1 I2
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�
VA

VB

�
D
�

LAA LAB

LAB LBB

� �
IA

IB

�
: (2.30)

The magnetic energy of the system is, analogous to (2.16),

Wm D 1

2
ITLI D 1

2

�
IA IB

� �LAA LAB

LAB LBB

� �
IA

IB

�
: (2.31)

Note that in a circuit with branch points, two current loops can share common
parts, as illustrated in Fig. 2.2. The inductance between these two loops is therefore
a hybrid between the self- and mutual loop inductance, as defined by (2.28)
and (2.29).

The flux formulation of the inductive characteristics, as expressed by (2.29)
and (2.31), is a special case of the field formulation, as expressed by (2.15)
and (2.16). The magnetic field expressions (2.16) and (2.31) are the same, while the
definition of the loop inductance as expressed by (2.29) is obtained from (2.15) by
assuming that the current flows in well formed loops; the thin filament definition
of the mutual inductance (2.22) is the result of further simplification of (2.15).
The magnetic energy and field flux derivations of the inductance are equivalent;
both (2.15) and (2.29) can be obtained from either the energy formulation expressed
by (2.31) or the flux formulation expressed by (2.22).

The loop inductance approach provides a more convenient description of the
magnetic properties of the circuit with little loss of accuracy and generality, as
compared to the field formulation as expressed by (2.16). Nevertheless, significant
disadvantages remain. In the magnetic flux formulation of the circuit inductance,
the basic inductive element is a closed loop. This aspect presents certain difficulties
for a traditional circuit analysis approach. In circuit analysis, the impedance
characteristics are described in terms of the circuit elements connecting two circuit
nodes. Circuit analysis tools also use a circuit representation based on two-terminal
elements. Few circuit elements are manufactured in a loop form. In a strict sense,
a physical inductor is also a two terminal element. The current flowing through a
coil does not form a complete loop, therefore, the definition of the loop inductance
does not apply. The loop formulation does not provide a direct link between the
impedance characteristics of the circuit and the impedance of the comprising two
terminal circuit elements.

It is therefore of practical interest to examine how the inductive characteristics
can be described by a network of two terminal elements with self- and mutual
impedances, without resorting to a multiple loop representation. This topic is the
subject of the next section.
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2.1.3 Partial Inductance

The loop inductance, as defined by (2.28), can be deconstructed into more basic
elements if the two loops are broken into segments, as shown in Fig. 2.3. The loop
` is broken into N segments S1; : : : ; SN and loop `0 is broken into N0 segments
S01; : : : ; S0N0 . The definition of the loop inductance (2.28) can be rewritten as

M``0 D
NX

iD1

N0X
jD1

�

4�

1

ai a0j

I

Si

I

S0

j

Z

ai

Z

a0

j

dai da0j dl dl0

jr � r0j D
NX

iD1

N0X
jD1

Lij; (2.32)

where

Lij � �
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I
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Z

ai

Z

a0

j

dai da0j dl dl0

jr � r0j : (2.33)

The integration along segments Si and S0j in (2.32) and (2.33) is performed in the
direction of the current flow.

Equation (2.33) defines the mutual partial inductance between two arbitrary
segments Si and S0j. Similar to the loop inductance, the mutual partial inductance
can be either positive or negative, depending on the direction of the current flow in
the two segments. In the special case where Si is identical to S0j, (2.33) defines the
partial self-inductance of Si. The partial self-inductance is always positive.

The partial inductance formulation, as defined by (2.33), is more suitable for
circuit analysis as the basic inductive element is a two terminal segment of
interconnect. Any circuit can be decomposed into a set of interconnected two
terminal elements. For example, the circuit shown in Fig. 2.2 can be decomposed

Fig. 2.3 Two complete
current loops broken into
segments
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into three linear segments instead of two loops as in the case of a loop analysis.
The magnetic properties of the circuit are described by a partial inductance matrix
L D fLijg. Assigning to each element Si a corresponding current Ii, the vector of
magnetic electromotive forces V across each segment is

V D L
dI
dt

: (2.34)

The magnetic energy of the circuit in terms of the partial inductance is determined,
analogously to the loop inductance formulation (2.31), as

Wm D 1

2
ITLI D 1

2

NX
iD1

NX
jD1

LijIiIj: (2.35)

The partial inductance has another practical advantage. If the self- and mutual
partial inductance of a number of basic segment shapes is determined as a function
of the segment dimensions and orientations, the partial inductance matrix of any
circuit composed of these basic shapes can be readily constructed according to the
segment connectivity, permitting the efficient analysis of the magnetic properties
of the circuit. In this regard, the partial inductance approach is more flexible than
the loop inductance approach, as loops exhibit a greater variety of shapes and are
difficult to precharacterize in an efficient manner.

For the purposes of circuit characterization, it is convenient to separate the
sign and the absolute magnitude of the inductance. During precharacterization, the
absolute magnitude of the mutual partial inductance Labs

ij between basic conductor
shapes (such as straight segments) is determined. During the process of analyzing
a specific circuit structure, the absolute magnitude is multiplied by a sign function
sij, resulting in the partial inductance as defined by (2.33), Lij D sijLabs

ij . The sign
function equals either 1 or �1, depending upon the sign of the scalar product of the
segment currents: sij D sign .Ii � I0j/.

The case of a straight wire is of particular practical importance. A conductor of
any shape can be approximated by a number of short straight segments. The partial
self-inductance of a straight round wire is [44]

Lline D �l

2�

�
ln

2l

r
� 3

4

�
; (2.36)

where l is the length of the wire and r is the radius of the wire cross section, as
shown in Fig. 2.4. The precise analytic expressions for the partial inductance are
generally not available for straight conductors with a radially asymmetric cross
section. The partial inductance of a straight line with a square cross section can be
evaluated with good accuracy using approximate analytic expressions augmented
with tables of correction coefficients [44], or expressions suitable for efficient
numerical evaluation [45].
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l

2r

Fig. 2.4 A straight round wire

The partial self-inductance, as expressed by (2.33), depends only on the shape
of the conductor segment. It is therefore possible to assign a certain partial self-
inductance to an individual segment of the conductor. It should be stressed, however,
that the partial self-inductance of the comprising conductors by itself provides
no information on the inductive properties of the circuit. For example, a loop of
wire can have a loop inductance that is much greater than the sum of the partial
self-inductance of the comprising segments (where the wire is coiled) or much
smaller than the sum of the comprising partial self-inductances (where the wire
forms a narrow long loop). The inductive properties of a circuit are described by all
partial inductances in the circuit, necessarily including all mutual partial inductances
between all pairs of elements, as expressed in (2.32) for the specific case of a current
loop.

Unlike the loop inductance, the partial inductance cannot be measured experi-
mentally. The partial inductance is, essentially, a convenient mathematical construct
used to describe the inductive properties of a circuit. This point is further cor-
roborated by the fact that the partial inductance is not uniquely defined. An
electromagnetic field is described by an infinite number of vector potentials. If a
specific field is described by a vector potential A, any vector potential A0 differing
from A by a gradient of an arbitrary scalar function ‰, i.e., A0 D A C r‰, also
describes the field.3 The magnetic field is determined through the curl operation
of the vector potential and is not affected by the r‰ term, r � A D r � A0
as r � r‰ D 0. The choice of a specific vector potential is inconsequential.
The vector potential definition (2.11) is therefore not unique. The choice of a
specific vector potential is also immaterial in determining the loop inductance as
expressed by (2.28), as the integration of a gradient of any function over a closed
contour yields a null value. The choice of the vector potential, however, affects
the value of the partial inductance, where the integration is performed over a
conductor segment. Equation (2.33) therefore defines only one of many possible
partial inductance matrices. This ambiguity does not present a problem as long as all
of the partial inductances in the circuit are consistently determined using the same
vector potential. The contributions of the function gradient to the partial inductance
cancel out, where the partial inductances are combined to describe the loop currents.

In the case of straight line segments, the partial inductance definition expressed
by (2.33) has an intuitive interpretation. For a straight line segment, the partial

3This property of the electromagnetic field is referred to in electrodynamics as gauge invariance.
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I

S

S′

Fig. 2.5 Self- and mutual partial inductance of a straight segment of wire. The partial self-
inductance of a segment S, as described by Rosa [46], is determined using the magnetic flux
created by current I in segment S through an infinite contour formed by wire segment S (the bold
arrow) and two rays perpendicular to the segment (the dashed lines). Similarly, the partial mutual
inductance with another wire segment S0 is determined using the flux created by current I through
the contour formed by the segment S0 and straight lines originating from the ends of the segment
S0 and perpendicular to segment S

self-inductance is a coefficient of proportionality between the segment current and
the magnetic flux through the infinite loop formed by a line segment S and two rays
perpendicular to the segment, as illustrated in Fig. 2.5.

This flux is henceforth referred to as a partial flux. This statement can be proved
as follows. The flux through the aforementioned infinite loop is determined by
integrating the vector potential A along the loop contour, according to (2.25).
The magnetic vector potential A of a straight segment, as determined by (2.11),
is parallel to the segment. The integration of the vector potential along the rays
perpendicular to the segment is zero. The integration of the vector potential along the
segment completing the loop at infinity is also zero as the vector potential decreases
inversely proportionally with distance. Similarly, the mutual partial inductance
between segments S and S0 can be interpreted in terms of the magnetic flux through
the infinite loop formed by segment S0 and two rays perpendicular to the segment S,
as illustrated in Fig. 2.5.

This interpretation of the partial inductance in terms of the partial flux is in fact
the basis for the original introduction of the partial inductance by Rosa in 1908
in application to linear conductors [46]. Attempts to determine the inductance of
a straight wire segment using the total magnetic flux were ultimately unsuccessful
as the total flux of a segment is infinite. Rosa made an intuitive argument that only
the partial magnetic flux, as illustrated in Fig. 2.5, should be associated with the
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self-inductance of the segment. The concept of partial inductance proved useful and
was utilized in the inductance calculation formulæ and tables developed by Rosa and
Cohen [47], Rosa and Grover [48], and Grover [44]. A rigorous theoretical treatment
of the subject was first developed by Ruehli in [45], where a general definition of
the partial inductance of an arbitrarily shaped conductor (2.33) is derived. Ruehli
also coined the term “partial inductance.”

Connections between the loop and partial inductance can also be established in
terms of the magnetic flux. The magnetic flux through a specific loop is a sum of
all of the partial fluxes of the comprising segments. The contribution of a magnetic
field created by a specific loop segment to the loop flux is also the sum of all of the
partial inductances of this segment with respect to all segments of the loop. This
relationship is illustrated in Fig. 2.6.

2.1.4 Net Inductance

The inductance of a circuit without branch points (i.e., where the current flowing in
all conductor segments is the same) can also be expressed in a form with no explicit
mutual inductances. Consider a current loop consisting of N segments. As discussed
in the previous section, the loop inductance Lloop can be described in terms of the
partial inductances Lij of the segments,

Lloop D
NX

iD1

NX
jD1

Lij: (2.37)

This sum can be rearranged as

Lloop D
NX

iD1

Leff
i ; (2.38)

where

Leff
i �

NX
i;jD1

Lij: (2.39)

The inductance Leff
i , as defined by (2.39), is often referred to as the net inductance

[49–51]. The net inductance also has an intuitive interpretation in terms of the
magnetic flux. As illustrated in Fig. 2.6, a net inductance (i.e., the partial self-
inductance plus the partial mutual inductances with all other segments) of the
segment determines the contribution of the segment current to the overall magnetic
flux through the circuit.
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Fig. 2.6 The contribution of
a current in a specific loop
segment (shown with a bold
arrow) to the total flux of the
current loop is composed of
the partial flux of this
segment with all other
segments of the loop; (a) a
piecewise linear loop, (b)
partial flux of the segment
with all other segments
carrying current in the same
direction (i.e., the scalar
product of the two segment
vectors is positive)—this flux
is positive, (c) the partial flux
of the segment with all other
segments carrying current in
the opposite direction (i.e.,
the scalar product of the two
segment vectors is
negative)—this flux is
negative, (d) the sum of the
positive and negative fluxes,
shown in (b) and (c) (i.e., the
geometric difference between
the contours (b) and (c)), is
the overall contribution of the
segment to the magnetic flux
of the loop—this contribution
is expressed as the net
inductance of the segment

a

c

d

b

The net inductance describes the behavior of coupled circuits without using
explicit mutual inductance terms, simplifying the circuit analysis process. For
example, consider a current loop consisting of a signal current path with inductance
Lsig and return current path with inductance Lret, as shown in Fig. 2.7. The mutual
inductance between the two paths is M. The net inductance of the two paths is
Leff

sig D Lsig � M and Leff
ret D Lret � M. The loop inductance in terms of the net

inductance is Lloop D Leff
sig CLeff

ret . The inductive voltage drop along the return current

path is Vret D Leff
ret

dI
dt .

The net inductance has another desirable property. Unlike the partial inductance,
the net inductance is independent of the choice of the magnetic vector potential,
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a
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c

M

Lsig

Lret

Lsig − M

Lret − M

Fig. 2.7 The signal and return current paths. (a) The physical structure of the current loop. (b) The
equivalent partial inductance model. (c) The equivalent net inductance model

because, similar to the loop inductance, the integration of the vector potential
is performed along a complete loop, as implicitly expressed by (2.39). The net
inductance is therefore uniquely determined.

Note that the net inductance of a conductor depends on the structure of the overall
circuit as indicated by the mutual partial inductance terms in (2.39). Modifying
the shape of a single segment in a circuit changes the net inductance of all of
the segments. The net inductance is, in effect, a specialized form of the partial
inductance and should only be used in the specific circuit where the net inductance
terms are determined according to (2.39).

2.2 Variation of Inductance with Frequency

A circuit inductance, either loop or partial, depends upon the current distribution
across the cross section of the conductors, as expressed by (2.23) and (2.24). The
current density is assumed constant across the conductor cross sections in the
inductance formulas described in Sect. 2.1, as is commonly assumed in practice.
This assumption is valid where the magnetic field does not appreciably change
the path of the current flow. The conditions where this assumption is accurate
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are discussed in Sect. 2.2.1. Where the effect of the magnetic field on the current
path is significant, the current density becomes non-uniform and the magnetic
properties of the circuit vary significantly with frequency. The mechanisms causing
the inductance to vary with frequency are described in Sect. 2.2.2. A circuit analysis
of the variation of inductance with frequency is performed in Sect. 2.2.3 based on
a simple circuit model. The section concludes with a discussion of the relative
significance of the different inductance variation mechanisms.

2.2.1 Uniform Current Density Approximation

The effect of the magnetic field on the current distribution can be neglected in two
general cases. First, the current density is uniform where the magnetic impedance
L dI=dt is much smaller than the resistive impedance R of the interconnect structure.
Under this condition, however, the magnetic properties of the circuit do not
significantly affect the circuit behavior and are typically of little practical interest.
The second case is of greater practical importance, where the magnetic impedance
to the current flow, although greater than R, is uniform across the cross section
of a conductor. This condition is generally satisfied where the separation between
conductors is significantly greater that the cross-sectional dimensions. It can be
shown by inspecting (2.11) that at a distance d much greater than the conductor
cross-sectional dimension a, a non-uniform current distribution within the conductor
contributes only a second order correction to the magnetic vector potential A. The
significance of this correction as compared to the primary term decreases with
distance as a=d.

Where the separation of two conductors is comparable to the cross-sectional
dimensions, the magnetic field significantly affects the current distribution within
the conductors. The current density distribution across the cross section becomes
non-uniform and varies with the signal frequency. In this case, the magnetic
properties of an interconnect structure cannot be accurately represented by a
constant value. Alternatively stated, the inductance varies with the signal frequency.

The frequency variation of the current density distribution and, consequently, of
the conductor inductance can be explained from a circuit analysis point of view
if the impedance characteristics of different paths within the same conductor are
considered, as described in Sect. 2.2.2. The resistive properties of alternative parallel
paths within the same conductors are identical, provided the conductivity of the
conductor material is uniform. The magnetic properties of the paths however can
be significantly different. At low frequencies, the impedance of the current paths
is dominated by the resistance. The current density is uniform across the cross
section, minimizing the overall impedance of the conductor. At sufficiently high
frequencies, the impedance of the current paths is dominated by the inductive
reactance. As the resistive impedance becomes less significant (as compared to the
inductive impedance) at higher frequencies, the distribution of the current density
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asymptotically approaches the density profile that yields the minimum overall
inductance of the interconnect structure. The inductance of the on-chip interconnect
structures can therefore decrease significantly with signal frequency.

2.2.2 Inductance Variation Mechanisms

As discussed, the variation of inductance is the result of the variation of the current
density distribution. The variation of the current distribution with frequency can be
loosely classified into several categories.

Skin Effect

With the onset of the skin effect, the current becomes increasingly concentrated near
the line surface, causing a decrease in the magnetic field within the line core, as
illustrated in Fig. 2.8. The magnetic field outside the conductor is affected relatively
little. It is therefore convenient to divide the circuit inductance into “internal” and
“external” parts, L D Linternal C Lexternal, where Lexternal is the inductance associated
with the magnetic field outside the conductors and Linternal is the inductance
associated with the magnetic field inside the conductors. In these terms, a well
developed skin effect produces a significant decrease in the internal inductance
Linternal. For a round wire at low frequency (where the current distribution is uniform
across the line cross section), the internal inductance is 0.05 nH

mm , independent of
the radius (see the derivation in [52]). The external inductance of the round wire is
unaffected by the skin effect.

a b

Fig. 2.8 Internal magnetic flux of a round conductor; (a) at low frequencies, the current density,
as shown by the shades of gray, is uniform, resulting in the maximum magnetic flux inside the
conductor, as shown by the circular arrows, and the associated internal inductance, (b) at high
frequencies, the current flow is redistributed to the surface of the conductor, reducing the magnetic
flux inside the conductor
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Fig. 2.9 Proximity effect in two closely spaced lines. Current density distribution in the cross
section of two closely spaced lines at high frequencies is shown in shades of gray. Darker
shades of gray indicate higher current densities. In lines carrying current in the same direction
(parallel currents), the current concentration is shifted away from the parallel current. In lines
carrying current in opposite directions (antiparallel currents), the current concentrates toward the
antiparallel current, minimizing the circuit inductance

Proximity Effect

The current distribution also varies with frequency due to the proximity effect. At
high frequencies, the current in the line concentrates along the side of the line facing
an adjacent current return path, thereby reducing the effective area of the current
loop and thus the loop inductance, as illustrated in Fig. 2.9.

The skin and proximity effects are closely related. These effects represent
basically the same phenomenon—the tendency of the current to move closer to
the current return path in order to minimize the interconnect inductance at high
frequencies. When a conductor is surrounded by several alternative current return
paths, leading to a relatively symmetric current distribution at high frequency, the
effect is typically referred to as the skin effect. The classical example of such
an interconnect structure is a coaxial cable, where the shield provides equivalent
current return paths along all sides of the core conductor. In the case where the
current distribution is significantly asymmetric due to the close proximity of a
dominant return path, the effect is referred to as the proximity effect.

Multi-path Current Redistribution

The concept of current density redistribution within a conductor can be extended
to redistribution of the current among several separate parallel conductors. This
mechanism is henceforth referred to as multi-path current redistribution. For
example, in standard single-ended digital logic, the forward current path is typically
composed of a single line. No redistribution of the forward current occurs. The
current return path, though, is not explicitly specified (although local shielding for
particularly sensitive nets is becoming more common [53, 54]). Adjacent signal
lines, power lines, and the substrate provide several alternative current return
paths. A significant redistribution of the return current among these return paths
can occur as signal frequencies increase. At low frequencies, the line impedance
Z.!/ D R.!/ C j!L.!/ is dominated by the interconnect resistance R. In this case,
the distribution of the return current over the available return paths is determined
by the path resistance, as shown in Fig. 2.10a. The return current spreads out far
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Forward currenta

b

I0

Return 1, low L1, high R1I1

Return 2, high L2, low R2I2

I1 ≈ I0
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Low frequency, R jωL

Forward currentI0
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Return 2, high L2, low R2I2

I1 ≈ I0
L2

L1+L2
I2 ≈ I0
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High frequency, R jωL

Fig. 2.10 Current loop with two alternative current return paths. The forward current I0 returns
both through return path one with resistance R1 and inductance L1, and return path two with
resistance R2 and inductance L2. In this structure, L1 < L2 and R1 > R2. At low frequencies
(a), the path impedance is dominated by the line resistance and the return current is distributed
between two return paths according to the resistance of the lines. Thus, at low frequencies, most of
the return current flows through the return path of lower resistance, path two. At high frequencies
(b), however, the path impedance is dominated by the line inductance and the return current is
distributed between two return paths according to the inductance of the lines. Most of the return
current flows through the path of lower inductance, path one, minimizing the overall inductance of
the circuit

from the signal line to reduce the resistance of the return path and, consequently,
the impedance of the current loop. At high frequencies, the line impedance Z.!/ D
R.!/ C j!L.!/ is dominated by the reactive component j!L.!/. The minimum
impedance path is primarily determined by the inductance L.!/, as shown in
Fig. 2.10b. Multi-path current redistribution, as described in Fig. 2.10, is essentially
a proximity effect extended to several separate lines connected in parallel. In power
grids, both the forward and return currents undergo multi-path redistribution as both
the forward and return paths consist of multiple conductors connected in parallel.

The general phenomenon underlying these three mechanisms is, as viewed from
a circuit perspective, the same. Where several parallel paths with significantly
different electrical properties are available for current flow, the current is distributed
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among the paths so as to minimize the total impedance. As the frequency increases,
the circuit inductance changes from the low frequency limit, determined by the
ratio of the resistances of the parallel current paths, to the high frequency value,
determined by the inductance ratios of the current paths. At high signal frequencies,
the inductive reactance dominates the interconnect impedance; therefore, the path of
minimum inductance carries the largest share of the current, minimizing the overall
impedance (see Fig. 2.10). Note that parallel current paths can be formed either
by several physically distinct lines, as in multi-path current redistribution, or by
different paths within the same line, as in skin and proximity effects, as shown in
Fig. 2.11. The difference is merely in the physical structure, the electrical behavior
is fully analogous. A thick line can be thought of as being composed of multiple thin
lines bundled together in parallel. The skin and proximity effects in such a thick line
can be considered as a special case of current redistribution among multiple thin
lines forming a thick line.

2.2.3 Simple Circuit Model

A simple model of current redistribution provides deeper insight into the process of
inductance variation. This approach can be used to estimate the relative significance
of the different current distribution mechanisms in various interconnect structures
as well as the frequency characteristics of the inductance. Consider a simple case
of two current paths with different inductive properties (for example, as shown in
Fig. 2.11). The impedance characteristics are represented by the circuit diagram
shown in Fig. 2.12, where the inductive coupling between the two paths is neglected
for simplicity. Assume that L1 < L2 and R1 > R2.

For the purpose of evaluating the variation of inductance with frequency, the
electrical properties of the interconnect are characterized by the inductive time

2 1 Return
path

Fig. 2.11 A cross-sectional view of two parallel current paths (gray circles) sharing the same
current return path (gray rectangle). The path closest to the return path, path 1, has a lower
inductance than the other path, path 2. The parallel paths can be either two physically distinct
lines, as shown by the dotted line, or two different paths within the same line, as shown by the
dashed line

Fig. 2.12 A circuit model of
two current paths with
different inductive properties
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Fig. 2.13 Impedance
magnitude versus frequency
for two paths with dissimilar
impedance characteristics
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 D L=R. The impedance magnitude of these two paths is schematically
shown in Fig. 2.13. The impedance of the first path is dominated by the inductive
reactance above the frequency f1 D 1

2�
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D 1
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. The impedance of the second

path is predominantly inductive above the frequency f2 D 1
2�

R2

L2
D 1

2�
2
, such

that f2 < f1. At low frequencies, i.e., from DC to the frequency f1, the ratio of
the two impedances is constant. The effective inductance at low frequencies is
therefore also constant, determining the low frequency inductance limit. At high
frequencies, i.e., frequencies exceeding f2, the ratio of the impedances is also
constant, determining the high frequency inductance limit, L1L2

L1CL2
. At intermediate

frequencies from f1 to f2, the impedance ratio changes, resulting in a variation of
the overall inductance from the low frequency limit to the high frequency limit. The
frequency range of inductance variation is therefore determined by the two time
constants, 
1 and 
2. The magnitude of the inductance variation depends upon both
the difference between the time constants 
1 and 
2 and on the inductance ratio
L1=L2. Analogously, in the case of multiple parallel current paths, the frequency
range and the magnitude of the variation in inductance is determined by the
minimum and maximum time constants as well as the difference in inductance
among the current paths.

The decrease in inductance begins when the inductive reactance j!L of the path
with the lowest R=L ratio becomes comparable to the path resistance R, R � j!L.
The inductance, therefore, begins to decrease at a lower frequency if the minimum
R=L ratio of the current paths is lower.

Due to this behavior, the proximity effect becomes significant at higher fre-
quencies than the frequencies at which multi-path current redistribution becomes
significant. Significant proximity effects occur in conductors containing current
paths with significantly different inductive characteristics. That is, the inductive
coupling of one edge of the line to the “return” current (i.e., the current in the
opposite direction) is substantially different from the inductive coupling of the other
edge of the line to the same “return” current. In geometric terms, this characteristic
means that the line width is larger than or comparable to the distance between the
line and the return current. Consequently, the line with significant proximity effects
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L0 L1 L2 LN

R0 R1 R2 RN

Fig. 2.14 An RL ladder circuit describing the variation of inductance with frequency

is typically the immediate neighbor of the current return line. A narrower current
loop is therefore formed with the current return path as compared to the other lines
participating in the multi-path current redistribution. A smaller loop inductance L
results in a higher R=L ratio. Referring to Fig. 2.10, current redistribution between
paths one and two develops at frequencies lower than the onset frequency of the
proximity effect in path one.

Efficient and accurate lumped element models are necessary to incorporate
skin and proximity effects into traditional circuit simulation tools. Developing
such models is an area of ongoing research [55–61]. The resistance and internal
inductance of conductors are typically modeled with RL ladder circuits [55], as
shown in Fig. 2.14. The sections of the RL ladder represent the resistance and
inductance of the conductor parts at different distances from the current return path.
Different methods for determining the value of the R and L elements have been
developed [56–58]. Analogously, RL ladders can also be extended to describe multi-
path current redistribution [59, 60]. Techniques for reducing the order of a transfer
function of an interconnect structure have also been described [61].

2.3 Inductive Behavior of Circuits

The strict meaning of the term “inductance” is the absolute inductance, as defined in
Sect. 2.1. The absolute inductance is measured in henrys. Sometimes, however, the
same term “inductance” is loosely used to denote the inductive behavior of a circuit;
namely, overshoots, ringing, signal reflections, etc. The inductive behavior of a
circuit is characterized by such quantities as a damping factor and the magnitude of
the overshoot and reflections of the signals. While any circuit structure carrying an
electrical current has a finite absolute inductance, as defined in Sect. 2.1, not every
circuit exhibits inductive behavior. Generally, a circuit exhibits inductive behavior if
the absolute inductance of the circuit is sufficiently high. The relationship between
the inductive behavior and the absolute inductance is, however, circuit specific and
no general metrics for the onset of inductive behavior have been developed.

Specific metrics have been developed to evaluate the onset of inductive behavior
in high speed digital circuits [62–64]. A digital signal that is propagating in an
underdriven uniform lossy transmission line exhibits significant inductive effects
if the line length l satisfies the following condition [63],
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tr

2
p

LC
< l <

2

R

r
L

C
; (2.40)

where R, L, and C are the resistance, inductance, and capacitance per line length,
respectively, and tr is the rise time of the signal waveform.

The two inequalities comprising condition (2.40) have an intuitive circuit
interpretation. The velocity of the electromagnetic signal propagation along a line
is vc D 1p

LC
. The left inequality of (2.40) therefore transforms into

tr <
2l

vc
; (2.41)

i.e., the signal rise time should be smaller than the round trip time of flight.
Alternatively stated, the line length l should be a significant fraction of the shortest
wavelength of significant signal frequencies �r. The spectral content of the signal
with rise time tr rolls off at �20 dB/decade above the frequency fr D 1=�tr. The
shortest effective wavelength of the signal is therefore �r D vc=fr D �vctr. The
condition (2.41) can be rewritten as

l

�r
>

1

2�
: (2.42)

The dimensionless ratio of the physical size of a circuit to the signal wavelength,
l=�, is referred to as the electrical size in high speed interconnect design [51, 65].
Circuits with an electrical size much smaller than unity are commonly called
electrically small (or short), otherwise circuits are called electrically large (or
long) [51, 65]. Electrically small circuits belong to the realm of classical circuit
analysis and are well described by lumped circuits. Electrically large circuits require
distributed circuit models and belong to the domain of high speed interconnect
analysis techniques. The left inequality of condition (2.40) therefore restricts
significant inductive effects to electrically long lines.

With the notion that the damping factor of the transmission line is � D R0

2

q
C0

L0
,

where R0 D Rl, L0 D Ll, and C0 D Cl are the total resistance, inductance,
and capacitance of the line, respectively, the right inequality in condition (2.40)
transforms into

� < 1; (2.43)

constraining the damping factor to be sufficiently small. Given a line with a specific
R, L, and C, the inductive behavior is confined to a certain range of line length, as
shown in Fig. 2.15. The upper bound of this range is determined by the damping
factor of the line, while the lower bound is determined by the electrical size of the
line.
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Fig. 2.15 The range of transmission line length where the signal propagation exhibits significant
inductive behavior. The area of inductive behavior (the unshaded area) is bounded by the
conditions of large electrical size (the dashed line) and insufficient damping (the solid line), as
determined by (2.40). In the region where either of these conditions is not satisfied (the shaded
area), the inductive effects are insignificant

Alternatively, condition (2.40) can be interpreted as a bound on the overall line
inductance L0 D Ll. The signal transmission exhibits inductive characteristics if the
overall line inductance satisfies both of the following conditions,

L0 >
t2r

4C0

(2.44)

and

L0 >
1

4
R2

0C0 : (2.45)

Conditions (2.44) and (2.45) thereby quantify the term “inductance sufficiently large
to cause inductive behavior” as applied to transmission lines. The design space for
a line inductance with the region of inductive behavior, as determined by (2.44)
and (2.45), is illustrated in Fig. 2.16.

2.4 Inductive Properties of On-Chip Interconnect

The distinctive feature of on-chip interconnect structures is the small cross-sectional
dimensions and, consequently, a relatively high line resistance. For example, the
resistance of a copper line with a 1 � 3 �m cross section is approximately 7 �=mm.
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Fig. 2.16 The design space characterizing the overall transmission line inductance is divided into
a region of inductive behavior and a region where inductive effects are insignificant. The region
of inductive behavior (the unshaded area) is bounded by the conditions of large electrical size
(the dashed line) and low damping (the solid line), as determined by (2.44) and (2.45). In the
region where either of these conditions is not satisfied (the shaded area), the inductive effects are
insignificant

The loop inductance of on-chip lines is typically between 0.4 nH/mm and 1 nH/mm.
At frequencies lower than several gigahertz, the magnetic characteristics do not
significantly affect the behavior of on-chip circuits.

As the switching speed of digital integrated circuits increases with technology
scaling, the magnetic properties have become essential for accurately describing on-
chip circuit operation. The density and complexity of the on-chip interconnect struc-
tures preclude exploiting commonly assumed circuit simplifications, rendering the
accurate analysis of inductive properties particularly challenging. Large integrated
circuits contain many tens of millions of interconnect segments while the segment
spacing is typically either equal to or less than the cross-sectional dimensions.
Accurate treatment of magnetic coupling in these conditions is especially important.
Neither the loop nor the partial inductance formulation can be directly applied to an
entire circuit as the size of the resulting inductance matrices makes the process of
circuit analysis computationally infeasible. Simplifying the inductive properties of a
circuit is also difficult. Simply omitting relatively small partial inductance terms can
significantly change the circuit behavior, possibly causing instability in an originally
passive circuit. Techniques to simplify the magnetic characteristics so as to allow an
accurate analysis of separate circuit parts is currently an area of focused research
[66–69].

The problem is further complicated by the significant variation of inductance
with frequency. As discussed in Sect. 2.2, the inductance variation can be described
in terms of the skin effect, proximity effect, and multi-path current redistribution.
For a line with a rectangular cross section, the internal inductance is similar to the
internal inductance of a round line, i.e., 0.05 nH/mm, decreasing with the aspect
ratio of the cross section. Over the frequency range of interest, up to 100 GHz, the
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skin effect reduces the internal inductance by only a small fraction. The reduction in
the internal inductance due to the skin effect is, therefore, relatively insignificant, as
compared to the overall inductance. Due to the relatively high resistance of on-chip
interconnect, the proximity effect is significant only in immediately adjacent wide
lines that carry high frequency current. Where several parallel lines are available for
current flow, redistribution of the current among the lines is typically the primary
cause in integrated circuits of the decrease in inductance with frequency. The
proximity effect and multi-path current redistribution are therefore two mechanisms
that can produce a significant change in the on-chip interconnect inductance with
signal frequency.

Note that the statement “sufficiently high inductance causes inductive behavior”
does not necessarily mean “any change in the interconnect physical structure that
increases the line inductance increases the inductive behavior of the line.” In
fact, the opposite is often the case in an integrated circuit environment, where
varying a single physical interconnect characteristic typically affects many electrical
characteristics. The relationship between the physical structure of interconnect and
the inductive behavior of a circuit is highly complex.

Consider a 3 mm long copper line with a 1 � 1 �m cross section. The resistance,
inductance, and capacitance per length of the current loop (including both the line
itself and the current return path) are, respectively, R D 25 �=mm, L D 0:8 nH/mm,
and C D 100 fF/mm. The velocity of the electromagnetic wave propagation along
the line is 0.11 mm/ps. This velocity is somewhat smaller than the speed of light,
0.15 mm/ps, in the media with an assumed dielectric constant of 4 and is due to
the additional capacitive load of the orthogonal lines in the lower layer. For a signal
with a 30 ps rise time, the line is electrically long. The line damping factor, however,

is � D Rl
2

q
C
L D 1:33 > 1. The line is therefore overdamped and, according to

the metrics expressed by (2.44) and (2.45), does not exhibit inductive behavior, as
shown in Fig. 2.17a.

Assume now that the line width is 4 �m and the resistance, inductance, and
capacitance of the line change, respectively, to R D 10 �=mm, L D 0:65 nH=mm,
and C D 220 fF=mm. The decrease in the loop resistance and inductance are primar-
ily due to the smaller resistance and partial self-inductance of the line. The increase
in the line capacitance is primarily due to the greater parallel plate capacitance
between the signal line and the perpendicular lines in the lower layer. This capacitive
load becomes more significant, as compared to the capacitance between the line and
the return path, further slowing the velocity of the electromagnetic wave propagation
to 0.084 mm/ps. For the same signal with a 30 ps transition time, the signal line
becomes underdamped, � D 0:87 < 1, and exhibits significant inductive behavior,
as shown in Fig. 2.17b.

The inductive behavior has become significant while the absolute inductance
has decreased from 3 mm � 0:8 nH

mm D 2:40 to 1.95 nH. The reason for this
seeming contradiction is that the inductance is a weak function of the cross-sectional
dimensions, as compared to the resistance and capacitance. In integrated circuits, the
signal lines that exhibit inductive behavior are the lowest resistance lines, i.e., the
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a

b

Fig. 2.17 A signal line within an integrated circuit. The power and ground lines (shaded gray)
parallel to the signal line serve as a current return path. The lines in the lower metal layer increase
the capacitive load of the line. The inductive behavior of a wide line, as shown in (b), is more
significant as compared to a narrow line, as shown in (a)

wide lines in the thick upper metalization layers. These lines typically have a lower
absolute inductance than other signal lines. It would therefore be misleading to state
that the inductive behavior of on-chip interconnect has become important due to
the increased inductance. This trend is due to the shorter signal transition times
and longer line lengths, while maintaining approximately constant the resistive
properties of the upper metal layers.

2.5 Summary

The preceding discussion of the inductive characteristics of electric circuits and
different ways to represent these characteristics can be summarized as follows.

• The thin filament approximation is valid only for determining the mutual
inductance of relatively thin conductors

• The partial inductance formulation is better suited to describe the inductive
properties of circuits with branch points

• The partial inductance is a mathematical construct, not a physically observable
property, and should only be used as part of a complete description of the circuit
inductance
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• The circuit inductance varies with frequency due to current redistribution within
the circuit conductors. The current redistribution mechanisms can be classified
as the skin effect, proximity effect, and multi-path current redistribution

• Signal propagation along a transmission line exhibits inductive behavior if the
line is both electrically long and underdamped

• Characterizing on-chip inductance in both an efficient and accurate manner is
difficult due to the density and complexity of on-chip interconnect structures

• The relationship between the physical structure of on-chip interconnect and the
inductive behavior of a circuit is complex, as many electrical properties can be
affected by changing a specific physical characteristic of an interconnect line



Chapter 3
Properties of On-Chip Inductive Current Loops

The inductive characteristics of electric circuits are described in Chap. 2. Both accu-
rate and efficient characterization of on-chip interconnect inductance is difficult, as
discussed in the previous chapter. The objective of this chapter is to demonstrate
that the task of inductance characterization, however, is considerably facilitated in
certain interconnect structures. These results will be used in Chap. 28 to provide
insight into the inductive properties of power distribution grids.

This chapter is organized as follows. A brief overview of the problem is
presented in Sect. 3.1. The dependence of inductance on line length is discussed
in Sect. 3.2. The inductive coupling of parallel conductors is described in Sect. 3.3.
Application of these results to the circuit analysis process is discussed in Sect. 3.4.
The conclusions are summarized in Sect. 3.5.

3.1 Introduction

IC performance has become increasingly constrained by on-chip interconnect
impedances. Determining the electrical characteristics of the interconnect at early
stages of the design process has therefore become necessary. The layout process
is driven now by interconnect performance where the electrical characteristics of
the interconnect are initially estimated and later refined. Impedance estimation is
repeated throughout the circuit design and layout process and should, therefore, be
computationally efficient.

The inductance of on-chip interconnect has become an important issue due to
the increasing switching speeds of digital integrated circuits [64]. The inductive
properties must, therefore, be effectively incorporated at all levels of the design,
extraction, and simulation phases in the development of high speed ICs.

Operating an inductance extractor within a layout generator loop is computa-
tionally expensive. The efficiency of inductance estimation can be improved by
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extrapolating the inductive properties of a circuit from the properties of a precharac-
terized set of structures. Extrapolating inductance, however, is not straightforward
as the inductance, in general, varies nonlinearly with the circuit dimensions. The
partial inductance of a straight line, for example, is a nonlinear function of the line
length. The inductive coupling of two lines decreases slowly with increasing line-to-
line separation. The partial inductance representation of a circuit consists of strongly
coupled elements with a nonlinear dependence on the geometric dimensions. The
inductive properties of a circuit, therefore, do not, in general, vary linearly with the
circuit geometric dimensions.

The objective of this chapter is to explore the dependence of inductance on
the circuit dimensions, to provide insight from a circuit analysis perspective, and
to determine the specific conditions under which the inductance properties scale
linearly with the circuit dimensions with the objective of enhancing the layout
extraction process. A comparison of the properties of the partial inductance with
the properties of the loop inductance is shown to be effective for this purpose. The
results of this investigation will be exploited in Chap. 28 to analyze the inductive
properties of the power distribution grids.

The analysis is analogous to the procedure described in Sect. 28.3. The induc-
tance extraction program FastHenry [70] is used to explore the inductive properties
of interconnect structures. A conductivity of 58 S=�m ' .1:72 �� � cm/�1 is
assumed for the interconnect material.

3.2 Dependence of Inductance on Line Length

A non-intuitive property of the partial inductance is the characteristic that the partial
inductance of a line is a nonlinear function of the line length. The partial inductance
of a straight line is a superlinear function of length. The partial self-inductance of a
rectangular line at low frequency can be described by [44]

Lpart D 0:2l

�
ln

2l

T C W
C 1

2
� ln 

�
�H; (3.1)

where T and W are the thickness and width of the line, and l is the length of the line
in meters. The ln  term is a function of only the T=W ratio, is small as compared
to the other terms (varying from 0 to 0.0025), and has a negligible effect on the
dependence of the inductance with length. This expression is an approximation,
valid for l � T C W; a precise formula for round conductors can be found in [46].

From a circuit analysis point of view, this nonlinearity is caused by the significant
inductive coupling among the different segments of the same line. Consider a
straight line; the corresponding circuit representation of the self-inductance of the
line is a single inductor, as shown in Fig. 3.1a. Consider also the same line as two
shorter lines connected in series. The corresponding circuit representation of the
inductance of these two lines is two coupled inductors connected in series, as shown
in Fig. 3.1b.
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L00

1 2

L11 L22
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Fig. 3.1 Two representations of a straight line inductance; (a) the line can be considered as a
single element, with a corresponding circuit representation as a single inductor, (b) the same line
can also be considered as two lines connected in series, with a corresponding circuit representation
as two coupled inductors connected in series

The inductance of this circuit is

L1C2 D L11 C L22 C 2L12: (3.2)

If the partial inductance is a linear function of length, the inductance of the circuit
is the sum of the inductance of its elements, i.e.,

Llinear D L11 C L22: (3.3)

The difference between the nonlinear dependence [see (3.2)] and the linear depen-
dence [see (3.3)] is the presence of the cross coupling term 2L12. This term increases
the inductance beyond the linear value, i.e., the sum L11 C L22. The cross coupling
term increases with line length and does not become small as compared to the self-
inductance of the lines L11 as the line length increases.

However, the loop inductance of a complete current loop formed by two parallel
straight rectangular conductors, shown in Fig. 3.2, is given by [44]

Lloop D 0:4l

�
ln

P

H C W
C 3

2
� ln  C ln k

�
�H; (3.4)

where P is the distance between the center of the lines (the pitch) and ln k is a
tabulated function of the H=W ratio. This expression is accurate for long lines (i.e.,
for l � P). The expression is a linear function of the line length l.

To compare the dependence of inductance on length for both a single line and a
complete loop and to assess the accuracy of the long line approximation assumed
in (3.4), the inductance extractor FastHenry is used to evaluate the partial inductance
of a single line and the loop inductance of two identical parallel lines forming
forward and return current paths. The cross section of the lines is 1 � 1 �m. The
spacing between the lines in the complete loop is 4 �m. The length is varied from
10 �m to 10 mm.
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Fig. 3.2 A complete current
loop formed by two straight
parallel lines; (a) physical
structure, (b) circuit diagram
of the partial inductance
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Fig. 3.3 Inductance per length versus line length for a single line and for a loop formed by two
identical parallel lines. The line cross section is 1� 1 �m

The linearity of a function is difficult to visualize when the function argument
spans three orders of magnitude (particularly when plotted in a semi-logarithmic
coordinate system). The inductance per length, alternatively, is a convenient mea-
sure of the linearity of the inductance. The inductance per length (the inductance of
the structure divided by the length of the structure) is independent of the length if
the inductance is linear with length, and varies with length otherwise.

The inductance per length is therefore determined for a single line and a two-
line loop of various length. The results are shown in Fig. 3.3. The linearity of the
data rather than the absolute magnitude of the data is of primary interest here. To
facilitate the assessment of the inductance per length in relative terms, the data
shown in Fig. 3.3 are recalculated as a per cent deviation from the reference value
and are shown in Fig. 3.4. The inductance per length at a length of 1 mm is chosen as
a reference. Thus, the inductance per length versus line length is plotted in Fig. 3.4
as a per cent deviation from the magnitude of the inductance per length at a line
length of 1 mm. As shown in Fig. 3.4, the inductance per length of a single line
changes significantly with length. The inductance per length of a complete loop is
practically constant for a wide range of lengths [71] (varying approximately 4 %
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Fig. 3.4 Inductance per length versus line length in terms of the per cent difference from the
inductance per length at a 1 mm length. The data is the same as shown in Fig. 3.3 but normalized
to the value of inductance per length at 1 mm (0 % deviation). The (loop) inductance per length of
a two line loop is virtually constant over a wide range of length, while the (partial) inductance per
length of a single line varies linearly with length

over the range from 50 to 10,000 �m). The inductance of a complete loop can,
therefore, be considered linear when the length of a loop exceeds the loop width by
approximately a factor of ten. Note that in the case of a simple structure, such as
the two line loop shown in Fig. 3.2, it is not necessary to use FastHenry to produce
the data shown in Fig. 3.4. The formulæ for inductance in [44] can be applied to
derive the data shown in Fig. 3.4 with sufficient accuracy.

To gain further insight into why the inductance of a complete loop increases
linearly with length while the inductance of a single line increases nonlinearly,
consider a complete loop as two loop segments connected in series, as shown in
Fig. 3.5. The inductance of the left side loop segment (formed by line segments one
and two) is

L1C2 D L11 C L22 � 2L12; (3.5)

while the inductance of the right side segment of the loop (formed by line segments
three and four) is, analogously,

L3C4 D L33 C L44 � 2L34: (3.6)

The inductance of the entire loop is

Lloop D
4X

i;jD1

Lij

D L11 C L22 C L33 C L44 � 2L12 � 2L34

C2L13 � 2L14 C 2L24 � 2L23: (3.7)
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Fig. 3.5 A complete current
loop formed by two straight
parallel lines consists of two
loop segments in series; (a)
physical structure, (b) circuit
diagram of the partial
inductance
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Considering that L13 D L24 and L14 D L23 due to the symmetry of the structure and
substituting (3.5) and (3.6) into (3.7), this expression reduces to

Lloop D L1C2 C L3C4 C 2M; (3.8)

where M D L13�L14CL24�L23 D 2.L13�L14/ is the coupling between the two loop
segments. This expression for a complete loop is completely analogous to (3.2) for a
single line. Similar to (3.2), the nonlinear term within the parenthesis augments the
inductance beyond a linear value of L1C2 CL3C4. An important difference, however,
is that the nonlinear part is a difference of two terms close in value, because L13 �
L14 and L24 � L23.

This behavior can be intuitively explained as follows. Segments three and four
are physically (and inductively) much closer to each other than these segments
are to segment one. The effective distance (the distance to move one segment
so as to completely overlap the other segment) between line segment three and
line segment four is small as compared to the effective distance between segment
three and segment one. The inductive coupling is a smooth function of distance.
The magnitude of the inductive coupling of segment one to segment three is,
therefore, quite close to the magnitude of the coupling of segment one to segment
four (but of opposite sign due to the opposite direction of the current flow).

A mathematical treatment of this phenomenon confirms this intuitive insight. The
mutual partial inductance of two parallel line segments, for example, segments one
and four shown in Fig. 3.5b, is

LM D 0:1

�
l1 ln

l1 C l2
l1

C l2 ln
l1 C l2

l2
� d

�
�H; (3.9)

where l1 and l2 are the segment lengths, and d is the distance between the center
axes of the segments, as shown in Fig. 3.5a. Consider, for example, the case where
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the line segments are of equal length, l1 D l2 D l=2. The mutual inductance as a
function of the axis distance d is

LM.d/ D .l ln 2 � d/ �H; (3.10)

where LM.d/ is a weak function of d if d 	 l. The mutual inductance of two
segments forming a straight line, i.e., L12 in Fig. 3.1 and L13 and L24 in Fig. 3.2,
is LM.0/. The mutual inductance L14 and L23 is LM.d/. The effective inductive
coupling of two loop segments, therefore, simplifies to the following expression,

4.L13 � L14/ D 4.LM.0/ � LM.d// D 0:4d �H : (3.11)

Note that this coupling is much smaller than the coupling of two straight segments,
LM.0/, and is independent of the loop segment length l. As the loop length l exceeds
several loop widths d (as l � d), the coupling becomes negligible as compared to
the self-inductance of the loop segments. As compared to the coupling between two
single line segments, the effective coupling is reduced by a factor of

Mline

Mloop
D LM.0/

2.LM.0/ � LM.d//
D ln 2

2

l

d
: (3.12)

In general, it can be stated that at distances much larger than the effective separation
between the forward and return currents, the inductive coupling is dramatically
reduced as the coupling of the forward current and return current is mutually
cancelled. Hence, the inductance of a long loop (l � d) depends linearly upon
the length of the loop.

3.3 Inductive Coupling Between Two Parallel Loop Segments

As shown in the previous section, the relative proximity of the forward and return
current paths is the reason for the cancellation of the inductive coupling between
two loop segments connected in series (i.e., different sections of the same current
loop).

The same argument can be applied to show that the effective inductive coupling
between two sections of parallel current loops is also reduced [71]. As in the case of
the collinear loop segments considered above, this behavior is due to cancellation of
the coupling if the distance between the forward and return current paths (the loop
width) is much smaller than the distance between the parallel loop segments. The
physical structure and circuit diagram of two parallel loop segments are shown in
Fig. 3.6.

The mutual loop inductance of the two loop segments is

Mloop D L13 � L14 C L24 � L23: (3.13)
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Fig. 3.6 Two parallel loop
segments where each loop
segment is formed by two
straight parallel lines; (a)
physical structure, (b) circuit
diagram of the partial
inductance
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The mutual inductance between two parallel straight lines of equal length is [46]

Mloop D 0:2l

�
ln

2l

d
� 1 C d

l
� ln  C ln k

�
�H; (3.14)

where l is the line length, and d is the distance between the line centers. This
expression is an approximation for the case where l � d. The mutual inductance
of two straight lines is a weak function of the distance between the lines. Therefore,
if the distance between lines one and three d13 is much greater than the distance
between lines three and four d34, such that d13 � d14, then L13 � L14. Analogously,
L23 � L24. The coupling of the loops Mloop is a difference of two similar values,
which is small as compared to the self-inductance of the loop segments. The loop
segments can be considered weakly coupled in this case. This effective decoupling
means that the reluctance of the loop segments wired in parallel is the sum of
the reluctances of the individual loop segments. Alternatively, the inductance of
the parallel connection is the inductance of two parallel uncoupled inductors,
Ljj D L11L22

L11CL22
, similar to the resistance of parallel elements. The circuit inductance,

therefore, varies linearly with the circuit “width”: as more identical circuit elements
(i.e., loop segments) are connected in parallel, the inductance of the circuit decreases
inversely linearly with the number of parallel elements. This linear property of
inductance is demonstrated in [72, 73] with specific application to high performance
power grids.
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3.4 Application to Circuit Analysis

Although rectangular lines with a unity height to width aspect ratio are used in
the case studies described above, the conclusions are quite general and hold for
different wire shapes and aspect ratios. At low frequencies, where the current
density is uniform throughout a wire cross section, the self-inductance of a wire is
determined by the geometric mean distance of the wire cross section and the
mutual inductance of two wires is determined by the geometric mean distance
between two cross sections, as first described by Maxwell [74]. Rosa and Grover
systematized and tabulated the geometric mean distance data for several practically
important cases [44, 48]. Both the self- and mutual inductance of a conductor is
moderately dependent on the perimeter length of the inductor cross section and
is virtually independent of the conductor cross-sectional shape. For example, the
self-inductance of rectangular conductors with aspect ratios of 1 and 10, but with the
same perimeter length-to-line length ratio of 40, differ by only 0.012 %, according
to (3.1).

Skin effects reduce the current density as well as the magnetic field within the
core of the conductor. This effect slightly reduces the self-inductance of a wire
and has virtually no effect on the mutual inductance. Proximity effects in two
neighboring wires carrying current in the opposite directions (as in a loop formed
by two parallel wires) can only reduce the effective distance between the two
currents, making the loop effectively “longer.” Therefore, a uniform current density
distribution is a conservative assumption regarding the linearity of inductance with
loop length.

The particular on-chip current return path is rarely known before analysis of the
circuit. Nevertheless, if an approximate but conservative estimate of the distance d
between the signal wire and the current return path can be made which satisfies the
long loop condition l � d, the inductance can be considered to vary linearly with
the length of the structure. Similar to the resistance and capacitance, the inductance
of such a structure is effectively a local characteristic, independent of the length of
the structure. The analysis of a large interconnect structure is therefore not necessary
to obtain the local inductive characteristics, greatly simplifying the circuit analysis
process. This property is demonstrated in Chap. 28 on an example of regularly
structured power distribution grids.

3.5 Summary

The variation of the partial and loop inductance with line length is analyzed in this
chapter. The primary conclusions are summarized as follows.

• The nonlinear variation of inductance with length is due to inductive coupling
between circuit segments
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• In long loops, the effective coupling between loop segments is small as compared
to the self-inductance of the segments due to the mutual cancellation of the
forward current coupling with the return current coupling

• The inductance of long loops increases virtually linearly with length
• In a similar manner, the effective inductive coupling between two parallel current

loops is greatly reduced due to coupling cancellation as compared to the coupling
between line segments of the same length

• As a general rule, the inductance of circuits scales linearly with the circuit
dimensions where the distance between the forward and return currents is much
smaller than the dimensions of the circuit

• The linear variation of inductance with the circuit dimensions can be exploited
to simplify the inductance extraction process and the related circuit analysis of
on-chip interconnect



Chapter 4
Electromigration

The power current requirements of integrated circuits are rapidly rising, as discussed
in Chap. 1 and throughout this book. The current density in on-chip power and
ground lines can reach several hundred thousands of amperes per square centimeter.
At these current densities, electromigration becomes significant. Electromigration
is the transport of metal atoms under the force of an electron flux. The depletion and
accumulation of the metal material resulting from the atomic flow can lead to the
formation of extrusions (or hillocks) and voids in the metal structures. The hillocks
and voids can lead to short circuit and open circuit faults [75], respectively, as shown
in Fig. 4.1, degrading the reliability of an integrated circuit.

The significance of electromigration was established early in the development of
integrated circuits [76, 77]. Electromigration should be considered in the design
process of an integrated circuit to ensure reliable operation over the intended
lifetime. Electromigration reliability and related design implications are the subject
of this chapter. A more detailed discussion of the topic of electromigration can be
found in the literature [78–80].

This chapter is organized as follows. The physical mechanism of electromigra-
tion is described in Sect. 4.1. The role of mechanical stress in electromigration
reliability is discussed in Sect. 4.2. The steady state conditions of electromigration
damage in interconnect lines are established in Sect. 4.3. The dependence of
electromigration reliability on the dimensions of the interconnect line is discussed
in Sect. 4.4. The statistical distribution of the electromigration lifetime is reviewed
in Sect. 4.5. Electromigration reliability under an AC current is discussed in
Sect. 4.6. A comparison of electromigration effects within aluminum and copper
based interconnect technologies is described in Sect. 4.7. Low-k dielectric materials
are also briefly discussed in this section. Certain approaches to designing for
electromigration reliability are briefly reviewed in Sect. 4.8. The chapter concludes
with a summary.

© Springer International Publishing Switzerland 2016
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a
b

Fig. 4.1 Electromigration induced circuit faults; (a) line extrusions formed due to metal accumu-
lation can short circuit the adjacent line, (b) voids formed due to metal depletion increase the line
resistance and can lead to an open circuit

4.1 Physical Mechanism of Electromigration

Electromigration is a microscopic mass transport of metal ions through diffusion
under an electrical driving force. An atomic flux under a driving force F is

Ja D Ca�F; (4.1)

where Ca is the atomic concentration and � is the mobility of the atoms. From
the Einstein relationship, the mobility can be expressed in terms of the atomic
diffusivity Da and the thermal energy kT,

� D Da

kT
: (4.2)

Two forces act on metal ions: an electric field force and an electron wind force. The
electric field force is proportional to the electric field E and acts in the direction of
the field. The electric field also accelerates the conduction electrons in the direction
opposite to the electric field. The electrons transfer the momentum to the metal ions
in the course of scattering, exerting the force in the direction opposite to the field
E. This force is commonly referred to as the electron wind force. The electron wind
force equals the force exerted by the electric field on the conduction electrons, which
is proportional to the electric field intensity E.

In the metals of interest, such as aluminum and copper, the electron wind force
dominates and the net force acts in the direction opposite to the electric current.
The resulting atomic flux is therefore in the direction opposite to the electric current
j, as shown in Fig. 4.2. The net force acting on the metal atoms is proportional to
the electric field and is typically expressed as �Z�eE or �Z�e�j, where Z�e is the
effective charge of the metal ions, j is the current density, and � is the resistivity of
the metal. The electromigration atomic flux is therefore

Ja D �Ca
DaZ�e�j

kT
; (4.3)

where the minus sign indicates the direction opposite to the field E. The diffusivity
Da has an Arrhenius dependence on temperature, Da D D0 exp.�Q=kT/, where
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Anode end:
metal accumulation,
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Cathode end:
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void formation
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Fig. 4.2 Electromigration mass transport in an interconnect line. An electron flux Je� flowing in
the opposite direction to the electric field E D �j induces an atomic flow Ja in the direction of the
electron flow. Diffusion barriers, such as tungsten vias, create an atomic flux divergence, leading
to electromigration damage in the form of voids and hillocks

Q is the activation energy of diffusion. Substituting this relationship into (4.3), the
atomic flux becomes

Ja D �Ca
Z�e�j

kT
D0 exp

�
� Q

kT

�
: (4.4)

The material properties Ca, �, and Z�e are difficult to change. The diffusion
coefficient D0 and the activation energy Q, although also material specific, vary
significantly depending upon the processing conditions and the resulting microstruc-
ture of the metal film. There are several paths for electromigration in interconnect
lines, such as diffusion through the lattice, along the grain boundary, and along the
metal surface. Each path is characterized by the individual diffusion coefficient and
activation energy. The atomic flux depends exponentially on the activation energy
Q and is therefore particularly sensitive to variations in Q. The diffusion path with
the lowest activation energy dominates the overall atomic flux.

The on-chip metal films are polycrystalline, consisting of individual crystals
of various size. The individual crystals are commonly referred to as grains. The
activation energy Q is relatively low for diffusion along a grain boundary, as low as
0.5 eV for aluminum, while the activation energy for diffusion through the lattice
is the highest, up to 1.4 eV in aluminum. The activation energy in copper is higher,
1.2 eV for diffusion along a grain boundary, 0.7 eV for the surface diffusion, and
2.1 eV for the lattice diffusion due to a higher melting point, as wells as higher
electrical and thermal conductivity as compared to aluminum. The diffusion path
with lowest activation energy is a dominant path for electromigration. Diffusion
along the grain boundary is therefore the primary path of electromigration in
relatively wide aluminum interconnect lines, while surface diffusion is dominant
in copper lines.

An atomic flux does not cause damage to on-chip metal structures where the
influx of the atoms is balanced by the atom outflow. The depletion and accumulation
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of metal (and the associated damage) develop at those sites where the influx and
outflux are not equal, i.e., the flux divergence is not zero, r �Ja ¤ 0. Flux divergence
can be caused by several factors, including an interface between materials with
dissimilar diffusivity and resistivity, inhomogeneity in the microstructure, and a
temperature gradient.

Consider, for example, the current flow in an aluminum metal line segment
connected to two tungsten vias at the ends, as shown in Fig. 4.2. At the current
densities of interest, tungsten is not susceptible to electromigration and can be
considered as an ideal barrier for the diffusion of aluminum atoms. The tungsten-
aluminum interface at the anode line end, where the electric current enters the line
(i.e., the electron flux exits the line), prevents the outflow of the aluminum atoms
from the line. The incoming atomic flux causes an accumulation of aluminum atoms.
At the cathode end of the line, the tungsten-aluminum interface blocks the atomic
flux from entering the line. The electron flux enters the line at this end and carries
away aluminum atoms, leading to metal depletion and, potentially, formation of a
void.

In a similar manner, an inhomogeneity in the microstructure can cause flux
divergence. As has been discussed, aluminum grain boundaries have significantly
lower activation energy, facilitating atomic flow. The electromigration atomic flux
is enhanced at those locations with small grains, where the grain boundaries provide
numerous paths that facilitate diffusion. At those sites where the grain size changes
abruptly, the high atomic flux in the region of the smaller grain size is mismatched
with the relatively low atomic flux in the larger grain region. The atomic flux
divergence leads to a material depletion or accumulation, depending upon the
direction of current flow. These sites are particularly susceptible to electromigration
damage [81]. In copper interconnects, the electromigration flux is constrained to the
surface (due to the smallest activation energy for diffusion in a surface), exhibiting
a bamboo grain structure [82] which leads to lower reliability in smaller size
lines [83].

4.2 Electromigration-Induced Mechanical Stress

The depletion and accumulation of material at the sites of atomic flux divergence
induce a mechanical stress gradient in the metal structures. At the sites of metal
accumulation the stress is compressive, while at the sites of metal depletion the
stress is tensile. The resulting stress gradient in turn induces a flux of metal atoms
Jstress

a ,

Jstress
a D Ca

Da

kT
�

@	

@l
; (4.5)

where 	 is the mechanical stress, assumed positive in tension, � is the atomic
volume, and l is the line length. The atomic flux due to the stress gradient is opposite



4.3 Steady State Limit of Electromigration Damage 65

in direction to the electromigration atomic flux, counteracting the electromigration
mass transport. This flux is therefore often referred to as an atomic backflow.
The distribution of the mechanical stress and the net atomic flux are therefore
interrelated. Accurate modeling of the mechanical stress is essential in predicting
electromigration reliability. Mechanical stress can also have components unrelated
to electromigration atomic flux, such as a difference in the thermal expansion rates
of the materials.

The on-chip metal structures are encapsulated in a dielectric material, such as
silicon dioxide or more advanced low-k material. The stiffness of the dielectric
material significantly affects the electromigration reliability. A rigid dielectric limits
the variation in metal volume at the sites of the metal depletion and accumulation,
resulting in greater electromigration-induced mechanical stress as compared to a
metal line in a less rigid environment. The greater mechanical stress induces a
greater atomic flux in the direction opposite to the electromigration atomic flux,
limiting the net atomic flux and the related structural damage. Rigid encapsula-
tion therefore significantly improves the electromigration reliability of the metal
interconnect. Low-k dielectric material as compared with silicon dioxide is less
rigid, resulting in lower electromigration-induced mechanical stress and decreasing
electromigration reliability.

A rigid dielectric can lead to structural defects due to a mismatch in the thermal
expansion rate of the materials. For example, as the silicon wafer is cooled from the
temperature of silicon dioxide deposition, the rigid and well adhering silicon dioxide
prevents the aluminum lines from contracting according to the thermal expansion
rate of aluminum. The resulting tensile stress in the aluminum lines can cause void
formation [84]. This effect is exacerbated in narrow lines.

4.3 Steady State Limit of Electromigration Damage

Under certain conditions, the stress induced atomic flux can fully compensate the
atomic flux due to electromigration, preventing further damage. In this case, the
atomic concentration along a metal line is stationary, @Ca

@t D 0. The net atomic flow
is related to the atomic concentration by the continuity equation,

@Ca

@t
D �rJa D @Ja

@l
D 0: (4.6)

The atomic flow is uniform along the line length l, i.e., Ja.l/ is constant. In a line
segment confined by diffusion barriers, the steady state atomic flux is zero. Under
this condition, the diffusion due to the electrical driving force is compensated by the
diffusion due to the mechanical driving force. The net atomic flux Ja is the sum of
the electromigration and stress induced fluxes,

Ja D Jem
a C Jstress

a D Ca
Da

kT

�
�

@	

@l
� Z�e�j

�
: (4.7)
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The steady state condition is established where

�
@	

@l
D Z�e�j: (4.8)

High mechanical stress gradients are required to compensate the electromigration
atomic flow at high current densities. The magnitude of the stress gradient depends
upon the formation of voids and hillocks.

Consider a line segment of length l0 between two sites of flux divergence, such as
tungsten vias or severe microstructural irregularities. The compressive stress at the
anode end should reach a certain yield stress 	y to develop extrusion damage [85].
Assuming a near zero stress at the cathode end of the segment, the damage critical
stress gradient is

�
@	
@l

	
max

D 	y=l0. Substituting this expression for the stress
gradient into (4.8) yields the maximum current density,

jhillock
max D �	y

Z�e�

1

l0
: (4.9)

If the current density is lower than the limit determined by (4.9), the steady
state condition is reached before formation of the hillocks at the anode, and the
interconnect line is highly resistive to electromigration damage. Resistance to
electromigration damage below a certain current threshold was first experimentally
observed by Blech in 1976 [86].

Void formation also causes mechanical stress that counteracts electromigration
atomic flow. As the stress becomes sufficiently high to fully compensate the
electromigration flow, the void stops growing and remains at the steady state
size [87]. The steady state void size is well described by [88, 89]

�l D Z�e�

2B�
jl20 ; (4.10)

where B is the elastic modulus relating the line strain to the line stress. Equa-
tion (4.10) can be obtained from (4.8) by assuming that a void of size �l induces a
line stress 2B �l

l0
.

If the steady state void does not lead to a circuit failure, the electromigration
lifetime of the line is practically unlimited. A formation of a void in a line does not
necessarily lead to circuit failure. Metal lines in modern semiconductor processes
are covered with a thin refractory metal film, such as Ta, Ti, TaN, TiN, or TiAl3
(based on the metal interconnect material). These metal films are highly resistant
to electromigration damage, providing an alternative current path in parallel to the
metal core of the line. A void spanning the line width will therefore increase the
resistance of the line, rather than lead to an open circuit fault. The increase in line
resistance is proportional to the void size �l. An increase in the line resistance
from 10 % to 20 % is typically considered critical, leading to a circuit failure. A
critical increase in the resistance occurs when the void size reaches a certain critical
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value �lcrit. The current density resulting in a void of the critical steady state size is
determined from (4.10),

jvoid
max D 2B�

Z�e�

�lcrit

l20
: (4.11)

If the current density of the line is lower than jvoid
max, the void damage saturates at a

subcritical size and the lifetime of the line becomes practically unlimited.
The critical current density as determined by (4.9) for hillock formation

and (4.11) for void formation increases with shorter line length l0. For a given
current density there exists a certain critical line length lcrit. Lines shorter than lcrit

are highly resistant to electromigration damage. This phenomenon is referred to as
the electromigration threshold or Blech effect.

4.4 Dependence of Electromigration Lifetime on the Line
Dimensions

While the electromigration reliability depends upon many parameters, as expressed
by (4.4), most of these parameters cannot be varied due to material properties and
manufacturing process characteristics. The parameters that can be flexibly varied
at the circuit design phase are the line width, length, and current. Varying the
current is often restricted by circuit performance considerations. The dependence of
electromigration reliability on the line width and length is discussed in this section.

The dependence of the electromigration lifetime on the width of an aluminum
alloy line is relatively complex [90, 91], as illustrated in Fig. 4.3. Trends of the line
width on the lifetime for a copper interconnect due to electromigration are similar to
aluminum alloy interconnects, as discussed in [80], however higher in magnitude.

In relatively wide lines, i.e., where the average grain size is much smaller than
the line width, the grain boundaries form a continuous diffusion path along the line
length, as shown in Fig. 4.4b. Although the grain boundary diffusion path enhances
the electromigration atomic flow due to a higher diffusion coefficient along the grain
boundary, the probability of abrupt microstructural inhomogeneity along the line
length is small, due to a large number of grains spanning the width of the line. The
probability of an atomic flux divergence in these polygranular lines is relatively low
and the susceptibility of the line to electromigration damage is moderate.

As the line width approaches the average grain size, the polygranular line
structure is likely to be interrupted by grains spanning the entire width of the
line, disrupting the boundary diffusion path, as shown in Fig. 4.4c. Electromigration
transport in the spanning grain can occur only through the lattice or along the surface
of the line. The diffusivity of these paths is significantly lower than the diffusivity
of the polycrystalline segments. The spanning grains therefore present a barrier to
an atomic flux in relatively long polygranular segments of the line. The atomic
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Fig. 4.3 Representative
variation of the median
electromigration lifetime with
line width (Based on data
obtained from [91])
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flux discontinuity at the boundary of the spanning grains renders these lines more
susceptible to electromigration damage, shortening the electromigration lifetime.

As the line width is reduced below the average grain size, the spanning grains
dominate the line microstructure, forming the so-called “bamboo” pattern, as shown
in Fig. 4.4d. The polygranular segments become sparse and short. The shorter
polygranular segments are resistant to electromigration damage, increasing the
expected lifetime of the narrow lines.

The electromigration lifetime also varies with line length. Shorter lines have a
longer lifetime than longer lines [90]. The longer lines are more likely to contain a
significant microstructural discontinuity, such as a spanning grain in wide lines or
a long polygranular segment in narrow lines. The longer lines are therefore more
susceptible to electromigration damage.

4.5 Statistical Distribution of Electromigration Lifetime

Electromigration failure is a statistical process. Identically designed interconnect
structures fail at different times due to variations in the microstructure. Failure times
are typically described by a log-normal distribution. A variable distribution is log-
normal if the distribution of the logarithm of the variable is normal. The log-normal
probability density function p.t/ is

p.t/ D 1p
2�	 t

exp

�
� .ln.t=t50//2

2	2

�
: (4.12)
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a

b

c

d

Fig. 4.4 Grain structure of interconnect lines; (a) grain structure of an unpatterned thin metaliza-
tion film, (b) structure of the wide lines is polygranular along the entire line length, (c) lines with a
width close to the average grain size, polygranular segments are interrupted by the grains spanning
the entire line width, (d) narrow lines, most of the grains span the entire line width, forming a
“bamboo” pattern
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Fig. 4.5 Log-normal distribution of electromigration failures. The distribution is unimodal and is
determined by the median time to failure t50 and the shape parameter 	

The log-normal distribution is characterized by the median time to failure t50 and the
shape factor 	 . The probability density function for several values of 	 are shown
in Fig. 4.5.

Accelerated electromigration testing is performed to evaluate the lifetime distri-
bution parameters for a specific manufacturing process. The interconnect structures
are subjected to a current and temperature significantly greater than the target
specifications to determine the statistical characteristics of the interconnect failures
within a limited time period. The following relationship, first proposed by Black in
1967 [77, 92], is commonly used to estimate the median time to failure at different
temperatures and current densities,

t50 D A

jn
exp

�
Q

kT

�
; (4.13)

where A and n are empirically determined parameters. In the absence of Joule heat-
ing effects, the value of n varies from one to two, depending on the characteristics of
the manufacturing process [75]. As demonstrated by models of the electromigration
process, n D 1 corresponds to the case of void induced failures, and n D 2

represents the case of hillock induced failures [93].

4.6 Electromigration Lifetime Under AC Current

On-chip interconnect lines typically carry time-varying AC current. It is necessary
to determine the electromigration lifetime under AC conditions based on accelerated
testing, which is typically performed with DC current.
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ton T

Fig. 4.6 A train of current pulses

Consider a train of square current pulses with a duty ratio d D ton=T, as
shown in Fig. 4.6, versus a DC current of the same magnitude. Assuming that a
linear accumulation of the electromigration damage during the active phase ton

of the pulses results in the pulsed current lifetime tpulsed
50 that is 1=d times longer

than the DC current lifetime tdc
50, i.e., tdc

50=tpulsed
50 D d. This estimate is, however,

overly conservative, suggesting a certain degree of electromigration damage repair
during the quiet phase of the pulses. This “self-healing” effect significantly extends
the lifetime of a line. Experimental studies [94–96] have demonstrated that,
in the absence of Joule heating effects, the pulsed current lifetime is determined
by the average current javg,

tpulsed
50 D A

jnavg
exp

�
Q

kT

�
: (4.14)

As javg D djdc, the pulsed current lifetime is related to the DC current lifetime as
tdc
50=tpulsed

50 D dn.
Electromigration reliability is greatly enhanced under bidirectional current flow.

Accurate characterization of electromigration reliability becomes difficult due to
the long lifetimes. Available experimental data are in agreement with the average
current model, as expressed by (4.14). According to (4.14), the lifetime becomes
infinitely long as the DC component of the current approaches zero. The current
density these lines can carry, however, is also limited. As the magnitude of the
bidirectional current becomes sufficiently high, Joule heating becomes significant,
degrading the self-healing process and, consequently, the electromigration lifetime.

Clock and data lines in integrated circuits are usually connected to a single
driver. The average current in these lines is zero and the lines are typically highly
resistant to electromigration failure in the absence of significant Joule heating.
Power and ground lines carry a high unidirectional current. Power and ground lines
are therefore particularly susceptible to electromigration damage.
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4.7 A Comparison of Aluminum and Copper
Interconnect Technologies

With technology scaling, the resistance of an aluminum interconnect has become
increasingly high. Copper interconnect technology has therefore been developed
since the resistivity of copper is almost half lower than aluminum, permitting the
cross section of an interconnect to be further scaled while satisfying impedance
constraints [97]. Copper interconnects also exhibit a higher thermal conductivity
and higher melting point, enhancing the reliability of the metal. The metal used for
interconnects in high performance integrated circuits is therefore currently copper.
The electromigration characteristics of these interconnects are different as compared
to aluminum based interconnects, as demonstrated by early studies [98].

The electromigration atomic flux in copper interconnect is significantly lower
than in aluminum interconnect mainly due to the higher activation energy of the
diffusion paths, as discussed previously in this chapter. The threshold effect has
been observed in copper lines [99–101], with threshold current densities several
times higher than in aluminum lines. Copper interconnects are able to tolerate stress
significantly longer [97]. Experimental results suggest that surface diffusion and
diffusion along the interface between the copper and silicon nitride covering the
top of the line dominate the electromigration transport process. The silicon nitride
film serves as a diffusion barrier at the upper surface of the line. Several features
of the copper interconnect structure, however, exacerbate the detrimental effects of
electromigration [98].

The sides and bottom of a copper line are covered with a refractory metal film
(Ta, Ti, TaN, or TiN) to prevent copper from diffusing into the dielectric. The
thickness of this film is much smaller than the thickness of the film covering the
aluminum interconnect. The formation of a void in a copper line therefore leads
to a higher relative increase in the line resistance. Thin redundant layers can also
lead to an abrupt open-circuit failure rather than a gradual increase in the line
resistance [102].

The via structure in dual damascene copper interconnect is susceptible to failure
due to void formation [103]. The refractory metal film lining the bottom of the via
forms a diffusion barrier between the via and the lower metal line, as shown in
Fig. 4.7. The resistance of dual damascene interconnect is particularly sensitive to
void formation at the bottom of the via. The structural characteristics of the via
contact are crucial to interconnect reliability [104].

To further improve the characteristics of metal interconnects, low-k dielectric
materials have been developed to encapsulate the metal interconnects. Low-k
dielectric materials are commonly used in current technologies for high performance
integrated circuits [105]. This dielectric material is typically used with the higher
metal layers to reduce the worst-case signal delay of the global interconnects since
low-k dielectric materials decrease the distributed capacitance of the metal line (as
compared with silicon dioxide for the same dielectric thickness). The dielectric
constant for low-k materials ranges from 3.0 and below (as compared to 4.2 for
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Cathode end:
via void

formation
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Fig. 4.7 A dual damascene interconnect structure. A diffusion barrier is formed by the refractory
metal film lining the side and lower surfaces of the lines and vias. The via bottom at the cathode
end is the site of metal depletion and is susceptible to void formation. The resistance of the line is
particularly sensitive to void formation at the bottom of the via

silicon dioxide). These materials are a desirable complement to low resistivity
copper metallization. Low-k dielectrics are also significantly less rigid than silicon
dioxide. Metal depletion and accumulation therefore result in less mechanical stress,
decreasing the stress-induced backflow and electromigration reliability [106–108].
Low-k dielectrics also have a lower thermal conduction coefficient, exacerbating the
detrimental effects of Joule heating. A statistical distribution of failure times is more
complex in copper interconnects as compared to aluminum and cannot be described
by a unimodal probability density distribution [103, 109].

Interconnects based on copper and low-k dielectric materials exhibit more
desirable performance and reliability characteristics as compared to aluminum and
silicon dioxide based interconnects. The reduction in the resistance and capacitance
of an interconnect is a key factor in increasing the performance of integrated circuits.
Due to technology scaling, electromigration effects require further investigation and
novel methodologies are needed to reduce the effects of electromigration within
copper and low-k interconnect technologies.

4.8 Designing for Electromigration Reliability

Electromigration reliability of integrated circuits has traditionally been ensured
by requiring the average current density of each interconnect line to be below a
predetermined design rule specified threshold. The cross-sectional dimensions of
on-chip interconnect decrease with technology scaling, while the current increases.
Simply limiting the line current density by a design rule threshold has become
increasingly restrictive under these conditions.

To ensure a target reliability, the current density threshold is selected under the
assumption that the current density threshold is reached with a certain number of
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interconnect lines. If the number of lines with a critical current density is fewer
than the assumed estimate, the design rule is overly conservative. Alternatively, if
the number of critical lines is larger than the estimate, the design rule does not
guarantee the target reliability characteristics.

This “one size fits all” threshold approach can be replaced with a more flexible
statistical electromigration budgeting methodology [110]. If the failure probability
of the ith line is estimated as pi.t/ based on the line dimensions and average current,
the probability that none of the lines in a circuit fails at time t is

Q
i .1 � pi.t//. The

failure probability of the overall system P.t/ is therefore

P.t/ D 1 �
Y

i

.1 � pi.t// : (4.15)

A system with a few lines carrying current exceeding the threshold design rule (and
therefore exhibiting a relatively high failure probability p.t/) can be as reliable as a
system with a larger number of lines carrying current at the threshold level.

This statistical approach permits individual budgeting of the line failure prob-
abilities pi.t/, while maintaining the target reliability of the overall system P.t/.
This flexibility supports more efficient use of interconnect resources, particularly in
congested areas, reducing circuit area.

4.9 Summary

The electromigration reliability of integrated circuits has been discussed in this
chapter. The primary conclusions of the chapter are the following.

• Electromigration damage develops near the sites of atomic flux divergence, such
as vias and microstructural discontinuities

• Electromigration reliability depends upon the mechanical properties of the
interconnect structures

• Electromigration reliability of short lines is greatly enhanced due to stress
gradient induced backflow, which compensates the electromigration atomic flow

• Power and ground lines are particularly susceptible to electromigration damage
as these lines carry a unidirectional current

• Copper based interconnects exhibit enhanced performance and high-er reliability
as compared to aluminum based interconnects due to the higher electrical
conductivity, melting point, and thermal conductivity



Chapter 5
Scaling Trends of On-Chip Power Noise

A scaling analysis of the voltage drop across the on-chip power distribution
networks is performed in this chapter. The design of power distribution networks
in high performance integrated circuits has become significantly more challenging
with recent advances in process technology. Insuring adequate signal integrity of
the power supply has become a primary design issue in high performance, high
complexity digital integrated circuits. A significant fraction of the on-chip resources
is dedicated to achieve this objective.

State-of-the-art circuits consume higher current, operate at higher speeds, and
have lower noise tolerance with the introduction of each new technology gen-
eration. CMOS technology scaling is forecasted to continue for at least another
10 years [111]. The scaling trend of noise in high performance power distribution
grids is, therefore, of practical interest. In addition to the constraints on the noise
magnitude, electromigration reliability considerations limit the maximum current
density in on-chip interconnect. The scaling of the peak current density in power
distribution grids is also of practical interest. The results of this scaling analysis
depend upon various assumptions. Existing scaling analyses of power distribution
noise are reviewed and compared along with any relevant assumptions. The scaling
of the inductance of an on-chip power distribution network as discussed here extends
the existing material presented in the literature. Scaling trends of on-chip power
supply noise in ICs packaged in high performance flip-chip packages are the focus
of this investigation.

This chapter is organized as follows. Related existing work is reviewed in
Sect. 5.1. The interconnect characteristics assumed in the analysis are discussed in
Sect. 5.2. The model of the on-chip power distribution noise used in the analysis
is described in Sect. 5.3. The scaling of power noise is described in Sect. 5.4.
Implications of the scaling analysis are discussed in Sect. 5.5. The chapter concludes
with a summary.

© Springer International Publishing Switzerland 2016
I.P. Vaisband et al., On-Chip Power Delivery and Management,
DOI 10.1007/978-3-319-29395-0_5
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Table 5.1 Ideal scaling of
CMOS circuits [112]

Parameter Scaling factor

Device dimensions 1=S

Doping concentrations S

Voltage levels 1=S

Current per device 1=S

Gate load 1=S

Gate delay 1=S

Device area 1=S2

Device density S2

Power per device 1=S2

Power density 1

Total capacitance SS2
C

Total power S2
C

Total current SS2
C

5.1 Scaling Models

Ideal scaling of CMOS transistors was first described by Dennard et al. in
1974 [112]. Assuming a scaling factor S, where S > 1, all transistor dimen-
sions uniformly scale as 1=S, the supply voltage scales as 1=S, and the doping
concentrations scale as S. This “ideal” scaling maintains the electric fields within
the device constant and ensures a proportional scaling of the I–V characteristics.
Under the ideal scaling paradigm, the transistor current scales as 1=S, the transistor
power decreases as 1=S2, and the transistor density increases as S2. The transistor
switching time decreases as 1=S, the power per circuit area remains constant, while
the current per circuit area scales as S. The die dimensions increase by a chip
dimension scaling factor SC. The total capacitance of the on-chip devices and the
circuit current both increase by SS2

C while the circuit power increases by S2
C. The

scaling of interconnect was first described by Saraswat and Mohammadi [113].
These ideal scaling relationships are summarized in Table 5.1.

Several research results have been published on the impact of technology
scaling on the integrity of the IC power supply [114–117]. The published analyses
differ in the assumptions concerning the on-chip and package level interconnect
characteristics. The analyses can be classified according to several categories:
whether resistive IR or inductive L dI=dt noise is considered, whether wire bond
or flip-chip packaging is assumed, and whether packaging or on-chip interconnect
parasitic impedances are assumed dominant. Traditionally, the package-level par-
asitic inductance (the bond wires, lead frames, and pins) has dominated the total
inductance of the power distribution system while the on-chip resistance of the
power lines has dominated the total resistance of the power distribution system.
The resistive noise has therefore been associated with the resistance of the on-chip
interconnect and the inductive noise has been associated with the inductance of the
off-chip packaging [117–119].
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Scaling behavior of the resistive voltage drop in a wire bonded integrated circuit
of constant size has been investigated by Song and Glasser in [116]. Assuming
that the interconnect thickness scales as 1=S, the ratio of the supply voltage to the
resistive noise, i.e., the signal-to-noise ratio (SNR) of the power supply voltage,
scales as 1=S3 under ideal scaling (as compared to 1=S4 under constant voltage
scaling). Song and Glasser proposed a multilayer interconnect stack to address this
problem. Assuming that the top metal layer has a constant thickness, scaling of
the power supply signal-to-noise ratio improves by a power of S as compared to
standard interconnect scaling.

Bakoglu [114] investigated the scaling of both resistive and inductive noise in
wire bonded ICs considering the increase in die size by SC with each technology
generation. Under the assumption of ideal interconnect scaling (i.e., the number
of interconnect layers remains constant and the thickness of each layer is reduced
as 1=S), the SNR of the resistive noise decreases as 1=S4S2

C. The SNR of the
inductive noise due to the parasitic impedances of the packaging decreases as
1=S4S3

C. These estimates of the SNR are made under the assumption that the number
of interconnect levels increases as S. This assumption scales the on-chip capacitive
load, average current, and, consequently, the SNR of both the inductive and resistive
noise by a factor of S. Bakoglu also considered an improved scaling situation where
the number of chip-to-package power connections increases as SS2

C, effectively
assuming flip-chip packaging. In this case, the resistive SNRR scales as 1 assuming
that the thickness of the upper metal levels is inversely scaled as S. The inductive
SNRL scales as 1=S under the assumption that the effective inductance per power
connection scales as 1=S2.

A detailed overview of modeling and mitigation of package-level inductive noise
is presented by Larsson [117]. The SNR of the inductive noise is shown to decrease
as 1=S2SC under the assumption that the number of interconnect levels remains
constant and the number of chip-to-package power/ground connections increases
as SSC. The results and key assumptions of the power supply noise scaling analyses
are summarized in Table 5.2.

The effect of the flip-chip pad density on the resistive drop in power supply grids
has been investigated by Arledge and Lynch in [115]. All other conditions being
equal, the maximum resistive drop is proportional to the square of the pad pitch.
Based on this trend, a pad density of 4000 pads/cm2 is the minimum density required
to assure an acceptable on-chip IR drop and input/output (I/O) signal density at the
50 nm technology node [115].

Nassif and Fakhouri describe an analytic expression relating the maximum power
distribution noise to the principal design and technology characteristics [120]. The
expression is based on a lumped model similar to the model depicted in Fig. 5.3.
The noise is shown to increase rapidly with technology scaling based on the ITRS
predictions [121]. Assuming constant inductance, a reduction of the power grid
resistance and an increase in the decoupling capacitance are predicted to be the
most effective approaches to decreasing the power distribution noise.
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5.2 Interconnect Characteristics

The power noise scaling trends depend substantially on the interconnect charac-
teristics assumed in the analysis. The interconnect characteristics are described in
this section. The assumptions concerning the scaling of the global interconnect are
discussed in Sect. 5.2.1. Variation of the grid inductance with interconnect scaling
is described in Sect. 5.2.2. Flip-chip packaging characteristics are discussed in
Sect. 5.2.3. The impact of the on-chip capacitance on the results of the analysis
is discussed in Sect. 5.2.4.

5.2.1 Global Interconnect Characteristics

The scaling of the cross-sectional dimensions of the on-chip global power lines
directly affects the power distribution noise. Two scenarios of global interconnect
scaling are considered here.

In the first scenario, the thickness of the top interconnect layers (where the
conductors of the global power distribution networks are located) is assumed to
remain constant. Through several recent technology generations, the thickness of the
global interconnect layers has not been scaled in proportion to the minimum local
line pitch due to power distribution noise and interconnect delay considerations.
This behavior is in agreement with the 1997 edition of the International Technology
Roadmap for Semiconductors (ITRS) [122, 123], where the minimum pitch and
thickness of the global interconnect are assumed constant.

In the second scenario, the thickness and minimum pitch of the global intercon-
nect layers are scaled in proportion to the minimum pitch of the local interconnect.
This assumption is in agreement with the more recent editions of the ITRS
[121, 124]. The scaling of the global interconnect in future technologies is therefore
expected to evolve in the design envelope delimited by these two scenarios.

The number of metal layers and the fraction of the metal resources dedicated to
the power distribution network are also assumed constant. The ratio of the diffusion
barrier thickness to the copper interconnect core is assumed to remain constant with
scaling. The increase in resistivity of the interconnect due to electron scattering at
the interconnect surface interface (significant at line widths below 45 nm [124]) is
neglected for relatively thick global power lines.

Under the aforementioned assumptions, in the constant metal thickness scenario,
the effective sheet resistance of the global power distribution network remains
constant with technology scaling. In the scenario of scaled metal thickness, the grid
sheet resistance increases with technology scaling by a factor of S.
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5.2.2 Scaling of the Grid Inductance

The inductive properties of power distribution grids are investigated in [72, 73].
It is shown that the inductance of the power grids with alternating power and
ground lines behaves analogously to the grid resistance. That is, the grid induc-
tance increases linearly with the grid length and decreases inversely linearly with
the number of lines in the grid. This linear behavior is due to the periodic structure
of the alternating power and ground grid lines. The long range inductive coupling
of a specific (signal or power) line to a power line is cancelled out by the coupling
to the ground lines adjacent to the power line, which carry current in the opposite
direction [71, 73]. As described in Chap. 28, inductive coupling in periodic grid
structures is effectively a short range interaction. Similar to the grid resistance, the
grid inductance can be conveniently expressed as a dimension independent grid
sheet inductance L� [73, 125]. The inductance of a specific grid is obtained by
multiplying the sheet inductance by the grid length and dividing by the grid width.
The grid sheet inductance (for a derivation, see Sect. 28.6.4) can be estimated as

L� D 0:8P

�
ln

P

T C W
C 3

2

�
�H

� ; (5.1)

where W, T, and P are, respectively, the width, thickness, and pitch of the grid lines.
The sheet inductance is proportional to the line pitch P. The line density is reciprocal
to the line pitch. A smaller line pitch means a higher line density and more parallel
paths for the current to flow. The sheet inductance is however relatively insensitive to
the cross-sectional dimensions of the lines, as the inductance of the individual lines
is similarly insensitive to these parameters. Note that while the sheet resistance of
the power grid is determined by the metal conductivity and the net cross-sectional
area of the lines, the sheet inductance of the grid is determined by the line pitch and
the ratio of the pitch to the line width and thickness.

In the constant metal thickness scenario, the sheet inductance of the power grid
remains constant since the routing characteristics of the global power grid do not
change. In the scaled thickness scenario, the line pitch, width, and thickness are
reduced by S, increasing the line density and the number of parallel current paths.
The sheet inductance therefore decreases by a factor of S, according to (5.1).

5.2.3 Flip-Chip Packaging Characteristics

In a flip-chip package, the integrated circuit and package are interconnected via
an area array of solder bumps mounted onto the on-chip I/O pads [126]. The power
supply current enters the on-chip power distribution network from the power/ground
pads. A view of the on-chip area array of power/ground pads is shown in Fig. 5.1.
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Fig. 5.1 An area array of on-chip power/ground I/O pads. The power pads are colored dark gray,
the ground pads are colored light gray, and the signal pads are white. The current distribution area
of the power pad (i.e., the power distribution cell) in the center of the figure is delineated by the
dashed line. The current distribution area of the ground pad in the center of the figure is delineated
by the dotted line

One of the main goals of this work is to estimate the significance of the
on-chip inductive voltage drop in comparison to the on-chip resistive voltage drop.
Therefore, all of the power/ground pads of a flip-chip packaged IC are assumed to
be equipotential, i.e., the variation in the voltage levels among the pads is considered
negligible as compared to the noise within the on-chip power distribution network.
For the purpose of this scaling analysis, a uniform power consumption per die area
is assumed. Under these assumptions, each power (ground) pad supplies power
(ground) current only to those circuits located in the area around the pad, as shown
in Fig. 5.1. This area is referred to as a power distribution cell (or power cell). The
edge dimensions of each power distribution cell are proportional to the pitch of
the power/ground pads. The size of the power cell area determines the effective
distance of the on-chip distribution of the power current. The power distribution
scaling analysis becomes independent of die size.

An important element of this analysis is the scaling of the flip-chip technology.
The rate of decrease in the pad pitch and the rate of reduction in the local
interconnect half-pitch are compared in Fig. 5.2, based on the ITRS [124]. At the
150 nm line half-pitch technology node, the pad pitch P is 160 �m. At the 32 nm
node, the pad pitch is forecasted to be 80 �m. That is, the linear density of the pads
doubles for a fourfold reduction in circuit feature size. The pad size and pitch P
scale, therefore, as 1=

p
S and the area density (/ 1=P2) of the pads increases as

S with each technology generation. Interestingly, one of the reasons given for this
relatively infrequent change in the pad pitch (as compared with the introduction of
new CMOS technology generations) is the cost of the test probe head [124]. The
maximum density of the flip-chip pads is assumed to be limited by the pad pitch.
Although the number of on-chip pads is forecasted to remain constant, some recent
research has predicted that the number of on-chip power/ground pads will increase
due to electromigration and resistive noise considerations [115, 127].
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Fig. 5.2 Decrease in flip-chip pad pitch with technology generations as compared to the local
interconnect half-pitch

Fig. 5.3 A simplified circuit
model of the on-chip power
distribution network with a
power load and a decoupling
capacitance
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5.2.4 Impact of On-Chip Capacitance

On-chip capacitors are used to reduce the impedance of the power distribution
grid lines as seen from the load terminals. A simple model of an on-chip power
distribution grid with a power load and a decoupling capacitor is shown in Fig. 5.3.
The on-chip loads are switched within tens of picoseconds in modern semiconductor
technologies. The frequency spectrum of the load current therefore extends well
beyond 10 GHz. The on-chip decoupling capacitors shunt the load current at the
highest frequencies. The bulk of the power current bypasses the on-chip distribution
network at these frequencies. At the lower frequencies, however, the capacitor
impedance is relatively high and the bulk of the current flows through the on-chip
power distribution network. The decoupling capacitors therefore serve as a low pass
filter for the power current.

Describing the same effect in the time domain, the capacitors supply the (high
frequency) current to the load during a switching transient. To prevent excessive
power noise, the charge on the decoupling capacitor should be replenished by
the (lower frequency) current flowing through the power distribution network
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before the next switching of the load, i.e., typically within a clock period. The
effect of the on-chip decoupling capacitors is therefore included in the model by
assuming that the current transients within the on-chip power distribution network
are characterized by the clock frequency of the circuit, rather than by the switching
times of the on-chip load circuits. Estimates of the resistive voltage drop are based
on the average power current, which is not affected by the on-chip decoupling
capacitors.

5.3 Model of Power Supply Noise

The following simple model is utilized in the scaling analysis of on-chip power
distribution noise. A power distribution cell is modeled as a circle of radius rc with a
constant current consumption per area Ia, as described by Arledge and Lynch [115].
The model is depicted in Fig. 5.4. The total current of the cell is Icell D Ia � �r2

c . The
power network current is distributed from a circular pad of radius rp at the center of
the cell. The global power distribution network has an effective sheet resistance
��. The incremental voltage drop dVR across the elemental circular resistance
�� dr=2�r is due to the current Ia.�r2

c ��r2/ flowing through this resistance toward
the periphery of the cell. The voltage drop at the periphery of the power distribution
cell is

�VR D
rcZ

rp

dVR D
rcZ

rp

I.r/ � dR.r/

D
rcZ

rp

�.r2
c � r2/Ia � ��

dr

2�r

Fig. 5.4 A model of the
power distribution cell. Power
supply current spreads out
from the power pad in the
center of the cell to the cell
periphery, as shown by the
arrows

rc

rp
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D Ia�r2
c �� � 1

2�

 
ln

rc

rp
C r2

p

2r2
c

� 1

2

!

D Icell�� � C

�
rc

rp

�
: (5.2)

The resistive voltage drop is proportional to the product of the total cell current Icell

and the effective sheet resistance �� with the coefficient C dependent only on the
rc=rp ratio. The ratio of the pad pitch to the pad size is assumed to remain constant.
The coefficient C, therefore, does not change with technology scaling.

The properties of the grid inductance are analogous to the properties of the grid
resistance, as discussed in Sect. 5.2.1. Therefore, analogous to the resistive voltage
drop �VR discussed above, the inductive voltage drop �VL is proportional to the
product of the sheet inductance L� of the global power grid and the magnitude of
the cell transient current dIcell=dt,

�VL D L�
dIcell

dt
� C

�
rc

rp

�
: (5.3)

5.4 Power Supply Noise Scaling

An analysis of the on-chip power supply noise is presented in this section. The
interconnect characteristics assumed in the analysis are described in Sect. 5.2. The
power supply noise model is described in Sect. 5.3. Ideal scaling of the power
distribution noise in the constant thickness scenario is discussed in Sect. 5.4.1.
Ideal scaling of the noise in the scaled thickness scenario is analyzed in Sect. 5.4.2.
Scaling of the power distribution noise based on the ITRS projections is discussed
in Sect. 5.4.3.

5.4.1 Analysis of Constant Metal Thickness Scenario

The scaling of a power distribution grid over four technology generations according
to the constant metal thickness scenario is depicted in Fig. 5.5. The minimum feature
size is reduced by

p
2 with each generation. The minimum feature size over four

generations is therefore reduced by four, i.e.,

p

2
�4 D 4, while the size of the power

distribution cell (represented by the size of the square grid) is halved (
p

4 D 2).
As the cross-sectional dimensions of the power lines are maintained constant in
this scenario, both the sheet resistance �� and sheet inductance L� of the power
distribution grid remain constant with scaling under these conditions.
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Fig. 5.5 The scaling of a power distribution grid over four technology generations according to
the constant metal thickness scenario. The cross-sectional dimensions of the power lines remain
constant. The size of the power distribution cell, represented by the size of the square grid, is
halved

The cell current Icell is the product of the area current density Ia and the cell area
�r2

c . The current per area Ia scales as S; the area of the cell is proportional to P2

which scales as 1=S. The cell current Icell, therefore, remains constant (i.e., scales as
1). The resistive drop �VR, therefore, scales as Icell � �� / 1 � 1 / 1. The resistive
SNRI

R of the power supply voltage, consequently, decreases with scaling as

SNRI
R D Vdd

�VR
/ 1=S

1
/ 1

S
: (5.4)

This scaling trend agrees with the trend described by Bakoglu in the improved
scaling regime [114]. Faster scaling of the on-chip current as described by Bakoglu
is offset by increasing the interconnect thickness by S which reduces the sheet
resistance �� by S. This trend is more favorable as compared to the 1=S2 dependence
established by Song and Glasser [116]. The improvement is due to the decrease in
the power cell area of a flip-chip IC by a factor of S whereas a wire bonded die of
constant area is assumed in [116].

The transient current dIcell=dt scales as Icell=
 / 1=.1=S/ / S, where 
 / 1=S
is the transistor switching time. The inductive voltage drop �VL, therefore, scales
as L� � dIcell=dt / 1 � S. The inductive SNRI

L of the power supply voltage decreases
with scaling as

SNRI
L D Vdd

�VL
/ 1=S

S
/ 1

S2
: (5.5)

The relative magnitude of the inductive noise therefore increases by a factor of S
faster as compared to the resistive noise. Estimates of the inductive and resistive
noise described by Bakoglu also differ by a factor of S [114].
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Fig. 5.6 The scaling of a power distribution grid over four technology generations according to
the scaled metal thickness scenario. The cross-sectional dimensions of the power lines are reduced
in proportion to the minimum feature size by a factor of four. The size of the power distribution
cell, represented by the size of the square grid, is halved

5.4.2 Analysis of the Scaled Metal Thickness Scenario

The scaling of a power distribution grid over four technology generations according
to the scaled metal thickness scenario is depicted in Fig. 5.6. In this scenario, the
cross-sectional dimensions of the power lines are reduced in proportion to the
minimum feature size by a factor of four, while the size of the power distribution cell
is halved. Under these conditions, the sheet resistance �� of the power distribution
grid increases by S, while the sheet inductance L� of the power distribution grid
decreases by S with technology scaling.

Analogous to the constant metal thickness scenario, the cell current Icell remains
constant. The resistive drop �VR, therefore, scales as Icell � �� / 1 � S / S. The
resistive SNRII

R of the power supply voltage, consequently, decreases with scaling as

SNRII
R D Vdd

�VR
/ 1=S

S
/ 1

S2
: (5.6)

As discussed in the previous section, the transient current dIcell=dt scales as
Icell=
 / S. The inductive voltage drop �VL, therefore, scales as L� � dIcell=dt /
1=S �S / 1. The inductive SNRII

L of the power supply voltage decreases with scaling
as

SNRII
L D Vdd

�VL
/ 1=S

1
/ 1

S
: (5.7)

The rise of the inductive noise is mitigated if ideal interconnect scaling is
assumed and the thickness, width, and pitch of the global power lines are scaled
as 1=S. In this scenario, the density of the global power lines increases as S
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and the sheet inductance L� of the global power distribution grids decreases as
1=S, mitigating the inductive noise and SNRL by S. The sheet resistance of the
power distribution grid, however, increases as S, exacerbating the resistive noise
and SNRR by a factor of S. Currently, the parasitic resistive impedance dominates
the total impedance of on-chip power distribution networks. Ideal scaling of the
upper interconnect levels will therefore increase the overall power distribution noise.
However, as CMOS technology approaches the nanometer range and the inductive
and resistive noise becomes comparable, judicious tradeoffs between the resistance
and inductance of the power networks will be necessary to achieve the minimum
noise level (see Chap. 28) [128–130].

5.4.3 ITRS Scaling of Power Noise

Although the ideal scaling analysis allows the comparison of the rates of change
of both resistive and inductive voltage drops, it is difficult to estimate the ratio of
these quantities for direct assessment of their relative significance. Furthermore,
practical scaling does not accurately follow the concept of ideal scaling due to
material and technological limitations. An estimate of the ratio of the inductive to
resistive voltage drop is therefore conducted in this section based on the projected
2001 ITRS data [124].

Forecasted demands in the supply current of high performance microprocessors
are shown in Fig. 5.7. Both the average current and the transient current are rising
exponentially with technology scaling. The rate of increase in the transient current
is more than double the rate of increase in the average current as indicated by the
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Fig. 5.7 Increase in power current demands of high performance microprocessors with technology
scaling, according to the ITRS. The average current is the ratio of the circuit power to the supply
voltage. The transient current is the product of the average current and the on-chip clock rate, 2� fclk
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W = 1 μm

P = 1 μm

T = 1 μm

Fig. 5.8 Power distribution grid used to estimate trends in the power supply noise

slope of the trend lines depicted in Fig. 5.7. This behavior is in agreement with
ideal scaling trends. The faster rate of increase in the transient current as compared
to the average current is due to rising clock frequencies. The transient current of
modern high performance processors is approximately one teraampere per second
(1012 A/s) and is expected to rise, reaching hundreds of teraamperes per second.
Such a high magnitude of the transient current is caused by switching hundreds of
amperes within a fraction of a nanosecond.

In order to translate the projected current requirements into supply noise voltage
trends, a case study interconnect structure is considered. The square grid structure
shown in Fig. 5.8 is used here to serve as a model of the on-chip power distribution
grid. The square grid consists of interdigitated power and ground lines with a
1 � 1 �m cross section and a 1 �m line spacing. The length and width of the grid
are equal to the size of a power distribution cell. The grid sheet inductance is 1.8
picohenrys per square, and the grid sheet resistance is 0.16 ohms per square. The size
of the power cell is assumed to be twice the pitch of the flip-chip pads, reflecting that
only half of the total number of pads are used for the power and ground distribution
as forecasted by the ITRS for high performance ASICs.

The electrical properties of this structure are similar to the properties of the
global power distribution grid covering a power distribution cell with the same
routing characteristics. Note that the resistance and inductance of the square grid
are independent of grid dimensions [125] (as long as the dimensions are severalfold
greater than the line pitch). The average and transient currents flowing through the
grid are, however, scaled from the IC current requirements shown in Fig. 5.7 in
proportion to the area of the grid. The current flowing through the square grid is
therefore the same as the current distributed through the power grid within the power
cell. The power current enters and leaves from the same side of the grid, assuming
the power load is connected at the opposite side. The voltage differential across
this structure caused by the average and transient currents produces, respectively,
on-chip resistive and inductive noise. The square grid has the same inductance to
resistance ratio as the global distribution grid with the same line pitch, thickness,
and width. Hence, the square grid has the same inductive to resistive noise ratio.
The square grid model also produces the same rate of increase in the noise because
the current is scaled proportionately to the area of the power cell.

The resulting noise trends under the constant metal thickness scenario are illus-
trated in Fig. 5.9. As discussed in Sect. 5.2, the area of the grid scales as 1=S. The
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Fig. 5.9 Scaling trends of resistive and inductive power supply noise under the constant metal
thickness scenario

current area density increases as S. The total average current of the grid, therefore,
remains constant. The resistive noise also remains approximately constant, as shown
in Fig. 5.9. The inductive noise, alternatively, rises steadily and becomes comparable
to the resistive noise at approximately the 45 nm technology node. These trends are
in reasonable agreement with the ideal scaling predictions discussed in Sect. 5.4.1.

The inductive and resistive voltage drops in the scaled metal thickness scenario
are shown in Fig. 5.10. The increase in inductive noise with technology scaling is
limited, while the resistive noise increases by an order of magnitude. This behavior
is similar to the ideal scaling trends for this scenario, as discussed in Sect. 5.4.2.

Note that the structure depicted in Fig. 5.8 has a lower inductance to resistance
ratio as compared to typical power distribution grids because the power and ground
lines are relatively narrow and placed adjacent to each other, reducing the area of
the current loop and increasing the grid resistance [72, 125]. The width of a typical
global power line varies from tens to a few hundreds of micrometers, resulting in a
significantly higher inductance to resistance ratio. The results shown in Figs. 5.9
and 5.10 can be readily extrapolated to different grid configurations, using the
expression for the grid sheet inductance (5.1).

Several factors offset the underestimation of the relative magnitude of the
inductive noise due to the relatively low inductance to resistance ratio of the model
shown in Fig. 5.8. If the global power distribution grid is composed of several
layers of interconnect, the lines in the lower interconnect levels have a smaller
pitch and thickness, significantly reducing the inductance to resistance ratio at
high frequencies [131]. The transient current is conservatively approximated as the
product of the average current Iavg and the angular clock frequency 2�fclk. This
estimate, while serving as a useful scaling parameter, tends to overestimate the



90 5 Scaling Trends of On-Chip Power Noise

0.001

0.002

0.005

0.01

0.02

0.05

0.0005
2001 2005 2010 2015

150 80 45 22

Resistive noise, Δ VR ∝ S

Inductive noise, ΔVL ∝ 1

0.1

0.2

0.5

1

2

5

Year

N
oise, norm

alized

Technology node, nm

N
oi

se
, V

Fig. 5.10 Scaling trends of resistive and inductive power supply noise under the scaled metal
thickness interconnect scaling scenario. The trends of the constant metal thickness scenario are
also displayed in light gray for comparison

absolute magnitude of the current transients, increasing the ratio of the inductive
and resistive voltage drops.

5.5 Implications of Noise Scaling

As described in the previous section, the amplitude of both the resistive and
inductive noise relative to the power supply voltage increases with technology
scaling. A number of techniques have been developed to mitigate the unfavorable
scaling of power distribution noise. These techniques are briefly summarized below.

To maintain a constant supply voltage to resistive noise ratio, the effective sheet
resistance of the global power distribution grid should be reduced. There are two
ways to allocate additional metal resources to the power distribution grid. One
option is to increase the number of metalization layers. This approach adversely
affects fabrication time and yield and, therefore, increases the cost of manufacturing.
The ITRS forecasts only a moderate increase in the number of interconnect levels,
from eight levels at the 130 nm line half-pitch node to 11 levels at the 32 nm
node [124]. The second option is to increase the fraction of metal area per metal level
allocated to the power grid. This strategy decreases the amount of wiring resources
available for global signal routing and therefore can also necessitate an increase in
the number of interconnect layers.

The sheet inductance of the power distribution grid, similar to the sheet resis-
tance, can be lowered by increasing the number of interconnect levels. Furthermore,
wide metal trunks typically used for power distribution at the top levels can be
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replaced with narrow interdigitated power/ground lines. Although this configuration
substantially lowers the grid inductance, it increases the grid resistance and,
consequently, the resistive noise [125].

Alternatively, circuit techniques can be employed to limit the peak transient
power current demands of the digital logic. Current steering logic, for example,
produces a minimal variation in the current demand between the transient response
and the steady state response. In synchronous circuits, the maximum transient
currents typically occur during the beginning of a clock period. Immediately after
the arrival of a clock signal at the latches, a signal begins to propagate through the
blocks of sequential logic. Clock skew scheduling can be exploited to spread in time
the periods of peak current demand [39].

The constant metal thickness scaling scenario achieves a lower overall power
noise until the technology generation is reached where the inductive and resistive
voltage drops become comparable. Beyond this node, a careful tradeoff between the
resistance and inductance of the power grid is necessary to minimize the on-chip
power supply noise. The increase in the significance of the inductance of the power
distribution interconnect is similar to that noted in signal interconnect [64, 132].
The trend, however, is delayed by several technology generations as compared to
signal interconnect. As discussed in Sect. 5.2, the high frequency harmonics are
filtered out by the on-chip decoupling capacitance and the power grid current has a
comparatively lower frequency content as compared to the signal lines.

5.6 Summary

A scaling analysis of power distribution noise in flip-chip packaged integrated
circuits is presented in this chapter. Published scaling analyses of power distribution
noise are reviewed and various assumptions of these analyses are discussed. The
primary conclusions can be summarized as follows.

• Under the constant metal thickness scenario, the relative magnitude (i.e., the
reciprocal of the signal-to-noise ratio) of the resistive noise increases by the
scaling factor S, while the relative magnitude of the inductive noise increases
by S2

• Under the scaled metal thickness scenario, the scaling trend of the inductive
noise improves by a factor of S, but the relative magnitude of the resistive noise
increases by S2

• The importance of on-chip inductive noise increases with technology scaling
• Careful tradeoffs between the resistance and inductance of power distribution

networks in nanometer CMOS technologies will be necessary to achieve mini-
mum power supply noise levels



Chapter 6
Conclusions

In Part I, the development of integrated circuits, design objectives, and other
general issues are discussed. With increasing current requirements and lower voltage
margins, focus is placed on the design of high performance power distribution
networks. The quality of the voltage greatly affects the performance of an integrated
circuit.

With advancements in technology, additional focus is placed on the inductive
properties of the network. The power and ground lines create a closed current
loop, where the loop inductance is composed of the self- and mutual inductance of
these lines. With increasing number of current loops, accurately estimating the grid
inductance has become increasingly complicated since significantly more mutual
inductive elements need to be considered.

Electromigration is also reviewed here, since the long term reliability of inte-
grated circuits is a primary concern. High current propagates within power dis-
tribution networks, placing stress on the network interconnects. Electromigration
is significantly reduced in those lines where the current direction alternates. The
current in power supply networks is however primarily unidirectional; therefore,
electromigration can significantly degrade the reliability of these networks.

Scaling theory is applied to power distribution networks, providing scaling trends
for these networks. On-chip inductive noise has become a primary concern with
technology scaling and greatly affects the overall power supply noise in modern
high performance systems. The topics reviewed in Part I are intended to provide a
general background to the topic of on-chip power delivery, permitting the reader to
more easily follow the remainder of the book.

© Springer International Publishing Switzerland 2016
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Part II
Power Delivery Networks

The focus of Part II is on power distribution systems, specifically on-chip power
distribution networks. Different topologies are described and compared. Due to
the complex nature of on-chip power distribution networks, computer-aided design
processes are required. Different techniques to design and analyze these networks
are reviewed in this part. Focusing on a mesh structured power distribution network,
efficient analysis methods are presented. A description of each chapter is provided
below, finishing with a conclusion chapter summarizing the design and analysis of
on-chip power distribution networks.

An overview of hierarchical power distribution networks is presented in Chap. 7.
The inductive nature of the board and package interconnect is identified as the
primary obstacle towards achieving a low impedance at high frequencies. The effect
of decoupling capacitances on the impedance characteristics of power distribution
systems is also examined. The use of a hierarchy of decoupling capacitors to reduce
the output impedance of power distribution systems is described. Finally, design
guidelines for lowering the impedance characteristics of power distribution systems
are discussed.

The focus of Chap. 8 is on-chip power and ground distribution networks.
Topological variations of the structure of on-chip power distribution networks are
described, highlighting the benefits and disadvantages of each network topology.
Techniques are reviewed to reduce the impedance of on-chip power distribution net-
works. A discussion of strategies for allocating the on-chip decoupling capacitance
concludes this chapter.

The concept of a power network on-chip (PNoC) is described in Chap. 9 as a
systematic methodology for on-chip power delivery and management that provides
enhanced power control and real-time locally intelligent management of resource
sharing. The PNoC utilizes a modular architecture with intelligent distributed on-
chip power routers to address the issues of design complexity and scalability.



Chapter 7
Hierarchical Power Distribution Networks

Supplying power to high performance integrated circuits has become a challenging
task. The system supplying power to an integrated circuit greatly affects the
performance, size, and cost characteristics of the overall electronic system. This
system is comprised of interconnect networks with decoupling capacitors on a
printed circuit board, an integrated circuit package, and a circuit die. The entire
system is henceforth referred to as the power distribution system. The design of
power distribution systems is described in this chapter. The focus of the discussion
is the overall structure and interaction among the various parts of the system. The
impedance characteristics and design of on-chip power distribution networks, the
most complex part of the power distribution system, are discussed in greater detail
in the following chapters.

This chapter is organized as follows. A typical power distribution system for a
high power, high speed integrated circuit is described in Sect. 7.1. A circuit model
of a power distribution system is presented in Sect. 7.2. The output impedance
characteristics are discussed in Sect. 7.3. The effect of a shunting capacitance on the
impedance of a power distribution system is considered in Sect. 7.4. The hierarchical
placement of capacitors to satisfy target impedance requirements is described in
Sect. 7.5. Design strategies to control the resonant effects in power distribution
networks are discussed in Sect. 7.6. A purely resistive impedance characteristic
of power distribution systems can be achieved using an impedance compensation
technique, as described in Sect. 7.7. A case study of a power distribution system is
presented in Sect. 7.8. Design techniques to enhance the impedance characteristics
of power distribution networks are discussed in Sect. 7.9. The limitations of the
analysis presented herein are discussed in Sect. 7.10. The chapter concludes with a
summary.

© Springer International Publishing Switzerland 2016
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7.1 Physical Structure of a Power Distribution System

A cross-sectional view of a power distribution system for a high performance
integrated circuit is shown in Fig. 7.1. The power supply system spans several
levels of packaging hierarchy. It consists of a switching voltage regulator module
(VRM), the power distribution networks on a printed circuit board (PCB), on an
integrated circuit package, and on-chip, plus the decoupling capacitors connected to
these networks. The power distribution networks at the board, package, and circuit
die levels form a conductive path between the power source and the power load.
A switching voltage regulator converts the DC voltage level provided by a system
power supply unit to a voltage Vdd required for powering an integrated circuit. The
regulator serves as a power source, effectively decoupling the power distribution
system of an integrated circuit from the system level power supply. The power and
ground planes of the printed circuit board connect the switching regulator to the
integrated circuit package. The board-level decoupling capacitors are placed across
the power and ground planes to provide charge storage for current transients faster
than the response time of the regulator. The board power and ground interconnect
is connected to the power and ground networks of the package through a ball grid
array (BGA) or pin grid array (PGA) contacts. Similar to a printed circuit board,
the package power and ground distribution networks are typically comprised of
several metal planes. High frequency (i.e., with low parasitic impedance) decoupling
capacitors are mounted on the package, electrically close to the circuit die, to ensure
the integrity of the power supply during power current surges drawn by the circuit
from the package level power distribution network. The package power and ground
distribution networks are connected to the on-chip power distribution grid through a
flip-chip array of bump contacts or alternative bonding technologies [126]. On-chip
decoupling capacitors are placed across the on-chip power and ground networks to
maintain a low impedance at signal frequencies comparable to the switching speed
of the on-chip devices.

Printed circuit board

Switching
voltage

regulator Board
decoupling
capacitor

Board
decoupling
capacitor

Die

Package
decoupling
capacitor

Fig. 7.1 A cross-sectional view of a power distribution system of a high performance integrated
circuit
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The physical structure of the power distribution system is hierarchical. Each
tier of the power distribution system typically corresponds to a tier of packaging
hierarchy and consists of a power distribution network and associated decoupling
capacitors. The hierarchical structure of the power distribution system permits the
desired impedance characteristics to be obtained in a cost effective manner, as
described in the following sections.

7.2 Circuit Model of a Power Distribution System

A simplified circuit model of a power supply system1 is shown in Fig. 7.2. This
lumped circuit model is effectively one-dimensional, where each level of the
packaging hierarchy is modeled by a pair of power and ground conductors and a
decoupling capacitor across these conductors. A one-dimensional model accurately
describes the impedance characteristics of a power distribution system over a wide
frequency range [133–135]. The conductors are represented by the parasitic resistive
and inductive impedances; the decoupling capacitors are represented by a series
RLC circuit reflecting the parasitic impedances of the capacitors. The italicized
superscripts “p” and “g” refer to the power and ground conductors, respectively;
superscript “C” refers to the parasitic impedance characteristics of the capacitors.
The subscripts “r,” “b,” “p,” and “c” refer to the regulator, board, package, and on-
chip conductors. Subscript 1 refers to the conductors upstream of the respective
decoupling capacitor, with respect to the flow of energy from the power source to the
load. That is, the conductors denoted with subscript 1 are connected to the appropri-
ate decoupling capacitor at the voltage regulator. Subscript 2 refers to the conductors
downstream of the appropriate decoupling capacitor. For example, Rg
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Fig. 7.2 A one-dimensional circuit model of the power supply system shown in Fig. 7.1

1The magnetic coupling of the power and ground conductors is omitted in the circuit diagrams of
a power distribution system. The inductive elements shown in the diagrams therefore denote a net
inductance, as described in Sect. 2.1.4.
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Fig. 7.3 A reduced version of the circuit model characterizing a power supply system

the parasitic resistance of the ground conductors connecting the board capacitors
to the voltage regulator, while Lp

p2 refers to the parasitic inductance of the power
conductors connecting the package capacitors to the on-chip I/O contacts. Similarly,
LC

p refers to the parasitic series inductance of the package capacitors.
The model shown in Fig. 7.2 can be reduced by combining the circuit elements

connected in series. The reduced circuit model is shown in Fig. 7.3. The circuit
characteristics of the circuit shown in Fig. 7.3 are related to the characteristics of the
circuit shown in Fig. 7.2 as

Rp
r D Rp

r0 C Rp
b1 Lp

r D Lp
r0 C Lp

b1 (7.1a)

Rp
b D Rp

b2 C Rp
p1 Lp
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p1 (7.1b)
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c1 Lp
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c2 (7.1d)

for conductors carrying power current and, analogously, for the ground conductors,
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c2 Lg
c D Lg
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As defined, the circuit elements with subscript “r” represent the output impedance
of the voltage regulator and the impedance of the on-board current path from the
regulator to the board decoupling capacitors. The elements denoted with subscript
“b” represent the impedance of the current path from the board capacitors to the
package, the impedance of the socket and package pins (or solder bumps in the
case of a ball grid array mounting solution), and the impedance of the package lines
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and planes. Similarly, the elements with subscript “p” signify the impedance of the
current path from the package capacitors to the die mounting site, the impedance
of the solder bumps or bonding wires, and, partially, the impedance of the on-chip
power distribution network. Finally, the resistors and inductors with subscript “c”
represent the impedance of the current path from the on-chip capacitors to the on-
chip power load.

The board, package, and on-chip power distribution networks have significantly
different electrical characteristics due to the different physical properties of the
interconnect at the various tiers of the packaging hierarchy. From the board level to
the die level, the cross-sectional dimensions of the interconnect lines decrease while
the aspect ratio increases, producing a dramatic increase in interconnect density. The
inductance of the board level power distribution network, i.e., Lp

b1, Lg
b1, Lp

b2, and Lg
b2,

is large as the power and ground planes are typically separated by tens or hundreds
of micrometers. The effective output impedance of the voltage switching regulator
over a wide range of frequencies can be described as R C j!L [133, 136, 137],
hence the presence of Rp

r2 and Rg
r2, and Lp

r2 and Lg
r2 in the model shown in Fig. 7.2.

The inductance of the on-chip power distribution network, Lp
c1, Lg

c1, Lp
c2, and Lg

c2, is
comparatively low due to the high interconnect density. The inductance Lp

p1, Lg
p1,

Lp
p2, and Lg

p2 of the package level network is of intermediate magnitude, larger
than the inductance of the on-chip network but smaller than the inductance of the
board level network. The inductive characteristics of the circuit shown in Fig. 7.3
typically exhibit a hierarchical relationship: Lp

b > Lp
p > Lp

c and Lg
b > Lg

p > Lg
c . The

resistance of the power distribution networks follows the opposite trend. The board
level resistances Rp

b1, Rg
b1, Rp

b2, and Rg
b2 are small due to the large cross-sectional

dimensions of the relatively thick board planes, while the on-chip resistances Rp
c1,

Rg
c1, Rp

c2, and Rg
c2 are large due to the small cross-sectional dimensions of the on-

chip interconnect. The resistive characteristics of the power distribution system
are therefore reciprocal to the inductive characteristics, Rp

b < Rp
p < Rp

c and
Rg

b < Rg
p < Rg

c . The physical hierarchy is thus reflected in the electrical hierarchy:
the progressively finer physical features of the conductors typically result in a higher
resistance and a lower inductance.

7.3 Output Impedance of a Power Distribution System

To ensure a small variation in the power supply voltage under a significant current
load, the power distribution system should exhibit a small impedance at the
terminals of the load within the frequency range of interest, as shown in Fig. 7.4.
The impedance of the power distribution system as seen from the terminals of the
load circuits is henceforth referred to as the impedance of the power distribution
system. In order to ensure correct and reliable operation of an integrated circuit, the
impedance of the power distribution system is specified to be lower than a certain
upper bound Z0 in the frequency range from DC to the maximum frequency f0 [136],
as illustrated in Fig. 7.6. Note that the maximum frequency f0 is determined by the
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Fig. 7.4 A circuit network representing a power distribution system impedance as seen from the
terminals of the power load. The power source at the left side of the network has been replaced
with a short circuit. The terminals of the power load are shown at the right side of the network
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Fig. 7.5 A circuit network representing a power distribution system without decoupling capacitors

switching time of the on-chip signal transients, rather than by the clock frequency
fclk. The shortest signal switching time is typically smaller than the clock period by
at least an order of magnitude; therefore, the maximum frequency of interest f0 is
considerably higher than the clock frequency fclk.

The objective of designing a power distribution system is to ensure a target
output impedance characteristic. It is therefore important to understand how the
output impedance of the circuit shown in Fig. 7.4 depends on the impedance of the
comprising circuit elements. The impedance characteristics of a power distribution
system are analyzed in the following sections. The impedance characteristics of a
power distribution system with no capacitors are considered first. The effect of the
decoupling capacitors on the impedance characteristics is described in the following
sections.

A power distribution system with no decoupling capacitors is shown in Fig. 7.5.
The power source and load are connected by interconnect with resistive and
inductive parasitic impedances. The magnitude of the impedance of this network is

jZtot.!/j D jRtot C j!Ltotj; (7.2)
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where Rtot and Ltot are the total series resistance and inductance of the power
distribution system, respectively,

Rtot D Rp
tot C Rg

tot; (7.3)

Rp
tot D Rp

r C Rp
b C Rp

p C Rp
c ; (7.4)

Rg
tot D Rg

r C Rg
b C Rg

p C Rg
c ; (7.5)

Ltot D Lp
tot C Lg

tot; (7.6)

Lp
tot D Lp

r C Lp
b C Lp

p C Lp
c ; (7.7)

Lg
tot D Lg

r C Lg
b C Lg

p C Lg
c : (7.8)

The variation of the impedance with frequency is illustrated in Fig. 7.6. To
satisfy the specification at low frequency, the resistance of the power distribution
system should be sufficiently low, Rtot < Z0. Above the frequency fLtot D 1

2�
Rtot
Ltot

,
however, the impedance of the power distribution system is dominated by the
inductive reactance j!Ltot and increases linearly with frequency, exceeding the
target specification at the frequency fmax D 1

2�
Z0

Ltot
.

The high frequency impedance should be reduced to satisfy the target speci-
fications. Opportunities for reducing the inductance of the interconnect structures
comprising a power system are limited. The feature size of the board and package
level interconnect, which largely determines the inductance, depends on the manu-
facturing technology. Furthermore, the output impedance of the voltage regulator is
highly inductive and difficult to reduce.

The high frequency impedance is effectively reduced by placing capacitors across
the power and ground conductors. These shunting capacitors terminate the high
frequency current loop, permitting the current to bypass the inductive interconnect,

fLtot
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Rtot

fmax
Frequency, log f
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 Z

Fig. 7.6 Impedance of the power distribution system with no decoupling capacitors. The shaded
area denotes the target impedance specifications of the power distribution system
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such as the board and package power distribution networks. The high frequency
impedance of the system as seen from the load terminals is thereby reduced. The
capacitors effectively “decouple” the high impedance parts of the power distribution
system from the load at high frequencies. These capacitors are therefore commonly
referred to as decoupling capacitors. Several stages of decoupling capacitors are
typically used to confine the output impedance within the target specifications.

In the following sections, the impedance characteristics of a power distribution
system with several stages of decoupling capacitors are described in several steps.
The effect of a single decoupling capacitor on the impedance of a power distribution
system is considered in Sect. 7.4. The hierarchical placement of the decoupling
capacitors is described in Sect. 7.5. The impedance characteristics near the resonant
frequencies are examined in Sect. 7.6.

7.4 A Power Distribution System with a Decoupling
Capacitor

The effects of a decoupling capacitor on the output impedance of a power distribu-
tion system are the subject of this section. The impedance characteristics of a power
distribution system with a decoupling capacitor is described in Sect. 7.4.1. The
limitations of using a single stage decoupling scheme are discussed in Sect. 7.4.2.

7.4.1 Impedance Characteristics

A power distribution system with a shunting capacitance is shown in Fig. 7.7.
The shunting capacitance can be physically realized with a single capacitor or,
alternatively, with a bank of several identical capacitors connected in parallel.
Similar to a single capacitor, the impedance of a bank of identical capacitors is

Fig. 7.7 A circuit model of a
power distribution network
with a decoupling capacitor C

RC

C

LC

Rp
1

Rg
1

Rp
2

Rg
2

Lp
1

Lg
1

Lp
2

Lg
2
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accurately described by a series RLC circuit. The location of the capacitors partitions
the power network into upstream and downstream sections, with respect to the flow
of energy (or power current) from the power source to the load. The upstream section
is referred to as stage 1 in Fig. 7.7; the downstream section is referred to as stage 2.
Also note that the overall series inductance and resistance of the power distribution
network remains the same as determined by (7.3), (7.4), (7.5), (7.6), (7.7), and (7.8):
Lp

1 C Lp
2 D Lp

tot, Lg
1 C Lg

2 D Lg
tot, Rp

1 C Rp
2 D Rp

tot, and Rg
1 C Rg

2 D Rg
tot. The impedance

of the power distribution network shown in Fig. 7.7 is

Z.!/ D R2 C j!L2 C .R1 C j!L1/
���
�

RC C j

�
!LC � 1

!C

��
; (7.9)

where R1 D Rp
1CRg

1 and L1 D Lp
1CLg

1; analogously, R2 D Rp
2CRg

2 and L2 D Lp
2CLg

2.
The impedance characteristics of a power distribution network with a shunting

capacitor are illustrated in Fig. 7.8. At low frequencies, the impedance of the
capacitor is greater than the impedance of the upstream section. The power current
loop extends to the power source, as illustrated by the equivalent circuit shown
in Fig. 7.9a. Assuming that the parasitic inductance of the decoupling capacitor is
significantly smaller than the upstream inductance, i.e., LC < L1, the capacitor has
a lower impedance than the impedance of the upstream section R1 C j!L1 above the
frequency fres � 1

2�
1p
L1C

. Above the frequency fres, the bulk of the power current
bypasses the impedance R1 C j!L1 through the capacitor, shrinking the size of the
power current loop, as shown in Fig. 7.9b. Note that the decoupling capacitor and the
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Fig. 7.8 Impedance of the power distribution system with a decoupling capacitor as shown in
Fig. 7.7. The impedance of the power distribution system with a decoupling capacitor (the black
line) exhibits an extended region of low impedance as compared to the impedance of the power
distribution system with no decoupling capacitors, shown for comparison with the dashed gray
line. The impedance of the decoupling capacitor is shown with a thin solid line
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Fig. 7.9 The path of current
flow in a power distribution
system with a decoupling
capacitor; (a) at frequencies
below fres D 1

2�
1

p

L1C
, the

capacitive impedance is
relatively high and the current
loop extends throughout an
entire network, (b) at
frequencies above fres, the
capacitive impedance is lower
than the impedance of the
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upstream stage form an underdamped LC tank circuit, resulting in a resonant2 peak
in the impedance at frequency fres. The impedance at the resonant frequency fres is
increased by Qtank, the quality factor of the tank circuit, as compared to the imped-
ance of the power network at the same frequency without the capacitor. Between
fres and fR D 1

2�
1

.R2CRC/C
, the impedance of the power network is dominated by the

capacitive reactance 1
!C and decreases with frequency, reaching R02 D R2 C RC.

The parasitic resistance of the decoupling capacitor RC should therefore also be
sufficiently low, such that R2 C RC < Z0, in order to satisfy the target specification.
At frequencies greater than fR, the network impedance increases as

Z.!/ D R2 C RC C j!.L2 C LC/: (7.10)

A comparison of (7.10) with (7.2) indicates that placing a decoupling capacitor
reduces the high frequency inductance of the power distribution network, as seen
by the load, from Ltot D L1 C L2 to L02 D L2 C LC .

The output resistance R02 and inductance L02 as seen from the load are henceforth
referred to as the effective resistance and inductance of the power distribution

2The circuit impedance drastically increases near the resonant frequency in parallel (tank) resonant
circuits. The parallel resonance is therefore often referred to as the antiresonance to distinguish this
phenomenon from the series resonance, where the circuit impedance decreases. Correspondingly,
peaks in the impedance are often referred to as antiresonant.
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system to distinguish these quantities from the overall series resistance Rtot and
inductance Ltot of the system (which are the effective resistance and inductance
at DC). The shunting capacitor “decouples” the upstream portion of the power
distribution system from the power current loop at high frequencies, decreasing
the maximum impedance of the system. The frequency range where the impedance
specification is satisfied is correspondingly increased to fmax D 1

2�
Z0

L0

2
.

7.4.2 Limitations of a Single-Tier Decoupling Scheme

It follows from the preceding discussion that the impedance of a power distribution
system can be significantly reduced by a single capacitor (or a group of capacitors
placed at the same location) over a wide range of frequencies. This solution is
henceforth referred to as single-tier decoupling. A single-tier decoupling scheme,
however, is difficult to realize in practice as this solution imposes stringent
requirements on the performance characteristics of the decoupling capacitor, as
discussed below.

To confine the network impedance within the specification boundaries at the
highest required frequencies, i.e., the 2�f0.L2 C LC/ < Z0, a low inductance path is
required between the decoupling capacitance and the load,

L2 C LC <
1

2�

Z0

f0
: (7.11)

Simultaneously, the capacitance should be sufficiently high to bypass the power
current at sufficiently low frequencies, thereby preventing the violation of target
specifications above fmax due to a high inductive impedance j!.L1 C L2/,

1

2�fmaxC
< 2�fmax.L1 C L2/: (7.12)

Condition (7.12) is, however, insufficient. As mentioned above, the decoupling
capacitor C and the inductance of the upstream section L1 form a resonant tank
circuit. The impedance reaches the maximum at the resonant frequency !res �

1p
L1C

, where the inductive impedance of the tank circuit complements the capacitive

impedance, j!resL1 D � 1
j!maxC . Where the quality factor of the tank circuit Qtank is

sufficiently larger than unity (i.e., Qtank & 3), the impedance of the tank circuit at
the resonant frequency !res is purely resistive and is larger than the characteristic

impedance
q

L1

C D !resL1 by the quality factor Qtank, Ztank.!res/ D Qtank

q
L1

C . The
quality factor of the tank circuit is

Qtank D 1

R1 C RC

r
L1

C
; (7.13)
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yielding the magnitude of the peak impedance,

Zpeak D 1

R1 C RC

L1

C
: (7.14)

To limit the impedance magnitude below the target impedance Z0, the decoupling
capacitance should satisfy

C >
L1

Z0.R1 C RC/
: (7.15)

A larger upstream inductance L1 (i.e., the inductance that is decoupled by the
capacitor) therefore requires a larger decoupling capacitance C to maintain the target
network impedance Z0. The accuracy of the simplifications used in the derivation
of (7.14) decreases as the factor Qtank approaches unity. A detailed treatment of the
case where Q � 1 is presented in Sect. 7.6.

These impedance characteristics have an intuitive physical interpretation. From
a physical perspective, the decoupling capacitor serves as an intermediate storage of
charge and energy. To be effective, such an energy storage device should possess
two qualities. First, the device should have a high capacity to store a sufficient
amount of energy. This requirement is expressed in terms of the impedance
characteristics as the minimum capacitance constraint (7.15). Second, to supply
sufficient power at high frequencies, the device should be able to release and
accumulate energy at a sufficient rate. This quality is expressed as the maximum
inductance constraint (7.11).

Constructing a device with both high energy capacity and high power capa-
bility is, however, challenging. The conditions of low inductance (7.11) and high
capacitance (7.15) cannot be simultaneously satisfied in a cost effective manner.
In practice, these conditions are contradictory. The physical realization of a
large decoupling capacitance as determined by (7.15) requires the use of discrete
capacitors with a large nominal capacity, which, consequently, have a large form
factor. The large physical dimensions of the capacitors have two implications. The
parasitic series inductance of a physically large capacitor LC is relatively high
due to the increased area of the current loop within the capacitors, contradicting
requirement (7.11). Furthermore, the large physical size of the capacitors prevents
placing the capacitors sufficiently close to the power load. Greater physical sep-
aration increases the inductance L2 of the current path from the capacitors to the
load, also contradicting requirement (7.11). The available component technology
therefore imposes a tradeoff between the high capacity and low parasitic inductance
of a capacitor.

Gate switching times of a few tens of picoseconds are common in contemporary
integrated circuits, creating high transients in the power load current. Only on-chip
decoupling capacitors have a sufficiently low parasitic inductance to maintain a
low impedance power distribution system at high frequencies. Placing a sufficiently
large on-chip decoupling capacitance, as determined by (7.15), requires a die area
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many times greater than the area of the load circuit. Therefore, while technically
feasible, the single-tier decoupling solution is prohibitively expensive. A more effi-
cient approach to the problem, a multi-stage hierarchical placement of decoupling
capacitors, is described in the following section.

7.5 Hierarchical Placement of Decoupling Capacitance

Low impedance, high frequency power distribution systems are realized in a cost
effective way by using a hierarchy of decoupling capacitors. The capacitors are
placed in several stages: on the board, package, and circuit die. The impedance
characteristics of a power distribution system with several stages of decoupling
capacitors are described in this section. The evolution of the system output
impedance is described as the decoupling stages are consecutively placed across the
network. Arranging the decoupling capacitors in several stages eliminates the need
to satisfy both the high capacitance and low inductance requirements, as expressed
by (7.11) and (7.15), in the same decoupling capacitor stage.

7.5.1 Board Decoupling Capacitors

Consider a power distribution system with decoupling capacitors placed on the
board, as shown in Fig. 7.10. The circuit is analogous to the network shown
in Fig. 7.7. Similar to the single-tier decoupling scheme, the board decoupling
capacitance should satisfy the following condition in order to meet the target
specification at low frequencies,

Cb >
Lr

Z0.Rr C RC
b /

: (7.16)
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Fig. 7.10 A circuit model of a power distribution system with a board decoupling capacitance
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Fig. 7.11 Impedance of the power distribution system with the board decoupling capacitance
shown in Fig. 7.7. The impedance characteristic is shown with a black line. The impedance of
the power distribution system with no decoupling capacitors is shown, for comparison, with a gray
dashed line. The impedance of the board decoupling capacitance is shown with a thin solid line

Lr D Lp
r C Lg

r and Rr D Rp
r C Rg

r are the resistance and inductance, respectively,
of the network upstream of the board capacitance, including the output inductance
of the voltage regulator and the impedance of the current path between the voltage
regulator and the board capacitors, as defined by (7.1). At frequencies greater than
f B
res, the power current flows through the board decoupling capacitors, bypassing the

voltage regulator. Condition (7.11), however, is not satisfied due to the relatively
high inductance Lb C Lp C Lc resulting from the large separation from the load and
the high parasitic series inductance of the board capacitors LC

b . Above the frequency
fRB D 1

2�
1

RBCb
, the impedance of the power distribution system is

ZB D RB C j!LB; (7.17)

where LB D LC
b C Lb C Lp C Lc and RB D RC

b C Rb C Rp C Rc. Although the
high frequency inductance of the network is reduced from Ltot to LB, the impedance
exceeds the target magnitude Z0 above the frequency f B

max D 1
2�

Z0

LB
, as shown in

Fig. 7.11.

7.5.2 Package Decoupling Capacitors

The excessive high frequency inductance LB of the power distribution system with
board decoupling capacitors is further reduced by placing an additional decoupling
capacitance physically closer to the power load, i.e., on the integrated circuit
package. The circuit model of a power distribution system with board and package
decoupling capacitors is shown in Fig. 7.12. The impedance of the network with
board and package decoupling capacitors is illustrated in Fig. 7.13. The package
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Fig. 7.12 A circuit model of a power distribution system with board and package decoupling
capacitances
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Fig. 7.13 Impedance of the power distribution system with board and package decoupling
capacitances as shown in Fig. 7.7. The impedance characteristic is shown with a black line. The
impedance of the power distribution system with only the board decoupling capacitance is shown
with a dashed gray line for comparison. The impedance of the package decoupling capacitance is
shown with a thin solid line

decoupling capacitance decreases the network inductance LB in a fashion similar to
the board decoupling capacitance. A significant difference is that for the package
decoupling capacitance the capacity requirement (7.15) is relaxed to

Cp >
L

0

b

Z0.R
0

b C RC
p /

; (7.18)

where L
0

b D Lb C LC
b and R

0

b D Rb C RC
b are the effective inductance and resistance

in parallel with the package decoupling capacitance. The upstream inductance L
0

b as
seen by the package capacitance at high frequencies (i.e., f > fRB) is significantly
lower than the upstream inductance Lr as seen by the board capacitors. The package
capacitance requirement (7.18) is therefore significantly less stringent than the board
capacitance requirement (7.16).
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The lower capacitance requirement is satisfied by using several small form
factor capacitors mounted onto a package. As shown in Fig. 7.13, the effect of
the package decoupling capacitors on the system impedance is analogous to the
effect of the board capacitors, but occurs at a higher frequency. With package
decoupling capacitors, the impedance of the power distribution system above a
frequency fRP D 1

2�
1

RPCp
becomes

ZP D RP C j!LP; (7.19)

where LP D LC
p C Lp C Lc and RP D RC

p C Rp C Rc. Including a package
capacitance therefore lowers the high frequency inductance from LB to LP. The
reduced inductance LP, however, is not sufficiently low to satisfy (7.11) in high
speed circuits. The impedance of the power system exceeds the target magnitude Z0

at frequencies above f P
max D 1

2�
Z0

LP
.

7.5.3 On-chip Decoupling Capacitors

On-chip decoupling capacitors are added to the power distribution system in order
to extend the frequency range of the low impedance characteristics to f0. A circuit
model characterizing the impedance of a power distribution system with board,
package, and on-chip decoupling capacitors is shown in Fig. 7.14. The impedance
characteristics of a power distribution system with all three types of decoupling
capacitors are illustrated in Fig. 7.15. To ensure that the network impedance does
not exceed Z0 due to the inductance LP of the current loop terminated by the package
capacitance, the on-chip decoupling capacitance should satisfy

Cc >
L

0

p

Z0.R0

p C RC
c /

; (7.20)
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Fig. 7.14 A circuit network characterizing the impedance of a power distribution system with
board, package, and on-chip decoupling capacitances
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Fig. 7.15 Impedance of a power distribution system with board, package, and on-chip decoupling
capacitances, as shown in Fig. 7.7. The impedance is shown with a black line. The impedance
characteristic is within the target specification outlined by the dashed lines. The impedance
characteristics of the decoupling capacitances are shown with thin solid lines

where L
0

p D Lp C LC
p is the effective inductance in parallel with the package

decoupling capacitance. The capacity requirement for the on-chip capacitance is
further reduced as compared to the package capacitance due to lower effective
inductances, Lp < Lb and L

0

p < L
0

b.

7.5.4 Advantages of Hierarchical Decoupling

Hierarchical placement of decoupling capacitors exploits the tradeoff between
the capacity and the parasitic series inductance of a capacitor to achieve an
economically effective solution. The total decoupling capacitance of a hierarchical
scheme Cb C Cp C Cc is larger than the total decoupling capacitance of a single-
tier solution C as determined by (7.15). The advantage of the hierarchical scheme
is that the inductance limit (7.11) is imposed only on the final stage of decoupling
capacitors which constitute a small fraction of the total decoupling capacitance. The
constraints on the physical dimensions and parasitic impedance of the capacitors in
the remaining stages are dramatically reduced, permitting the use of cost efficient
electrolytic and ceramic capacitors.

The decoupling capacitance at each tier is effective within a limited frequency
range, as determined by the capacitance and inductance of the capacitor. The
range of effectiveness of the board, package, and on-chip decoupling capacitances
overlaps each other, as shown in Fig. 7.15, spanning an entire frequency region of
interest from DC to f0 (the maximum operating frequency).

As described in Sect. 7.4, a decoupling capacitor lowers the high frequency
impedance by allowing the power current to bypass the inductive interconnect
upstream of the capacitor. In a power distribution system with several stages of
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decoupling capacitors, the inductive interconnect is excluded from the power current
loop in several steps, as illustrated in Fig. 7.16. At near-DC frequencies, the power
current loop extends through an entire power supply system to the power source,
as shown in Fig. 7.16a. As frequencies increase, the power current is shunted by
the board decoupling capacitors, shortening the current loop as shown in Fig. 7.16b.
At higher frequencies, the package capacitors terminate the current loop, further
reducing the loop size, as depicted in Fig. 7.16c. Finally, at the highest frequencies,
the power current is terminated by the on-chip capacitors, as illustrated in Fig. 7.16d.
The higher the frequency, the shorter the distance between the shunting capacitor
and the load and the smaller the size of the current loop. At transitional frequencies
where the bulk of the current is shifted from one decoupling stage to the next, both
decoupling stages carry significant current, giving rise to resonant behavior.

Each stage of decoupling capacitors determines the impedance characteristics
over a limited range of frequencies, where the bulk of the power current flows
through the stage. Outside of this frequency range, the stage capacitors have an
insignificant influence on the impedance characteristics of the system. The lower
frequency impedance characteristics are therefore determined by the upstream
stages of decoupling capacitors, while the impedance characteristics at the higher
frequencies are determined by the capacitors closer to the load. For example, the
board capacitors determine the low frequency impedance characteristics but do not
affect the high frequency response of the system, which is determined by the on-chip
capacitors.

7.6 Resonance in Power Distribution Networks

Using decoupling capacitors is a powerful technique to reduce the impedance of a
power distribution system within a significant range of frequencies, as discussed
in preceding sections. A decoupling capacitor, however, increases the network
impedance in the vicinity of the resonant frequency fres. Controlling the impedance
behavior near the resonant frequency is therefore essential to effectively use
decoupling capacitors. A relatively high quality factor, Q & 3, is assumed in the
expression for the peak impedance of the parallel resonant circuit described in
Sect. 7.4. Maintaining low impedance characteristics in power distribution systems
necessitates minimizing the quality factor of all of the resonant modes; relatively
low values of the quality factor are therefore common in power distribution systems.
The impedance characteristics of parallel resonant circuits with a low quality factor,
Q � 1, are the focus of this section.

The purpose of the decoupling capacitance is to exclude the high impedance
upstream network from the load current path, as discussed in Sect. 7.4. The
decoupling capacitor and the inductive upstream network form a parallel resonant
circuit with a significant resistance in both the inductive and capacitive branches.
An equivalent circuit diagram is shown in Fig. 7.17.
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Fig. 7.16 Variation of the power current path with frequency. (a) At low frequencies, the current
loop extends through an entire system to the power source; as frequencies increase, the current loop
is terminated by the board, package, and on-chip decoupling capacitors, as shown in, respectively,
(b), (c), and (d)
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Fig. 7.17 A parallel resonant
circuit with a significant
parasitic resistance in both
branches. L and RL represent
the effective impedance of the
upstream network; C and RC

represent the impedance
characteristics of the
decoupling capacitor
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Fig. 7.18 An asymptotic plot
of the impedance magnitude
of the inductive and
capacitive branches forming
the tank circuit shown in
Fig. 7.17
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Near the resonant frequency, the impedance of the upstream network exhibits an
inductive-resistive nature, RL C j!L. The impedance of the decoupling capacitor is
well described near the resonant frequency as RC C j!C. The effective series induc-
tance of the capacitor is significantly lower than the upstream network inductance
(otherwise the capacitor would be ineffective, as discussed in Sect. 7.4) and can be
typically neglected near the resonant frequency. The impedance characteristics of
the capacitor and upstream network are schematically illustrated in Fig. 7.18.

The impedance of the tank circuit shown in Fig. 7.17 is

Ztank D .RL C j!L/
���
�

RC C 1

j!C

�

D
.RL C j!L/



RC C 1

j!C

�

.RL C j!L/ C



RC C 1
j!C

�

D RC C s.L � CR2
C/ C .RL � RC/

s2LC C sC.RC C RL/ C 1
: (7.21)

The poles of the system described by (7.21) are determined by the characteristic
equation,
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s2 C 2�!n C !2
n D 0; (7.22)

where !n D 1p
LC

(7.23)

and � D RL C RC

2

r
C

L
: (7.24)

Note that the magnitude of the circuit impedance varies from RL at low frequencies
(! 	 1p

LC
) to RC at high frequencies (! � 1p

LC
). It is desirable that the impedance

variations near the resonant frequency do not significantly increase the maximum
impedance of the network, i.e., the variations do not exceed or only marginally
exceed max.RL; RC/, the maximum resistive impedance. Different constraints can be
imposed on the parameters of the tank circuit to ensure this behavior [138]. Several
cases of these constraints are described below.

CASE I: The tank circuit has a monotonic (i.e., overshoot- and oscillation-free)
response to a step current excitation if the circuit damping is critical or greater:
� 6 1. Using (7.24), sufficient damping is achieved when

RL C RC > 2R0 D 2

r
L

C
; (7.25)

where R0 D
q

L
C is the characteristic impedance of the tank circuit. Therefore, if

the network impedance RL C j!L is to be reduced to the target impedance Z0 at high
frequencies (meaning that RC D Z0), the required decoupling capacitance is

C > L

Z2
0

4

.1 C RL=Z0/
2

: (7.26)

CASE II: Alternatively, the monotonicity of the impedance variation with fre-
quency can be ensured. It can be demonstrated [138] that the magnitude of the
impedance of the tank circuit varies monotonically from RL at low frequencies,
! 	 !n, to RC at high frequencies, ! � !n, if

RLRC > R2
0 D L

C
: (7.27)

The required decoupling capacitance in this case is

C > L

Z2
0

1

RL=Z0

: (7.28)

Note that condition (7.27) is stronger than condition (7.25), i.e., satisfaction
of (7.27) ensures satisfaction of (7.25). Correspondingly, the capacitance require-
ment described by (7.28) is always greater or equal to the capacitance requirement
described by (7.26).
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CASE III: The capacitance requirement determined in Case II, as described
by (7.28), increases rapidly when either RL or RC is small. In this situation,
condition (7.28) is overly conservative and restrictive. The capacitive requirement
is significantly relaxed if a small peak in the impedance characteristics is allowed.
To restrict the magnitude of the impedance peak to approximately 1 % (in terms of
the resistive baseline), the following condition must be satisfied [138],

.b2r2 C b1r C b0/ R2
max > R2

0 D L

C
; (7.29)

where Rmax D max.RL; RC/, r D min



RL
RC

; RC
RL

�
, b0 D 0:4831, b1 D 0:4907, and

b2 D �0:0139. The decoupling capacitance requirement is relaxed in this case to

C > L

Z2
0

1

b2r2 C b1r C b0

: (7.30)

Case III is the least constrained as compared to Cases I and II.

The design space of the resistances RL and RC as determined by (7.25), (7.27),
and (7.29) is illustrated in Fig. 7.19 in terms of the circuit characteristic impedance

R0 D
q

L
C . In the unshaded region near the origin, the impedance exhibits significant

resonant behavior. The rest of the space is partitioned into three regions. The more
constrained regions are shaded in progressively darker tones. In the lightest shaded
region, only the Case III condition is satisfied. The Case I and III conditions are
satisfied in the adjacent darker region. All three conditions are satisfied in the darkest
region.

Alternatively, conditions (7.25), (7.27), and (7.29) can be used to determine the
decoupling capacitance requirement as a function of the circuit inductance L and

Fig. 7.19 Design space of
the resistances RL and RC for
the tank circuit shown in
Fig. 7.17. All three design
constraints, as determined
by (7.25), (7.27), and (7.29),
are satisfied in the darkest
area. The constraints of
Cases I and III are satisfied in
the medium gray area, while
only the Case III constraint is
satisfied in the lightly shaded
area
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Fig. 7.20 Decoupling capacitance requirements as determined by Cases I, II, and III, respec-
tively, (7.26), (7.28), and (7.30). Case II requires the greatest amount of capacitance while Case III
requires the lowest capacitance

resistances RL and RC. The normalized capacitance C R2
L

L versus the normalized
resistance RC=RL is shown in Fig. 7.20. The shading is analogous to the scheme
used in Fig. 7.19. The darkest region boundary is determined by condition (7.28),
the boundary of the intermediate region is determined by condition (7.26), and the
boundary of the lightest region is determined by condition (7.30). Similar to the
resistance design space illustrated in Fig. 7.19, Case II is the most restrictive, while
Case III is the least restrictive. The capacitance requirements decrease in all three
cases as the normalized resistance RC

RL
increases.

The normalized maximum impedance of the network Z0 D Rmax
RL

D max.RL;RC/

RL

is also shown in Fig. 7.20 by a dashed line. For RC
RL

6 1, the maximum network

impedance is Z0 D RL



Z0

RL
D 1

�
. Increasing resistance RC to RL therefore reduces

the required decoupling capacitance without increasing the maximum impedance of
the network. Increasing RC beyond RL further reduces the capacitance requirement,
but at a cost of increasing the maximum impedance. For RC

RL
> 1, the maximum

impedance becomes Z0 D RC



Z0

RL
D RC

RL

�
.

The requirement for the decoupling capacitance can be further reduced if the
resonant impedance is designed to significantly exceed Rmax. For comparison, the
capacitance requirement as determined by (7.15) for the case Z0 D 3Rmax (Q � 3)
is also shown in Fig. 7.20 by the dotted line. This significantly lower requirement,
as compared to Cases I, II, and III, however, comes at a cost of a higher maximum
impedance, as shown by the dashed line with dots.



120 7 Hierarchical Power Distribution Networks

7.7 Full Impedance Compensation

A special case of both (7.26) and (7.28) is the condition where

RL D RC D R0 D
r

L

C
; (7.31)

as shown in Figs. 7.19 and 7.20. Under condition (7.31), the zeros of the tank circuit
impedance (7.21) cancel the poles and the impedance becomes purely resistive and
independent of frequency,

Ztank.!/ D R0: (7.32)

This specific case is henceforth referred to as fully compensated impedance. As
shown in Fig. 7.20, choosing the capacitive branch resistance RC in accordance
with (7.31) results in the lowest decoupling capacitance requirements for a given
maximum circuit impedance.

The impedance of the inductive and capacitive branches of the tank circuit under
condition (7.31) is illustrated in Fig. 7.21. The condition of full compensation (7.31)
is equivalent to two conditions: RL D RC, i.e., the impedance at the lower
frequencies is matched to the impedance at the higher frequencies, and L

RL
D RCC,

i.e., the time constants of the inductor and capacitor currents are matched, as shown
in Fig. 7.21.

A constant, purely resistive impedance is achieved across the entire frequency
range of interest, as illustrated in Fig. 7.22, if each decoupling stage is fully
compensated. The resistance and capacitance of the decoupling capacitors in a fully
compensated system are completely determined by the impedance characteristics
of the power and ground interconnect and the location of the capacitors. The
overall capacitance and resistance of the board decoupling capacitors are, according
to (7.31),

Fig. 7.21 Asymptotic
impedance of the inductive
(light gray line) and
capacitive (dark gray line)
branches of a tank circuit
under the condition of full
compensation (7.31). The
overall impedance of the tank
circuit is purely resistive and
does not vary with frequency,
as shown by the black line
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Fig. 7.22 Impedance diagram of a power distribution system with full compensation at each
decoupling stage. The impedance of the decoupling stages is shown in shades of gray. The resulting
system impedance is purely resistive and constant over the frequency range of interest, as shown
by the black line

RC
b D Rr; (7.33)

Cb D Lr

R2
r

: (7.34)

The inductance of the upstream part of the power distribution system as seen at the
terminals of the package capacitors is LC

b C Lb. The capacitance and resistance of
the package capacitors are

RC
p D RC

b C Rb D Rr C Rb; (7.35)

Cp D LC
b C Lb

.Rr C Rb/2
: (7.36)

Analogously, the resistance and capacitance of the on-chip decoupling capacitors
are

RC
c D RC

p C Rp D Rr C Rb C Rp; (7.37)

Cc D LC
p C Lp

.Rr C Rb C Rp/2
: (7.38)

Note that the effective series resistance of the decoupling capacitors increases
toward the load, RC

b < RC
p < RC

c , such that the resistance of the load current loop,
no matter which decoupling capacitor terminates this loop, remains the same as the
total resistance Rtot of the system without decoupling capacitors,



122 7 Hierarchical Power Distribution Networks

RC
b C Rb C Rp C Rc D

RC
p C Rp C Rc D

RC
c C Rc D Rtot:

(7.39)

If the resistance of the decoupling capacitors is reduced below the values determined
by (7.33), (7.35), and (7.37), the resonance behavior degrades the impedance
characteristics of the power distribution system.

7.8 Case Study

A case study of a power distribution system for a high performance integrated
circuit is presented in this section. This case study is intended to provide a practical
perspective to the analytic description of the impedance characteristics of the power
distribution systems developed in the previous section.

Consider a microprocessor consuming 60 W from a 1.2 V power supply. The
average power current of the microprocessor is 50 A. The maximum frequency
of interest is assumed to be 20 GHz, corresponding to the shortest gate switching
time of approximately 17 ps. The objective is to limit the power supply variation to
approximately 8 % of the nominal 1.2 V power supply level under a 50 A load. This
objective results in a target impedance specification of 0:08 � 1:2 V=50 A D 2 m�

over the frequency range from DC to 20 GHz. Three stages of decoupling capacitors
are assumed. The parameters of the initial version of the power distribution system
are displayed in Table 7.1.

The impedance characteristics of the overall power distribution system are shown
in Fig. 7.23. The resonant modes of this system are significantly underdamped.
The resulting impedance peaks exceed the target impedance specifications. The
impedance characteristics improve significantly if the damping of the resonant mode
is increased to the near-critical level. The greater damping can be achieved by
only manipulating the effective series resistance of the decoupling capacitors. The
impedance characteristics approach the target specifications, as shown in Fig. 7.23,
as the resistance of the board, package, and on-chip capacitors is increased from
0:1 , 0:2 , and 0:4 m� to, respectively, 1 , 1:5 , and 1:5 m�. Further improvements in
the system impedance characteristics require increasing the decoupling capacitance.
Fully compensating each decoupling stage renders the impedance purely resistive.
The magnitude of the fully compensated impedance equals the total resistance of
the power distribution system, 1:45 m� (1 C 0:3 C 0:1 C 0:05), as described in
Sect. 7.7.

The resonant frequencies of the case study are representative of typical resonant
frequencies encountered in power distribution systems. The board decoupling
stage resonates in the kilohertz range of frequencies, while the frequency of
the resonant peak due to the package decoupling stage is in the low megahertz
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Table 7.1 Parameters of a
case study power distribution
system

Circuit Initial Near-critical Fully

parameter system damping compensated

Rr 1 m� 1 m� 1 m�

Lr 10 nH 10 nH 10 nH

Cb 5 mF 5 mF 10 mF

RC
b 0.1 m� 1 m� 1 m�

LC
b 0.3 nH 0.3 nH 0.3 nH

Rb 0.3 m� 0.3 m� 0.3 m�

Lb 0.2 nH 0.2 nH 0.2 nH

Cp 250 �F 250 �F 296 �F

RC
p 0.2 m� 1.5 m� 1.3 m�

LC
p 1 pH 1 pH 1 pH

Rp 0.1 m� 0.1 m� 0.1 m�

Lp 1 pH 1 pH 1 pH

Cc 500 nF 500 nF 1020 nF

RC
c 0.4 m� 1.5 m� 1.4 m�

LC
c 1 fH 1 fH 1 fH

Rc 0.05 m� 0.05 m� 0.05 m�

Lc 4 fH 4 fH 4 fH

frequencies [137, 139]. The frequency of the chip capacitor resonance, often referred
to as the chip-package resonance as this effect includes the inductance of the
package interconnect, typically varies from tens of megahertz to low hundreds of
megahertz [134, 140, 141].

7.9 Design Considerations

The power current requirements of high performance integrated circuits are rapidly
growing with technology scaling. These requirements necessitate a significant
reduction in the output impedance of the power distribution system over a wider
range of frequencies for new generations of circuits. Design approaches to improve
the impedance characteristics of next generation power distribution systems are
discussed in this section.

As described in previous sections, the inductance of the power distribution
interconnect structures is efficiently excluded from the path of high frequency
current by the hierarchical placement of decoupling capacitors. The inductance
of the power and ground interconnect, however, greatly affects the decoupling
capacitance requirements. As indicated by (7.16), (7.18), and (7.20), a lower
inductance current path connecting the individual stages of decoupling capacitors
relaxes the requirements placed on the decoupling capacitance at each stage of the
power distribution network. Lowering the interconnect inductance decreases both
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Fig. 7.23 Impedance characteristics of a power distribution system case study. The initial system
is significantly underdamped. The resonant impedance peaks exceed the target impedance specifi-
cation, as shown with a gray line. As the effective series resistance of the decoupling capacitors is
increased, the damping of the resonant modes also increases, reducing the magnitude of the peak
impedance. The damped system impedance effectively satisfies the target specifications, as shown
with a solid black line. The impedance characteristics can be further improved if the impedance of
each decoupling stage is fully compensated, as shown by the dotted line

the overall cost of the decoupling capacitors and the effective impedance of the
power distribution system. It is therefore desirable to reduce the inductance of the
power distribution interconnect.

As indicated by (7.18) and (7.20), the lower bound on the capacitance at each
decoupling stage is determined by the effective inductance of the upstream current
path LC C Lint, which consists of the inductance of the previous stage decoupling
capacitors LC and the inductance of the interconnect connecting the two stages Lint.
The impedance characteristics are thereby improved by lowering both the effective
series inductance of the decoupling capacitors, as described in Sect. 7.9.1, and the
interconnect inductance, as described in Sect. 7.9.2.

7.9.1 Inductance of the Decoupling Capacitors

The series inductance of the decoupling capacitance can be decreased by using
a larger number of lower capacity capacitors to realize a specific decoupling
capacitance rather than using fewer capacitors of greater capacity. Assume that a
specific type of decoupling capacitor is used to realize a decoupling capacitance
C, as shown in Fig. 7.7. Each capacitor has a capacity C1 and a series inductance
LC

1 . Placing N1 D C
C1

capacitors in parallel realizes the desired capacitance C
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with an effective series inductance LC1 D LC
1

N1
. Alternatively, using capacitors of

lower capacity C2 requires a larger number of capacitors N2 D C
C2

to realize
the same capacitance C, but results in a lower overall inductance of the capacitor

bank LC2 D LC
2

N2
. The efficacy of this approach is enhanced if the lower capacity

component C2 has a smaller form factor than the components of capacity C1 and
therefore has a significantly smaller series inductance LC

2 . Using a greater number
of capacitors, however, requires additional board area and incurs higher component
and assembly costs. Furthermore, the efficacy of the technique is diminished if the
larger area required by the increased number of capacitors necessitates placing some
of the capacitors at a greater distance from the load, increasing the inductance of the
downstream current path L2.

The series inductance of the decoupling capacitance LC, however, constitutes
only a portion of the overall inductance L2 C LC of the current path between two
stages of the decoupling capacitance, referring again to the circuit model shown
in Fig. 7.7. Once the capacitor series inductance LC is much lower than L2, any
further reduction of LC has an insignificant effect on the overall impedance. The
inductance of the current path between the decoupling capacitance and the load
therefore imposes an upper limit on the frequency range of the capacitor efficiency.
A reduction of the interconnect inductance is therefore necessary to improve the
efficiency of the decoupling capacitors.

7.9.2 Interconnect Inductance

Techniques for reducing interconnect inductance can be divided into extensive and
intensive techniques. Extensive techniques lower inductance by using additional
interconnect resources to form additional parallel current paths. Intensive techniques
lower the inductance of existing current paths by modifying the structure of the
power and ground interconnect so as to minimize the area of the current loop.
The inductance of a power distribution system can be extensively decreased by
allocating more metal layers on a printed circuit board and circuit package for power
and ground distribution, increasing the number of package power and ground pins
(solder balls in the case of ball grid array mounting) connecting the package to the
board, and increasing the number of power and ground solder bumps or bonding
wires connecting the die to the package. Extensive methods are often constrained
by technological and cost considerations, such as the number and thickness of the
metal and isolation layers in a printed circuit board, the total number of pins in a
specific package, and the die bonding technology. Choosing a solution with greater
interconnect capacity typically incurs a significant cost penalty.

Intensive methods reduce the interconnect inductance without incurring higher
manufacturing costs. These methods alter the interconnect structure in order to
decrease the area of the power current loop. For example, the inductance of a current
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a b

Fig. 7.24 Placement of area array connections for low inductance. The inductance of the area
array interconnect strongly depends on the pattern of placement of the power and ground
connections. The inductance of pattern (a) is relatively high, while pattern (b) has the lowest
inductance. The power and ground connections are shown, respectively, in black and white

path formed by two square parallel power and ground planes is proportional to the
separation of the planes3 h,

Lplane D �0h: (7.40)

Thus, parallel power and ground planes separated by 1 mil (25.4 �m) have an
inductance of 32 pH per square. A smaller separation between the power and ground
planes results in a proportionally smaller inductance of the power current loop.
Reducing the thickness of the dielectric between the power and ground planes at
the board and package levels is an effective means to reduce the impedance of the
power distribution network [142, 143].

The same strategy of placing the power and ground paths in close proximity
can be exploited to lower the effective inductance of the “vertical conductors,”
i.e., the conductors connecting the parallel power and ground planes or planar
networks. Examples of such connections are pin grid arrays and ball grid arrays
connecting a package to a board, a flip-chip area array of solder balls connecting
a die to a package, and an array of vias connecting the power and ground planes
within a package. In regular pin and ball grid arrays, this strategy leads to a so-
called checkerboard pattern [144], as shown in Fig. 7.24.

7.10 Limitations of the One-Dimensional Circuit Model

The one-dimensional lumped circuit model shown in Fig. 7.3 has been used to
describe the frequency dependent impedance characteristics of power distribution
systems. This model captures the essential characteristics of power distribution

3Equation (7.40) neglects the internal inductance of the metal planes, i.e., the inductance
associated with the magnetic flux within the planes. Omission of the internal inductance is a good
approximation where the thickness of the planes is much smaller than the separation between the
planes and at high signal frequencies, where current flow is restricted to the surface of the planes
due to a pronounced skin (proximity) effect.
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systems over a wide range of frequencies. Due to the relative simplicity, the model
is an effective vehicle for demonstrating the primary issues in the design of power
distribution systems and related design challenges and tradeoffs. The use of this
model for other purposes, however, is limited due to certain simplifications present
in the model. Several of these limitations are summarized below.

A capacitor at each decoupling stage is modeled by a single RLC circuit.
In practice, however, the decoupling capacitance on the board and package is
realized by a large number of discrete capacitors. Each capacitor has a distinct
physical location relative to the load. The parasitic inductance of the current path
between a specific capacitor and the power load is somewhat different for each of
the capacitors. The frequency of the resonant impedance peaks of an individual
capacitor therefore varies depending upon the location of the capacitor. The overall
impedance peak profile of a group of capacitors is therefore spread, resulting in a
lower and wider resonant peak.

More significantly, it is common to use two different types of capacitors for
board level decoupling. High capacity electrolytic capacitors, typically ranging
from a few hundreds to a thousand microfarads, are used to obtain the high
capacitance necessary to decouple the high inductive impedance of a voltage
regulator. Electrolytic capacitors, however, have a relatively high series inductance
of several nanohenrys. Ceramic capacitors with a lower capacity, typically tens of
microfarads, and a lower parasitic inductance, a nanohenry or less, are used to
extend the frequency range of the low impedance region to higher frequencies.
Effectively, there are two decoupling stages on the board, with a very small parasitic
impedance between the two stages.

Using lumped circuit elements implies that the wavelength of the signals of
interest is much larger than the physical dimensions of the circuit structure,
permitting an accurate representation of the impedance characteristics with a few
lumped elements connected in series. The current transitions at the power load are
measured in tens of picoseconds, translating to thousands of micrometers of signal
wavelength. This wavelength is much smaller than the size of a power distribution
system, typically of several inches, making the use of a lumped model at first
glance unjustified. The properties of power distribution systems, however, support a
lumped circuit representation over a wider range of conditions as suggested by the
aforementioned simple size criterion.

The design of a power distribution system is intended to restrict the flow of
the power current as close to the load as possible. Due to the hierarchy of the
decoupling capacitors, the higher the current frequency, the shorter the current loop,
confining the current flow closer to the load. As seen from the terminals of the
power source, a power distribution system is a multi-stage low pass filter, each
stage having a progressively lower cut-off frequency. The spectral content of the
current in the on-board power distribution system is limited to several megahertz.
The corresponding wavelength is much larger than the typical system dimensions
of a few inches, making a lumped model sufficiently accurate. The spectral content
of the power current within the package network extends into the hundreds of
megahertz frequency range. The signal wavelength remains sufficiently large to use
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a lumped model; however, a more detailed network may be required rather than a
one-dimensional model to accurately characterize the network impedances.

A one-dimensional model is inadequate to describe an on-chip power distribution
network. The on-chip power distribution network is the most challenging element
of the power delivery system design problem. The board and package level power
distribution networks consist of several metal planes and thousands of vias, pins,
and traces as well as several dozens of decoupling capacitors. In comparison, the
on-chip power distribution network in a high complexity integrated circuit typically
consists of millions of line segments, dramatically exacerbating the complexity
of the design and analysis process. The design and analysis of on-chip power
distribution networks is the focus of the Chap. 8.

7.11 Summary

The impedance characteristics of power distribution systems with multiple stages
of decoupling capacitances have been described in this chapter. These impedance
characteristics can be briefly summarized as follows.

• The significant inductance of the power and ground interconnect is the primary
obstacle to achieving a low output impedance power distribution system

• The hierarchical placement of decoupling capacitors achieves a low output
impedance in a cost effective manner by terminating the power current loop
progressively closer to the load as the frequency increases

• The capacitance and effective series inductance determine the frequency range
where the decoupling capacitor is effective

• Resonant circuits are formed within the power distribution networks due to the
placement of the decoupling capacitors, increasing the output impedance near
the resonant signal frequencies

• The effective series resistance of the decoupling capacitors is a critical factor in
controlling the resonant phenomena

• The lower the inductance of the power interconnect and decoupling capacitors,
the lower the decoupling capacitance necessary to achieve the target impedance
characteristics



Chapter 8
On-Chip Power Distribution Networks

The impedance characteristics of a power distribution system are analyzed in
the previous chapter based on a one-dimensional circuit model. While useful for
understanding the principles of the overall operation of a power distribution system,
a one-dimensional model is not useful in describing the distribution of power and
ground across a circuit die. The size of an integrated circuit is usually considerably
greater than the wavelength of the signals in the power distribution network.
Furthermore, the power consumption of on-chip circuitry (and, consequently, the
current drawn from the power distribution network) varies across the die area. The
voltage across the on-chip power and ground distribution networks is therefore non-
uniform. It is therefore necessary to consider the two-dimensional structure of the
on-chip power distribution network to ensure that target performance characteristics
of a power distribution system are satisfied. The on-chip power distribution network
should also be considered in the context of a die-package system as the properties
of the die-package interface significantly affect the constraints imposed on the
electrical characteristics of the on-chip power distribution network.

The objectives of this chapter is to describe the structure of an on-chip power
distribution network as well as review related tradeoffs. Various structural styles
of on-chip power distribution networks are described in Sect. 8.1. The influence
of the electrical characteristics of the die-package interface on the on-chip power
and ground distribution is analyzed in Sect. 8.2. The influence of the on-chip power
distribution network on the integrity of the on-chip signals is discussed in Sect. 8.3.
The chapter concludes with a summary.

8.1 Styles of On-Chip Power Distribution Networks

Several topological structures are typically used in the design of on-chip power dis-
tribution networks. The power network structures range from completely irregular,
essentially ad hoc, structures, as in routed power distribution networks, to highly
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regular and uniform structures, as in gridded power networks and power planes.
These topologies and other basic types of power distribution networks are described
in Sect. 8.1.1. Design approaches to improve the impedance characteristics of on-
chip power distribution networks are presented in Sect. 8.1.2. The evolution of
on-chip power distribution networks in the family of Alpha microprocessors is
presented in Sect. 8.1.3.

8.1.1 Basic Structure of On-Chip Power Distribution Networks

Several structural types of on-chip power distribution networks are described in this
section. Different parts of an on-chip network can be of different types, forming a
hybrid network.

Routed Networks

In routed power distribution networks, the local circuit blocks are connected with
dedicated routed power trunks to the power I/O pads along the periphery of the
die [145], as shown in Fig. 8.1. A power mesh is typically used to distribute

Fig. 8.1 Routed power and ground distribution networks. The on-chip circuit blocks are connected
to the I/O power terminals with dedicated power (black) and ground (gray) trunks. The structure
of the power distribution networks within the individual circuit blocks is not shown
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the power and ground within a circuit block. The primary advantage of routed
networks is the efficient use of interconnect resources, favoring this design approach
in circuits with limited interconnect resources. The principal drawback of this
topology is the relatively low redundancy of the power network. All of the current
supplied to any circuit block is delivered through only a few power trunks. The
failure of a single segment in a power distribution network jeopardizes the integrity
of the power supply voltage levels in several circuit blocks and, consequently,
the correct operation of the entire circuit. Routed power distribution networks
are predominantly used in low power, low cost integrated circuits with limited
interconnect resources.

Mesh Networks

Improved robustness and reliability are offered by power and ground mesh net-
works. In mesh structured power distribution networks, parallel power and ground
lines in the upper metal layers span an entire circuit or a specific circuit block.
These lines are relatively thick and wide, globally distributing the power current.
The lines are interconnected by relatively short orthogonal straps in the lower metal
layer, forming an irregular mesh, as shown in Fig. 8.2. The power and ground
lines in the lower metal layer distribute current in the direction orthogonal to the
upper metal layer lines and facilitate the connection of on-chip circuits to the global
power distribution network. Mesh networks are used to distribute power in relatively
low power circuits with limited interconnect resources [146]. It is often the case
in semiconductor processes with only three or four metal layers that a regular
power distribution grid in the upper two metal layers cannot be utilized due to
an insufficient amount of metal resources and an ensuing large number of routing
conflicts. Mesh networks are also used to distribute power within individual circuit
blocks.

Grid Structured Networks

Grid structured power distribution networks, shown in Fig. 8.3, are commonly used
in high complexity, high performance integrated circuits. Each layer of a power
distribution grid consists of many equidistantly spaced lines of equal width. The
direction of the power and ground lines within each layer is orthogonal to the
direction of the lines in the adjacent layers. The power and ground lines are typically
interdigitated within each layer. Each power and ground line is connected by vias to
other power and ground lines, respectively, in the adjacent layers at the overlap sites.
In a typical integrated circuit, the lower the metal layer, the smaller the width and
pitch of the lines. The coarse pitch of the upper metal layer improves the utilization
of the metal resources, conforming to the pitch of the I/O pads of the package,
while the fine pitch of the lower grid layers brings the power and ground supplies in
close proximity to each on-chip circuit, facilitating the connection of these circuits
to power and ground.
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Fig. 8.2 A mesh structured power distribution network. Power (dark gray) and ground (light
gray) lines in the vertically routed metal layer span an entire die or circuit block. These lines
are connected by short straps of horizontally routed metal to form a mesh. The lines and straps are
connected by vias (the dark squares)

Fig. 8.3 A multi-layer power distribution grid. The ground lines are light gray, the power lines
are dark gray. The pitch, width, and thickness of the lines are smaller in the lower grid layers than
in the upper layers

Power distribution grids are significantly more robust than routed distribution
networks. Multiple redundant current paths exist between the power terminals of
each load circuit and the power supply pads. Due to this property, the power
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supply integrity is less sensitive to changes in the power current requirements
of the individual circuit blocks. The failure of any single segment of the grid is
not critical to delivering power to any circuit block. An additional advantage of
power distribution grids is the enhanced integrity of the on-chip data signals due
to the capacitive and inductive shielding properties of the power and ground lines.
These advantages of power distribution grids, however, are achieved at the cost of a
significant share of on-chip interconnect resources. It is not uncommon to use from
20 % to 40 % of the metal resources to build a high density power distribution grid
in modern high performance microprocessors [26, 27, 145].

Power and Ground Planes

Dedicated power and ground planes, shown in Fig. 8.4, have also been used in
the design of power distribution networks [147]. In this scheme, an entire metal
layer is used to distribute power current across a die, as shown in Fig. 8.4. The
signal lines above and below the power/ground plane are connected with vias
through the holes in the plane. Power planes also provide a close current return
path for the surrounding signal lines, reducing the inductance of the signal lines and
therefore the signal-to-signal coupling. This advantage, however, diminishes as the
interconnect aspect ratios are gradually increased with technology scaling. While
power planes provide a low impedance path for the power current and are highly
robust, the interconnect overhead is typically prohibitively large, as entire metal
layers are unavailable for signal routing.

Fig. 8.4 On-chip power distribution scheme using power and ground planes. Two entire metal
layers are dedicated to the distribution of power (dark gray layer) and ground (light gray layer)
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Substrate

a

b

Fig. 8.5 Power distribution network structured as a cascaded power/ground ring; (a) cross-
sectional view, (b) top view

Cascaded Power/Ground Rings

A novel topology for on-chip power distribution networks, called a “cascaded
power/ground ring,” has been proposed by Lao and Krusius [148] for integrated
circuits with peripheral I/O. This approach is schematically illustrated in Fig. 8.5.
The power and ground lines are routed from the power supply pads at the periphery
of the die toward the die center. The power and ground lines at the periphery of the
die, where the power current density is the greatest, are placed on the thick topmost
metal layers with the highest current capacity. As the power current decreases
toward the die center, the power and ground interconnect is gradually transferred
to the thinner lower metal layers.

Hybrid-Structured Networks

Note that the boundaries between these network topologies are not well defined. A
routed network with a large number of links looks quite similar to a meshed network,
which, in turn, resembles a grid structure if the number of “strapping” links is large.
The terms “mesh” and “grid” are often used interchangeably in the literature.

Furthermore, the structure of a power distribution network in a complex circuit
often comprises a variety of styles. For example, the global power distribution can
be performed through a routed network, while a meshed network is used for the
local power distribution. Or the global power distribution network is structured as a
regular grid, while the local power network is structured as a mesh network within
one circuit block and a routed network within another circuit block. The common
style of a global power distribution network has, however, evolved from a routed
network to a global power grid, as the power requirements of integrated circuits
have gradually increased with technology scaling.
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Fig. 8.6 Replacing wide power and ground lines (left) with multiple narrow interdigitated lines
(right) reduces the inductance and characteristic impedance of the power distribution network

8.1.2 Improving the Impedance Characteristics of On-Chip
Power Distribution Networks

The on-chip power and ground interconnect carries current from the I/O pads to the
on-chip capacitors and from the on-chip capacitors to the switching circuits, acting
as a load to the power distribution network. The flow of the power current through
the on-chip power distribution network produces a power supply noise proportional
to the network impedance, Z D R C j!L. The primary design objective is to ensure
that the resistance and inductance of a power distribution system is sufficiently small
so as to satisfy a target noise margin.

Several techniques have been employed to reduce the parasitic impedance
of on-chip power distribution networks. The larger width and smaller pitch of
the power and ground lines increase the metal area of the power distribution
network, decreasing the network resistance. The resistance is effectively lowered
by increasing the area of the power lines in the upper metal layers since these layers
have a low sheet resistance. It is not uncommon to allocate over half of the topmost
metal layer for global power and ground distribution [26, 149].

The inductance of on-chip power and ground lines has traditionally been
neglected because the overall inductance of a power distribution network has been
dominated by the parasitic inductance of the package pins, planes, vias, and bond
wires. This situation is changing due to the increasing switching speed of integrated
circuits [128, 129], the lower inductance of advanced flip chip packaging, and
the higher on-chip decoupling capacitance which terminates the high frequency
current paths. The requirement of achieving a low inductive impedance is in conflict
with the requirement of a low resistance, as the use of wide lines to lower the
resistance of a global power distribution network increases the network inductance.
Replacing a few wide power and ground lines with multiple narrow interdigitated
power and ground lines, as shown in Fig. 8.6, reduces the self-inductance of the
supply network [150, 151] but increases the resistance. The tradeoffs among the
area, resistance, and inductance of on-chip power distribution grids are explored in
greater detail in Chap. 28.
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8.1.3 Evolution of Power Distribution Networks
in Alpha Microprocessors

The evolution of on-chip power distribution networks in high speed, high complex-
ity integrated circuits is well illustrated by several generations of Digital Equipment
Corporation Alpha microprocessors, as described by Gronowski, Bowhill, and
Preston [149]. Supporting the reliable and efficient distribution of rising power
currents have required adapting the structure of these on-chip power distribution
networks, utilizing a greater amount of on-chip metal resources.

Alpha 21064

The Alpha 21064, the first microprocessor in the Alpha family, is manufactured in a
0.7 �m CMOS process in 1992. The Alpha 21064 consumes 30 W of power at 3.3 V,
resulting in 9 A of average power current. Distributing this current across a 16:8 �
13:9 mm die would not have been possible in an existing two metal layer 0.75 �m
CMOS process. An additional thick metal layer was added to the process, which is
used primarily for the power and clock distribution networks. The power and ground
lines in the third metal layer are alternated. All of the power lines are interconnected
at one edge of the die with a perpendicular line in metal level three, and all of
the ground lines are interconnected at the opposite edge of the die, as shown in
Fig. 8.7. The resulting comb-like power and ground global distribution networks
are interdigitated. The parallel lines of the global power and ground distribution
networks are strapped with the power and ground lines of the second metal layer,
forming a mesh-structured power distribution network.

Fig. 8.7 Global power
distribution network in Alpha
21064 microprocessor
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Alpha 21164

The second generation microprocessor in the series, the Alpha 21164, appeared
in 1995 and was manufactured in a 0.5 �m CMOS process. The Alpha 21164
nearly doubled the power current requirements to 15 A, dissipating 50 W from a
3.3 V power supply. The type of power distribution network used in the previous
generation could not support these requirements. An additional forth metal layer
was therefore added to a new 0.5 �m CMOS process. The power and ground lines
in the forth metal layer are routed orthogonally to the lines in the third layer, forming
a two layer global power distribution grid.

Alpha 21264

The Alpha 21264, the third generation of Alpha microprocessors, was introduced in
1998 in a 0.35 �m CMOS process. The Alpha 21264 consumes 72 W from a 2.2 V
power supply, requiring 33 A of average power current distributed with reduced
power noise margins. Utilization of conditional clocking techniques to reduce the
power dissipation of the circuit increased the cycle-to-cycle variation in the power
current to 25 A, exacerbating the overall power distribution problem [149]. The
two layer global power distribution grid used in the 21164 could not provide the
necessary power integrity characteristics in an integrated circuit with peripheral I/O.
Therefore, two thick metal layers were added to the four layer process to allow the
exclusive use of two metal layers as power and ground planes. In 2000, Alpha 21264
microprocessors were fabricated in a 0:18 �m CMOS process, utilizing flip-chip
packaging with a high density array of I/O pins.

More recent versions of the Alpha 21264 microprocessor fabricated in newer
process technologies utilize flip-chip packaging with a high density area array of
I/O contacts. This approach obviates the use of on-chip metal planes for distributing
power [152].

Power distribution grids are the design style of choice in most modern high
performance integrated circuits [54, 147, 149, 153]. The focus of the material
presented herein is therefore on-chip power distribution grids.

8.2 Die-Package Interface

At high frequencies, the impedance of a power distribution system is determined
by the impedance characteristics of the on-chip and package power distribution
networks, as discussed in Chap. 7. On-chip decoupling is essential to maintain a low
impedance power distribution network at the highest signal frequencies of interest,
as discussed in Sect. 7.5. The required on-chip decoupling capacitance is determined
by the frequency where the package decoupling capacitors become inefficient. This
frequency, in turn, is determined by the inductive impedance of the current path
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between the package capacitance and the integrated circuit. The required minimum
on-chip decoupling capacitance is proportional to this inductance, as expressed
by (7.20) (or by the analogous constraints presented in Sect. 7.6). Minimizing this
inductance achieves the target impedance characteristics of a power distribution
network with the smallest on-chip decoupling capacitance.

Achieving a low impedance connection between the package capacitors and
an integrated circuit is, however, difficult. Delivering power is only one of the
multiple functions of an IC package, which also include connecting the I/O signals
to the outside world, maintaining an acceptable thermal environment, providing
mechanical support, and protecting the circuit from the environment. These package
functions all compete for physical resources within a small volume in the immediate
vicinity of the die. Complex tradeoffs among these package design goals are made
in practice, often preventing the realization of a resonance-free die-to-package
interface.

8.2.1 Wire Bond Packaging

Maintaining a low impedance die-package interface is particularly challenging in
wire bonded integrated circuits. The self-inductance of a wire bond connection
typically ranges from 4 to 6 nH. The number of bond wires is limited by the
perimeter of the die and the pitch of the wire bond connections. The total number
of power and ground connections typically does not exceed several hundred. It is
therefore difficult to decrease the inductance of the package capacitor connection
to the die significantly below one to two nanohenrys. In wire bond packages,
the inductance of the current loop terminated by the package capacitors is not
significantly smaller than the inductance of the current loop terminated by the
board decoupling capacitors. Under these conditions, the package capacitors do
not significantly improve the impedance characteristics of the power distribution
system and therefore no appreciable gain in circuit speed is achieved [134, 154].
Decoupling a high inductive impedance at gigahertz frequencies typically requires
an impractical amount of on-chip decoupling capacitance (and therefore die area),
limiting the operational frequency of a wire bonded circuit.

Providing a low impedance connection between the off-chip decoupling capaci-
tors and a wire bonded integrated circuit requires special components and packaging
solutions. For example, a so-called “closely attached capacitor” has been demon-
strated to be effective for this purpose in wire bonded circuits [155]. A thin flat
capacitor is placed on the active side of an integrated circuit. The dimensions of
the capacitor are slightly smaller than the die dimensions. The bonding pads of an
integrated circuit and the edge of the capacitor are in close proximity, permitting
a connection with a short bond wire, as illustrated in Fig. 8.8. The die-to-capacitor
wires are several times shorter than the wire connecting the die to the package. The
impedance between the circuit and the off-chip decoupling capacitance is therefore
significantly decreased.
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Fig. 8.8 Closely attached capacitor. Stacking a thin flat capacitor on top of a circuit die allows
connecting the capacitor and the circuit with bond wires of much shorter length as compared to
bond wires connecting the circuit to the package

This wiring technique reduces the power switching noise in CMOS circuits
by at least two to three times, as demonstrated by Hashemi et al. [155]. For
example, attaching a 12 nF capacitor to a 32-bit microprocessor decreases the
internal logic power supply noise from 900 to 150 mV, a sixfold improvement (the
microprocessor is packaged in a 169-pin pin grid array package and operates at
20 MHz with a 5 V power supply). Similarly, in a 3.3 V operated bus interface
circuit, a 12 nF closely attached capacitor lowers the internal power noise from 215
to 100 mV. A closely attached capacitor is used in the Alpha 21264 microprocessor,
as the on-chip decoupling capacitance is insufficient to maintain adequate power
integrity [149, 156].

8.2.2 Flip-Chip Packaging

The electrical characteristics of the die-package interface are significantly improved
in flip-chip packages. Flip-chip bonding refers to attaching a die to a package
with an array of solder balls (or bumps) typically 50–150 �m in diameter. In cost
sensitive circuits, the ball connections, similar to wire bond connections, can be
restricted to the periphery of the die in order to reduce the interconnect complexity
of the package. In high complexity, high speed integrated circuits, however, an
area array flip-chip technology is typically used where solder ball connections are
distributed across (almost) the entire area of the die. The inductance of a solder ball
connection, typically from 0.1 to 0.5 nH, is much smaller than the 4–10 nH typical
for a bond wire [114, 126, 157]. Area array flip-chip bonding also provides a larger
number of die to package connections as compared to wire bonding. Modern high
performance microprocessors have thousands of flip-chip contacts dedicated to the
power distribution network [27, 158–160]. A larger number of lower inductance
power and ground connectors significantly decreases the overall inductance of the
die to package connection.
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Fig. 8.9 Flow of power
current in an integrated circuit
with peripheral I/O. The
power current is distributed
on-chip across a significant
distance: from the edge of the
die to the die center

Fig. 8.10 Flow of power current in an integrated circuit with flip-chip I/O. The power current is
distributed on-chip over a distance comparable to the pitch of the I/O pads

Also important in integrated circuits with peripheral I/O, the power current is
distributed on-chip across a significant distance: from the die edge to the die center,
as shown in Fig. 8.9. In integrated circuits with a flip-chip area array of I/O bumps,
the power current is distributed on-chip over a distance comparable to the size of the
power pad pitch, as shown in Fig. 8.10. This distance is significantly smaller than
half the die size. Flip-chip packaging with high density I/O, therefore, significantly
reduces the effective resistance and inductance of the on-chip power distribution
network, mitigating the resistive [115, 161] and inductive voltage drops.

Flip-chip packaging with high density I/O therefore decreases the area require-
ments of the on-chip power distribution network, improving the overall performance
of a circuit [152, 162–164]. The dependence of the on-chip power voltage drop
on the flip-chip I/O pad density and related power interconnect requirements are
discussed in Chap. 5.
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Fig. 8.11 Flip-chip pin grid array package. The package decoupling capacitors are mounted
on the bottom side of the package immediately below the die mounted on the top side. In
this configuration, the package capacitors are in physical proximity to the die, minimizing the
impedance between the capacitors and the circuit

Another advantage of area array flip-chip packaging is the possibility of placing
the package decoupling capacitors in close physical proximity to the die, signifi-
cantly enhancing the efficacy of the capacitors. A bank of low parasitic inductance
capacitors can be placed on the underside of the package immediately below the
die, as shown in Fig. 8.11. The separation between the capacitors and the on-
chip circuitry is reduced to 1–2 mm, minimizing the area of the current loop and
associated inductance. The parasitic inductance of a package decoupling capacitor
with the package vias and solder bumps connecting the capacitor to the die can
be reduced well below 1 nH [154], enhancing the capacitor efficiency at high
frequencies. Placing a package decoupling capacitor immediately below the circuit
region with the greatest power current requirements further improves the efficiency
of the decoupling capacitors of the package [165].

Overall, flip-chip packaging significantly decreases the impedance between the
integrated circuit and the package decoupling capacitors, relaxing the constraints on
the resistance of the on-chip power distribution network and on-chip decoupling
capacitors. Flip-chip packaging therefore can significantly improve the power
supply integrity while reducing the die area.

8.2.3 Future Packaging Solutions

The increasing levels of current consumed by CMOS integrated circuits as well
as the high switching speeds require power distribution systems with a lower
impedance over a wider frequency range. An increasingly lower inductance between
the integrated circuit and the package decoupling capacitance is essential to
maintain a lower impedance at higher frequencies. Providing a low impedance
die-to-package connection remains a challenging task [166]. Future generations
of packaging solutions, such as chip-scale and bumpless build-up layer (BBUL)
packaging, are addressing this problem with higher density die-to-package contacts,
a smaller separation between the power and ground planes, and a lower package
height [143, 167, 168].
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The electrical characteristics of a package have become one of the primary
factors that limit the performance of an integrated circuit [169, 170]. The package
design is now crucial in satisfying both the speed and overall cost targets of high per-
formance integrated circuits. Achieving these goals will require explicit co-design of
the on-chip global interconnect and the package interconnect networks [141, 169].

8.3 Other Considerations

Dependence of the power supply integrity on the impedance characteristics of the
on-chip power distribution network has been discussed previously. The on-chip
power distribution network also significantly affects the integrity of the on-chip data
and clock signals. The integrity of the on-chip signals depends upon the structure
of the power distribution network through two primary mechanisms: inductive
interaction among the power and signal interconnect and substrate coupling. These
two phenomena are briefly discussed in this section.

8.3.1 Dependence of On-Chip Signal Integrity on the Structure
of the Power Distribution Network

The structure of the power distribution grid is one of the primary factors determining
the integrity of on-chip signals. The power and ground lines shield adjacent signal
lines from capacitive crosstalk. Sensitive signals are typically routed adjacent to the
power and ground lines. Co-designing the power and signal interconnect has become
an important consideration in the design of high speed integrated circuits [171–173].

Power and ground networks provide a low impedance path for the signal return
currents. The structure of the on-chip power distribution network is therefore a
primary factor that determines the inductive properties of on-chip signal lines, such
as the self- and mutual inductance. Modeling the inductive properties of the power
distribution grid is necessary for accurately analyzing high frequency phenomena,
such as return current distribution, signal overshoot, and signal delay variations,
as demonstrated by on-chip interconnect structures using full-wave partial element
equivalent circuit (PEEC) models [174, 175]. These conclusions are also supported
by the analysis of commercial microprocessors. Inadequate design of the local
power distribution network can lead to significant inductive coupling of the signals,
resulting in circuit failure [54].
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Fig. 8.12 Interaction of the substrate and power distribution network. The low resistivity bulk
substrate provides additional current paths where the ground network is connected to the substrate.
These current paths are in parallel with the ground distribution network

8.3.2 Interaction Between the Substrate and the Power
Distribution Network

In high complexity digital integrated circuits, the ground distribution network is
typically connected to the substrate to provide an appropriate body bias for the
NMOS transistors. The substrate provides additional current paths in parallel to
the ground distribution network, affecting current distribution in the network, as
illustrated in Fig. 8.12. This effect is significant in most digital CMOS processes
which utilize a low resistivity substrate to prevent device latch-up [176]. A method-
ology for analyzing power distribution networks together with the silicon substrate
requires a complete model, which includes both the power distribution system and
the substrate [177]. In [178], a high-level simulation methodology for generating
a macromodel of each standard cell is described, reducing the complexity of the
process of analyzing the power network and substrate. The efficiency and accuracy
of the power distribution network and substrate analysis process can be enhanced
by partitioning a power network into voltage domains [179]. To further increase the
computational efficiency, the substrate can be characterized by macromodels [180–
183]. The substrate significantly reduces the voltage drop in the ground distribution
network (assuming an N-well process) by serving as an additional parallel path
for the ground current to flow, as demonstrated by an analysis of three Motorola
processor circuits [177]. The placement of the substrate contacts also affects the
on-chip power supply and substrate noise [177, 184].

8.4 Summary

The structure of the on-chip power distribution network and related design consid-
erations are described in this chapter. The primary conclusions are summarized as
follows.
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• On-chip power distribution grids are the preferred design style in high speed,
high complexity digital integrated circuits

• Constraints placed on the impedance characteristics of the on-chip power distri-
bution networks are greatly affected by the electrical properties of the package

• The high frequency impedance characteristics of a power distribution system
are significantly enhanced in packages with an area array of low inductance I/O
contacts



Chapter 9
Intelligent Power Networks On-Chip

To facilitate the integration of diverse functionality, architectural, an integrated
family of circuit, device, and material level power delivery solutions are required.
Per core dynamic voltage and frequency scaling is a primary concern for effi-
ciently managing a power budget, and requires the on-chip integration of compact
controllers within hundreds of power domains and thousands of cores, further
increasing the design complexity of these power delivery systems. While in-package
and on-chip power integration has recently became a primary concern [185, 186],
focus remains on developing compact and efficient power supplies. A methodology
to design and manage in-package and on-chip power has not been a topic of
emphasis. Thus, power delivery in modern ICs is currently dominated by ad hoc
approaches. With the increasing number of power domains, greater granularity of
the on-chip supply voltages, and domain adaptive power requirements, the design of
the power delivery process has greatly increased in complexity, and is impractical
without a systematic methodology. The primary objective of this chapter is to
describe a systematic methodology for distributed on-chip power delivery and
management.

A power network on-chip is a vehicle for distributed on-chip power management.
The analogy between a network-on-chip (NoC) and PNoC is illustrated in Fig. 9.1
with simplified NoC and PNoC models. Similar to a NoC, a PNoC decreases the
design complexity of a power delivery system, while enhancing the control of the
quality of power (QoP) and DVS, and providing a scalable platform for efficient
power management.

The rest of the chapter is organized as follows. The principles of the PNoC
design methodology are described in Sect. 9.1. In Sect. 26.4, the performance of the
PNoC architecture is compared with existing approaches based on the evaluation of
several test cases. Design and performance issues of the PNoC architecture are also
discussed. Some concluding remarks are offered in Sect. 9.3.

© Springer International Publishing Switzerland 2016
I.P. Vaisband et al., On-Chip Power Delivery and Management,
DOI 10.1007/978-3-319-29395-0_9

145



146 9 Intelligent Power Networks On-Chip

Fig. 9.1 On-chip networks based on the approach of separation of functionality, (a) network-on-
chip, and (b) power network-on-chip

9.1 Power Network-On-Chip Architecture

The key concept in systemizing the design of power delivery is to convert the
power off-chip, in-package, and/or on-chip with multiple power efficient but
large switching power supplies, deliver the power to on-chip voltage clusters, and
regulate the power with hundreds of linear low dropout regulators at the point-of-
load [187]. A power network-on-chip is a systematic solution to on-chip power
delivery that leverages distributed point-of-load power delivery within a fine grained
power management framework. The PNoC architecture is a mesh of power routers
and locally powered loads, as depicted in Fig. 9.1. The power routers are connected
through power switches, distributing current to those local loads with similar voltage
requirements. An example PNoC is illustrated in Fig. 9.2 for a single voltage cluster
with nine locally powered loads and three different supply voltages, VDD;1, VDD;2,
and VDD;3. The power network configuration is shown at two different times, t1
and t2.

A power network-on-chip virtually manages the power in SoCs through special-
ized power routers, switches, and programmable control logic, while supporting
scalable power delivery in heterogeneous ICs. A PNoC is comprised of physical
links and routers that provide both virtual and physical power routing. This system
senses the voltages and currents throughout the system, and manages the POL
regulators through power switches. Based on the sensed voltages and currents, a
programmable unit makes real-time decisions to apply a new set of configurations to
the routers per time slot, dynamically managing the on-chip power delivery process.
Novel algorithms are required to dynamically customize the power delivery policies
through a specialized microcontroller that routes the power. These algorithms satisfy
real-time power and performance requirements.

A PNoC composed of power routers connected to global power grids and locally
powered loads is illustrated in Fig. 9.3. Global power from the converters is managed
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Fig. 9.2 Example of on-chip power network with multiple locally powered loads and three supply
voltage levels (a) PNoC configuration at time t1, and (b) PNoC configuration at time t2

Fig. 9.3 On-chip power network with routers distributing the current over the power grid to the
local loads
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by the power routers, delivered to individual power domains, and regulated within
the locally powered loads. These locally powered loads combine all of the current
loads located within a specific on-chip power domain with the decoupling capacitors
that supply the local current demand within that region. To support DVS, the
power switches within the PNoC are dynamically controlled, (dis)connecting power
routers within individual voltage clusters in real time. The current loads are powered
at similar voltage levels, and therefore draw current from all of the connected
power routers, lessening temporary current variations. Similar to a mesh based clock
distribution network [188, 189], the shared power supply lessens the effect of the
on-chip parasitic impedances, enhancing voltage regulation and quality of power.

The power routers, local current loads, and power grids are described in the
following subsections. Different PNoC topologies and specific design objectives are
also considered.

9.1.1 Power Routers

The efficient management of the energy budget is dynamically maintained by the
power routers. Each power domain is controlled by a single power router. A router
topology ranges from a simple linear voltage regulator, shown in Fig. 9.4a, to a
complex power delivery system, as depicted in Fig. 9.4b, with sensors, dynamically
adaptable power supplies, switches, and a microcontroller. These structures feature
real-time voltage/frequency scaling, adaptable energy allocation, and precise control
over the on-chip QoP. With the PNoC routers, the power is managed locally based on
specific local current and voltage demands, decreasing the dependence on remotely
located loads and power supplies. The scalability of the power delivery process is
therefore enhanced with the PNoC approach.

Fig. 9.4 Power routers for PNoC (a) Simple topology with linear voltage regulator. (b) Advanced
topology with dynamically adaptable voltage regulator and microcontroller
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9.1.2 Locally Powered Loads

Locally powered loads with different current demands and power budgets can be
efficiently managed with a PNoC. The local power grids provide a specific voltage
to the nearby load circuits. The highly complex interactions among the multiple
power supplies, decoupling capacitors, and load circuits need to be considered,
where the interactions among the nearby components are typically more significant.
The effective region for a point-of-load power supply is the overlap of the effective
regions of the surrounding decoupling capacitors [190, 191]. Loads within the
same effective region are combined into a single equivalent locally powered load
regulated by a dedicated LDO. All of the LDO regulators within a power domain
are controlled by a single power router. A model and closed-form expressions of the
interactions among the power supplies, decoupling capacitors, and current loads are
required to efficiently partition an IC with billions of loads into power domains and
locally powered loads.

9.1.3 Power Grid

Different configurations of local power grids are considered for distributing power
from LDO regulators to locally powered loads. A shared power grid with multiple
parallel connected LDO sources is illustrated on the left in Fig. 9.5, delivering
power to all of the loads within a power domain. A shared power grid with
multiple LDO sources is prone to stability issues due to current sharing, and
process, voltage, and temperature variations. Specialized adaptive mechanisms are
included within the power routers to stabilize a power delivery system that includes a

+- +- +- +-

Power
router

LDOs LDOs

Locally powered loads Locally powered loads

Power
domain

Local power grids
(regulated power)

Communication
channels

Global power grid
(converted power)

Shared Dedicated

Power
router

Fig. 9.5 A PNoC power router with two locally powered loads, shared local power grid (on the
left), and dedicated local power grids (on the right)
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multi-source shared power grid. Alternatively, to minimize interactions between
parallel connected LDO regulators, dedicated power grids each driven by a single
LDO should be considered. A topology with dedicated local power grids is
illustrated on the right in Fig. 9.5. The dedicated power grids require fine grain
distribution of the local power current.

9.2 Case Study

To evaluate the performance of the power router, a PNoC with four power routers
is considered, supplying power to four power domains. IBM power grid benchmark
circuits [192] model the behavior of the individual power domains. To simulate a
dynamic power supply in PNoC, the original IBM voltage profiles are scaled to
generate the target power supply voltages between 0:5 and 0:8 V. Target voltage
profiles with four voltage levels (0.8, 0.75, 0.7, and 0.65 V) within a PNoC are
illustrated in Fig. 9.6. The number of power domains with each of the four supply
voltages changes dynamically based on the transient power requirements of the
power domains.

Fig. 9.6 Preferred and supplied voltage levels in PNoC with four power domains
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Fig. 9.7 PNoC with four power domains and four power routers connected with control switches
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Fig. 9.8 Power router with voltage regulator, load sensor, and adaptive networks

A schematic of a PNoC with four power domains (I, II, III, and IV) and four
power routers (PRI, PRII, PRIII, and PRIV) is shown in Fig. 9.7. Each of the power
routers is composed of an LDO with four switch controlled reference voltages to
support dynamic voltage scaling. In addition, the power routers feature adaptive
RC compensation and current boost networks controlled by load sensors to provide
quality of power control and optimization, as shown in Fig. 9.8. The adaptive RC
compensation network is comprised of a capacitive block connected in series with
two resistive blocks, all digitally controlled. These RC impedances are digitally
configured to stabilize the LDO within the power routers under a wide range of
process variations. The current boost circuit is composed of a sensor block that
follows the output voltage at the drain of transistor MP (see Fig. 9.8), and a current
boost block that controls the current through the differential pair within the LDO.
When a high slew rate transition at the output of the LDO occurs, the boost mode is
activated, raising the tail current of the LDO differential pair. Alternatively, during
regular mode, no additional current flows into the differential pair, enhancing the
power efficiency of the LDO. A description of the load sensor and adaptive networks
are provided in Chap. 18.
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Table 9.1 Output load in a
PNoC with four power
domains

Domain I II III IV

Minimum output current (mA) 10 75 20 20

Maximum output current (mA) 50 10 30 20

Output transition time (ns) 50 50 10 10

Fig. 9.9 Voltage levels in PNoC with four power domains

The power routers are connected with controlled switches to mitigate load
transitions in domains with similar supply voltages. To model the RLC parasitic
impedances of the package and power network, non-ideal LDO input and output
impedances (PNI, PNII, PNIII, and PNIV) are considered, as shown in Fig. 9.7. The
load current characteristics are listed in Table 9.1 for each of the four domains.
PNoC SPICE simulation results are shown in Fig. 9.9, exhibiting a maximum error
of 0.35 %, 2.0 %, and 2.7 % for, respectively, the steady state dropout voltage, load
regulation due to the output current switching, and load regulation due to dynamic
PNoC reconfigurations. Good correlation with the required power supply in Fig. 9.6
is demonstrated. The power savings in each of the power domains range between
21.0 % to 31.6 % as compared to a system without dynamic voltage scaling. These
average power savings show that the PNoC architecture can control the power
supply voltages in real-time, optimizing the power efficiency of the overall power
delivery system [193–195].
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9.3 Summary

To address the issues of power delivery complexity and quality of power, a
power delivery system should provide a scalable modular architecture that supports
integration of additional functional blocks and power features (e.g., DVS, adaptive
RC compensation, and efficiency optimization with adaptive current boost) without
requiring the re-design of the power delivery system. The architecture should also
support heterogeneous circuits and technologies.

• The concept and architecture of an on-chip power network PNoC is described in
this chapter

• The on-chip network is exploited for systematic power delivery in SoCs to reduce
design complexity while increasing scalability

• A methodology that separates power conversion and regulation is provided for
efficiently enhancing the quality of power

• The application of local power routing is enabled through a specialized micro-
controller for on-chip power management

• Small area power supplies are utilized as point-of-load voltage regulators



Chapter 10
Conclusions

The design of low impedance power distribution networks is a key element in
achieving high performance integrated circuits. The inductance of the power grid
is a primary obstacle to achieving this goal. Proper allocation of the decoupling
capacitors can significantly reduce the network impedance. The effective series
resistance and inductance of a decoupling capacitor are key factors in reducing the
effectiveness of the decoupling capacitor. The resonant circuit formed within the
power network increases the impedance of the network near the resonant frequency.
The network impedance can be reduced by a variety of power grid structures, based
on area, resistance, and inductance tradeoffs. The package impedance also needs to
be considered when designing a power distribution network for high performance
integrated circuits.

Centralized power delivery systems have recently been used to dynamically man-
age power in heterogeneous high performance multicore systems, requiring a long
feedback path from the individual power domains to a single power management
controller. Additional power is dissipated in centralized power delivery systems due
to unnecessary data transport. The slow response from the long feedback path limits
real-time control over the energy budget, and all of the power management functions
located in one or a few places may not scale. Distributed, locally intelligent power
management approaches should therefore be considered to efficiently manage the
power budget in real-time. On-chip power networks with locally intelligent power
routers and specialized microcontrollers are therefore reviewed in this part.
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Part III
On-Chip Decoupling Capacitors

Decoupling capacitors are an integral element of the power distribution network
design process. Different topics related to decoupling capacitance are discussed in
Part III. This part is divided into several chapters, discussing strategies for efficiently
placing decoupling capacitors within on-chip power distribution network and the
co-design of multiple decoupling capacitors with multiple on-chip power supplies.
Each of the following chapters is summarized below.

Decoupling capacitance is described in Chap. 11. A historical perspective of
capacitance is provided. The decoupling capacitor is shown to be analogous to a
reservoir of charge. A hydraulic analogy of the hierarchical placement of decoupling
capacitors is also described. It is demonstrated that the impedance of a power
distribution system can be maintained below a target specification over an entire
range of operating frequencies by utilizing a hierarchy of decoupling capacitors.
Antiresonance in the impedance of a power distribution system with decoupling
capacitors is also intuitively explained in this chapter. Different types of on-chip
decoupling capacitors are compared. Several allocation strategies for placing on-
chip decoupling capacitors are reviewed.

On-chip decoupling capacitors have traditionally been allocated into the available
free (or white) space on a die. The efficacy of the on-chip decoupling capacitors
however depends upon the impedance of the power/ground lines connecting the
capacitors to the current loads and power supplies. A design methodology for
placing on-chip decoupling capacitors is presented in Chap. 12. The maximum
effective radii of an on-chip decoupling capacitor is determined by the target
impedance (during discharge) and the charge time. Two criteria to estimate the
minimum required on-chip decoupling capacitance are also presented.

As the minimum feature size continues to scale, additional on-chip decoupling
capacitance will be required to support increasing current demands. A larger on-
chip decoupling capacitance requires a greater area which cannot conveniently
be placed close to the switching load circuits. Moreover, a large decoupling
capacitor exhibits a distributed impedance behavior. A lumped model of an on-
chip decoupling capacitor, therefore, results in underestimating the capacitance
requirements, thereby increasing the power noise. A methodology for efficiently
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placing on-chip distributed decoupling capacitors is the subject of Chap. 13. Design
techniques to estimate the location and magnitude of a system of distributed on-chip
decoupling capacitors are presented. Different tradeoffs in the design of a system of
distributed on-chip decoupling capacitors are also evaluated.

Multiple decoupling capacitors with multiple on-chip power supplies is the
topic of Chap. 14. The large number of on-chip power supplies and decoupling
capacitors inserted throughout an integrated circuit complicates the design and
analysis of power distribution networks. Complex interactions among the power
supplies, decoupling capacitors, and active load circuitry are evaluated utilizing a
computationally efficient analysis methodology. The effect of the physical distance
among the power supplies and decoupling capacitors on power supply noise is
discussed. A design methodology for simultaneously placing the on-chip power
supplies and decoupling capacitors is described. This methodology changes con-
ventional practices where the power distribution network is designed first, followed
by placing the decoupling capacitors.



Chapter 11
Decoupling Capacitance

The on-going miniaturization of integrated circuit feature sizes has placed sig-
nificant requirements on the on-chip power and ground distribution networks.
Circuit integration densities rise with each nanoscale technology generation due to
smaller devices and larger dies. The on-chip current densities and the total current
also increase. Simultaneously, the higher switching speed of smaller transistors
produces faster current transients in the power distribution network. Supplying high
average currents and continuously increasing transient currents through the high
impedance on-chip interconnects results in significant fluctuations of the power
supply voltage in scaled CMOS technologies.

Such a change in the supply voltage is referred to as power supply noise. Power
supply noise adversely affects circuit operation through several mechanisms, as
described in Chap. 1. Supplying sufficient power current to high performance ICs
has therefore become a challenging task. Large average currents result in increased
IR noise and fast current transients result in increased L dI=dt voltage drops
(�I noise) [23].

Decoupling capacitors are often utilized to manage this power supply noise.
Decoupling capacitors can have a significant effect on the principal characteristics
of an integrated circuit, i.e., speed, cost, and power. Due to the importance of
decoupling capacitors in current and future ICs, significant research has been
developed over the past several decades, covering different areas such as hierarchical
placement of decoupling capacitors, sizing and placing of on-chip decoupling
capacitors, resonant phenomenon in power distribution systems with decoupling
capacitors, and static on-chip power dissipation due to leakage current through the
gate oxide.

In this chapter, a brief review of the background of decoupling capacitance is
provided. In Sect. 11.1, the concept of a decoupling capacitance is described and an
historical retrospective is described. A practical model of a decoupling capacitor
is also described. In Sect. 11.2, the impedance of a power distribution system
with decoupling capacitors is presented. Target specifications of the impedance
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of a power distribution system are reviewed. Antiresonance phenomenon in a
system with decoupling capacitors is intuitively explained. A hydraulic analogy
of the hierarchical placement of decoupling capacitors is also presented. Intrinsic
and intentional on-chip decoupling capacitances are discussed and compared in
Sect. 11.3. Different types of on-chip decoupling capacitors are qualitatively ana-
lyzed in Sect. 11.4. The advantages and disadvantages of several types of widely
used on-chip decoupling capacitors are also discussed in Sect. 11.4. Enhancing the
efficiency of on-chip decoupling capacitors with a switching voltage regulator is
presented in Sect. 11.5. Finally, some conclusions are offered in Sect. 11.6.

11.1 Introduction to Decoupling Capacitance

Decoupling capacitors are often used to maintain the power supply voltage within
specification so as to provide signal integrity while reducing electromagnetic
interference (EMI) radiated noise. In this book, the use of decoupling capacitors
to mitigate power supply noise is evaluated. The concept of a decoupling capacitor
is described in this section. An historical retrospective is presented in Sect. 11.1.1.
A description of a decoupling capacitor as a reservoir of charge is discussed in
Sect. 11.1.2. Decoupling capacitors are shown to be an effective way to provide
sufficient charge to a switching current load within a short period of time. A practical
model of a decoupling capacitor is presented in Sect. 11.1.3.

11.1.1 Historical Retrospective

About 600 BC, Thales of Miletus recorded that the ancient Greeks could generate
sparks by rubbing balls of amber on spindles [196]. This is the triboelectric
effect [197], the mechanical separation of charge in a dielectric (insulator). This
effect is the basis of the capacitor.

In October 1745, Ewald Georg von Kleist of Pomerania invented the first
recorded capacitor: a glass jar coated inside and out with metal. The inner coating
was connected to a rod that passed through the lid and ended in a metal sphere,
as shown in Fig. 11.1 [198]. By layering the insulator between two metal plates,
von Kleist dramatically increased the charge density. Before Kleist’s discovery
became widely known, a Dutch physicist, Pieter van Musschenbroek, independently
invented a similar capacitor in January 1746 [199]. It was named the Leyden jar,
after the University of Leyden where van Musschenbroek worked.

Benjamin Franklin investigated the Leyden jar and proved that the charge was
stored on the glass, not in the water as others had assumed [200]. Originally, the
units of capacitance were in “jars.” A jar is equivalent to about 1 nF. Early capacitors
were also known as condensors, a term that is still occasionally used today. The
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Fig. 11.1 Leyden jar originally developed by Ewald Georg von Kleist in 1745 and independently
invented by Pieter van Musschenbroek in 1746. The charge is stored on the glass between two tin
foils (capacitor plates) [198]

term condensor was coined by Alessandro Volta in 1782 (derived from the Italian
condensatore), referencing the ability of a device to store a higher density of electric
charge than a normal isolated conductor [200].

11.1.2 Decoupling Capacitor as a Reservoir of Charge

A capacitor consists of two electrodes, or plates, each of which stores an equal
amount of opposite charge. These two plates are conductive and are separated by
an insulator (dielectric). The charge is stored on the surface of the plates at the
boundary with the dielectric. Since each plate stores an equal but opposite charge,
the net charge across the capacitor is always zero.

The capacitance C of a capacitor is a measure of the amount of charge Q stored
on each plate for a given potential difference (voltage V) which appears between the
plates,

C D Q

V
: (11.1)

The capacitance is proportional to the surface area of the conducting plate and
inversely proportional to the distance between the plates [201]. The capacitance
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Fig. 11.2 Capacitance of two metal lines placed over a substrate. Three primary components
compose the total capacitance of the on-chip metal interconnects. Cl denotes the lateral flux (side)
capacitance, Cf denotes the fringe capacitance, and Cp denotes the parallel plate capacitance

is also proportional to the permittivity of the dielectric substance that separates the
plates. The capacitance of a parallel plate capacitor is

C � �A

d
; (11.2)

where � is the permittivity of the dielectric, A is the area of the plates, and d is the
spacing between the plates. Equation (11.2) is only accurate for a plate area much
greater than the spacing between the plates, A � d2. In general, the capacitance
of the metal interconnects placed over the substrate is composed of three primary
components: a parallel plate capacitance, fringe capacitance, and lateral flux (side)
capacitance [202], as shown in Fig. 11.2. Accurate closed-form expressions have
been developed by numerically fitting a model that describes parallel lines above
the plane or between two parallel planes [203–208].

As opposite charge accumulates on the plates of a capacitor across an insulator, a
voltage develops across the capacitor due to the electric field formed by the opposite
charge. Work must be done against this electric field as more charge is accumulated.
The energy stored in a capacitor is equal to the amount of work required to establish
the voltage across the capacitor. The energy stored in the capacitor is

Estored D 1

2
CV2 D 1

2

Q2

C
D 1

2
VQ: (11.3)

From a physical perspective, a decoupling capacitor serves as an intermediate
storage of charge and energy. The decoupling capacitor is located between the
power supply and current load, i.e., electrically closer to the switching circuit.
The decoupling capacitor is therefore more efficient in terms of supplying charge as
compared to a remote power supply. The amount of charge stored on the decoupling
capacitor is limited by the voltage and the capacitance. Unlike a decoupling
capacitor, the power supply can provide an almost infinite amount of charge.
A hydraulic model of a decoupling capacitor is illustrated in Fig. 11.3. Similar to
water stored in a water tank and connected to the consumer through a system of
pipes, the charge on the decoupling capacitor stored between the conductive plates



11.1 Introduction to Decoupling Capacitance 163

Interconnect

To current load

Capacitor

To consumer

Water tank

Pipe

Water

Charge

Fig. 11.3 Hydraulic model of a decoupling capacitor as a reservoir of charge. Similar to water
stored in a water tank and connected to the consumer through a system of pipes, charge on the
decoupling capacitor is stored between the conductive plates connected to the current load through
a hierarchical interconnect system

is connected to the current load through a hierarchical interconnect system. To
be effective, the decoupling capacitor should satisfy two requirements. First, the
capacitor should have sufficient capacity to store a significant amount of energy.
Second, to supply sufficient power at high frequencies, the capacitor should be able
to release and accumulate energy at a high rate.

11.1.3 Practical Model of a Decoupling Capacitor

Decoupling capacitors are often used in power distribution systems to provide the
required charge in a timely manner and to reduce the output impedance of the
overall power delivery network [51]. An ideal decoupling capacitor is effective
over the entire frequency range: from DC to the maximum operating frequency of a
system. Practically, a decoupling capacitor is only effective over a certain frequency
range. The impedance of a practical decoupling capacitor decreases linearly with
frequency at low frequencies (with a slope of �20 dB/dec in a logarithmic scale).
As the frequency increases, the impedance of the decoupling capacitor increases
linearly with frequency (with a slope of 20 dB/dec in a logarithmic scale), as
shown in Fig. 11.4. This increase in the impedance of a practical decoupling
capacitor is due to the parasitic inductance of the decoupling capacitor. The parasitic
inductance is referred to as the effective series inductance (ESL) of a decoupling
capacitor [126].The impedance of a decoupling capacitor reaches the minimum
impedance at the frequency ! D 1p

LC
. This frequency is known as the resonant
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Fig. 11.4 Practical model of a decoupling capacitor. The impedance of a practical decoupling
capacitor decreases linearly with frequency, reaching the minimum at a resonant frequency.
Beyond the resonant frequency, the impedance of the decoupling capacitor increases linearly with
frequency due to the ESL. The minimum impedance is determined by the ESR of the decoupling
capacitor

frequency of a decoupling capacitor. Observe that the absolute minimum impedance
of a decoupling capacitor is limited by the parasitic resistance, i.e., the effective
series resistance (ESR) of a decoupling capacitor.The parasitic resistance of a
decoupling capacitor is due to the resistance of the metal leads and conductive
plates and the dielectric losses of the insulator. The ESR and ESL of an on-chip
metal-oxide-semiconductor (MOS) decoupling capacitor are illustrated in Fig. 11.5.
Note that the parasitic inductance of the decoupling capacitor is determined by the
area of the current loops, decreasing with smaller area, as shown in Fig. 11.5b [209].

The impedance of a decoupling capacitor depends upon a number of char-
acteristics. For instance, as the capacitance is increased, the capacitive curve
moves down and to the right (see Fig. 11.4). Since the parasitic inductance for a
particular capacitor is fixed, the inductive curve remains unaffected. As different
capacitors are selected, the capacitive curve moves up and down relative to the fixed
inductive curve. The primary way to decrease the total impedance of a decoupling
capacitor for a specific semiconductor package is to increase the value of the
capacitor [211]. Note that to move the inductive curve down, lowering the total
impedance characteristics, a number of decoupling capacitors should be connected
in parallel. In the case of identical capacitors, the total impedance is reduced by a
factor of 2 for each doubling in the number of capacitors [136].
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Fig. 11.5 Physical structure of an on-chip MOS decoupling capacitor. (a) ESR of an MOS-based
decoupling capacitor. The ESR of an on-chip MOS decoupling capacitor is determined by the
doping profiles of the nC regions and n� well, the size of the capacitor, and the impedance of the
vias and gate material [210]. (b) ESL of an MOS-based decoupling capacitor. The ESL of an on-
chip MOS decoupling capacitor is determined by the area of the current return loops. The parasitic
inductance is lowered by shrinking the area of the current return loops

11.2 Impedance of Power Distribution System
with Decoupling Capacitors

As described in Sect. 11.1.2, a decoupling capacitor serves as a reservoir of charge,
providing the required charge to the switching current load. Decoupling capacitors
are also used to lower the impedance of the power distribution system. The imped-
ance of a decoupling capacitor decreases rapidly with frequency, shunting the high
frequency currents and reducing the effective current loop of a power distribution
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network. The impedance of the overall power distribution system with decoupling
capacitors is the subject of this section. In Sect. 11.2.1, the target impedance of a
power distribution system is described. It is shown that the impedance of a power
distribution system should be maintained below a target level to guarantee fault-
free operation of the entire system. The antiresonance phenomenon is presented in
Sect. 11.2.2. A hydraulic analogy of a system of decoupling capacitors is described
in Sect. 11.2.3. The analogy is drawn between a water supply system and the
hierarchical placement of decoupling capacitors at different levels of a power
delivery network.

11.2.1 Target Impedance of a Power Distribution System

To ensure a small variation in the power supply voltage under a significant current
load, the power distribution system should exhibit a small impedance as seen
from the current load within the frequency range of interest [114]. A circuit
network representing the impedance of a power distribution system as seen from
the terminals of the current load is shown in Fig. 11.6.

The impedance of a power distribution system is with respect to the terminals
of the load circuits. In order to ensure correct and reliable operation of an IC, the
impedance of a power distribution system should be maintained below a certain
upper bound Ztarget in the frequency range from DC to the maximum operating
frequency f0 of the system [212–214]. The maximum tolerable impedance of a
power distribution system is henceforth referred to as the target impedance. Note
that the maximum operating frequency f0 is determined by the switching time of
the on-chip signal transients, rather than by the clock frequency. The shortest signal
switching time is typically an order of magnitude smaller than the clock period.
The maximum operating frequency is therefore considerably higher than the clock
frequency.
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Fig. 11.6 A circuit network representing the impedance of a power distribution system with
decoupling capacitors as seen from the terminals of the current load. The ESR and ESL of the
decoupling capacitors are also included. Subscript p denotes the power paths and subscript g
denotes the ground path. Superscripts r, b, p, and c refer, respectively, to the voltage regulator,
board, package, and on-chip power delivery networks
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Fig. 11.7 A circuit network representing the impedance of a power distribution system without
decoupling capacitors

One primary design objective of an effective power distribution system is to
ensure that the output impedance of the network is below a target output impedance
level. It is therefore important to understand how the output impedance of the circuit,
shown schematically in Fig. 11.6, depends upon the impedance of the comprising
circuit elements. A power distribution system with no decoupling capacitors is
shown in Fig. 11.7. The power source and load are connected by interconnect with
resistive and inductive parasitic impedances. The magnitude of the impedance of
this network is

jZtot.!/j D jRtot C j!Ltotj ; (11.4)

where Rtot and Ltot are the total resistance and inductance of the power distribution
system, respectively,

Rtot D Rp
tot C Rg

tot; (11.5)

Rp
tot D Rr

p C Rb
p C Rp

p C Rc
p; (11.6)

Rg
tot D Rr

g C Rb
g C Rp

g C Rc
g; (11.7)

Ltot D Lp
tot C Lg

tot; (11.8)

Lp
tot D Lr

p C Lb
p C Lp

p C Lc
p; (11.9)

Lg
tot D Lr

g C Lb
g C Lp

g C Lc
g: (11.10)

The variation of the impedance with frequency is illustrated in Fig. 11.8. To
satisfy a specification at low frequency, the resistance of the power delivery network
should be sufficiently low, Rtot < Ztarget. Above the frequency fLtot D 1

2�
Rtot
Ltot

,
however, the impedance of the power delivery network is dominated by the
inductive reactance j!Ltot and increases linearly with frequency, exceeding the
target impedance at the frequency fmax D 1

2�

Ztarget

Ltot
.
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Fig. 11.8 Impedance of a power distribution system without decoupling capacitors. The shaded
area denotes the target impedance specifications of the overall power distribution system

The high frequency impedance should be reduced to satisfy the target specifi-
cations. Opportunities for reducing the inductance of the power and ground paths
of a power delivery network are limited [25, 215–218]. The inductance of the
power distribution system is mainly determined by the board and package inter-
connects [219–221]. The feature size of the board and package level interconnect
depends upon the manufacturing technology. The output impedance of a power
distribution system is therefore highly inductive and is difficult to lower [134].

The high frequency impedance is effectively reduced by placing capacitors across
the power and ground interconnections. These shunting capacitors effectively termi-
nate the high frequency current loop, permitting the current to bypass the inductive
interconnect, such as the board and package power delivery networks [222–225].
The high frequency impedance of the system as seen from the current load terminals
is thereby reduced. Alternatively, at high frequencies, the capacitors decouple the
high impedance paths of the power delivery network from the load. These capacitors
are therefore referred to as decoupling capacitors [226, 227]. Several stages of
decoupling capacitors are typically utilized to maintain the output impedance of
a power distribution system below a target impedance [136, 228], as described in
Sect. 11.2.3.

11.2.2 Antiresonance

Decoupling capacitors are a powerful technique to reduce the impedance of a
power distribution system over a significant range of frequencies. A decoupling
capacitor, however, reduces the resonant frequency of a power delivery network,
making the system susceptible to resonances. Unlike the classic self-resonance
in a series circuit formed by a decoupling capacitor combined with a parasitic
resistance and inductance [138, 229] or by an on-chip decoupling capacitor and



11.2 Impedance of Power Distribution System with Decoupling Capacitors 169

6.6 6.8 7 7.2 7.4 7.6 7.8 8
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

Frequency, Hz (log scale)

Im
pe

da
nc

e,
 O

hm
s 

(lo
g 

sc
al

e)
Ztarget

Antiresonant
spike

Fig. 11.9 Antiresonance of the output impedance of a power distribution network. Antiresonance
results in a distinctive peak, exceeding the target impedance specification

the parasitic inductance of the package (i.e., chip-package resonance) [230, 231],
antiresonance occurs in a circuit formed by two capacitors connected in parallel.
At the resonant frequency, the impedance of the series circuit decreases in the
vicinity of the resonant frequency, reaching the absolute minimum at the resonant
frequency determined by the ESR of the decoupling capacitor. At antiresonance,
however, the circuit impedance drastically increases, producing a distinctive peak,
as illustrated in Fig. 11.9. This antiresonant peak can result in system failures as
the impedance of the power distribution system becomes greater than the maximum
tolerable impedance Ztarget. The antiresonance phenomenon in a system with parallel
decoupling capacitors is the subject of this section.

To achieve a low impedance power distribution system, multiple decoupling
capacitors are placed in parallel. The effective impedance of a power distribution
system with several identical capacitors placed in parallel is illustrated in Fig. 11.10.
Observe that the impedance of the power delivery network is reduced by a factor of
2 as the number of capacitors is doubled. Also note that the effective drop in the
impedance of a power distribution system diminishes rapidly with each additional
decoupling capacitor. It is therefore desirable to utilize decoupling capacitors with
a sufficiently low ESR in order to minimize the number of capacitors required to
satisfy a target impedance specification [136].

A number of decoupling capacitors with different magnitudes is typically used
to maintain the impedance of a power delivery system below a target specification
over a wide frequency range. Capacitors with different magnitudes connected in
parallel, however, result in a sharp antiresonant peak in the system impedance [29].
The antiresonance phenomenon for different capacitive values is illustrated in
Fig. 11.11. The antiresonance of parallel decoupling capacitors can be explained as
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Fig. 11.10 Impedance of a power distribution system with n identical decoupling capacitors
connected in parallel. The ESR of each decoupling capacitor is R D 0:1 �, the ESL is L D 100 pH,
and the capacitance is C D 1 nF. The impedance of a power distribution system is reduced by a
factor of 2 as the number of capacitors is doubled

follows. In the frequency range from f1 to f2, the impedance of the capacitor C1 has
become inductive whereas the impedance of the capacitor C2 remains capacitive
(see Fig. 11.11). Thus, an LC tank is formed in the frequency range from f1 to
f2, producing a peak at the resonant frequency located between f1 and f2. As a
result, the total impedance drastically increases and becomes greater than the target
impedance, causing a system to fail.

The magnitude of the antiresonant spike can be effectively reduced by lowering
the parasitic inductance of the decoupling capacitors. For instance, as discussed
in [136], the magnitude of the antiresonant spike is significantly reduced if board
decoupling capacitors are mounted on low inductance pads. The magnitude of
the antiresonant spike is also determined by the ESR of the decoupling capacitor,
decreasing with larger parasitic resistance. Large antiresonant spikes are produced
when low ESR decoupling capacitors are placed on inductive pads. A high
inductance and low resistance result in a parallel LC circuit with a high quality
factor Q,

Q D L

R
: (11.11)

In this case, the magnitude of the antiresonant spike is amplified by Q. Decoupling
capacitors with a low ESR should therefore always be used on low inductance pads
(with a low ESL).

Antiresonance also becomes well pronounced if a large variation exists between
the capacitance values. This phenomenon is illustrated in Fig. 11.12. In the case of
two capacitors with distinctive nominal values (C1 � C2), a significant gap between
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Fig. 11.11 Antiresonance of parallel capacitors, C1 > C2, L1 D L2, and R1 D R2. A parallel LC
tank is formed in the frequency range from f1 to f2. The total impedance drastically increases in the
frequency range from f1 to f2 (the solid line), producing an antiresonant spike

two capacitances results in a sharp antiresonant spike with a large magnitude in the
frequency range from f1 to f2, violating the target specification Ztarget, as shown in
Fig. 11.12a. If another capacitor with nominal value C1 > C3 > C2 is added, the
antiresonant spike is canceled by C3 in the frequency range from f1 to f2. As a result,
the overall impedance of a power distribution system is maintained below the target
specification over a broader frequency range, as shown in Fig. 11.12b. As described
in [232], the high frequency impedance of two parallel decoupling capacitors is only
reduced by a factor of 2 (or 6 dB) as compared to a single capacitor. It is also shown
that adding a smaller capacitor in parallel with a large capacitor results in only a
small reduction in the high frequency impedance. Antiresonances are effectively
managed by utilizing decoupling capacitors with a low ESL and by placing a greater
number of decoupling capacitors with progressively decreasing magnitude, shifting
the antiresonant spike to the higher frequencies (out of the range of the operating
frequencies of the circuit) [233].

11.2.3 Hydraulic Analogy of Hierarchical Placement
of Decoupling Capacitors

As discussed in Sect. 11.1.2, an ideal decoupling capacitor should provide a high
capacity and be able to release and accumulate energy at a sufficiently high rate.
Constructing a device with both high energy capacity and high power capability
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in a sharp antiresonant spike with a large magnitude in the frequency range from f1 to f2, violating
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antiresonant spike is canceled by C3 in the frequency range from f1 to f2. As a result, the overall
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desired frequency range

is, however, challenging. It is expensive to satisfy both of these requirements in an
ideal decoupling capacitor. Moreover, these requirements are typically contradictory
in most practical applications. The physical realization of a large decoupling
capacitance requires the use of discrete capacitors with a large nominal capacity
and, consequently, a large form factor. The large physical dimensions of the
capacitors have two implications. The parasitic series inductance of a physically
large capacitor is relatively high due to the increased area of the current loop within
the capacitors. Furthermore, due to technology limitations, the large physical size
of the capacitors prevents placing the capacitors sufficiently close to the current
load. A greater physical separation increases the inductance of the current path from
the capacitors to the load. A tradeoff therefore exists between the high capacity
and low parasitic inductance of a decoupling capacitor for an available component
technology.
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Gate switching times of a few tens of picoseconds are common in modern high
performance ICs, creating high transient currents in the power distribution system.
At high frequencies, only those on-chip decoupling capacitors with a low ESR and
a low ESL can effectively maintain a low impedance power distribution system.
Placing a sufficiently large on-chip decoupling capacitor requires a die area many
times greater than the area of a typical circuit. Thus, while technically feasible, a
single-tier decoupling solution is prohibitively expensive. A large on-chip decou-
pling capacitor is therefore typically built as a series of small decoupling capacitors
connected in parallel. At high frequencies, a large on-chip decoupling capacitor
exhibits a distributed behavior. Only on-chip decoupling capacitors located in the
vicinity of the switching circuit can effectively provide the required charge to the
current load within the proper time. An efficient approach to this problem is to
hierarchically place multiple stages of decoupling capacitors, progressively smaller
and closer to the load.

Utilizing hierarchically placed decoupling capacitors produces a low impedance,
high frequency power distribution system realized in a cost effective way. The
capacitors are placed in several stages: on the board, package, and circuit die.
Arranging the decoupling capacitors in several stages eliminates the need to satisfy
both the high capacitance and low inductance requirements in the same decoupling
stage [30].

The hydraulic analogy of the hierarchical placement of decoupling capacitors is
shown in Fig. 11.13. Each decoupling capacitor is represented by a water tank. All
of the water tanks are connected to the main water pipe connected to the consumer
(current load). Water tanks at different stages are connected to the main pipe through
the local water pipes, modeling different interconnect levels. The goal of the water
supply system (power delivery network) is to provide uninterrupted water flow to
the consumer at the required rate (switching time). The amount of water released by
each water tank is proportional to the tank size. The rate at which the water tank is
capable of providing water is inversely proportional to the size of the water tank and
directly proportional to the distance from the consumer to the water tank.

A power supply is typically treated as an infinite amount of charge. Due to large
physical dimensions, the power supply cannot be placed close to the current load
(the consumer). The power supply therefore has a long response time. Unlike the
power supply, an on-chip decoupling capacitor can be placed sufficiently close to
the consumer. The response time of an on-chip decoupling capacitor is significantly
shorter as compared to the power supply. An on-chip decoupling capacitor is
therefore able to respond to the consumer demand in a much shorter period of time
but is capable of providing only a small amount of water (or charge). Allocating
decoupling capacitors with progressively decreasing magnitudes and closer to the
current load, an uninterrupted flow of charge can be provided to the consumer. In the
initial moment, charge is only supplied to the consumer by the on-chip decoupling
capacitor. As the on-chip decoupling capacitor is depleted, the package decoupling
capacitor is engaged. This process continues until the power supply is activated.
Finally, the power supply is turned on and provides the necessary charge with
relatively relaxed timing constraints. The voltage regulator, board, package, and
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Fig. 11.13 Hydraulic analogy of the hierarchical placement of decoupling capacitors. The decou-
pling capacitors are represented by the water tanks. The response time is proportional to the size
of the capacitor and inversely proportional to the distance from a capacitor to the consumer. The
on-chip decoupling capacitor has the shortest response time (located closest to the consumer), but
is capable of providing the least amount of charge

on-chip decoupling capacitors therefore serve as intermediate reservoirs of charge,
relaxing the timing constraints for the power delivery supply.

A hierarchy of decoupling capacitors is utilized in high performance power
distribution systems in order to extend the frequency region of the low impedance
characteristics to the maximum operating frequency f0. The impedance character-
istics of a power distribution system with board, package, and on-chip decoupling
capacitors (see Fig. 11.6) are illustrated in Fig. 11.14. By utilizing the hierarchical
placement of decoupling capacitors, the antiresonant spike is shifted outside the
range of operating frequencies (beyond f0). The overall impedance of a power
distribution system is also maintained below the target impedance over the entire
frequency range of interest (from DC to f0).

Fully Compensated System

A special case in the impedance of an RLC circuit formed by a decoupling capacitor
and the parasitic inductance of the P/G lines is achieved when the zeros of a tank
circuit impedance cancel the poles, making the impedance purely resistive and
independent of frequency,

RL D RC D R0 D
r

L

C
; (11.12)
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Fig. 11.14 Impedance of a power distribution system with board, package, and on-chip decou-
pling capacitances. The overall impedance is shown with a black line. The impedance of a power
distribution system with three levels of decoupling capacitors is maintained below the target
impedance (dashed line) over the frequency range of interest. The impedance characteristics of
the decoupling capacitors are shown by the thin solid lines

L

RL
D RCC; (11.13)

where RL and RC are, respectively, the parasitic resistance of the P/G lines and the
ESR of the decoupling capacitor. In this case, the impedance of the RLC tank is
fully compensated. Equations (11.12) and (11.13) are equivalent to two conditions,
i.e., the impedance at the lower frequencies is matched to the impedance at the high
frequencies and the time constants of the inductor and capacitor currents are also
matched. A constant, purely resistive impedance, characterizing a power distribution
system with decoupling capacitors, is achieved across the entire frequency range of
interest, if each decoupling stage is fully compensated [137, 234]. The resistance
and capacitance of the decoupling capacitors in a fully compensated system are
completely determined by the impedance characteristics of the power and ground
interconnect and the location of the decoupling capacitors.

The hierarchical placement of decoupling capacitors exploits the tradeoff
between the capacity and the parasitic inductance of a capacitor to achieve an
economically effective solution. The total decoupling capacitance of a hierarchical
scheme Ctotal D Cb C Cp C Cc is larger than the total decoupling capacitance of a
single-tier solution, where Cb, Cp, and Cc are, respectively, the board, package, and
on-chip decoupling capacitances. The primary advantage of utilizing a hierarchical
placement is that the inductive limit is imposed only on the final stage of decoupling
capacitors which constitutes a small fraction of the total required decoupling
capacitance. The constraints on the physical dimensions and parasitic impedance
of the capacitors in the remaining stages are therefore significantly reduced. As
a result, cost efficient electrolytic and ceramic capacitors can be used to provide
medium size and high capacity decoupling capacitors [30].
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11.3 Intrinsic vs Intentional On-Chip Decoupling
Capacitance

Several types of on-chip capacitances contribute to the overall on-chip decoupling
capacitance. The intrinsic decoupling capacitance is the inherent capacitance of the
transistors and interconnects that exists between the power and ground terminals.
The thin gate oxide capacitors placed on-chip to solely provide power decoupling
are henceforth referred to as an intentional decoupling capacitance. The intrinsic
decoupling capacitance is described in Sect. 11.3.1. The intentional decoupling
capacitance is reviewed in Sect. 11.3.2.

11.3.1 Intrinsic Decoupling Capacitance

An intrinsic decoupling capacitance (or symbiotic capacitance) is the parasitic
capacitance between the power and ground terminals within an on-chip circuit
structure. The intrinsic capacitance is comprised of three types of parasitic capaci-
tances [235].

One component of the intrinsic capacitance is the parasitic capacitance of the
interconnect lines. Three types of intrinsic interconnect capacitances are illustrated
in Fig. 11.15. The first type of interconnect capacitance is the capacitance Ci

1

between the signal line and the power/ground line. Capacitance Ci
2 is the capacitance

between signal lines at different voltage potentials. The third type of intrinsic
interconnect capacitance is the capacitance Ci

3 between the power and ground lines
(see Fig. 11.15).

Parasitic device capacitances, such as the drain junction capacitance and gate-to-
source capacitance, also contribute to the overall intrinsic decoupling capacitance
where the terminals of the capacitance are connected to power and ground. For
example, in the simple inverter circuit depicted in Fig. 11.16, if the input is one
(high) and the output is zero (low), the NMOS transistor is turned on, connecting Cp

from Vdd to Gnd, providing a decoupling capacitance to the other switching circuits,

Fig. 11.15 Intrinsic
decoupling capacitance of the
interconnect lines. Ci

1 denotes
the capacitance between the
signal line and the
power/ground line. Ci

2

denotes the capacitance
between signal lines. Ci

3

denotes the capacitance
between the power and
ground lines

Vdd

Gnd

i

C1
i

C2
iC3
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Fig. 11.16 Intrinsic
decoupling capacitance of
a non-switching circuit;
(a) inverter input is high,
(b) inverter input is low
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as illustrated in Fig. 11.16a. Alternatively, if the input is zero (low) and the output
is one (high), the PMOS transistor is turned on, connecting Cn from Gnd to Vdd,
providing a decoupling capacitance to the other switching circuits, as illustrated in
Fig. 11.16b.

Depending upon the total capacitance (Cp C Cn) and the switching factor SF, the
decoupling capacitance from the non-switching circuits is [236]

Ccircuit D P

V2
dd f

.1 � SF/

SF
; (11.14)

where P is the circuit power, Vdd is the power supply voltage, and f is the switching
frequency. The time constant for Ccircuit is determined by RPMOSCn or RNMOSCp and
usually varies in a 0.18 �m CMOS technology from about 50–250 ps [236].

The contribution of the transistor and interconnect capacitance to the overall
decoupling capacitance is difficult to determine precisely. The transistor terminals
as well as the signal lines can be connected either to power or ground, depending
upon the internal state of the digital circuit at a particular time. The transistor and
interconnect decoupling capacitance therefore depends on the input pattern and the
internal state of the circuit. The input vectors that produce the maximum intrinsic
decoupling capacitance in a digital circuit are described in [237].

Another source of intrinsic capacitance is the p-n junction capacitance of the
diffusion wells. The N-type wells, P-type wells, or wells of both types are implanted
into a silicon substrate to provide an appropriate body doping for the PMOS and
NMOS transistors. The N-type wells are ohmically connected to the power supply
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Fig. 11.17 N-well junction
intrinsic decoupling
capacitance. The capacitor
Cnw is formed by the
reverse-biased p-n junction
between the N-well and the
p-substrate
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while the P-type wells are connected to ground to provide a proper body bias for
the transistors. The N-well capacitor is the reverse-biased p-n junction capacitor
between the N-well and p-substrate, as shown in Fig. 11.17. The total on-chip
N-well decoupling capacitance Cnw is determined by the area, perimeter, and depth
of each N-well. Multiplying Cnw by the series and contact resistance in the N-well
and p-substrate, the time constant .Rp C Rn C Rcontact/Cnw for an N-well capacitor
is typically in the range of 250–500 ps in a 0.18 �m CMOS technology [236].
The parasitic capacitance of the wells usually dominates the intrinsic decoupling
capacitance of ICs fabricated in an epitaxial CMOS process [177, 238]. The overall
intrinsic on-chip decoupling capacitance consists of several components and is

Cintrinsic D Cinter C Cpn C Cwell C Cload C Cgs C Cgb; (11.15)

where Cinter is the interconnect capacitance, Cpn is the p-n junction capacitance, Cwell

is the capacitance of the well, Cload is the load capacitance, Cgs is the gate-to-source
(drain) capacitance, and Cgb is the gate-to-body capacitance.

Silicon-on-insulator (SOI) CMOS circuits lack diffusion wells and therefore do
not contribute to the intrinsic on-chip decoupling capacitance. A reliable estimate of
the contribution of the interconnect and transistors to the on-chip decoupling capaci-
tance is thus particularly important in SOI circuits. Several techniques for estimating
the intrinsic decoupling capacitance are presented in [140, 239]. The overall intrinsic
decoupling capacitance of an IC can also be determined experimentally. In [240],
the signal response of a power distribution system versus frequency is measured
with a vector network analyzer. An RLC model of the system is constructed
to match the observed response. The magnitude of the total on-chip decoupling
capacitance is determined from the frequency of the resonant peaks in the response
of the power system. Alternatively, the total on-chip decoupling capacitance can be
experimentally determined from the package-chip resonance, as described in [231].
The intentional decoupling capacitance placed on-chip during the design process
is known within the margins of the process variations. Subtracting the intentional
capacitance from the measured overall capacitance yields an estimate of the on-chip
intrinsic capacitance.
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Fig. 11.18 Banks of on-chip
decoupling capacitors (the
dark gray rectangles) placed
among circuit blocks (the
light gray rectangles)

11.3.2 Intentional Decoupling Capacitance

Intentional decoupling capacitance is often added to a circuit during the design
process to increase the overall on-chip decoupling capacitance to a satisfactory level.
The intentional decoupling capacitance is typically realized as a gate capacitance in
large MOS transistors placed on-chip specifically for this purpose. In systems with
mixed memory and logic, however, the intentional capacitance can also be realized
as a trench capacitance [241, 242].

Banks of MOS decoupling capacitors are typically placed among the on-chip
circuit blocks, as shown in Fig. 11.18. The space between the circuit blocks is often
referred to as “white” space, as this area is primarily used for global routing and
does not contain any active devices. Unless noted otherwise, the term “on-chip
decoupling capacitance” commonly refers to the intentional decoupling capacitance.
Using more than 20 % of the overall die area for intentional on-chip decoupling
capacitance is common in modern high speed integrated circuits [149, 243].

An MOS capacitor uses the thin oxide layer between the N-well and polysilicon
gate to provide the additional decoupling capacitance needed to mitigate the power
noise, as shown in Fig. 11.19. An optional fuse (or control gate) is typically provided
to disconnect the thin oxide capacitor from the rest of the circuit in the undesirable
situation of a short circuit due to process defects. As the size and shape of MOS
capacitors vary, the RnCox time constant typically ranges from 40 to 200 ps in a
0.18 �m CMOS process. Depending upon the switching speed of the circuit, typical
on-chip MOS decoupling capacitors are effective for RC time constants below
200 ps [236].

An MOS capacitor is formed by the gate electrode on one side of the oxide
layer and the source-drain inversion channel under the gate on the other side of the
oxide layer. The resistance of the channel dominates the ESR of the MOS capacitor.
Due to the resistance of the transistor channel, the MOS capacitor is modeled as
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Fig. 11.19 Thin oxide MOS
decoupling capacitor

N−well

Gnd

Control

p−substrate

n+ n+RnCox

Vdd

Fig. 11.20 Equivalent RC model of an MOS decoupling capacitor

a distributed RC circuit, as shown in Fig. 11.20. The impedance of the distributed
RC structure shown in Fig. 11.20 is frequency dependent, Z.!/ D R.!/ C 1

j!C.!/
.

Both the resistance R.!/ and capacitance C.!/ decrease with frequency. The low
frequency resistance of the MOS capacitor is approximately one twelfth of the
source-drain resistance of the MOS transistor in the linear region [244]. The low
frequency capacitance is the entire gate-to-channel capacitance of the transistor. At
high frequencies, the gate-to-channel capacitance midway between the drain and
source is shielded from the capacitor terminals by the resistance of the channel,
decreasing the effective capacitance of the MOS capacitor. The higher the channel
resistance per transistor width, the lower the frequency at which the capacitor
efficiency begins to decrease. Capacitors with a long channel (with a relatively high
channel resistance) are therefore less effective at high frequencies as compared to
short-channel capacitors. A higher series resistance of the on-chip MOS decoupling
capacitor, however, is beneficial in damping the resonance of a die-package RLC
tank circuit [244].

Long channel transistors, however, are more area efficient. In transistors with
a minimum length channel, the source and body contacts dominate the transistor
area, while the MOS capacitor stack occupies a relatively small fraction of the total
area. For longer channels, the area of the MOS capacitor increases while the area
overhead of the source/drain contacts remain constant, increasing the capacitance
per total area [30]. A tradeoff therefore exists between the area efficiency and the
ESR of the MOS decoupling capacitor. Transistors with a channel length 12 times
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greater than the minimum length are a good compromise [244]. In this case, the RC
time constant is smaller than the switching time of the logic gates, which typically
are composed of transistors with a minimum channel length, while the source and
drain contacts occupy a relatively small fraction of the total area.

11.4 Types of On-Chip Decoupling Capacitors

Multiple on-chip capacitors are utilized in ICs to satisfy various design require-
ments. Four types of widely utilized on-chip decoupling capacitors are the subject
of this section. Polysilicon-insulator-polysilicon (PIP) capacitors are presented in
Sect. 11.4.1. Three types of MOS decoupling capacitors, accumulation, depletion,
and inversion, are described in Sect. 11.4.2. Metal-insulator-metal (MIM) decou-
pling capacitors are reviewed in Sect. 11.4.3. In Sect. 11.4.4, lateral flux decoupling
capacitors are described. The design and performance characteristics of the different
on-chip decoupling capacitors are compared in Sect. 11.4.5.

11.4.1 Polysilicon-Insulator-Polysilicon (PIP) Capacitors

Both junction and MOS capacitors use diffusion for the lower electrodes. The
junction isolating the diffused electrode exhibits substantial parasitic capacitance,
limiting the voltage applied across the capacitor. These limitations are circumvented
in PIP capacitors, which employ two polysilicon electrodes in combination with
either an oxide or an oxide-nitride-oxide (ONO) dielectric [245], as illustrated
in Fig. 11.21. Since typical CMOS and BiCMOS processes incorporate multiple
polysilicon layers, PIP capacitors do not require any additional masking steps. The
gate polysilicon can serve as the lower electrode of the PIP capacitor, while the
resistor polysilicon (doped with a suitable implant) can form the upper electrode.
The upper electrode is typically doped with either an N-type source/drain (NSD)
or P-type source/drain (PSD) implant. The implant resulting in the lowest sheet
resistance is preferable, since heavier doping reduces the ESR and minimizes
voltage modulation due to polysilicon depletion [245].

PIP capacitors require additional process steps. Even if both of the electrodes
consist of existing depositions, the capacitor dielectric is unique to this structure and
consequently requires a process extension. The simplest way to form this dielectric
is to eliminate the interlevel oxide (ILO) deposition that normally separates the two
polysilicon layers and add a thin oxide layer on the lower polysilicon electrode.
With this technique, a capacitor can be built between the two polysilicon layers as
long as the second polysilicon layer is not used as an interconnection.

Silicon dioxide has a relatively low permittivity. A higher permittivity, and
therefore a higher capacitance per unit area, is achieved using a stacked ONO dielec-
tric (see Fig. 11.21b). Observe from Fig. 11.21 that the PIP capacitors normally
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Fig. 11.21 PIP oxide-nitride-oxide (ONO) capacitor. The entire capacitor is enclosed in an N-
type source/drain region, reducing the sheet resistance of the polysilicon layer; (a) layout, (b)
cross section

reside over the field oxide. The oxide steps should not intersect the structure, since
those steps cause surface irregularities in the lower capacitor electrode, resulting
in localized thinning of the dielectric, thereby concentrating the electric field. As
a result of the intersection, the breakdown voltage of the capacitor can be severely
compromised.

Selecting the dielectric material in a PIP capacitor, several additional issues
should be considered. Composite dielectrics experience hysteresis effects at high
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frequencies (above 10 MHz) due to the incomplete redistribution of static charge
along the oxide-nitride interface. Pure oxide dielectrics are used for PIP capacitors
to achieve a relatively constant capacitance over a wide frequency range. Oxide
dielectrics, however, typically have a lower capacitance per unit area. Low capaci-
tance dielectrics are also useful for improving matching among the small capacitors.

Voltage modulation of the PIP capacitors is relatively small, as long as both elec-
trodes are heavily doped. A PIP capacitor typically exhibits a voltage modulation
of 150 ppm/V [245]. The temperature coefficient of a PIP capacitor also depends on
voltage modulation effects and is typically less than 250 ppm/ıC [246].

11.4.2 MOS Capacitors

An MOS capacitor consists of a metal-oxide-semiconductor structure, as illustrated
in Fig. 11.22. A top metal contact is referred to as the gate, serving as one plate
of the capacitor. In digital CMOS ICs, the gate is often fabricated as a heavily
doped nC-polysilicon layer, behaving as a metal. A second metal layer forms an
ohmic contact to the back of the semiconductor and is called the bulk contact. The
semiconductor layer serves as the other plate of the capacitor. The bulk resistivity is
typically 1–10 � � cm (with a doping of 1015 cm�3).

The capacitance of an MOS capacitor depends upon the voltage applied to
the gate with respect to the body. The dependence of the capacitance upon the
voltage across an MOS capacitor (a capacitance versus voltage (CV) diagram) is
plotted in Fig. 11.23. Depending upon the gate-to-body potential Vgb, three regions
of operation are distinguished in the CV diagram of an MOS capacitor. In the
accumulation mode, mobile carriers of the same type as the body (holes for an
NMOS capacitor with a p-substrate) accumulate at the surface. In the depletion
mode, the surface is devoid of any mobile carriers, leaving only a space charge
(depletion layer). In the inversion mode, mobile carriers of the opposite type of the
body (electrons for an NMOS capacitor with a p-substrate) aggregate at the surface,
inverting the conductivity type. These three regimes are roughly separated by the

Fig. 11.22 The structure of
an n-type MOS capacitor

MetalDielectric

Body

p−substrate

Gate
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Fig. 11.23 Capacitance versus gate voltage (CV) diagram of an n-type MOS capacitor. The flat
band voltage Vfb separates the accumulation region from the depletion region. The threshold
voltage Vt separates the depletion region from the inversion region

two voltages (see Fig. 11.23). A flat band voltage Vfb separates the accumulation
regime from the depletion regime. The threshold voltage Vt demarcates the depletion
regime from the inversion regime. Based on the mode of operation, three types
of MOS decoupling capacitors exist and are described in the following three
subsections.

Accumulation

In MOS capacitors operating in accumulation, the applied gate voltage is lower than
the flat band voltage (Vgb < Vfb) and induces negative charge on the metal gate
and positive charge in the semiconductor. The hole concentration at the surface
is therefore above the bulk value, leading to surface accumulation. The charge
distribution in an MOS capacitor operating in accumulation is shown in Fig. 11.24.
The flat band voltage is the voltage at which there is no charge on the plates of
the capacitor (there is no electric field across the dielectric). The flat band voltage
depends upon the doping of the semiconductor and any residual charge existing
at the interface between the semiconductor and the insulator. In the accumulation
mode, the charge per unit area Qn at the semiconductor/oxide interface is a linear
function of the applied voltage Vgb. The oxide capacitance per unit area Cox is
determined by the slope of Qn, as illustrated in Fig. 11.25. The capacitance of an
MOS capacitor operating in accumulation achieves the maximum value and is

CMOSaccum D Cmax D A Cox D A
�ox

tox
; (11.16)

where A is the area of the gate electrode, �ox is the permittivity of the oxide, and tox

is the oxide thickness.
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Fig. 11.24 Charge distribution in an NMOS capacitor operating in accumulation (Vgb < Vfb)

Fig. 11.25 Accumulation
charge density as a function
of the applied gate voltage.
The capacitance per unit area
Cox is determined by the
slope of the line

VgbVfb

Cox

Qn

Depletion

In MOS capacitors operating in depletion, the applied gate voltage is brought above
the flat band voltage and below the threshold voltage (Vfb < Vgb < Vt). A positive
charge is therefore induced at the interface between the metal gate and the oxide.
A negative charge is induced at the oxide/semiconductor interface. This scenario is
accomplished by pushing all of the mobile positive carriers (holes) away, exposing
the fixed negative charge from the donors. Hence, the surface of the semiconductor
is depleted of mobile carriers, leaving behind a negative space charge. The charge
distribution in the MOS capacitor operating in depletion is illustrated in Fig. 11.26.

The resulting space charge behaves like a capacitor with an effective capacitance
per unit area Cd. The effective capacitance Cd depends upon the gate voltage Vgb

and is

Cd.Vgb/ D �Si

xd.Vgb/
; (11.17)

where �Si is the permittivity of the silicon and xd is the thickness of the depletion
layer (space charge). Observe from Fig. 11.26 that the oxide capacitance per unit
area Cox and depletion capacitance per unit area Cd are connected in series. The
capacitance of a MOS structure in the depletion region is therefore
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Fig. 11.26 Charge distribution in an NMOS capacitor operating in depletion (Vfb < Vgb < Vt).
Under this bias condition, all of the mobile positive carriers (holes) are pushed away, depleting the
surface of the semiconductor, resulting in a negative space charge with thickness xd

CMOSdeplet D A
Cox Cd

Cox C Cd
: (11.18)

Note that the thickness of the silicon depletion layer becomes wider as the gate volt-
age is increased, since more holes are pushed away, exposing more fixed negative
ionized dopants, leading to a thicker space charge layer. As a result, the capacitance
of the depleted silicon decreases, reducing the overall MOS capacitance.

Inversion

In MOS capacitors operating in inversion, the applied gate voltage is further
increased above the threshold voltage (Vt < Vgb). The conduction type of the
semiconductor surface is inverted (from p-type to n-type). The threshold voltage is
referred to as the voltage at which the conductivity type of the surface layer changes
from p-type to n-type (in the case of an NMOS capacitor). This phenomenon
is explained as follows. As the gate voltage is increased beyond the threshold
voltage, holes are pushed away from the Si/SiO2 interface, exposing the negative
charge. Note that the density of holes decreases exponentially from the surface
into the bulk. The number of holes decreases as the applied voltage increases. The
number of electrons at the surface therefore increases with applied gate voltage and
becomes the dominant type of carrier, inverting the surface conductivity. The charge
distribution of an MOS capacitor operating in inversion is depicted in Fig. 11.27.

Note that the depletion layer thickness reaches a maximum in the inversion
region. The total voltage drop across the semiconductor also reaches the maximum
value. Further increasing the gate voltage, the applied voltage drops primarily across
the oxide layer. If the gate voltage approaches the threshold voltage, the depleted
layer capacitance per unit area Cmin

d reaches a minimum [247]. In this case, the
overall MOS capacitance reaches the minimum value and is

CMOSinv D Cmin
MOS D A

Cox Cmin
d

Cox C Cmin
d

; (11.19)
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Fig. 11.27 Charge distribution of an NMOS capacitor operating in inversion (Vt < Vgb). Under
this bias condition, a negative charge is accumulated at the semiconductor surface, inverting the
conductivity of the semiconductor surface (from p-type to n-type)

where

Cmin
d D �Si

xmax
d

: (11.20)

Note that at low frequencies (quasi-static conditions), the generation rate of
holes (electrons) in the depleted silicon surface layer is sufficiently high. Electrons
are therefore swept to the Si/SiO2 interface, forming a sheet charge with a thin
layer of electrons. The inversion layer capacitance under quasi-static conditions
therefore reaches the maximum value. At high frequencies, however, the generation
rate is not sufficiently high, prohibiting the formation of the electron charge at the
Si/SiO2 interface. In this case, the thickness of the silicon depletion layer reaches
the maximum. Hence, the inversion layer capacitance reaches the minimum.

An MOS transistor operated as a capacitor has a substantial ESR, most of which
is associated with the lower electrode. This parasitic resistance can be reduced by
using a fairly short channel length (25 �m or less) [245]. If the source and drain
diffusions are omitted, the backgate contact is typically placed entirely around the
gate.

A layout and cross section of an MOS capacitor formed in a BiCMOS process
are illustrated in Fig. 11.28. Since the N-type source/drain layer follows the gate
oxide growth and polysilicon deposition, the lower plate should consist of some
other diffusion (typically deep-nC). Deep-nC has a higher sheet resistance than the
N-type source/drain layer (typically 100 �=�), resulting in a substantial parasitic
resistance of the lower plate. The heavily concentrated n-type doping thickens
the gate oxide by 10–30 % through dopant-enhanced oxidation, resulting in higher
working voltages but a lower capacitance per unit area. The deep-nC is often placed
inside the N-well to reduce the parasitic capacitance to the substrate. The N-well
can be omitted, however, if the larger parasitic capacitance and lower breakdown
voltage of the deep-nC/p-epi junction can be tolerated.

Regardless of how an MOS capacitor is constructed, the two capacitor elec-
trodes are never entirely interchangeable. The lower plate always consists of a
diffusion with substantial parasitic junction capacitance. This junction capacitance
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Fig. 11.28 Deep-nC MOS capacitor constructed in a BiCMOS process; (a) layout, (b) cross
section

is eliminated by connecting the lower plate of the capacitor to the substrate potential.
The upper plate of the MOS capacitor consists of a deposited electrode with a
relatively small parasitic capacitance. The lower plate of an MOS capacitor should
therefore be connected to the driven node (with the lower impedance). Swapping
the two electrodes of an MOS capacitor can load a high impedance node with a high
parasitic impedance, compromising circuit performance.

The major benefit of MOS capacitors is the natural compatibility with CMOS
technology. MOS capacitors also provide a high capacitance density [248], pro-
viding a cost effective on-chip decoupling capacitance. MOS capacitors result in
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relatively high matching: the gate oxide capacitance is typically controlled within
5 % error [246]. MOS capacitors, however, are non-linear devices that exhibit
strong voltage dependence (more than 100 ppm/V [249]) due to the variation of
both the dielectric constant and the depletion region thickness within each plate.
The performance of the MOS capacitors is limited at high frequencies due to the
large diffusion-to-substrate parasitic capacitance. As technology scales, the leakage
currents of MOS capacitors also increase substantially, increasing the total power
dissipation. High leakage current is the primary issue with MOS capacitors.

An MOS on-chip capacitance is typically realized as accumulation and inversion
capacitors. Note that capacitors operating in accumulation are more linear than
capacitors operating in inversion [250]. The MOS capacitance operating in accumu-
lation is almost independent of frequency. Moreover, MOS decoupling capacitors
operating in accumulation result in an approximately 15� reduction in leakage
current as compared to MOS decoupling capacitors operating in inversion [251].
MOS decoupling capacitors operating in accumulation should therefore be the
primary form of MOS decoupling capacitors in modern high performance ICs.

11.4.3 Metal-Insulator-Metal (MIM) Capacitors

A MIM capacitor consists of two metal layers (plates) separated by a deposited
dielectric layer. A cross section of a MIM capacitor is shown in Fig. 11.29. A thick
oxide layer is typically deposited on the substrate, reducing the parasitic capacitance
to the substrate. The parasitic substrate capacitance is also lowered by utilizing
the top metal layers as plates of a MIM capacitor. For instance, in comb MIM
capacitors [252], the parasitic capacitance to the substrate is less than 2 % of the
total capacitance.

Metal 2Metal 1

Dielectric

Substrate

Thick oxide

Fig. 11.29 Cross section of a MIM capacitor. A thick oxide (SiO2) layer is typically deposited on
the substrate to reduce the parasitic capacitance to the substrate
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Historically, MIM capacitors have been widely used in RF and mixed-signal ICs
due to the low leakage, high linearity, low process variations (high accuracy), and
low temperature variations [253–255] of MIM capacitors. Conventional circuits uti-
lize SiO2 as a dielectric deposited between two metal layers. Large MIM capacitors
therefore require significant circuit area, prohibiting the use of MIM capacitors
as decoupling capacitors in high complexity ICs. The capacitance density can be
increased by reducing the dielectric thickness and employing high-k dielectrics.
Reducing the dielectric thickness, however, results in a substantial increase in
leakage current which is highly undesirable.

MIM capacitors with a capacitance density comparable to MOS capacitors
(8–10 fF/�m2) have been fabricated using Al2O3 and AlTiOx dielectrics [256],
AlTaOx [257], and HfO2 dielectric using atomic layer deposition (ALD) [258]. A
higher capacitance density (13 fF/�m2) is achieved using laminate ALD HfO2 �
Al2O3 dielectrics [259, 260]. Laminate dielectrics also result in higher voltage
linearity and reliability. Recently, MIM capacitors with a capacitance density
approximately two times greater than the capacitance density of MOS capacitors
have been fabricated [261]. A capacitance density of 17 fF/�m2 is achieved using a
Nb2O5 dielectric with HfO2 � Al2O3 barriers.

Unlike MOS capacitors, MIM capacitors require high temperatures for thin
film deposition. Integrating MIM capacitors into a standard low temperature
(
400 ıC) back-end high complexity digital process is therefore a challenging
problem [262]. This problem can be overcome by utilizing MIM capacitors with
plasma enhanced chemical vapor deposition (PECVD) nitride dielectrics [263, 264].
Previously, MIM capacitors were unavailable in CMOS technology with copper
metallization. Recently, MIM capacitors have been successfully integrated into
CMOS and BiCMOS technologies with a copper dual damascene metallization
process [265–267]. In [268], a high density MIM capacitor with a low ESR using
a plug-in copper plate is described, making MIM capacitors highly efficient for use
as a decoupling capacitor.

MIM capacitors are widely utilized in RF and mixed-signal ICs due to low
voltage coefficients, good capacitor matching, precision control of capacitor values,
small parasitic capacitance, high reliability, and low defect densities [269]. MIM
capacitors also exhibit high linearity over a wide frequency range. Additionally,
a high capacitance density with lower leakage currents has recently been achieved,
making MIM capacitors the best candidate for decoupling power and ground lines in
modern high performance, high complexity ICs. For instance, for a MIM capacitor
with a dielectric thickness tox D 1 nm, a capacitance density of 34.5 fF/�m2 has
been achieved [270].

11.4.4 Lateral Flux Capacitors

The total capacitance per unit area can be increased by using more than one pair
of interconnect layers. Current technologies offer up to ten metal layers, increasing
the capacitance nine times through the use of a sandwich structure. The capacitance
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is further increased by exploiting the lateral flux between the adjacent metal lines
within a specific interconnect layer. In scaled technologies, the adjacent metal
spacing (on the same level) shrinks faster than the spacing between the metal layers
(on different layers), resulting in substantial lateral coupling.

A simplified structure of an interdigitated capacitor exploiting lateral flux is
shown in Fig. 11.30. The two terminals of the capacitor are shown in light pink and
dark pink. Note that the two plates built in the same metal layer alternate to better
exploit the lateral flux. Ordinary vertical flux can also be exploited by arranging the
segments of a different metal layer in a complementary pattern [271], as illustrated
in Fig. 11.31. Note that a higher capacitance density is achieved by using a lateral
flux together with a vertical flux (parallel plate structure).

An important advantage of using a lateral flux capacitor is reducing the bottom
plate parasitic capacitance as compared to an ordinary parallel plate structure. This
reduction is due to two reasons. First, the higher density of the lateral flux capacitor
results in a smaller area for a specific value of total capacitance. Second, some of

Fig. 11.30 A simplified
structure of an interdigitated
lateral flux capacitor (top
view). Two terminals of the
capacitor are shown in light
pink and dark pink

a

b

c

Fig. 11.31 Vertical flux versus lateral flux; (a) standard parallel plate structure, (b) structure
divided by two cross-connected metal layers, (c) structure divided by four cross-connected metal
layers
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Fig. 11.32 Reduction of the
bottom plate parasitic
capacitance through flux
stealing. Shades of pink
denote the two terminals of
the capacitor

Substrate

the field lines originating from one of the bottom plates terminate on the adjacent
plate rather than the substrate, further reducing the bottom plate capacitance, as
shown in Fig. 11.32. Such phenomenon is referred to as flux stealing. Thus, some
portion of the bottom plate parasitic capacitance is converted into a useful plate-
to-plate capacitance. Three types of enhanced lateral flux capacitors with a higher
capacitance density are described in the following three subsections.

Fractal Capacitors

Since the lateral capacitance is dependent upon the perimeter of the structure,
the maximum capacitance can be obtained with those geometries that maximize
the total perimeter. Fractals are therefore good candidates for use in lateral flux
capacitors. A fractal is a structure that encloses a finite area with an infinite
perimeter [272]. Although lithography limitations prevent fabrication of a real
fractal, quasi-fractal geometries with feature sizes limited by lithography have been
successfully fabricated in fractal capacitors [273]. It has been demonstrated that
in certain cases, the effective capacitance of fractal capacitors can be increased by
more than ten times.

The final shape of a fractal can be tailored to almost any form. The flexibility
arises from the characteristic that a wide variety of geometries exists, determined
by the fractal initiator and generator [272]. It is also possible to use different fractal
generators during each step. Fractal capacitors of any desired form can therefore be
constructed due to the flexibility in the shape of the layout. Note that the capacitance
per unit area of a fractal capacitor depends upon the fractal dimensions. Fractals with
large dimensions should therefore be used to improve the layout density [273].

In addition to the capacitance density, the quality factor Q is important in RF and
mixed-signal applications. In fractal capacitors, the degradation in quality factor
is minimal, since the fractal structure naturally limits the length of the thin metal
sections to a few micrometers, maintaining a reasonably small ESR. Hence, smaller
dimension fractals should be used to achieve a low ESR. Alternatively, a tradeoff
exists between the capacitance density and the ESR in fractal capacitors.
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Existing technologies typically provide tighter control over the lateral spacing
of the metal layers as compared to the vertical thickness of the oxide layers (both
from wafer to wafer and across the same wafer). Lateral flux capacitors shift the
burden of matching from the oxide thickness to the lithography. The matching
characteristics are therefore greatly improved in lateral flux capacitors. Furthermore,
the pseudo-random nature of the lateral flux capacitors compensate for the effects
of nonuniformity in the etching process.

Comparing fractal and conventional interdigitated capacitors, note the inherent
parasitic inductance of an interdigitated capacitor. Most fractal geometries random-
ize the direction of the current flow, reducing the ESL. In an interdigitated capacitor,
however, the current flows in the same direction for all of the parallel lines. Also in
fractal structures, the electric field concentrates around the sharp edges, increasing
the effective capacitance density (about 15 %) [273]. Nevertheless, due to simplicity,
interdigitated capacitors are widely used in ICs.

Woven Capacitors

A woven structure is also utilized to achieve high capacitance density. A woven
capacitor is depicted in Fig. 11.33. Two orthogonal metal layers are used to construct
the plates of the capacitor. Vias connect the metal lines of a specific capacitor plate
at the overlap sites. Note that in a woven structure, the current in the adjacent
lines flows in the opposite direction. The woven capacitor has therefore much less
inherent parasitic inductance as compared to an interdigitated capacitor [202, 274].
In addition, the ESR of a woven capacitor contributed by vias is smaller than the
ESR of an interdigitated capacitor. A woven capacitor, however, results in a smaller
capacitance density as compared to an interdigitated capacitor with the same metal
pitch due to the smaller vertical capacitance.

Fig. 11.33 Woven capacitor.
The two terminals of the
capacitor are shown in light
pink and brown. The vias are
illustrated by the black
colored squares
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Vertical Parallel Plate (VPP) Capacitors

Another way to utilize a number of metal layers in modern CMOS technologies
is to construct conductive vertical plates out of vias in combination with the
interconnect metal. Such a capacitor is referred to as a vertical parallel plate (VPP)
capacitor [275]. A VPP capacitor consists of metal slabs connected vertically using
multiple vias between the vertical plates. This structure fully exploits lateral scaling
trends as compared to fractal structures [274].

11.4.5 Comparison of On-Chip Decoupling Capacitors

On-chip decoupling capacitors can be designed in ICs in a number of ways. The
primary characteristics of four common types of on-chip decoupling capacitors,
discussed in Sects. 11.4.1, 11.4.2, 11.4.3 and 11.4.4, are listed in Table 11.1. Note
that typical MIM capacitors provide a lower capacitance density (1–10 fF/�m2) than
MOS capacitors. Recently, a higher capacitance density (13 fF/�m2) of MIM capac-
itors has been achieved using laminate ALD HfO2–Al2O3 dielectrics [259, 260].
A capacitance density of 34.5 fF/�m2 has been reported in [270] for a MIM
capacitor with a dielectric thickness of 1 nm.

Note that the quality factor of the MOS and lateral flux capacitors is limited by
the channel resistance and the resistance of the multiple vias. Decoupling capacitors
with a low quality factor produce wider antiresonant spikes with a significantly
reduced magnitude [276]. It is therefore highly desirable to limit the quality factor of
the on-chip decoupling capacitors. Note that in the case of a low ESR (high quality
factor), an additional series resistance should be provided, lowering the magnitude
of the antiresonant spike. This additional resistance, however, is limited by the target
impedance of the power distribution system [28].

Table 11.1 Four common types of on-chip decoupling capacitors in a 90 nm CMOS
technology

Lateral
PIP MOS MIM flux

Feature capacitor capacitor capacitor capacitor

Capacitance
density (fF/�m2) 1–5 10–20 1–30 10–20

Bottom plate
capacitance (%) 5–10 20–30 2–5 1–5

Linearity (ppm/V) 50–150 300–500 10–50 50–100

Quality factor 5–15 1–10 50–150 10–50

Parasitic resistance (m�) 500–2000 1000–10,000 50–250 100–500

Leakage current (A/cm2) 10�10–10�9 10�2–10�1 10�9–10�8 10�10–10�9

Temperature
dependence (ppm/ıC) 150–250 300–500 50–100 50–100

Process complexity Extra steps Standard Standard Standard
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The parasitic resistance is another important characteristic of on-chip decoupling
capacitors. The parasitic resistance characterizes the efficiency of a decoupling
capacitor. Alternatively, both the amount of charge released by the decoupling
capacitor and the rate with which the charge is restored on the decoupling capacitor
are primarily determined by the parasitic resistance [277]. The parasitic resistance
of PIP capacitors is mainly determined by the resistive polysilicon layer. MIM
capacitors exhibit the lowest parasitic resistance due to the highly conductive metal
layers used as the plates of the capacitor. The increased parasitic resistance of the
lateral flux capacitors is due to the multiple resistive vias, connecting metal plates
at different layers [274]. In MOS capacitors, both the channel resistance and the
resistance of the metal plates contribute to the parasitic resistance. The performance
of MOS capacitors is therefore limited by the high parasitic resistance.

Observe from Table 11.1 that MOS capacitors result in prohibitively large
leakage currents. As technology scales, the leakage power is expected to become
the major component of the total power dissipation. Thick oxide MOS decoupling
capacitors are often used to reduce the leakage power. Thick oxide capacitors,
however, require a larger die area for the same capacity as a thinner oxide capac-
itance. Note that the leakage current in MOS capacitors increases exponentially
with temperature, further exacerbating the problem of heat removal. Also note that
leakage current is reduced in MIM capacitors as compared to MOS capacitors by
about seven orders of magnitude. The leakage current of MIM capacitors is also
fairly temperature independent, increasing twofold as the temperature rises from
25 ıC to 125 ıC [265].

Note that PIP capacitors typically require additional process steps, adding extra
cost. From the information listed in Table 11.1, MIM capacitors and stacked lateral
flux capacitors (fractal, VPP, and woven) are the best candidates for decoupling the
power and ground lines in modern high performance, high complexity ICs.

11.5 On-Chip Switching Voltage Regulator

The efficiency of on-chip decoupling capacitors can be enhanced by an on-chip
switching voltage regulator [278]. The decoupling capacitors reduce the impedance
of the power distribution system by serving as an energy source when the power
voltage decreases, as discussed in previous sections. The smaller the power voltage
variation, the smaller the energy transferred from a decoupling capacitor to the load.

Consider a group of N decoupling capacitors C placed on a die. Where connected
in parallel between the power and ground network, the capacitors behave as a single
capacitor NC. As the power supply level decreases from the nominal level Vdd to a
target minimum Vdd � ıV , the non-switching decoupling capacitors release only a
small fraction k of the stored charge into the network,

ıQ

Q0

D NCVdd � NC.Vdd � ıV/

NCVdd
D ıV

Vdd
� k: (11.21)
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Fig. 11.34 Switching decoupling capacitors from a parallel to a series connection. (a) Parallel
connection. (b) Series connection

A correspondingly small fraction of the total energy E stored in the capacitors is
transferred to the load,

ıE

E0

D V2
dd � .Vdd � ıV/2

V2
dd

� 2ıV

Vdd
D 2k: (11.22)

Switching the on-chip capacitors can increase the charge (and energy) transferred
from the capacitors to the load as the power voltage decreases below the nominal
voltage level [278]. Rather than a fixed connection in parallel as in the traditional
non-switching case, the connection of capacitors to the power and ground networks
can be changed from parallel to series using switches, as shown in Fig. 11.34 for
the case of two capacitors. When the rate of variation in the power supply voltage is
relatively small, the capacitors are connected in parallel, as shown in Fig. 11.34a,
and charged to Vdd. When the instantaneous power supply variation exceeds a
certain threshold, the capacitors are reconnected in series, as shown in Fig. 11.34b,
transforming the circuit into a capacitor of C=N capacity carrying a charge of CVdd.
In this configuration, the circuit can release

ıQsw D CVdd

�
1 � 1 � k

N

�
(11.23)

amount of charge before the drop in the voltage supply level exceeds the noise
margin ıV D kVdd. This amount of charge is greater than the charge released
in the non-switching case, as determined by (11.21), if k < 1

NC1
. The effective

charge storage capacity of the on-chip decoupling capacitors is thereby enhanced.
The area of the on-chip capacitors required to lower the peak resonant impedance
of the power network to a satisfactory level is decreased.

This technique is employed in the UltraSPARC III microprocessor, as described
by Ang, Salem, and Taylor [278]. In addition to the 176 nF of non-switched on-chip
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decoupling capacitance, 134 nF of switched on-chip capacitance is placed on the
die. The switched capacitance occupies 20 mm2 of die area and is distributed
in the form of 99 switching regulator blocks throughout the die to maintain a
uniform power supply voltage. The switching circuitry is designed to minimize
the short-circuit current when the capacitor is switching. Feedback loop control
circuitry ensures stable behavior of the switching capacitors. The switching circuitry
occupies 0.4 mm2, a small fraction of the overall regulator area. The regulator
blocks are connected directly to the global power distribution grid. In terms of the
frequency domain characteristics, the switching regulator lowers the magnitude of
the die-package resonance impedance. The switched decoupling capacitors decrease
the on-chip power noise by roughly a factor of 2 and increase the operating
frequency of the circuit by approximately 20 %.

11.6 Summary

A brief overview of decoupling capacitors has been presented in this chapter. The
primary characteristics of decoupling capacitors can be summarized as follows.

• A decoupling capacitor serves as an intermediate and temporary storage of
charge and energy located between the power supply and current load, which
is electrically closer to the switching circuit

• To be effective, a decoupling capacitor should have a high capacity to store a
sufficient amount of energy and be able to release and accumulate energy at a
sufficient rate

• In order to ensure correct and reliable operation of an IC, the impedance of the
power distribution system should be maintained below the target impedance in
the frequency range from DC to the maximum operating frequency

• The high frequency impedance is effectively reduced by placing decoupling
capacitors across the power and ground interconnects, permitting the current to
bypass the inductive interconnect

• A decoupling capacitor has an inherent parasitic resistance and inductance and
therefore can only be effective within a certain frequency range

• Several stages of decoupling capacitors are typically utilized to maintain the
output impedance of a power distribution system below a target impedance

• Antiresonances are effectively managed by utilizing decoupling capacitors with
low ESL and by placing a large number of decoupling capacitors with progres-
sively decreasing magnitude, shifting the antiresonant spike to a higher frequency

• MIM capacitors and stacked lateral flux capacitors (fractal, VPP, and woven)
are preferable candidates for decoupling power and ground lines in modern high
speed, high complexity ICs



Chapter 12
Effective Radii of On-Chip Decoupling
Capacitors

Decoupling capacitors are widely used to manage power supply noise. A decoupling
capacitor acts as a reservoir of charge, which is released when the power supply
voltage at a particular current load drops below some tolerable level. Alternatively,
decoupling capacitors are an effective way to reduce the impedance of power
delivery systems operating at high frequencies [29]. Since the inductance scales
slowly [129], the location of the decoupling capacitors significantly affects the
design of the P/G network in high performance ICs such as microprocessors. With
increasing frequencies, a distributed hierarchical system of decoupling capacitors
placed on-chip is needed to effectively manage power supply noise [279].

The efficacy of decoupling capacitors depends upon the impedance of the
conductors connecting the capacitors to the current loads and power sources. During
discharge, the current flowing from the decoupling capacitor to the current load
results in resistive noise (IR drops) and inductive noise (L dI=dt drops) due to the
parasitic resistances and inductances of the power delivery network. The resulting
voltage drop at the current load is therefore always greater than the voltage drop
at the decoupling capacitor. Thus, a maximum parasitic impedance between the
decoupling capacitor and the current load exists at which the decoupling capacitor
is effective. Alternatively, to be effective, a decoupling capacitor should be placed
close to a current load during discharge (within the maximum effective distance
dmax

Z ), as shown in Fig. 12.1.
Once the switching event is completed, a decoupling capacitor has to be fully

charged before the next clock cycle begins. During the charging phase, the voltage
across the decoupling capacitor rises exponentially. The charge time of a capacitor
is determined by the parasitic resistance and inductance of the interconnect between
the capacitor and the power supply. A design space for a tolerable interconnect
resistance and inductance exists, permitting the charge on the decoupling capacitor
to be restored within a target charge time. The maximum frequency at which
the decoupling capacitor is effective is determined by the parasitic resistance and
inductance of the metal lines and the size of the decoupling capacitor. A maximum
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Fig. 12.1 Placement of an on-chip decoupling capacitor based on the maximum effective distance.
To be effective, a decoupling capacitor should be placed close to the current load during
discharge. During the charging phase, however, the decoupling capacitor should be placed close
to the power supply to efficiently restore the charge on the capacitor. The specific location of
a decoupling capacitor should therefore be determined to simultaneously satisfy the maximum
effective distances dmax

Z during discharge and dmax
ch during charging

effective distance based on the charge time, therefore, exists for each on-chip
decoupling capacitor. Beyond this effective distance, the decoupling capacitor is
ineffective. Alternatively, to be effective, an on-chip decoupling capacitor should
be placed close to a power supply during the charging phase (within the maximum
effective distance dmax

ch , see Fig. 12.1). The relative location of the on-chip decou-
pling capacitors is therefore of fundamental importance. A design methodology is
therefore required to determine the location of an on-chip decoupling capacitor,
simultaneously satisfying the maximum effective distances, dmax

Z and dmax
ch . This

location is characterized by the effective radii of the on-chip decoupling capacitors
and is the primary subject of this chapter. A design methodology to estimate the
minimum required on-chip decoupling capacitance is also presented.

This chapter is organized as follows. Existing work on placing on-chip decou-
pling capacitors is reviewed in Sect. 12.1. The effective radius of an on-chip decou-
pling capacitor as determined by the target impedance is presented in Sect. 12.2.
Design techniques to estimate the minimum magnitude of the required on-chip
decoupling capacitance are discussed in Sect. 12.3. The effective radius of an on-
chip decoupling capacitor based on the charge time is determined in Sect. 12.4.
A design methodology for placing on-chip decoupling capacitors based on the
maximum effective radii is presented in Sect. 12.5. A model of an on-chip power
distribution network is developed in Sect. 12.6. Simulation results for typical
values of on-chip parasitic resistances and inductances are presented in Sect. 12.7.
Some circuit design implications are discussed in Sect. 12.8. Finally, some specific
conclusions are summarized in Sect. 12.9.
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12.1 Background

Decoupling capacitors have traditionally been allocated on a circuit board to control
the impedance of a power distribution system and suppress EMI. Decoupling
capacitors are also employed to provide the required charge to the switching
circuits, enhancing signal integrity. Since the parasitic impedance of a circuit board-
based power distribution system is negligible at low frequencies, board decoupling
capacitors are typically modeled as ideal capacitors without parasitic impedances.
In an important early work by Smith [280], the effect of a decoupling capacitor on
the signal integrity in circuit board-based power distribution systems is presented.
The efficacy of the decoupling capacitors is analyzed in both the time and frequency
domains. Design criteria have been developed, however, which significantly overes-
timate the required decoupling capacitance. A hierarchical placement of decoupling
capacitors has been presented by Smith et al. in [136]. The authors of [136] show
that each decoupling capacitor is effective only within a narrow frequency range.
Larger decoupling capacitors have a greater form factor (physical dimensions),
resulting in higher parasitic impedances [229]. The concept of an effective series
resistance and an effective series inductance of each decoupling capacitor is also
described. The authors show that by hierarchically placing the decoupling capacitors
from the voltage regulator module level to the package level, the impedance of the
overall power distribution system can be maintained below a target impedance.

As the signal frequency increases to several megahertz, the parasitic imped-
ance of the circuit board decoupling capacitors becomes greater than the target
impedance. The circuit board decoupling capacitors therefore become less effective
at frequencies above 10–20 MHz. Package decoupling capacitors should therefore
be utilized in the frequency range from several megahertz to several hundred
megahertz [136]. In modern high performance ICs operating at several gigahertz,
only those decoupling capacitors placed on-chip are effective at these frequencies.

The optimal placement of on-chip decoupling capacitors has been discussed
in [281]. The power noise is analyzed assuming an RLC network model, rep-
resenting a multi-layer power bus structure. The current load is modeled by
time-varying resistors. The on-chip decoupling capacitors are allocated to only those
areas where the power noise is greater than the maximum tolerable level. Ideal
on-chip decoupling capacitors are assumed in the algorithm described in [281].
The resulting budget of on-chip decoupling capacitance is therefore significantly
overestimated. Another technique for placing on-chip decoupling capacitors has
been described in [282]. The decoupling capacitors are placed based on activity sig-
natures determined from microarchitectural simulations. This technique produces
a 30 % decrease in the maximum noise level as compared to uniformly placing
the on-chip decoupling capacitors. This methodology results in overestimating the
capacitance budget due to the use of a simplified criterion for sizing the on-chip
decoupling capacitors. Also, since the package level power distribution system is
modeled as a single lumped resistance and inductance, the overall power supply
noise is greatly underestimated.
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An algorithm for automatically placing and sizing on-chip decoupling capacitors
in application-specific integrated circuits is described in [283]. The problem is for-
mulated as a nonlinear optimization and solved using a sensitivity-based quadratic
programming solver. The algorithm is limited to on-chip decoupling capacitors
placed in rows of standard cells (in one dimension). The power distribution network
is modeled as a resistive mesh, significantly underestimating the power distribution
noise. In [284], the problem of on-chip decoupling capacitor allocation is evalu-
ated. This technique is integrated into a power supply noise-aware floorplanning
methodology. Only the closest power supply pins are considered to provide the
switching current drawn by the load. Additionally, only the shortest and second
shortest paths are considered between a decoupling capacitor and the current load.
It is assumed that the current load is located at the center of a specific circuit block.
The technique does not consider the degradation in effectiveness of an on-chip
decoupling capacitor located at some distance from the current load. Moreover, only
the discharge phase is considered. To be effective, a decoupling capacitor should be
fully charged before the following switching cycle. Otherwise, the charge on the
decoupling capacitor will be gradually depleted, making the capacitor ineffective.
The methodology described in [284] therefore results in underestimating the power
supply noise and overestimating the required on-chip decoupling capacitance.

The problem of on-chip decoupling capacitor allocation has historically been
considered as two independent tasks. The location of an on-chip decoupling
capacitor is initially determined. The decoupling capacitor is next appropriately
sized to provide the required charge to the current load. As discussed in [277],
the size of the on-chip decoupling capacitors is determined by the impedance
(essentially, the physical separation) between a decoupling capacitor and the current
load (or power supply).

Proper sizing and placement of the on-chip decoupling capacitors however
should be determined simultaneously. As shown in this chapter, on-chip decoupling
capacitors are only effective in close vicinity to the switching circuit. The maximum
effective distance for both the discharge and charging phase is determined. It is also
shown that the on-chip decoupling capacitors should be placed both close to the
current load to provide the required charge and to the power supply to be fully
recharged before the next switching event. A design methodology for placing and
sizing on-chip decoupling capacitors based on a maximum effective distance as
determined by the target impedance and charge time is presented in this chapter.

12.2 Effective Radius of On-Chip Decoupling Capacitor
Based on Target Impedance

Neglecting the parasitic capacitance [285], the impedance of a unit length wire
is Z0.!/ D r C j!l, where r and l are the resistance and inductance per length,
respectively, and ! is an effective frequency, as determined by the rise time of the
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current load. The inductance l is the effective inductance per unit length of the power
distribution grid, incorporating both the partial self-inductance and mutual coupling
among the lines [73]. The target impedance of the metal line of a particular length
is therefore

Z.!/ D Z0.!/ � d; (12.1)

where Z0.!/ is the impedance of a unit length metal line, and d is the distance
between the decoupling capacitor and the current load. Substituting the expression
for the target impedance Ztarget presented in [28] into (12.1), the maximum effective
radius dmax

Z between the decoupling capacitor and the current load is

dmax
Z D Ztarget

Z0.!/
D Vdd � Ripple

I � p
r2 C !2l2

; (12.2)

where
p

r2 C !2l2 denotes the magnitude of the impedance of a unit length wire,
Ztarget is the maximum impedance of a power distribution system, resulting in a
power noise lower than the maximum tolerable level, and Ripple is the maximum
tolerable power noise (the ratio of the magnitude of the maximum tolerable voltage
drop to the power supply level). Note that the maximum effective radius as
determined by the target impedance is inversely proportional to the magnitude of
the current load and the impedance of a unit length line. Also note that the per
length resistance r and inductance l account for the ESR and ESL of an on-chip
decoupling capacitor. The maximum effective radius as determined by the target
impedance decreases rapidly with each technology generation (a factor of 1.4, on
average, per computer generation), as shown in Fig. 12.2 [286]. Also note that in
a meshed structure, multiple paths between any two points are added in parallel.
The maximum effective distance corresponding to Ztarget is, therefore, larger than
the maximum effective distance of a single line, as discussed in Sect. 12.7. The
maximum effective radius is defined in this chapter as follows.

Definition 1. The effective radius of an on-chip decoupling capacitor is the maxi-
mum distance between the current load (power supply) and the decoupling capacitor
for which the capacitor is capable of providing sufficient charge to the current load,
while maintaining the overall power distribution noise below a tolerable level.

12.3 Estimation of Required On-Chip Decoupling
Capacitance

Once the specific location of an on-chip decoupling capacitor is determined as
described in Sect. 12.2, the minimum required magnitude of the on-chip decoupling
capacitance should be determined, satisfying the expected current demands. Design
expressions for determining the required magnitude of the on-chip decoupling
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Fig. 12.2 Projection of the maximum effective radius as determined by the target impedance dmax
Z

for future technology generations: Imax D 10 mA, Vdd D 1 V, and Ripple D 0:1. Global on-chip
interconnects are assumed, modeling the highly optimistic scenario. The maximum effective radius
as determined by the target impedance is expected to decrease at an alarming rate (a factor of 1.4
on average per computer generation)

capacitors based on the dominant power noise are presented in this section.
A conventional approach with dominant resistive noise is described in Sect. 12.3.1.
Techniques for determining the magnitude of on-chip decoupling capacitors in the
case of dominant inductive noise are developed in Sect. 12.3.2. The critical length
of the P/G paths connecting the decoupling capacitor to the current load is presented
in Sect. 12.3.3.

12.3.1 Dominant Resistive Noise

To estimate the on-chip decoupling capacitance required to support a specific local
current demand, the current load is modeled as a triangular current source. The
magnitude of the current source increases linearly, reaching the maximum current
Imax at peak time tp. The magnitude of the current source decays linearly, becoming
zero at tf , as shown in Fig. 12.3. The on-chip power distribution network is modeled
as a series RL circuit. To qualitatively illustrate the methodology for placing on-chip
decoupling capacitors based on the maximum effective radii, a single decoupling
capacitor with a single current load is assumed to mitigate the voltage fluctuations
across the P/G terminals.

The total charge Qdis required to satisfy the current demand during a switching
event is modeled as the sum of the area of two triangles (see Fig. 12.3). Since the
required charge is provided by an on-chip decoupling capacitor, the voltage across
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Fig. 12.3 Linear approximation of the current demand of a power distribution network by a
current source. The magnitude of the current source reaches the maximum current Imax at peak
time tp. Transition times tr and tf denote, respectively, the rise and fall time of the current load

the capacitor during discharge drops below the initial power supply voltage. The
required charge during the entire switching event is thus1

Qf
dis D Imax � .tr C tf /

2
D Cdec � .Vdd � Vf

C/; (12.3)

where Imax is the maximum magnitude of the current load of a specific circuit block
for which the decoupling capacitor is allocated, tr and tf are the rise and fall time,
respectively, Cdec is the decoupling capacitance, Vdd is the power supply voltage, and
Vf

C is the voltage across the decoupling capacitor after the switching event. Note that
since there is no current after switching, the voltage at the current load is equal to
the voltage across the decoupling capacitor.

The voltage fluctuations across the P/G terminals of a power delivery system
should not exceed the maximum level (usually 10 % of the power supply volt-
age [153]) to guarantee fault-free operation. Thus,

Vf
C � Vf

load � 0:9 Vdd: (12.4)

Substituting (12.4) into (12.3) and solving for Cdec, the minimum on-chip decou-
pling capacitance required to support the current demand during a switching event is

Cf
dec � Imax � .tr C tf /

0:2 Vdd
; (12.5)

where Cf
dec is the decoupling capacitance required to support the current demand

during the entire switching event.

1In the general case with an a priori determined current profile, the required charge can be estimated
as the integral of Iload.t/ from 0 to tf .
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12.3.2 Dominant Inductive Noise

Note that (12.5) is applicable only to the case where the voltage drop at the end of the
switching event is larger than the voltage drop at the peak time tp (IR � L dI=dt).
Alternatively, the minimum voltage at the load is determined by the resistive drop
and the parasitic inductance can be neglected. This phenomenon can be explained
as follows. The voltage drop as seen at the current load is caused by current flowing
through the parasitic resistance and inductance of the on-chip power distribution
system. The resulting voltage fluctuations are the sum of the ohmic IR voltage drop,
inductive L dI=dt voltage drop, and the voltage drop across the decoupling capacitor
at tp. A critical parasitic RL impedance, therefore, exists for any given set of rise and
fall times. Beyond this critical impedance, the voltage drop at the load is primarily
caused by the inductive noise (L dI=dt � IR), as shown in Fig. 12.4. The decoupling
capacitor should therefore be increased in the case of dominant inductive noise to
reduce the voltage drop across the capacitor during the rise time Vr

C, lowering the
magnitude of the power noise.

The charge Qr
dis required to support the current demand during the rise time

of the current load is equal to the area of the triangle formed by Imax and tr. The
required charge is provided by the on-chip decoupling capacitor. The voltage across
the decoupling capacitor drops below the power supply level by �Vr

C. The required
charge during tr is2

Qr
dis D Imax � tr

2
D Cdec � �Vr

C; (12.6)

where Qr
dis is the charge drawn by the current load during tr and �Vr

C is the voltage
drop across the decoupling capacitor at tp. From (12.6),

�Vr
C D Imax � tr

2 Cdec
: (12.7)

By time tp, the voltage drop as seen from the current load is the sum of the ohmic
IR drop, the inductive L dI=dt drop, and the voltage drop across the decoupling
capacitor. Alternatively, the power noise is further increased by the voltage drop
�Vr

C. In this case, the voltage at the current load is

Vr
load D Vdd � I � R � L

dI

dt
� �Vr

C; (12.8)

where R and L are, respectively, the parasitic resistance and inductance of the P/G
lines. Linearly approximating the current load, dI is assumed equal to Imax and dt
to tr . Note that the last term in (12.8) accounts for the voltage drop �Vr

C across the
decoupling capacitor during the rise time of the current at the load.

2In the general case with a given current profile, the required charge can be estimated as the integral
of Iload.t/ from 0 to tr.
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Fig. 12.4 Power distribution noise during discharge of an on-chip decoupling capacitor: Imax D
100 mA, Vdd D 1 V, tr D 20 ps, tf D 80 ps, R D 100 m�, L D 15 pH, and Cdec D 50 pF; (a)
voltage across the terminals of the current load, (b) voltage across the decoupling capacitor, (c)
current load modeled as a triangular current source. For these parameters, the parasitic impedance
of the metal lines connecting the decoupling capacitor to the current load is larger than the critical
impedance. The inductive noise therefore dominates the resistive noise and (12.5) underestimates
the required decoupling capacitance. The resulting voltage drop on the power terminal of a current
load is therefore larger than the maximum tolerable noise

Assuming that Vr
load � 0:9 Vdd, substituting (12.7) into (12.8), and solving for

Cdec, the minimum on-chip decoupling capacitance to support the current demand
during tr is
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Cr
dec � Imax � tr

2
�
0:1 Vdd � I � R � L dI

dt

	 : (12.9)

Note that if L dI=dt � IR, Cdec is excessively large. The voltage drop at the end of
the switching event is hence always smaller than the maximum tolerable noise.

Also note that, as opposed to (12.5), (12.9) depends upon the parasitic impedance
of the on-chip power distribution system. Alternatively, in the case of the dominant
inductive noise, the required charge released by the decoupling capacitor is deter-
mined by the parasitic resistance and inductance of the P/G lines connecting the
decoupling capacitor to the current load.

12.3.3 Critical Line Length

Assuming the impedance of a single line, the critical line length dcrit can be
determined by setting Cr

dec equal to Cf
dec,

Imax � tr�
0:1 Vdd � I r dcrit � l dcrit

dI
dt

	 D Imax � .tr C tf /

0:1 Vdd
: (12.10)

Solving (12.10) for dcrit,

dcrit D
0:1 Vdd

�
1 � tr

tr C tf

�

I r C l
dI

dt

: (12.11)

For a single line connecting a current load to a decoupling capacitor, the minimum
required on-chip decoupling capacitor is determined by (12.5) for lines shorter
than dcrit and by (12.9) for lines longer than dcrit, as illustrated in Fig. 12.5. Note
that for a line length equal to dcrit, (12.5) and (12.9) result in the same required
capacitance. Also note that the maximum length of a single line is determined by
(12.2). A closed-form solution for the critical line length has not been developed for
the case of multiple current paths existing between the current load and a decoupling
capacitor. In this case, the impedance of the power grid connecting a decoupling
capacitor to a current load is extracted and compared to the critical impedance.
Either (12.5) or (12.9) is utilized to estimate the required on-chip decoupling
capacitance.

The dependence of the critical line length dcrit on the rise time tr of the current
load as determined by (12.11) is depicted in Fig. 12.6. From Fig. 12.6, the critical
line length decreases sublinearly with shorter rise times. Hence, the critical line
length will decrease in future nanometer technologies as transition times become
shorter, significantly increasing the required on-chip decoupling capacitance. Also
note that dcrit is determined by tr

tf
, increasing with larger fall times.
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Fig. 12.5 Critical line length of an interconnect between a decoupling capacitor and a current load.
The minimum required on-chip decoupling capacitance is determined by (12.5) for lines shorter
than dcrit and by (12.9) for lines longer than dcrit . The decoupling capacitor is ineffective beyond
the maximum effective radius as determined by the target impedance dmax
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Fig. 12.6 Dependence of the critical line length dcrit on the rise time of the current load: Imax D
0:1 A, Vdd D 1 V, r D 0:007 �=�m, and l D 0:5 pH=�m. Note that dcrit is determined by tr

tf
,

increasing with larger tf . The critical line length will shrink in future nanometer technologies as
transition times become shorter

Observe in Fig. 12.5 that the design space for determining the required on-chip
decoupling capacitance is broken into two regions by the critical line length. The
design space for determining the required on-chip decoupling capacitance (Cr

dec and
Cf

dec) is depicted in Fig. 12.7. For the example parameters shown in Fig. 12.7, the
critical line length is 125 �m. Note that the required on-chip decoupling capacitance
Cr

dec depends upon the parasitic impedance of the metal lines connecting the
decoupling capacitor to the current load. Thus, for lines longer than dcrit, Cr

dec
increases exponentially as the separation between the decoupling capacitor and the
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Fig. 12.7 Design space for determining minimum required on-chip decoupling capacitance:
Imax D 50 mA, Vdd D 1 V, r D 0:007 �=�m, l D 0:5 pH=�m, tr D 100 ps, and tf D 300 ps;
(a) design space for determining the minimum required on-chip decoupling capacitance is broken
into two regions by dcrit, (b) design space around dcrit. For the example parameters, the critical line
length is 125 �m. In region 1, Cf

dec is greater than Cr
dec and does not depend upon the parasitic

impedance. In region 2, however, Cr
dec dominates, increasing rapidly with distance between the

decoupling capacitor and the current load

current load increases, as shown in Fig. 12.7a. Also note that for lines shorter than
dcrit, the required on-chip decoupling capacitance does not depend upon the parasitic
impedance of the power distribution grid. Alternatively, in the case of the dominant
resistive drop, the required on-chip decoupling capacitance Cf

dec is constant and
greater than Cr

dec (see region 1 in Fig. 12.7b). If L dI=dt noise dominates the IR noise
(the line length is greater than dcrit), the required on-chip decoupling capacitance
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Cr
dec increases substantially with line length and is greater than Cf

dec (see region
2 in Fig. 12.7b). Conventional techniques therefore significantly underestimate the
required decoupling capacitance in the case of the dominant inductive noise. Note
that in region 1, the parasitic impedance of the metal lines connecting a decoupling
capacitor to the current load is not important. In region 2, however, the parasitic
impedance of the P/G lines should be considered. A tradeoff therefore exists
between the size of Cr

dec and the distance between the decoupling capacitor and the
current load. As Cr

dec is placed closer to the current load, the required capacitance
can be significantly reduced.

12.4 Effective Radius as Determined by Charge Time

Once discharged, a decoupling capacitor must be fully charged to support the current
demands during the following switching event. If the charge on the capacitor is not
fully restored during the relaxation time between two consecutive switching events
(the charge time), the decoupling capacitor will be gradually depleted, becoming
ineffective after several clock cycles. A maximum effective radius, therefore, exists
for an on-chip decoupling capacitor as determined during the charging phase for
a target charge time. Similar to the effective radius based on the target impedance
presented in Sect. 12.2, an on-chip decoupling capacitor should be placed in close
proximity to the power supply (the power pins) to be effective.

To determine the current flowing through a decoupling capacitor during the
charging phase, the parasitic impedance of a power distribution system is modeled
as a series RL circuit between the decoupling capacitor and the power supply, as
shown in Fig. 12.8. When the discharge is completed, the switch is closed and the
charge is restored on the decoupling capacitor. The initial voltage V0

C across the
decoupling capacitor is determined by the maximum voltage drop during discharge.

For the circuit shown in Fig. 12.8, the KVL equation for the current in the circuit
is [287]

L
dich

dt
C R ich C 1

Cdec

Z
ich dt D Vdd: (12.12)

R L

V 0
C Cdec−+Vdd ich(t)

Fig. 12.8 Circuit charging an on-chip decoupling capacitor. The parasitic impedance of the power
distribution system connecting the decoupling capacitor to the power supply is modeled by a series
RL circuit
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Differentiating (12.12),

L
d2ich

dt2
C R

dich

dt
C 1

Cdec
ich D 0: (12.13)

Equation (12.13) is a second order linear differential equation with the characteristic
equation,

s2 C R

L
s C 1

LCdec
D 0: (12.14)

The general solution of (12.13) is

ich.t/ D K1 es1t C K2 es2t; (12.15)

where s1 and s2 are the roots of (12.14),

s1;2 D � R

2L
˙
s�

R

2L

�2

� 1

LCdec
: (12.16)

Note that (12.15) represents the solution of (12.13) as long as the system is
overdamped. The damping factor is therefore greater than one, i.e.,

�
R

L

�2

>
4

LC
: (12.17)

For a single line, from (12.17), the critical line length resulting in an overdamped
system is

D >
4 l

r2 Cdec
; (12.18)

where Cdec is the on-chip decoupling capacitance, and l and r are, respectively,
the per length inductance and resistance. Inequality (12.18) determines the critical
length of a line resulting in an overdamped system. Note that for typical values of r
and l in a 90 nm CMOS technology, a power distribution system with a decoupling
capacitor is overdamped for on-chip interconnects longer than several micrometers.
Equation (12.15) is therefore a general solution of (12.13) for a scaled CMOS
technology.

Initial conditions are applied to determine the arbitrary constants K1 and K2 in
(12.15). The current charging the decoupling capacitor during the charging phase is
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The voltage across the decoupling capacitor during the charging phase can be
determined by integrating (12.19) from zero to the charge time,

VC.t/ D 1

Cdec

tchZ

0

ich.t/ dt; (12.20)

where tch is the charge time, and VC.t/ and ich.t/ are, respectively, the voltage across
the decoupling capacitor and the current flowing through the decoupling capacitor
during the charging phase. Substituting (12.19) into (12.20) and integrating from
zero to tch, the voltage across the decoupling capacitor during the charging phase is
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Observe that the criterion for estimating the maximum effective radius of an
on-chip decoupling capacitor as determined by the charge time is transcendental.
A closed-form expression is therefore not available for determining the maximum
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Fig. 12.9 Design space for determining the maximum tolerable parasitic resistance and induc-
tance of a power distribution grid: Imax D 100 mA, tr D 100 ps, tf D 300 ps, Cdec D 100 pF,
Vdd D 1 V, and tch D 400 ps. For a target charge time, the maximum resistance and inductance
produce a voltage across the decoupling capacitor that is greater or equal to the power supply
voltage (region above the dark line). Note that the maximum voltage across the decoupling
capacitor is the power supply voltage. A design space that produces a voltage greater than the
power supply means that the charge on the decoupling capacitor can be restored within tch

effective radius of an on-chip decoupling capacitor during the charging phase. Thus
from (12.21), a design space can be graphically described in order to determine the
maximum tolerable resistance and inductance that permit the decoupling capacitor
to be recharged within a given tch, as shown in Fig. 12.9. The parasitic resistance and
inductance should be maintained below the maximum tolerable values, permitting
the decoupling capacitor to be charged during the relaxation time.

Note that as the parasitic resistance of the power delivery network decreases,
the voltage across the decoupling capacitor increases exponentially. In contrast,
the voltage across the decoupling capacitor during the charging phase is almost
independent of the parasitic inductance, slightly increasing with inductance. This
phenomenon is due to the behavior that an inductor resists sudden changes in the
current. Alternatively, an inductor maintains the charging current at a particular level
for a longer time. Thus, the decoupling capacitor is charged faster.
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12.5 Design Methodology for Placing On-Chip Decoupling
Capacitors

A design methodology for placing on-chip decoupling capacitors based on the
maximum effective radii is illustrated in Fig. 12.10. The maximum effective radius
based on the target impedance is determined from (12.2) for a particular current
load (circuit block), power supply voltage, and allowable ripple. The minimum
required on-chip decoupling capacitance is estimated to support the required current
demand. If the resistive drop is larger than the inductive drop, (12.5) is used to
determine the required on-chip decoupling capacitance. If L dI=dt noise dominates,
the on-chip decoupling capacitance is determined by (12.9). In the case of a single
line connecting a decoupling capacitor to a current load, the critical wire length is
determined by (12.11).

The maximum effective distance based on the charge time is determined from
(12.21). Note that (12.21) results in a range of tolerable parasitic resistance and
inductance of the metal lines connecting the decoupling capacitor to the power
supply. Also note that the on-chip decoupling capacitor should be placed such that
both the power supply and the current load are located inside the effective radius, as
shown in Fig. 12.11. If this allocation is not possible, the current load (circuit block)
should be partitioned into several blocks and the on-chip decoupling capacitors
should be allocated for each block, satisfying both effective radii requirements. The
effective radius as determined by the target impedance does not depend upon the
decoupling capacitance. In contrast, the effective radius as determined by the charge
time is inversely proportional to C2

dec. The on-chip decoupling capacitors should be
distributed across the circuit to provide sufficient charge for each functional unit.

12.6 Model of On-Chip Power Distribution Network

In order to determine the effective radii of an on-chip decoupling capacitor and the
effect on the noise distribution, a model of a power distribution network is required.
On-chip power distribution networks in high performance ICs are commonly
modeled as a mesh. Early in the design process, minimal physical information
characterizing the P/G structure is available. A simplified model of a power distri-
bution system is therefore appropriate. For simplicity, equal segments within a mesh
structure are assumed. The current demands of a particular module are modeled as
current sources with equivalent magnitude and switching activities. The current load
is located at the center of a circuit module which determines the connection point
of the circuit module to the power grid. The parasitic resistance and inductance of
the package are also included in the model as an equivalent series resistance Rp

and inductance Lp. Note that the parasitic capacitance of the power distribution grid
provides a portion of the decoupling capacitance, providing additional charge to the
current loads. The on-chip decoupling capacitance intentionally added to the IC is
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Fig. 12.10 Design flow for placing on-chip decoupling capacitors based on the maximum effective
radii

typically more than an order of magnitude greater than the parasitic capacitance of
the on-chip power grid. The parasitic capacitance of the power delivery network is,
therefore, neglected.

Typical effective radii of an on-chip decoupling capacitor is in the range of
several hundred micrometers. In order to determine the location of an on-chip
decoupling capacitor, the size of each RL mesh segment should be much smaller
than the effective radii. In modern high performance ICs such as microprocessors
with die sizes approaching 1.5 in. by 1.5 in., a fine mesh is infeasible to simulate.
In the case of a coarse mesh, the effective radius is smaller than the size of each
segment. The location of each on-chip decoupling capacitor, therefore, cannot be
accurately determined. To resolve this dilemma, the accuracy of the capacitor loca-
tion can be traded off with the complexity of the power distribution network. A hot
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Fig. 12.11 The effective radii of an on-chip decoupling capacitor. The on-chip decoupling
capacitor is placed such that both the current load and the power supply are located inside the
effective radius. The maximum effective radius as determined by the target impedance dmax

Z does
not depend on the decoupling capacitance. The maximum effective radius as determined by the
charge time is inversely proportional to C2

dec. If the power supply is located outside the effective
radius dmax

ch1 , the current load should be partitioned, resulting in a smaller decoupling capacitor and,
therefore, an increased effective distance dmax

ch2

spot (an area where the power supply voltage drops below the minimum tolerable
level) is first determined based on a coarse mesh, as shown in Fig. 12.12. A finer
mesh is used next within each hot spot to accurately estimate the effective radius
of the on-chip decoupling capacitor. Note that in a mesh structure, the maximum
effective radius is the Manhattan distance between two points. In disagreement with
Fig. 12.11, the overall effective radius is actually shaped more like a diamond, as
illustrated in Fig. 12.13.

In modern high performance ICs, up to 3000 I/O pins can be necessary [286].
Only half of the I/O pads are typically used to distribute power. The other half is
dedicated to signaling. Assuming an equal distribution of power and ground pads,
a quarter of the total number of pads is typically available for power or ground
delivery. For high performance ICs with die sizes of 1.5 in. by 1.5 in. inside a flip-
chip package, the distance between two adjacent power or ground pads is about
1300 �m. By modeling the flip chip area array by a six by six distributed RL mesh,
the accuracy in determining the effective radii of an on-chip decoupling capacitor
is traded off with the computational complexity required to analyze the power
delivery network. In this chapter, an on-chip power distribution system composed
of the four closest power pins is modeled as an RL mesh of forty by forty equal
segments to accurately determine the maximum effective distance of an on-chip
decoupling capacitor. Note that this approach of modeling a power distribution
system is applicable to ICs with both conventional low cost and advanced high
performance packaging.



218 12 Effective Radii of On-Chip Decoupling Capacitors

I1

I2

I3

Rp

Lp

Rp

Lp

Rp Lp

Rp Lp

Rp

Lp

Rp

Lp

RpLp

RpLp

Vdd Vdd

Vdd

Vdd

Vdd

Vdd

Vdd Vdd

Fig. 12.12 Model of a power distribution network. The on-chip power delivery system is modeled
as a distributed RL mesh with seven by seven equal segments. The current loads are modeled as
current sources with equivalent magnitude and switching activities. Impedances Rp and Lp denote,
respectively, the parasitic resistance and inductance of the package. The rectangle denotes a “hot”
spot—the area where the power supply voltage drops below the minimum tolerable level

12.7 Case Study

The dependence of the effective radii of an on-chip decoupling capacitor on a
power distribution system is described in this section to quantitatively illustrate these
concepts. The load is modeled as a triangular current source with a 100 ps rise time
and 300 ps fall time. The maximum tolerable ripple at the load is 10 % of the power
supply voltage. The relaxation time between two consecutive switching events
(charge time) is 400 ps. Two scenarios are considered for determining the effective
radii of an on-chip decoupling capacitor. In the first scenario, an on-chip decoupling
capacitor is connected to the current load by a single line (local connectivity).
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Iload

Cdec

Fig. 12.13 Effective radii of an on-chip decoupling capacitor. For a power distribution system
modeled as a distributed RL mesh, the maximum effective radius is the Manhattan distance between
two points. The overall effective radius is therefore shaped like a diamond

In the second scenario, the on-chip decoupling capacitors are connected to the
current loads by an on-chip power distribution grid (global connectivity). A flip-chip
package is assumed. An on-chip power distribution system with a flip-chip pitch
(the area formed by the four closest pins) is modeled as an RL distributed mesh
of forty by forty equal segments to accurately determine the maximum effective
distance of an on-chip decoupling capacitor. The parasitic resistance and inductance
of the package (the four closest pins of a flip-chip package) are also included in
the model. The methodology for placing on-chip decoupling capacitors provides a
highly accurate estimate of the magnitude and location of the on-chip decoupling
capacitors. The maximum error of the resulting power noise is less than 0.1 % as
compared to SPICE.

For a single line, the maximum effective radii as determined by the target impe-
dance and charge time for three sets of on-chip parasitic resistances and inductances
are listed in Table 12.1. These three scenarios listed in Table 12.1 represent typical
values of the parasitic resistance and inductance of the top, intermediate, and bottom
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Table 12.1 Maximum effective radii of an on-chip decoupling capacitor
for a single line connecting a decoupling capacitor to a current load

Metal Resistance Inductance Iload Cdec dmax (�m)

layer (�/�m) (pH/�m) (A) (pF) Z tch

Top 0.007 0.5 0.01 20 310.8 1166

0.007 0.5 0.1 200 31.1 116

0.007 0.5 1 2000 3.1 11.6

Intermediate 0.04 0.3 0.01 183 226.2 24.2

0.04 0.3 0.1 1773 22.6 2.4

0.04 0.3 1 45,454 2.3 0.2

Bottom 0.1 0.1 0.01 50,000 99.8 0

0.1 0.1 0.1 1 0 0

0.1 0.1 1 1 0 0

Vdd D 1 V, Vripple D 100 mV, tr D 100 ps, tf D 300 ps, tch D 400 ps

layers of on-chip interconnects in a 90 nm CMOS technology [286]. In the case of
the top metal layer, the maximum effective distance as determined by the target
impedance is smaller than the critical distance as determined by (12.11). Hence,
IR � L dI=dt, and the required on-chip decoupling capacitance is determined by
(12.5). Note that the decoupling capacitance increases linearly with the current load.
For a typical parasitic resistance and inductance of the intermediate and bottom
layers of the on-chip interconnects, the effective radius as determined by the target
impedance is longer than the critical distance dcrit. In this case, the overall voltage
drop at the current load is determined by the inductive noise. The on-chip decoupling
capacitance can therefore be estimated by (12.9).

In the case of an RL mesh, the maximum effective radii as determined by the
target impedance and charge time for three sets of on-chip parasitic resistances
and inductances are listed in Table 12.2. From (12.11), for the parameters listed
in Table 12.2, the critical voltage drop is 75 mV. If the voltage fluctuations at
the current load do not exceed the critical voltage, IR � L dI=dt and the
required on-chip decoupling capacitance is determined by (12.5). Note that for
the aforementioned three interconnect scenarios, assuming a 10 mA current load,
the maximum effective radii of the on-chip decoupling capacitor based on the target
impedance and charge time are larger than forty cells (the longest distance within the
mesh from the center of the mesh to the corner). The maximum effective radii of the
on-chip decoupling capacitor is therefore larger than the pitch size. The decoupling
capacitor can therefore be placed anywhere inside the pitch. For a 100 mA current
load, the voltage fluctuations at the current load exceed the critical voltage drop.
The L dI=dt noise dominates and the required on-chip decoupling capacitance is
determined by (12.9).

The effective radii of an on-chip decoupling capacitor decreases linearly with
current load. The optimal size of an RL distributed mesh should therefore be
determined for a particular current demand. If the magnitude of the current require-
ments is low, the mesh can be coarser, significantly decreasing the simulation time.
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Table 12.2 Maximum effective radii of an on-chip decoupling capac-
itor for an on-chip power distribution grid modeled as a distributed RL
mesh

Metal Resistance Inductance Iload Cdec dmax (cells)

layer (�/�m) (pH/�m) (A) (pF) Z tch

Top 0.007 0.5 0.01 20 >40 >40

0.007 0.5 0.1 357 2 >40

0.007 0.5 1 – <1 –

Intermediate 0.04 0.3 0.01 20 >40 >40

0.04 0.3 0.1 227 1 <1

0.04 0.3 1 – <1 –

Bottom 0.1 0.1 0.01 20 >40 >40

0.1 0.1 0.1 – <1 –

0.1 0.1 1 – <1 –

Vdd D 1 V, Vripple D 100 mV, tr D 100 ps, tf D 300 ps, tch D 400 ps,
cell size is 32:5� 32:5 �m

For a 10 mA current load, the effective radii as determined from both the target
impedance and charge time are longer than the pitch size. Thus, the distributed
mesh is overly fine. For a current load of 1 A, the effective radii are shorter than
one cell, meaning that the distributed RL mesh is overly coarse. A finer mesh should
therefore be used to accurately estimate the maximum effective radii of the on-chip
decoupling capacitor. In general, the cells within the mesh should be sized based
on the current demand and the acceptable computational complexity (or simulation
budget). As a rule of thumb, a coarser mesh should be used on the perimeter of each
grid pitch. A finer mesh should be utilized around the current loads.

Note that in both cases, Cr
dec as determined by (12.9) increases rapidly with the

effective radius based on the target impedance, becoming infinite at dmax
Z . In this

case study, the decoupling capacitor is allocated at almost the maximum effective
distance dmax

Z , simulating the worst case scenario. The resulting Cdec is therefore
significantly large. As the decoupling capacitor is placed closer to the current load,
the required on-chip decoupling capacitance as estimated by (12.9) can be reduced.
A tradeoff therefore exists between the maximum effective distance as determined
by the target impedance and the size of the minimum required on-chip decoupling
capacitance (if the overall voltage drop at the current load is primarily caused by the
inductive L dI=dt drop).

The effective radii listed in Table 12.1 are determined for a single line between
the current load or power supply and the decoupling capacitor. In the case of a power
distribution grid modeled as a distributed RL mesh, multiple paths are connected
in parallel, increasing the effective radii. For instance, comparing Table 12.1 to
Table 12.2, note that the maximum effective radii as determined by the target
impedance are increased about three times and two times for the top metal layers
with, respectively, a 10 and 100 mA current load. Note also that for typical values
of the parasitic resistance and inductance of a power distribution grid, the effective
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radius as determined by the target impedance is longer than the radius based on the
charge time for intermediate and bottom metal layers. For top metal layers, however,
the effective radius as determined by the target impedance is typically shorter than
the effective radius based on the charge time.

Also note that the maximum effective radius as determined by the charge time
decreases quadratically with the decoupling capacitance. The maximum effective
distance as determined by the charge time becomes impractically short for large
decoupling capacitances. For the bottom metal layer, the maximum effective radius
based on the charge time approaches zero. Note that the maximum effective radius
during the charging phase has been evaluated for the case where the decoupling
capacitor is charged to the power supply voltage. In practical applications, this
constraint can be relaxed, assuming the voltage across the decoupling capacitor is
several millivolts smaller than the power supply. In this case, the effective radius
of the on-chip decoupling capacitor as determined by the charge time can be
significantly increased.

The maximum effective radius as determined by the charge time becomes
impractically short for large decoupling capacitors, making the capacitors ineffec-
tive. In this case, the decoupling capacitor should be placed closer to the current
load, permitting the decoupling capacitance to be decreased. Alternatively, the
current load can be partitioned into several blocks, lowering the requirements on a
specific local on-chip decoupling capacitance. The parasitic impedance between the
decoupling capacitor and the current load and power supply should also be reduced,
if possible, increasing the maximum effective radii of the on-chip decoupling
capacitors.

12.8 Design Implications

A larger on-chip decoupling capacitance is required to support increasing current
demands. The maximum available on-chip decoupling capacitance, which can be
placed in the vicinity of a particular circuit block, is limited however by the
maximum capacitance density of a given technology, as described in Chap. 13.
Large functional units (current loads) should therefore be partitioned into smaller
blocks with local on-chip decoupling capacitors to enhance the likelihood of fault-
free operation of the entire system. An important concept described in this chapter is
that on-chip decoupling capacitors are a local phenomenon. Thus, the methodology
for placing and sizing on-chip decoupling capacitors results in a greatly reduced
budgeted on-chip decoupling capacitance as compared to a uniform (or blind)
placement of on-chip decoupling capacitors into any available white space [284].

Typically, multiple current loads exist in an IC. An on-chip decoupling capacitor
is placed in the vicinity of the current load such that both the current load and
the power supply are within the maximum effective radius. Assuming a uniform
distribution of the current loads, a schematic example placement of the on-chip
decoupling capacitors is shown in Fig. 12.14. Each decoupling capacitor provides
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Fig. 12.14 A schematic example allocation of on-chip decoupling capacitors across an IC. Similar
current loads are assumed to be uniformly distributed on the die. Each on-chip decoupling capacitor
provides sufficient charge to the current load(s) within the maximum effective radius

sufficient charge to the current load(s) within the maximum effective radius.
Multiple on-chip decoupling capacitors are placed to provide charge to all of the
circuit blocks. In general, the size and location of an on-chip decoupling capacitor
are determined by the required charge (drawn by the local transient current loads)
and certain system parameters (such as the per length resistance and inductance,
power supply voltage, maximum tolerable ripple, and the switching characteristics
of the current load).

12.9 Summary

A design methodology for placing and sizing on-chip decoupling capacitors based
on effective radii is presented in this chapter and can be summarized as follows.

• On-chip decoupling capacitors have traditionally been allocated into the available
white space on a die, i.e., using an unsystematic or ad hoc approach
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• On-chip decoupling capacitors behave locally and should therefore be treated as
a local phenomenon. The efficiency of on-chip decoupling capacitors depends
upon the impedance of the power/ground lines connecting the capacitors to the
current loads and power supplies

• Closed-form expressions for the maximum effective radii of an on-chip decou-
pling capacitor based on a target impedance (during discharge) and charge time
(during charging phase) are described

• Depending upon the parasitic impedance of the power/ground lines, the maxi-
mum voltage drop is caused either by the dominant inductive L dI=dt noise or by
the dominant resistive IR noise

• Design expressions to estimate the minimum on-chip decoupling capacitance
required to support expected current demands based on the dominant voltage
drop are provided

• An expression for the critical length of the interconnect between the decoupling
capacitor and the current load is described

• To be effective, an on-chip decoupling capacitor should be placed such that both
the power supply and the current load are located inside the appropriate effective
radius

• On-chip decoupling capacitors should be allocated within appropriate effective
radii across an IC to satisfy local transient current demands



Chapter 13
Efficient Placement of Distributed On-Chip
Decoupling Capacitors

Decoupling capacitors are widely used to manage power supply noise [281] and are
an effective way to reduce the impedance of power delivery systems operating at
high frequencies [28, 29]. A decoupling capacitor acts as a local reservoir of charge,
which is released when the power supply voltage at a particular current load drops
below some tolerable level. Since the inductance scales slowly [129], the location
of the decoupling capacitors significantly affects the design of the power/ground
networks in high performance integrated circuits such as microprocessors. At higher
frequencies, a distributed system of decoupling capacitors are placed on-chip to
effectively manage the power supply noise [279].

The efficacy of decoupling capacitors depends upon the impedance of the
conductors connecting the capacitors to the current loads and power sources. As
described in [277], a maximum parasitic impedance between the decoupling capac-
itor and the current load (or power source) exists at which the decoupling capacitor
is effective. Alternatively, to be effective, an on-chip decoupling capacitor should be
placed such that both the power supply and the current load are located inside the
appropriate effective radius [277]. The efficient placement of on-chip decoupling
capacitors in nanoscale ICs is the subject of this chapter. Unlike the methodology
for placing a single lumped on-chip decoupling capacitor presented in Chap. 12, a
system of distributed on-chip decoupling capacitors is described in this chapter. A
design methodology to estimate the parameters of the distributed system of on-chip
decoupling capacitors is also presented, permitting the required on-chip decoupling
capacitance to be allocated under existing technology constraints.

This chapter is organized as follows. Technology limitations in nanoscale
integrated circuits are reviewed in Sect. 13.1. The problem of placing on-chip
decoupling capacitors in nanoscale ICs while satisfying technology constraints is
formulated in Sect. 13.2. The design of a distributed on-chip decoupling capac-
itor network is presented in Sect. 13.3. Various design tradeoffs are discussed
in Sect. 13.4. A design methodology for placing distributed on-chip decoupling
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capacitors is presented in Sect. 13.5. Related simulation results for typical values of
on-chip parasitic resistances are discussed in Sect. 13.6. Some specific conclusions
are summarized in Sect. 13.7.

13.1 Technology Constraints

On-chip decoupling capacitors have traditionally been designed as standard gate
oxide CMOS capacitors [288]. As technology scales, leakage current through
the gate oxide of an on-chip decoupling capacitor has greatly increased [289–
291]. Moreover, in modern high performance ICs, a large portion (up to 40 %)
of the circuit area is occupied by the on-chip decoupling capacitance [292, 293].
Conventional gate oxide on-chip decoupling capacitors are therefore prohibitively
expensive from an area and yield perspective, as well as greatly increasing the
overall power dissipated on-chip [294].

To reduce the power consumed by an IC, MIM capacitors are frequently utilized
as decoupling capacitors. The capacitance density of a MIM capacitor in a 90 nm
CMOS technology is comparable to the maximum capacitance density of a CMOS
capacitor and is typically 10–30 fF/�m2 [256, 259, 270]. A maximum magnitude
of an on-chip decoupling capacitor therefore exists for a specific distance between
a current load and a decoupling capacitor (as constrained by the available on-chip
metal resources). Alternatively, a minimum achievable impedance per unit length
exists for a specified capacitance density of an on-chip decoupling capacitor placed
at a specific distance from a circuit module, as illustrated in Fig. 13.1.

Observe from Fig. 13.1 that the available metal area for the second level of
a distributed on-chip capacitance is greater than the fraction of metal resources
dedicated to the first level of a distributed on-chip capacitance. Capacitor C2 can
therefore be larger than C1. Note also that a larger capacitor can only be placed
farther from the current load. Similarly, the metal resources required by the first
level of interconnection (connecting C1 to the current load) is smaller than the metal
resources dedicated to the second level of interconnections. The impedance Z2 is
therefore smaller than Z1.

13.2 Placing On-Chip Decoupling Capacitors
in Nanoscale ICs

Decoupling capacitors have traditionally been allocated into the white space (those
areas not occupied by the circuit elements) available on the die based on an
unsystematic or ad hoc approach [283, 284], as shown in Fig. 13.2. In this way,
decoupling capacitors are often placed at a significant distance from the current
load. Conventional approaches for placing on-chip decoupling capacitors result
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Fig. 13.1 Fundamental limits of on-chip interconnections. Two levels of a distributed on-chip
decoupling capacitance are allocated around a current load. The interconnect impedance is
inversely proportional to the fraction of metal area dedicated to the interconnect level, decreasing as
the decoupling capacitor is farther from the current source (Z1 > Z2). The decoupling capacitance
increases as the capacitor is farther from the current load due to the increased area (C1 < C2). The
two levels of interconnection and distributed decoupling capacitance are shown, respectively, in
dark pink and light pink

Fig. 13.2 Placement of
on-chip decoupling capacitors
using a conventional
approach. Decoupling
capacitors are allocated into
the white space (those areas
not occupied by the circuits
elements) available on the die
using an unsystematic or ad
hoc approach. As a result, the
power supply voltage drops
below the minimum tolerable
level for remote blocks
(shown in dark gray). Low
noise regions are light gray

in oversized capacitors. The conventional allocation strategy, therefore, results in
increased power noise, compromising the signal integrity of an entire system, as
illustrated in Fig. 13.3. This issue of power delivery cannot be alleviated by simply
increasing the size of the on-chip decoupling capacitors. Furthermore, increasing the
size of more distant on-chip decoupling capacitors results in wasted area, increased
power, reduced reliability, and higher cost. A design methodology is therefore
required to account for technology trends in nanoscale ICs, such as increasing
frequencies, larger die sizes, higher current demands, and reduced noise margins.
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Cdec
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Fig. 13.3 A conventional on-chip decoupling capacitor. Typically, a large decoupling capacitor is
placed farther from the current load due to physical limitations. Current flowing through the long
power/ground lines results in large voltage fluctuations across the terminals of the current load

To be effective, a decoupling capacitor should be placed physically close to
the current load. This requirement is naturally satisfied in board and package
applications, since large capacitors are much smaller than the dimensions of the
circuit board (or package) [223]. In this case, a lumped model of a decoupling
capacitor provides sufficient accuracy [295].

The size of an on-chip decoupling capacitor, however, is directly proportional
to the area occupied by the capacitor and can require a significant portion of
the on-chip area. The minimum impedance between an on-chip capacitor and the
current load is fundamentally affected by the magnitude (and therefore the area)
of the capacitor. Systematically partitioning the decoupling capacitor into smaller
capacitors solves this issue. A system of distributed on-chip decoupling capacitors
is illustrated in Fig. 13.4.

In a system of distributed on-chip decoupling capacitors, each decoupling capac-
itor is sized based on the impedance of the interconnect segment connecting the
capacitor to the current load. A particular capacitor only provides charge to a current
load during a short period. The rationale behind this scheme can be explained as
follows. The capacitor closest to the current load is engaged immediately after the
switching cycle is initiated. Once the first capacitor is depleted of charge, the next
capacitor is activated, providing a large portion of the total current drawn by the
load. This procedure is repeated until the last capacitor becomes active. Similar
to the hierarchical placement of decoupling capacitors presented in [28, 136],
this technique provides an efficient solution for providing the required on-chip
decoupling capacitance based on specified capacitance density constraints. A system
of distributed on-chip decoupling capacitors should therefore be utilized to provide
a low impedance, cost effective power delivery network in nanoscale ICs.
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C 2C 1C3

IloadV

Fig. 13.4 A network of distributed on-chip decoupling capacitors. The magnitude of the decou-
pling capacitors is based on the impedance of the interconnect segment connecting a specific
capacitor to a current load. Each decoupling capacitor is designed to only provide charge during a
specific time interval

C2

Z2

C1
Z1Iload

Fig. 13.5 A physical model of a system of distributed on-chip decoupling capacitors. Two
capacitors are assumed to provide the required charge drawn by the load. Z1 and Z2 denote the
impedance of the metal lines connecting, respectively, C1 to the current load and C2 to C1

13.3 Design of a Distributed On-Chip Decoupling
Capacitor Network

As described in Sect. 13.2, a system of distributed on-chip decoupling capacitors
is an efficient solution for providing the required on-chip decoupling capacitance
based on the maximum capacitance density available in a particular technology.
A physical model of the technique is illustrated in Fig. 13.5. For simplicity, two
decoupling capacitors are assumed to provide the required charge drawn by the
current load. Note that as the capacitor is placed farther from the current load, the
magnitude of an on-chip decoupling capacitor increases due to relaxed constraints.
In the general case, the described methodology can be extended to any practical
number of on-chip decoupling capacitors. Note that Z1 is typically limited by a
specific technology (determined by the impedance of a single metal wire) and the
magnitude of C1 (the area available in the vicinity of a circuit block).

A circuit model of a system of distributed on-chip decoupling capacitors is
shown in Fig. 13.6. The impedance of the metal lines connecting the capacitors to
the current load is modeled as resistors R1 and R2. A triangular current source is
assumed to model the current load. The magnitude of the current source increases
linearly, reaching the maximum current Imax at rise time tr , i.e., Iload.t/ D Imax

t
tr

.
The maximum tolerable ripple at the load is 10 % of the power supply voltage.

Note from Fig. 13.6 that since the charge drawn by the current load is provided by
the on-chip decoupling capacitors, the voltage across the capacitors during discharge
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Fig. 13.6 A circuit model of
an on-chip distributed
decoupling capacitor
network. The impedance of
the metal lines is modeled,
respectively, as R1 and R2

R2

VC1
VC2

Iload C1 C2

R1

drops below the initial power supply voltage. The required charge during the entire
switching event is thus determined by the voltage drop across C1 and C2.

The voltage across the decoupling capacitors at the end of the switching cycle
(t D tr) can be determined from Kirchhoff’s laws [287]. Writing KVL and KCL
equations for each of the loops (see Fig. 13.6), the system of differential equations
describing the voltage across C1 and C2 at tr is

dVC1

dt
D VC2 � VC1

R2C1

� Iload

C1

; (13.1)

dVC2

dt
D VC1 � VC2

R2C2

: (13.2)

Simultaneously solving (13.1) and (13.2) and applying the initial conditions, the
voltage across C1 and C2 at the end of the switching activity is

VC1 jtDtr D 1

2.C1 C C2/3tr

�
2C3

1tr C C2
1 tr.6C2 � Imaxtr/

�C2
2tr .2C2 .ImaxR2 � 1/ C Imaxtr/

C2C1C2

�
C2

2

�
1 � e

� .C1CC2/tr
C1C2R2

�
ImaxR2

2

CC2 .3 � ImaxR2/ tr � Imaxt2r

��
; (13.3)

VC2 jtDtr D 1

2.C1 C C2/3tr

�
2C3

1tr C C2
2 tr .2C2 � Imaxtr/

C2C1C2tr .C2 .3 C ImaxR2/ � Imaxtr/

CC2
1

�
2C2

2

�
e
� .C1CC2/tr

C1C2R2 � 1

�
ImaxR2

2

C2C2 .3 C ImaxR2/ tr � Imaxt2r

��
; (13.4)

where Imax is the maximum magnitude of the current load and tr is the rise time.
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Note that the voltage across C1 and C2 after discharge is determined by the
magnitude of the decoupling capacitors and the parasitic resistance of the metal
line(s) between the capacitors. The voltage across C1 after the switching cycle,
however, depends upon the resistance of the P/G paths connecting C1 to a current
load and is

VC1 D Vload C ImaxR1; (13.5)

where Vload is the voltage across the terminals of a current load. Assuming Vload �
0:9Vdd and Vmax

C1
D Vdd (meaning that C1 is infinitely large), the upper bound for

R1 is

Rmax
1 D Vdd.1 � ˛/

Imax
; (13.6)

where ˛ is the ratio of the minimum tolerable voltage across the terminals of a
current load to the power supply voltage (˛ D 0:9 in this chapter). If R1 > Rmax

1 ,
no solution exists for providing sufficient charge drawn by the load. In this case, the
circuit block should be partitioned, reducing the current demands (Imax).

Note that expressions for determining the voltage across the decoupling capaci-
tors are transcendental functions. No closed-form solution, therefore, exists. From
(13.3) and (13.4), the design space can be graphically obtained for determining the
maximum tolerable resistance R2 and the minimum magnitude of the capacitors,
maintaining the voltage across the load equal to or greater than the minimum
allowable level. The voltage across C1 after discharge as a function of C1 and R2

is depicted in Fig. 13.7.
Observe from Fig. 13.7 that the voltage across capacitor C1 increases exponen-

tially with capacitance, saturating for large C1. The voltage across C1, however, is
almost independent of R2, decreasing slightly with R2 (see Fig. 13.7a). This behavior
can be explained as follows. As a current load draws charge from the decoupling
capacitors, the voltage across the capacitors drops below the initial level. The charge
released by a capacitor is proportional to the capacitance and the change in voltage.
A larger capacitance therefore results in a smaller voltage drop. From Fig. 13.6, note
that as resistance R2 increases, capacitor C2 becomes less effective (a larger portion
of the total current is provided by C1). As a result, the magnitude of C1 is increased
to maintain the voltage across the load above the minimum tolerable level. Similarly,
a larger C2 results in a smaller C1. As C2 is increased, a larger portion of the total
current is provided by C2, reducing the magnitude of C1. This phenomenon is well
pronounced for small R2, diminishing with larger R2, as illustrated in Fig. 13.7b.

In general, to determine the parameters of the system of distributed on-chip
decoupling capacitors, the following assumptions are made. The parasitic resistance
of the metal line(s) connecting capacitor C1 to the current load is known. R1

is determined by technology constraints (the sheet resistance) and by design
constraints (the maximum available metal resources). The minimum voltage level
at the load is Vload D 0:9Vdd. The maximum magnitude of the current load Imax is
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0.01 A, the rise time tr is 100 ps, and the power supply voltage Vdd is 1 V. Note that
the voltage across C2 after discharge as determined by (13.4) is also treated as a
design parameter. Since the capacitor C2 is directly connected to the power supply
(a shared power rail), the voltage drop across C2 appears on the global power line,
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compromising the signal integrity of the overall system. The voltage across C2 at
tr is therefore based on the maximum tolerable voltage fluctuations on the P/G line
during discharge (the voltage across C2 at the end of the switching cycle is set to
0.95 V).

The system of equations to determine the parameters of an on-chip distributed
decoupling capacitor network as depicted in Fig. 13.6 is

Vload D VC1 � ImaxR1; (13.7)

VC1 D f .C1; C2; R2/; (13.8)

VC2 D f .C1; C2; R2/; (13.9)

Imaxtr
2

D C1 .Vdd � VC1/ C C2 .Vdd � VC2 / ; (13.10)

where VC1 and VC2 are the voltage across C1 and C2 and determined, respectively,
by (13.3) and (13.4). Equation (13.10) states that the total charge drawn by the
current load is provided by C1 and C2. Note that in the general case with the current
load determined a priori, the total charge is the integral of Iload.t/ from zero to tr.
Solving (13.7) for VC1 and substituting into (13.8), C1, C2, and R2 are determined
from (13.8), (13.9), and (13.10) for a specified VC2 .tr/, as discussed in the following
section.

13.4 Design Tradeoffs in a Distributed On-Chip Decoupling
Capacitor Network

To design a system of distributed on-chip decoupling capacitors, the parasitic
resistances and capacitances should be determined based on design and technology
constraints. As shown in Sect. 13.3, in a system composed of two decoupling
capacitors (see Fig. 13.6) with known R1; R2, C1, and C2 are determined from the
system of Eqs. (13.7), (13.8), (13.9) and (13.10). Note that since this system of
equations involves transcendental functions, a closed-form solution cannot be deter-
mined. To determine the system parameters, the system of Eqs. (13.7), (13.8), (13.9)
and (13.10) is solved numerically [296].

Various tradeoff scenarios are discussed in this section. The dependence of the
system parameters on R1 is presented in Sect. 13.4.1. The design of a distributed on-
chip decoupling capacitor network with the minimum magnitude of C1 is discussed
in Sect. 13.4.2. The dependence of C1 and C2 on the parasitic resistance of the metal
lines connecting the capacitors to the current load is presented in Sect. 13.4.3. The
minimum total budgeted on-chip decoupling capacitance is also determined in this
section.
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Table 13.1 Dependence of
the parameters of a
distributed on-chip
decoupling capacitor network
on R1

R2 D 5 .�/ R2 D 10 .�/

R1 C1 C2 C1 C2

.�/ (pF) (pF) (pF) (pF)

1 1.35 7.57 3.64 3.44

2 2.81 5.50 4.63 2.60

3 4.54 3.64 5.88 1.77

4 6.78 1.87 7.56 0.92

5 10.00 0 10.00 0

Vdd D 1 V, Vload D 0:9 V, tr D
100 ps, and Imax D 0:01 A

13.4.1 Dependence of System Parameters on R1

The parameters of a distributed on-chip decoupling capacitor network for typical
values of R1 are listed in Table 13.1. Note that the minimum magnitude of R2 exists
for which the parameters of the system can be determined. If R2 is sufficiently small,
the distributed decoupling capacitor network degenerates to a system with a single
capacitor (where C1 and C2 are combined). For the parameters listed in Table 13.1,
the minimum magnitude of R2 is 4 �, as determined from numerical simulations.

Note that the parameters of a distributed on-chip decoupling capacitor network
are determined by the parasitic resistance of the P/G line(s) connecting C1 to
the current load. As R1 increases, the capacitor C1 increases substantially (see
Table 13.1). This increase in C1 is due to R1 becoming comparable to R2, and
C1 providing a greater portion of the total current. Alternatively, the system
of distributed on-chip decoupling capacitors degenerates to a single oversized
capacitor. The system of distributed on-chip decoupling capacitors should therefore
be carefully designed. Since the distributed on-chip decoupling capacitor network is
strongly dependent upon the first level of interconnection (R1), C1 should be placed
as physically close as possible to the current load, reducing R1. If such an allocation
is not practically possible, the current load should be partitioned, permitting an
efficient allocation of the distributed on-chip decoupling capacitors under specific
technology constraints.

13.4.2 Minimum C1

In practical applications, the size of C1 (the capacitor closest to the current load)
is typically limited by technology constraints, such as the maximum capacitance
density and available area. The magnitude of the first capacitor in the distributed
system is therefore typically small. In this section, the dependence of the distributed
on-chip decoupling capacitor network on R1 is determined for minimum C1. A target
magnitude of 1 pF is assumed for C1. The parameters of a system of distributed
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Table 13.2 Distributed on-chip decoupling capacitor network as
a function of R1 under the constraint of a minimum C1

R1 VC2 ¤ const VC2 D 0:95 V

.�/ R2 .�/ C2 (pF) R2 .�/ C2 (pF) R2 .�/ C2 (pF)

1 2 5.59 5 8.69 4.68 8.20

2 2 6.68 5 11.64 3.46 8.40

3 2 8.19 5 17.22 2.28 8.60

4 2 10.46 5 31.70 1.13 8.80

5 2 14.21 5 162.10 – –

Vdd D 1 V, Vload D 0:9 V, tr D 100 ps, Imax D 0:01 A, and C1 D
1 pF

on-chip decoupling capacitors as a function of R1 under the constraint of a minimum
C1 are listed in Table 13.2. Note that VC2 denotes the voltage across C2 after
discharge.

Note that two scenarios are considered in Table 13.2 to evaluate the dependence
of a distributed system of on-chip decoupling capacitors on R1 and R2. In the
first scenario, the distributed on-chip decoupling capacitor network is designed to
maintain the minimum tolerable voltage across the terminals of a current load. In
this case, the magnitude of C2 increases with R1, becoming impractically large for
large R2. In the second scenario, an additional constraint (the voltage across C2) is
applied to reduce the voltage fluctuations on the shared P/G lines. In this case, as R1

increases, C2 slightly increases. In order to satisfy the constraint for VC2 , R2 should
be significantly reduced for large values of R1, meaning that the second capacitor
should be placed close to the first capacitor. As R1 is further increased, R2 becomes
negligible, implying that capacitors C1 and C2 should be merged to provide the
required charge to the distant current load. Alternatively, the system of distributed
on-chip decoupling capacitors degenerates to a conventional scheme with a single
oversized capacitor [297].

Note that simultaneously satisfying both the voltage across the terminals of
the current load and the voltage across the last decoupling capacitor is not easy. The
system of on-chip distributed decoupling capacitors in this case depends upon the
parameters of the first decoupling stage (R1 and C1). If C1 is too small, no solution
exists to satisfy Vmin

load and Vmin
C2

. Sufficient circuit area should therefore be allocated
for C1 early in the design process to provide the required on-chip decoupling
capacitance in order to satisfy specific design and technology constraints.

13.4.3 Minimum Total Budgeted On-Chip Decoupling
Capacitance

As discussed in Sect. 13.4.1 and 13.4.2, the design of a system of distributed on-
chip decoupling capacitors is greatly determined by the parasitic resistance of the
metal lines connecting C1 to the current load and by the magnitude of C1. Another
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In the system of distributed on-chip decoupling capacitors, an optimal ratio R2

R1
exists, resulting in

the minimum total budgeted on-chip decoupling capacitance

important design constraint is the total budgeted on-chip decoupling capacitance.
Excessive on-chip decoupling capacitance results in increased circuit area and
greater leakage currents. Large on-chip decoupling capacitors can also compromise
the reliability of the overall system, creating a short circuit between the plates of a
capacitor [294]. It is therefore important to reduce the required on-chip decoupling
capacitance while providing sufficient charge to support expected current demands.

To estimate the total required on-chip decoupling capacitance, Ctotal D C1 C C2

is plotted as a function of R1 and R2, as depicted in Fig. 13.8. Note that if R2 is
large, C2 is ineffective and the system of distributed on-chip decoupling capacitors
behaves as a single capacitor. Observe from Fig. 13.8 that Ctotal increases with R1

for large R2. In this case, C1 is oversized, providing most of the required charge.
C1 should therefore be placed close to the current load to reduce the total required
on-chip decoupling capacitance.

Similarly, if R2 is reduced with small R1, C2 provides most of the charge drawn by
the current load. The distributed on-chip decoupling capacitor network degenerates
to a conventional system with a single capacitor. As R1 increases, however, the
total required on-chip decoupling capacitance decreases, reaching the minimum (see
Fig. 13.8 for R1 D 3 � and R2 D 4 �). In this case, C1 and C2 each provide an
equal amount of the total charge. As R1 is further increased (C1 is placed farther
from the current load), C1 and C2 increase substantially to compensate for the
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C1 is fixed and set to 1 pF. The total budgeted on-chip decoupling capacitance increases with R1 and
R2. As the parasitic resistance of the metal lines is further increased beyond 4 �, Ctotal increases
substantially, becoming impractically large

increased voltage drop across R1. In the system of distributed on-chip decoupling
capacitors, an optimal ratio R2

R1
exists which requires the minimum total budgeted

on-chip decoupling capacitance.
Note that in the previous scenario, the magnitude of the on-chip decoupling

capacitors has not been constrained. In practical applications, however, the mag-
nitude of the first decoupling capacitor (placed close to the current load) is limited.
To determine the dependence of the total required on-chip decoupling capacitance
under the magnitude constraint of C1, C1 is fixed and set to 1 pF. Ctotal D C1 C C2

is plotted as a function of R1 and R2, as shown in Fig. 13.9. In contrast to the results
depicted in Fig. 13.8, the total budgeted on-chip decoupling capacitance required
to support expected current demands increases with R1 and R2. Alternatively, C2

provides the major portion of the total charge. Thus, the system behaves as a single
distant on-chip decoupling capacitor. In this case, C1 is too small. A larger area
should therefore be allocated for C1, resulting in a balanced system with a reduced
total on-chip decoupling capacitance. Also note that as R1 and R2 further increase
(beyond 4 �, see Fig. 13.9), the total budgeted on-chip decoupling capacitance
increases rapidly, becoming impractically large.

Comparing Figs. 13.8 and 13.9, note that if C1 is constrained, a larger total
decoupling capacitance is required to provide the charge drawn by the current
load. Alternatively, the system of distributed on-chip decoupling capacitors under
a magnitude constraint of C1 behaves as a single distant decoupling capacitor. As
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a result, the magnitude of a single decoupling capacitor is significantly increased
to compensate for the IR voltage drop across R1 and R2. The system of distributed
on-chip decoupling capacitors should therefore be carefully designed to reduce the
total budgeted on-chip decoupling capacitance. If the magnitude of C1 is limited, C2

should be placed close to the current load to be effective, reducing the total required
on-chip decoupling capacitance. Alternatively, the parasitic impedance of the P/G
lines connecting C1 and C2 should be reduced (e.g., utilizing wider lines and/or
multiple lines in parallel) [73].

13.5 Design Methodology for a System of Distributed
On-Chip Decoupling Capacitors

An overall methodology for designing a distributed system of on-chip decoupling
capacitors is illustrated in Fig. 13.10. General differential equations for voltages
VC1.t/ and VC2.t/ across capacitors C1 and C2 are derived based on Kirchhoff’s
laws. The maximum parasitic resistance Rmax

1 between C1 and the current load is
determined from (13.6) for specific parameters of the system, such as the power
supply voltage Vdd, the minimum voltage across the terminals of the current load
Vload, the maximum magnitude of the current load Imax, and the rise time tr. If
R1 > Rmax

1 , no solution exists for the system of distributed on-chip decoupling
capacitors. Alternatively, the voltage across the terminals of a current load always
drops below the minimum acceptable level. In this case, the current load should be
partitioned to reduce Imax, resulting in R1 < Rmax

1 .
Simultaneously solving (13.1) and (13.2), the voltage across C1 and C2 is

estimated at the end of a switching cycle (t D tr), as determined by (13.3) and (13.4).
The parameters of the distributed on-chip decoupling capacitor network C1, C2,
and R2, are determined from (13.7), (13.8), (13.9) and (13.10). Note that different
tradeoffs exist in a system of distributed on-chip decoupling capacitors, as discussed
in Sect. 13.4. If the voltage across the terminals of a current load drops below the
minimum tolerable level, the total budgeted on-chip decoupling capacitance should
be increased. The system of Eqs. (13.7), (13.8), (13.9) and (13.10), is solved for an
increased total on-chip decoupling capacitance, resulting in different C1, C2, and R2

until the criterion for the maximum tolerable power noise Vload > Vmin
load is satisfied,

as shown in Fig. 13.10.
Note that the system of distributed on-chip decoupling capacitors permits

the design of an effective power distribution system under specified technology
constraints. The techniques presented in this chapter are also applicable to future
technology generations. The methodology also provides a computationally efficient
way to determine the required on-chip decoupling capacitance to support expected
current demands. In the worst case example presented in this chapter, the simulation
time to determine the parameters of the system of on-chip distributed decoupling
capacitors is under one second on a Pentium III PC with one gigabyte of RAM.
A methodology for efficiently placing on-chip decoupling capacitors can also be
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Fig. 13.10 Design flow for determining the parameters of a system of distributed on-chip
decoupling capacitors

integrated into a standard IC design flow. In this way, the circuit area required
to allocate on-chip decoupling capacitors is estimated early in the design process,
significantly reducing the number of iterations and the eventual time to market.

13.6 Case Study

The dependence of the system of distributed on-chip decoupling capacitors on the
current load and the parasitic impedance of the power delivery system is described in
this section to quantitatively illustrate the previously presented concepts. Resistive



240 13 Efficient Placement of Distributed Decoupling Capacitors

power and ground lines are assumed to connect the decoupling capacitors to the
current load and are modeled as resistors (see Fig. 13.6). The load is modeled as
a ramp current source with a 100 ps rise time. The minimum tolerable voltage
across the load terminals is 90 % of the power supply. The magnitude of the on-chip
decoupling capacitors for various parasitic resistances of the metal lines connecting
the capacitors to the current load is listed in Table 13.3. The parameters of the
distributed on-chip decoupling capacitor network listed in Table 13.3 are determined
for two amplitudes of the current load. Note that the values of R1 and R2 are
typical parasitic resistances of an on-chip power distribution grid for a 90 nm CMOS
technology.

The parameters of the system of distributed on-chip decoupling capacitors are
analytically determined from (13.7), (13.8), (13.9) and (13.10). The resulting power
supply noise is estimated using SPICE and compared to the maximum tolerable
level (the minimum voltage across the load terminals Vmin

load). The maximum voltage
drop across C2 at the end of the switching activity is also estimated and compared
to Vmin

C2
. Note that the analytic solution produces an accurate estimate of the on-chip

decoupling capacitors for typical parasitic resistances of a power distribution grid.
The maximum error in this case study is 0.003 %.

From Table 13.3, note that in the case of a large R2, the distributed decoupling
capacitor network degenerates into a system with a single capacitor. Capacitor C1 is
therefore excessively large. Conversely, if C2 is placed close to C1 (R2 is small), C2

is excessively large and the system again behaves as a single capacitor. An optimal
ratio R2

R1
therefore exists for specific characteristics of the current load that results

in a minimum required on-chip decoupling capacitance. Alternatively, in this case,
both capacitors provide an equal portion of the total charge (see Table 13.3 for R1 D
0:5 � and R2 D 10 �). Also note that as the magnitude of the current load increases,
larger on-chip decoupling capacitors are required to provide the expected current
demands.

The parameters of a distributed on-chip decoupling capacitor network listed in
Table 13.3 have been determined for the case where the magnitude of the decoupling
capacitors is not limited. In most practical systems, however, the magnitude of
the on-chip decoupling capacitor placed closest to the current load is limited by
technology and design constraints. A case study of a system of distributed on-
chip decoupling capacitors with a limited value of C1 is listed in Table 13.4. Note
that in contrast to Table 13.3, where both R1 and R2 are design parameters, in the
system with a limit on C1, R2 and C2 are determined by R1. Alternatively, both the
magnitude and location of the second capacitor are determined from the magnitude
and location of the first capacitor.

The parameters of the distributed on-chip decoupling capacitor network listed
in Table 13.4 are determined for two amplitudes of the current load with R1

representing a typical parasitic resistance of the metal line connecting C1 to the
current load. The resulting power supply noise at the current load and across the last
decoupling stage is estimated using SPICE and compared to the maximum tolerable
levels, respectively, Vmin

load and Vmin
C2

. Note that the analytic solution accurately
estimates the parameters of the distributed on-chip decoupling capacitor network,
producing a worst case error of 0.0001 %.
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Table 13.3 The magnitude of the on-chip decoupling capacitors as a function of the parasitic
resistance of the power/ground lines connecting the capacitors to the current load

R1 R2 Imax C1 C2 Vload (mV) Error VC2 (mV) Error

.�/ .�/ (A) (pF) (pF) Vmin
load SPICE (%) Vmin

C2
SPICE (%)

0.5 4.5 0.01 0 9.99999 900 899.999 0.0001 950 949.999 0.0001

0.5 6 0.01 1.59747 6.96215 900 899.986 0.002 950 949.983 0.002

0.5 8 0.01 2.64645 4.97091 900 899.995 0.0006 950 949.993 0.0004

0.5 10 0.01 3.22455 3.87297 900 899.997 0.0003 950 949.996 0.0004

0.5 12 0.01 3.59188 3.17521 900 899.998 0.0002 950 949.997 0.0003

0.5 14 0.01 3.84641 2.69168 900 899.998 0.0002 950 949.997 0.0003

0.5 16 0.01 4.03337 2.33650 900 899.999 0.0001 950 949.998 0.0002

0.5 18 0.01 4.17658 2.06440 900 899.998 0.0002 950 949.998 0.0002

0.5 20 0.01 4.28984 1.84922 900 899.999 0.0001 950 949.998 0.0002

0.5 1.5 0.025 0 24.99930 900 899.998 0.0002 950 949.998 0.0002

0.5 2 0.025 4.25092 17.56070 900 899.999 0.0001 950 949.999 0.0001

0.5 3 0.025 7.97609 11.04180 900 899.999 0.0001 950 949.999 0.0001

0.5 4 0.025 9.67473 8.06921 900 899.999 0.0001 950 949.999 0.0001

0.5 5 0.025 10.65000 6.36246 900 899.999 0.0001 950 949.999 0.0001

0.5 6 0.025 11.2838 5.25330 900 899.999 0.0001 950 949.999 0.0001

0.5 7 0.025 11.72910 4.47412 900 899.999 0.0001 950 949.999 0.0001

0.5 8 0.025 12.05910 3.89653 900 899.999 0.0001 950 949.999 0.0001

0.5 9 0.025 12.31110 3.44905 900 899.980 0.002 950 949.973 0.003

1 4 0.01 0 9.99999 900 899.999 0.0001 950 949.999 0.0001

1 6 0.01 2.16958 6.09294 900 899.990 0.001 950 949.988 0.001

1 8 0.01 3.11418 4.39381 900 899.996 0.0004 950 949.994 0.0006

1 10 0.01 3.64403 3.44040 900 899.997 0.0003 950 949.996 0.0004

1 12 0.01 3.98393 2.82871 900 899.998 0.0002 950 949.997 0.0003

1 14 0.01 4.22079 2.40240 900 899.998 0.0002 950 949.997 0.0003

1 16 0.01 4.39543 2.08809 900 899.998 0.0002 950 949.997 0.0003

1 18 0.01 4.52955 1.84668 900 899.998 0.0002 950 949.998 0.0002

1 20 0.01 4.63582 1.65540 900 899.998 0.0002 950 949.998 0.0002

1 1 0.025 0 24.99940 900 899.998 0.0002 950 949.998 0.0002

1 2 0.025 9.08053 11.37910 900 899.999 0.0001 950 949.999 0.0001

1 3 0.025 11.74820 7.37767 900 899.999 0.0001 950 949.999 0.0001

1 4 0.025 13.02600 5.46100 900 899.999 0.0001 950 949.999 0.0001

1 5 0.025 13.77630 4.33559 900 899.999 0.0001 950 949.999 0.0001

1 6 0.025 14.27000 3.59504 900 899.999 0.0001 950 949.999 0.0001

1 7 0.025 14.61950 3.07068 900 899.999 0.0001 950 949.999 0.0001

1 8 0.025 14.88010 2.67987 900 899.999 0.0001 950 949.999 0.0001

1 9 0.025 15.08180 2.37733 900 899.999 0.0001 950 949.999 0.0001

Vdd D 1 V and tr D 100 ps
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Table 13.4 The magnitude of the on-chip decoupling capacitors as a function of the
parasitic resistance of the power/ground lines connecting the capacitors to the current
load for a limit on C1

R1 Imax R2 C2 Vload (mV) Error VC2 (mV) Error

.�/ (A) .�/ (pF) Vmin
load SPICE (%) Vmin

C2
SPICE (%)

C1 D 0:5 pF

1 0.005 10.6123 4.05 900 899.999 0.0001 950 949.999 0.0001

2 0.005 9.3666 4.10 900 899.999 0.0001 950 949.999 0.0001

3 0.005 8.1390 4.15 900 899.999 0.0001 950 949.999 0.0001

4 0.005 6.9290 4.20 900 899.999 0.0001 950 949.999 0.0001

5 0.005 5.7354 4.25 900 899.999 0.0001 950 949.999 0.0001

0.5 0.01 4.8606 9.05 900 899.999 0.0001 950 949.999 0.0001

1 0.01 4.3077 9.10 900 900.000 0.0000 950 949.999 0.0001

2 0.01 3.2120 9.20 900 899.999 0.0001 950 949.999 0.0001

3 0.01 2.1290 9.30 900 899.999 0.0001 950 949.999 0.0001

4 0.01 1.0585 9.40 900 899.999 0.0001 950 949.999 0.0001

C1 D 1 pF

1 0.005 13.2257 3.1 900 899.999 0.0001 950 949.999 0.0001

2 0.005 11.5092 3.2 900 899.999 0.0001 950 949.999 0.0001

3 0.005 9.8686 3.3 900 899.999 0.0001 950 949.999 0.0001

4 0.005 8.2966 3.4 900 899.999 0.0001 950 949.999 0.0001

5 0.005 6.7868 3.5 900 899.999 0.0001 950 949.999 0.0001

0.5 0.01 5.3062 8.1 900 899.999 0.0001 950 949.999 0.0001

1 0.01 4.6833 8.2 900 899.999 0.0001 950 949.999 0.0001

2 0.01 3.4644 8.4 900 899.999 0.0001 950 949.999 0.0001

3 0.01 2.2791 8.6 900 899.999 0.0001 950 949.999 0.0001

4 0.01 1.1250 8.8 900 899.999 0.0001 950 949.999 0.0001

Vdd D 1 V and tr D 100 ps

Comparing results from Table 13.4 for two different magnitudes of C1, note that
a larger C1 results in a smaller C2. A larger C1 also relaxes the constraints for
the second decoupling stage, permitting C2 to be placed farther from C1. The first
stage of a system of distributed on-chip decoupling capacitors should therefore be
carefully designed to provide a balanced distributed decoupling capacitor network
with a minimum total required capacitance, as discussed in Sect. 13.4.3.

On-chip decoupling capacitors have traditionally been allocated during a post-
layout iteration (after the initial allocation of the standard cells). The on-chip
decoupling capacitors are typically inserted into the available white space. If
significant area is required for an on-chip decoupling capacitor, the circuit blocks are
iteratively rearranged until the timing and signal integrity constraints are satisfied.
Traditional strategies for placing on-chip decoupling capacitors therefore result in
increased time to market, design effort, and cost.

The methodology for placing on-chip decoupling capacitors presented in this
chapter permits simultaneous allocation of the on-chip decoupling capacitors and



13.7 Summary 243

the circuit blocks. In this methodology, a current profile of a specific circuit block
is initially estimated [298]. The magnitude and location of the distributed on-
chip decoupling capacitors are determined based on expected current demands and
technology constraints, such as the maximum capacitance density and parasitic
resistance of the metal lines connecting the decoupling capacitors to the current
load. Note that the magnitude of the decoupling capacitor closest to the current
load should be determined for each circuit block, resulting in a balanced system
and the minimum required total on-chip decoupling capacitance. As the number of
decoupling capacitors increases, the parameters of a distributed on-chip decoupling
capacitor network are relaxed, permitting the decoupling capacitors to be placed
farther from the optimal location (permitting the parasitic resistance of the metal
lines connecting the decoupling capacitors to vary over a larger range). In this
way, the maximum effective radii of a distant on-chip decoupling capacitor is
significantly increased [277]. A tradeoff therefore exists between the magnitude and
location of the on-chip decoupling capacitors comprising the distributed decoupling
capacitor network.

13.7 Summary

A design methodology for placing distributed on-chip decoupling capacitors in
nanoscale ICs can be summarized as follows.

• On-chip decoupling capacitors have traditionally been allocated into the available
white space using an unsystematic approach. In this way, the on-chip decoupling
capacitors are often placed far from the current load

• Existing allocation strategies result in increased power noise, compromising the
signal integrity of an entire system

• Increasing the size of the on-chip decoupling capacitors allocated with conven-
tional techniques does not enhance power delivery

• An on-chip decoupling capacitor should be placed physically close to the current
load to be effective

• Since the area occupied by the on-chip decoupling capacitor is directly propor-
tional to the magnitude of the capacitor, the minimum impedance between the
on-chip decoupling capacitor and the current load is fundamentally affected by
the magnitude of the capacitor

• A system of distributed on-chip decoupling capacitors has been described in
this chapter to resolve this dilemma. A distributed on-chip decoupling capacitor
network is an efficient solution for providing sufficient on-chip decoupling
capacitance while satisfying existing technology constraints

• An optimal ratio of the parasitic resistance of the metal lines connecting the
capacitors exists, permitting the total budgeted on-chip decoupling capacitance
to be significantly reduced
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• Simulation results for typical values of the on-chip parasitic resistances are also
presented, demonstrating high accuracy of the analytic solution. In the worst
case, the maximum error is 0.003 % as compared to SPICE

• A distributed on-chip decoupling capacitor network permits the on-chip decou-
pling capacitors and the circuit blocks to be simultaneously placed within a single
design step



Chapter 14
Simultaneous Co-Design of Distributed On-Chip
Power Supplies and Decoupling Capacitors

Multiple power supplies are widely used in high performance integrated circuits
to provide current close to the load circuitry in high performance integrated
circuits [289]. The number of on-chip power supplies is increasing, requiring
innovative design methodologies to satisfy the stringent noise and power constraints
of these high complexity integrated circuits [299–302]. Placing the power supply
on-chip eliminates losses due to the package parasitic impedances, improving the
quality of the delivered power [289].

To provide multiple on-chip power supplies, linear voltage regulators are typi-
cally used which require small area with fast load regulation to realize point-of-load
voltage delivery [303]. These power supplies alone, however, do not satisfy stringent
power and noise constraints. Decoupling capacitors are therefore widely used as
a local reservoir of charge which are self-activated and supply current when the
power supply level deteriorates [304], as previously discussed in Chap. 14. Inserting
decoupling capacitors into the power distribution network is a natural way to lower
the power grid impedance at high frequencies [136]. A representative power delivery
network with on-chip power supplies, decoupling capacitors, and load circuits is
illustrated in Fig. 14.1. Tens of on-chip power supplies, hundreds-to-thousands of
on-chip decoupling capacitors, and millions-to-billions of active transistors are
anticipated in the design of next generation high performance integrated circuits.

Power supplies and decoupling capacitors exhibit similar characteristics with
some important differences such as the response time, decay rate of the capacitor,
on-chip area, and power efficiency. On-chip power supplies require greater area,
provide limited power efficiency, and exhibit slower response time as compared to
decoupling capacitors. Decoupling capacitors, however, should be placed close to
a power supply to recharge before the next switching event [304]. Additionally,
the placement of the decoupling capacitors should consider the resonance formed
by the decoupling capacitor and the power grid inductance which degrades the
effectiveness of the decoupling capacitor [305]. Existing design methodologies for

© Springer International Publishing Switzerland 2016
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Fig. 14.1 A uniform power distribution network with multiple on-chip power supplies, decoupling
capacitors, and current loads. Current loads are used to model the active circuits

placing decoupling capacitors assume one or two on-chip power supplies [304] or
one decoupling capacitor interacting with multiple power supplies [306]. These
assumptions are inappropriate when voltage is regulated at the point-of-load with
multiple on-chip power supplies and decoupling capacitors. Design methodologies
are therefore required to simultaneously place multiple on-chip power supplies and
decoupling capacitors.

The effective radii of the decoupling capacitors have been developed for a single
current path between a current load and a single decoupling capacitor, as described
in Chap. 12, and for a mesh structure considering a single decoupling capacitor
in [306]. In this chapter, not only the interactions among the power supplies,
decoupling capacitors, and load circuitry but also the interactions among the power
supplies and between the decoupling capacitors are considered. Those interactions
considered in this chapter are schematically illustrated in Fig. 14.2.

These interactions among the circuit components are complicated by the increas-
ing number of components in the power delivery network. In this chapter, inter-
actions among the power supplies, decoupling capacitors, and current loads are
evaluated. A methodology is described to simultaneously determine the optimum
location of the distributed power supplies and decoupling capacitors within the
overall power distribution network, providing an integrated approach to delivering
power.

The rest of this chapter is organized as follows. The problem is formulated in
Sect. 14.1. Interactions among the on-chip power supplies, decoupling capacitors,
and load circuits are analyzed and a methodology for simultaneous power supply
and decoupling capacitor placement is presented in Sect. 14.2. Case studies exam-
ining the interactions among the power supplies, current loads, and decoupling
capacitors are provided in Sect. 14.3. Some specific conclusions are summarized
in Sect. 14.4.
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Power
supply

Load

Decap

Fig. 14.2 Interactions among the on-chip power supplies, decoupling capacitors, and load circuits.
Thicker lines represent greater interaction. Note that the effect of a power supply or a decoupling
capacitance on the load circuits depends strongly on the physical distance

14.1 Problem Formulation

Power distribution networks are typically modeled as a uniformly distributed RL
mesh structure. By exploiting the uniform nature of the power grid, the Euclidean
distance between the circuit components can be used to determine the effective
impedance between arbitrary nodes. A closed-form expression for the effective
impedance in an infinite resistive mesh is provided by Venezian in [307]. This
expression is modified both to produce more accurate results and to include the
inductance of the power grid as the power grid impedance depends strongly on the
inductance at high frequencies. A closed-form expression to determine the effective
impedance between two nodes, Nx1;y1 and Nx2;y2 , is

Zm;n D z � 1

2�
� ln.n2 C m2/ C 0:51469; (14.1)

where

m D jx1 � x2j and n D jy1 � y2j: (14.2)

z is the impedance of one segment of the grid. Applying this effective impedance
concept, multiple current paths are considered without increasing the computational
complexity of the power grid analysis process.



248 14 Simultaneous Co-Design of Distributed Power System

The complicated power distribution network schematically illustrated in Fig. 14.2
is simplified to a network consisting of only equivalent impedances among the
power supplies, decoupling capacitors, and load circuitry. Multiple current paths
are efficiently considered using the simplified model in (14.1).

14.2 Simultaneous Power Supply and Decoupling Capacitor
Placement

Interactions among a single power supply, decoupling capacitor, and current load are
illustrated in Fig. 14.3. The equivalent parasitic resistance and inductance between
the power supply and decoupling capacitor, power supply and load circuit, and
decoupling capacitor and load circuit are represented, respectively, as Rvd and Lvd ,
Rpl and Lpl, and Rdl and Ldl. The load current Il is

Il D idl C ipl: (14.3)

The current supplied from the decoupling capacitor and power supply is represented,
respectively, as idl and ipl. The ratio of the current supplied to the active circuits from
the power supplies and decoupling capacitors depends upon the physical distances,
the parasitic impedance among these components, and the size of the decoupling
capacitors. idl/il increases for greater Rpl and Lpl, enhancing the effect on the load
circuit of the decoupling capacitors as compared to the effect of the power supplies.

The effective region of a decoupling capacitor depends upon the location of those
power supplies, decoupling capacitors, and load circuits in close proximity as well
as the power grid impedance, and rise and fall times of the load currents. A uniform

Imax

supply
Load

Decap
Rvd

Lvd Rdl

Ldl

Rpl Lpl
Power

plI
Ivd

Idl

ddV

cI

cV

Vload

t r t f

I l

C

Fig. 14.3 Simplified interactions among a power supply, decoupling capacitor, and load circuit.
The components are connected with the corresponding equivalent impedance in the power grid
modeled by (14.1). The load current is modeled as a triangular current load with a rise time tr and
fall time tf
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Fig. 14.4 Elliptic structure to
illustrate the effective region
of a decoupling capacitors
with a single power supply.
The short radius (rs) and long
radius (rl) depend upon the
size of the capacitor and the
effective impedance between
the capacitor and power
supply

z

Power
supply

rl

Decoupling capacitor effective region

Decoupling
capacitor

rs

current distribution is assumed in this chapter to simplify this analysis. The analysis
can however be generalized to a non-uniform load current distribution. The effective
region for a single decoupling capacitor with a single power supply is illustrated in
Fig. 14.4. The effective region exhibits an elliptic shape due to the non-uniform
location of the power supplies. This elliptic shape can be explained intuitively by
examining Fig. 14.4. The current supplied to the load circuit in this elliptic region
is provided by the decoupling capacitor and the local power supply. When the load
circuit is moved out of this elliptic region, most of the load current is provided either
by the local power supply or decoupling capacitor due to the increased parasitic
impedance. When the load current is supplied both by the local power supply and
the decoupling capacitor, the response is faster and more effectively suppresses the
switching noise.

The elliptic shape also depends upon the technology parameters and the noise
constraints. The area of the elliptical region is small when the noise constraints of
the power distribution network are high. For example, when the maximum target
noise of the power distribution system is 5 % of the supply voltage, a smaller ellipse
is formed as the effective region around the decoupling capacitor. Alternatively, the
area of the elliptic region increases when the noise constraint is increased to 10 % of
the supply voltage. Consequently, elliptic equipotential shapes are formed around
the decoupling capacitors and power supplies, denoting identical power supply
voltage levels.

An elliptic region is described by a long and short radius represented as rl and rs,
respectively, as shown in Fig. 14.4. rl can be determined as

rl.n;m/
D K � C

R.x1;y1/ C k � L.x1;y1/

; (14.4)

where C is the decoupling capacitance and the effective resistance and induc-
tance between the decoupling capacitor and the power supply are represented,
respectively, as R.x1;y1/ and L.x1;y1/. The horizontal and vertical distance from the
decoupling capacitor to the power supply is represented, respectively, as x1 and y1.
The effect of the transition time of the load current is embedded into the equation
using k. K models the noise constraints, i.e., a smaller K is used for more stringent
noise constrained circuits.
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Fig. 14.5 Modified elliptic structure to illustrate the effective regions for a local power supply and
decoupling capacitors. Note that the effective region for a local power supply is the overlap of the
effective regions for the surrounding decoupling capacitors

The effective region for a local power supply with four decoupling capacitors is
illustrated with a dark shaded modified elliptic shape in Fig. 14.5. Since the power
supply interacts with four different decoupling capacitors, the effective region is
the overlap of the four different elliptic shapes. Since the effect of a decoupling
capacitor on rs is limited, the effective region of the power supply can be described
with four different rl, denoted as rl1, rl2, rl3, and rl4, to represent the effect of,
respectively, C1, C2, C3, and C4. A similar analysis can be performed when the
system includes multiple decoupling capacitors and multiple power supplies. Each
decoupling capacitor is affected by the remaining decoupling capacitors and power
supplies. The effective region of a decoupling capacitor or power supply is therefore
described as the overlap of the elliptic equipotential surfaces caused by each power
supply and decoupling capacitor, as illustrated in Fig. 14.5.

14.3 Case Study

The method of overlapping elliptic equipotential surfaces to determine the effective
region has been verified with SPICE simulations. A uniform RL grid structure
with 20 horizontal and vertical lines (20 � 20 mesh) is assumed in the analysis.
The supply voltage is 1 V and the uniformly distributed current loads switch at
a 1 GHz frequency with rise and fall times of, respectively, 100 and 300 ps. A
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Fig. 14.6 Effective region for a local power supply at N.10;10/ with four decoupling capacitors at
N.17;17/, N.18;2/, N.5;5/, and N.6;14/ in the power distribution network. Note the elliptic shapes around
the decoupling capacitors and modified elliptic shape around the local power supply

power distribution system with a local power supply and four decoupling capacitors
is initially evaluated. The power supply is placed at N.10;10/ and the decoupling
capacitors C1, C2, C3, and C4 are placed, respectively, at nodes N.6;14/, N.17;17/,
N.5;5/, and N.18;2/. A simulation of the power distribution network is illustrated in
Fig. 14.6.

Since the closest decoupling capacitor to the local power supply is C1, the
effective region of the power supply extends towards C1. Alternatively, the effective
region of the local power supply is limited towards C4 since C4 is farther from the
local power supply. The long radius of the effective regions for C2 and C4 is shown
in Fig. 14.6 as, respectively, rl2 and rl4 . The ratio rl2 /rl4 is 1.2 as compared to 1.15
from (14.4), exhibiting an error of less than 5 %.

The effect of the transition time of the load current on the effectiveness of the
decoupling capacitors and power supplies has also been evaluated. A 20 � 20 power
grid with five decoupling capacitors placed at N.3;3/, N.3;17/, N.10;10/, N.17;3/, and
N.17;17/ and four on-chip power supplies located at N.3;10/, N.10;3/, N.10;17/, and
N.16;10/ is evaluated. For rise and fall times of the load current of 50 and 150 ps,
respectively, the effective region for the decoupling capacitors and power supplies
is illustrated in Fig. 14.7a. Note that the effective region of the power supplies
and decoupling capacitors exhibits similar behavior as the area of the surrounding
equipotential surfaces are approximately the same. No resonance occurs and the
decoupling capacitors are sufficiently close to the power supplies to be recharged
before the next switching event.

The effective region of the power supplies and decoupling capacitors is depicted
in Fig. 14.7b when the rise and fall transition times of the load current are increased
to, respectively, 200 and 600 ps. Note that the area of the effective region of
the decoupling capacitors becomes smaller. The cause of the reduced effective
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Fig. 14.7 Effective region for multiple decoupling capacitors and power supplies. Four decoupling
capacitors, C1, C2, C4, and C5, are located at the corners and one decoupling capacitor C3 is located
in the middle of the power distribution network. The four power supplies are placed between the
decoupling capacitors; (a) rise and fall transition times are, respectively, 50 and 150 ps, (b) rise
and fall transition times are, respectively, 200 and 600 ps

region around the decoupling capacitors is that the equivalent transition times
produce a resonance [305] formed by the decoupling capacitor and the power grid
inductance. Also, the capacitors cannot fully recover before the next switching
event. The resonance phenomenon is considered in (14.4) with k. The effective
region around the on-chip power supplies is not significantly affected by the change
in transition time. Considering all of these distinct properties (such as the resonance
and decay rate of the capacitor) of the decoupling capacitors and power supplies can
significantly improve the quality of the power distribution network.
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14.4 Summary

The simultaneous co-design of distributed on-chip power supplies and decoupling
capacitors is described in this chapter. The primary results are summarized as
follows.

• A fundamental change in the design process of on-chip power distribution
networks is necessary with the increase in the number of on-chip power supplies

• A closed-form expression to determine the effective impedance between two
nodes in a uniform RL network is provided

• The effect of the rise and fall transition times on the effective region of the
decoupling capacitors is discussed

• A closed-form expression to determine the effective elliptic region of multiple
decoupling capacitors is provided

• Highly complex interactions among the power supplies, decoupling capacitors,
and load circuitry are evaluated

• The analysis and simultaneous co-placement of on-chip local power supplies and
decoupling capacitors are required to provide a more efficient power delivery
system



Chapter 15
Conclusions

Several stages of decoupling capacitors are typically placed across the power and
ground lines to bypass inductive interconnect. Decoupling capacitors are the focus
of Part III. While effective for reducing the high frequency impedance of power
distribution system, decoupling capacitors are only useful within a certain frequency
range due to inherent parasitic resistances and inductances.

The efficient placement of decoupling capacitors is described in this part.
Traditionally, decoupling capacitors have been placed within the available on-chip
area. This approach, however, is not effective. Decoupling capacitors need to be
placed within a specific distance from the current source to allow the charge to
be efficiently transferred from the power supply to the decoupling capacitor, and
within a specific distance from the load to achieve efficient charge transfer from the
decoupling capacitor to the load. Based on these distances (or radii), the efficient
placement of decoupling capacitor is described in Part III.

The power delivery system can be further enhanced by distributing the decou-
pling capacitors, starting from a large decoupling capacitor placed far from the load
and ending with small distributed decoupling capacitors placed close to the load.
Signal integrity is also greatly enhanced by utilizing this methodology. Additionally,
the co-design of the distributed on-chip power supplies and decoupling capacitors
is described in Part III, supporting the simultaneous placement of decoupling
capacitors with the on-chip power supplies. These power supplies can be placed
in close proximity to the load, since the size of these power supplies is relatively
small.

These methodologies are described for different systems under a variety of
constraints, exhibiting both computational efficiency and accuracy. The important
issue of efficiently placing on-chip decoupling capacitors is the primary topic of
this part.

© Springer International Publishing Switzerland 2016
I.P. Vaisband et al., On-Chip Power Delivery and Management,
DOI 10.1007/978-3-319-29395-0_15

255



Part IV
Power Delivery Circuits

The on-chip integration of multiple low voltage power supplies is a primary concern
in high performance ICs. An integrated power system should deliver high quality
power to multiple loads in an energy efficient manner. The load regulation and
power efficiency of individual power supplies within a power delivery system are
particularly important and affect the overall performance of the power delivery
process. The physical size of a power supply is also critical for integrating multiple
power supplies on-chip. Several power delivery circuits are described in Part IV.

To provide a high quality power delivery system, the power needs to be regulated
on-chip with ultra-small locally distributed power efficient converters. Different
types of power supplies are reviewed in Chap. 16. To exploit the advantages of
existing power supplies, a heterogeneous power delivery system is described. The
power efficiency of the system is shown to be a strong function of the clustering of
the power supplies—the specific configuration in which the power converters and
regulators are co-designed.

The primary design characteristic that affects the development of multiple on-
chip power supplies is the on-chip area. A small hybrid on-chip voltage regulator is
described in Chap. 17. This active filter based voltage regulator is a combination of
a buck converter and a low dropout (LDO) voltage regulator. The performance of
the active filter based regulator is compared with other recently developed on-chip
voltage regulators.

A fully integrated power delivery system with distributed on-chip LDO regu-
lators developed for voltage regulation in portable mobile devices is described in
Chap. 18. The circuit is fabricated in a 28 nm CMOS process. Each LDO employs
adaptive bias for fast and power efficient voltage regulation, exhibiting 0:4 ns
response time of the regulation loop and 98.45 % current efficiency. An adaptive
compensation network is also employed within the distributed power delivery
system to maintain a stable system response.

With hundreds of power domains and thousands of cores, DVS and DVFS
within each core are primary design objectives for efficiently managing a power
budget. In addition, line regulation will become more important when hundreds of
power supplies operate together on a single monolithic substrate. Efficient design
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techniques and circuits for adaptive control of power lines are therefore important.
A digitally controlled current starved pulse width modulator for adaptively changing
the voltage of a power converter is described in Chap. 19. Analytic closed-form
expressions for the operation of a pulse width modulator are provided. The accuracy
and performance of the pulse width modulator is evaluated with 22 nm CMOS
predictive technology models under PVT variations. The pulse width modulator is
appropriate for dynamic voltage scaling systems due to the small on-chip area and
high accuracy under PVT variations.



Chapter 16
Voltage Regulators

Compromises between speed and power are the new semiconductor reality of the
twenty first century. To support the demand for decreasing cost per function, a focus
on functional diversification, on-chip integration, parallelism, and dynamic control
have been adopted, posing significant circuit and system level challenges on power
delivery and management in modern ICs. To cope with these challenges, traditional
power delivery needs to be revised at the architectural, circuit, device, and material
levels. Existing circuit level techniques to convert and regulate power are reviewed
in this chapter in terms of the advantages, drawbacks, and compatibility, with a focus
on on-chip integration of heterogeneous systems.

One of the basic building blocks of converting and regulating power within a
power delivery system is a DC-DC power converter. Power supplies step voltage
signals either up (boost) or down (buck) and supply the required current to the load,
while regulating output voltages under PVT, line, and load variations. The power
efficiency of the conversion process has historically been the defining characteristic
of a power supply. With increasing on-chip noise and demand on the quality of the
dynamically controlled power, load regulation of the power supply has also become
critical. With on-chip integration, the physical area of these power supplies is an
additional concern.

Two typical strategies to convert power are to utilize passive storage elements for
energy conversion (switching topologies) or to dissipate the excess energy within
a resistive element (linear topologies). Historically, large switching power supplies
are preferred over compact linear power supplies due to the high, ideally 100 %,
power efficiency of switching converters. With on-chip power converters, strict area
constraints are imposed on the DC-DC converters, affecting the choice of power
supply topology. Compact switching power converters can potentially be designed at
higher switching frequencies. The parasitic impedance in these converters however
increases, degrading the power efficiency of the power delivery system.

The delivery of high quality power to the on-chip circuitry with minimum
energy loss is a fundamental requirement of all ICs. To supply sufficient power,
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a higher unregulated DC voltage is usually stepped down and regulated within
the power delivery system [308]. Power conversion and regulation resources need
to be efficiently managed to supply high quality power with minimum energy
losses within multiple on-chip voltage domains [289]. The design complexity of
a power delivery system increases with greater requirements on the quality of the
power supply, limitations of the passive elements, board and package parasitic
impedances, and limited number of I/O pins. In a modern system-on-chip, the
power supplies provide the required voltage for the ICs within the overall system
(CPUs, GPUs, hard disks, storage, sensors, and others), as well as the analog
and digital circuit blocks within the ICs. A regulated 12 V output voltage is
often derived off-chip from a 48 V battery [308]. The on-chip DC voltages are
significantly lower and range from a fraction of a volt in the low power digital
blocks to several volts in the input/output buffers, high precision analog blocks, and
storage ICs. Furthermore, to effectively exploit power delay tradeoffs, additional
power management techniques such as DVS and DVFS are often employed, further
increasing the design complexity of the power delivery system. Thus, to efficiently
manage the power delivered to a modern SoC, a methodology to distribute and
manage the on-chip power supplies is required.

Traditionally, power is managed off-chip with energy efficient voltage converters
(see Fig. 16.1a), delivering high quality DC voltage and current to the electrical grid
that reliably distributes the on-chip power. The supply voltage, current density, and
parasitic impedances, however, scale aggressively with each technology generation,
degrading the quality of the power delivered from the off-chip power supplies to
the on-chip load circuitry. The power supply in a package (PSiP) approach with
partially off-chip yet in package power supplies is considered an intermediate
power supply technology with respect to cost, complexity, and performance [309].
The power is regulated on-chip to lower the parasitic impedance of both the
board and package (see Fig. 16.1b). To fully integrate a power converter on-chip,
advanced passive components, packaging technologies, and circuit topologies are
essential. Several power converters suitable for on-chip integration have recently
been fabricated [303, 310–328]. Power supply systems with several on-chip power
converters/regulators are commonly encountered to improve the quality of the power
delivered within an IC [329–337].

On-chip power supply integration is an important cornerstone to the power
supply design process. A single on-chip power converter is however not capable

Fig. 16.1 Power delivery system with four voltage domains, (a) off-chip, (b) integrated on-chip,
and (c) distributed point-of-load power supplies for voltage conversion and regulation
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Fig. 16.2 Typical power conversion topologies (a) switching-mode power supply, (b) switched-
capacitor converter, and (c) linear regulator

of supplying sufficient, high quality regulated current to the billions of current loads
within the tens of on-chip voltage domains. To maintain a high quality power supply
despite increasing on-chip parasitic impedances, hundreds of ultra-small power
converters should ultimately be integrated on-chip, close to the loads within the
individual multiple voltage domains [310–313]. A distributed point-of-load power
supply system is illustrated in Fig. 16.1c.

While the quality of the power supply can be efficiently addressed with a
distributed multi-voltage domain system, the limited power efficiency of the on-chip
converters is a primary concern for the POL approach. The high power efficiency
of the off-chip power converters is traded off for small area and locally regulated
currents and voltages.

Three typical topologies, switching mode power supplies (SMPS), switched-
capacitors (SC), and linear regulators are depicted in Fig. 16.2. Two switching
topologies, SMPS and SC, are discussed, respectively, in Sects. 16.1 and 16.2.
A linear topology is reviewed in Sect. 16.3. Some conclusions reviewing the
preferable choice of on-chip power supply topology are provided in Sect. 16.4,
followed by a brief summary of the chapter in Sect. 16.5.

16.1 Switching Mode Power Supplies

A typical switching mode power supply (SMPS) converts an input voltage VIN to
an output voltage VDD, supplying the required current IDD to the load circuitry.
These converters are operated by a switching signal fed into passive energy storage
components through a power MOSFET controlled by a pulse width modulator
(PWM). A common step down SMPS converter operating as a buck converter is
shown in Fig. 16.3. The stored input energy is restored at the output at the required
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Fig. 16.3 Buck converter
circuit

voltage level, maintaining high power efficiency up to a frequency fs, typically a few
megahertz [338]. The operational mode of a buck converter, output voltage, output
current, and transient performance are affected by the output LC filter and controller
within the feedback loop, as illustrated in Fig. 16.3. The on-chip integration of
SMPS converters is greatly complicated due to I/O limitations, and constraints
related to the physical size of the passive elements [339]. The area required by
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the passive components to achieve a specific impedance is inversely proportional
to the frequency, and can be reduced in on-chip converters by operating at ultra-
high switching frequencies. An SMPS operating at a high frequency is however
more affected by the parasitic impedances, degrading the power efficiency of the
converter. The area of a buck converter is dominated by the size of the passive
elements and is

ABuck � L

L�
C C

C�
; (16.1)

where L� and C� are, respectively, the inductance and capacitance per square
micrometer of the LC filter.

Voltage regulation is a primary concern for POL power delivery. In discontinuous
conduction mode (DCM) [340], the current ripple iIDD within the inductor L
exceeds the output current IDD, and the voltage VDD at the output of a converter
becomes load dependent, degrading the quality of the delivered power. To support
high load regulation, the buck converter is assumed to be loaded with an output
current IDD that exceeds the current ripple (iIDD 
 IDD), yielding expressions for
the inductor and capacitor operating in the continuous conduction mode (CCM)
[314, 341],

L D VIN � VDD

2fsiIDD
� VDD

VIN
; (16.2)

C D iIDD

8fsvVDD
; (16.3)

where vVDD is the voltage ripple at the converter output, and VDD is the voltage at
the load. To satisfy tight load regulation specifications, the output voltage ripple is
assumed to range up to 10 % of VDD (v = 0.1). Substituting (16.2) and (16.3) into
(16.4), the area of a buck converter is

ABuck �
�

.VIN � VDD/VDD

2L�VINfs

�
1

iIDD
C
�

1

8C�vVDDfs

�
iIDD: (16.4)

At low levels of current ripple, the area of a buck converter is dominated by the
inductor and increases with smaller iIDD. Alternatively, at larger levels of iIDD, the
area of a buck converter is dominated by the size of the capacitor and is proportional
to the current ripple. An optimum ripple current i;OPTIDD therefore exists that
minimizes the area of a buck converter for a target output voltage ripple vVDD,
and input and output voltage levels,

i;OPTIDD D
8<
:

2

r
v



1 � VDD

VIN

�
C�

L�
� VDD , GG � VDD; GG � VDD 
 IDD (16.5)

IDD; GG � VDD > IDD; (16.6)
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where GG is the output conductance ripple and depends upon technology parame-
ters, converted voltages, and the regulation specification. The minimum area of the
buck converter is therefore

ABuck;MIN � 1

2fs

8̂
ˆ̂̂̂
<
ˆ̂̂̂
:̂

r
1
v



1 � VDD

VIN

�
1

L�C�
; GG � VDD 
 IDD (16.7)
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1 � VDD

VIN

�
VDD

L�IDD
; GG � VDD > IDD. (16.8)

Thus, in CCM at low current loads (IDD < GG � VDD), the minimum area of a buck
converter is dominated by the inductance characteristics and increases with smaller
values of IDD. However, for values of IDD larger than GG � VDD, the minimum size
of a buck converter does not strongly depend on IDD. Alternatively, both the power
MOSFET losses and power dissipated in the LC filter are dominant at different
frequencies, conversion voltages, and current levels in CCM. The power dissipated
in the power MOSFET comprises the MOSFET switching power (/ fsV2

IN) and the
resistive power (/ RONI2

DD) dissipated by the effective resistor RON of the MOSFET,
yielding

PBuck;MOS D l2min

�RON.VIN � VT/
� fsV

2
IN C 4

3
RON

VDD

VIN
I2
DD; (16.9)

where lmin is the minimum channel length, � is the carrier mobility, and VT is
the threshold voltage [342] of the MOSFET. From (16.9), increasing the effective
resistance of the MOSFET reduces the switching power dissipation while increasing
the resistive loss. Thus, an optimum resistance ROPT

ON exists that minimizes the power
dissipated in an MOSFET, yielding

ROPT
ON D

s
3

4

l2min

�.VIN � VT/
� fs

VIN

VDD
� VIN

IDD
; (16.10)

and

PMIN
Buck;MOS D 2IDD

s
4

3

l2min

�.VIN � VT/
� fsVINVDD: (16.11)

The power dissipated in an LC filter [342] comprises the power losses due to the
resistive (ESRIND) and capacitive (ESCIND) parasitic impedances of the inductor,

PBuck;IND D 4

3
ESRIND � I2

DD C ESCINDfs � V2
IN ; (16.12)

and the power losses due to the parasitic resistance of the capacitor (ESRCAP),

PBuck;CAP D ESRCAP.iIDD/2: (16.13)
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Fig. 16.4 Buck converter (a)
physical area, and (b) power
efficiency vs. load current for
moderate, high, and
ultra-high switching
frequencies

The total power dissipation and power efficiency PLoad
PLoadCPBuck

of the buck converter
are, respectively,
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�.IN�VT/
� fsVINVDD � IDD; (16.14)

'Buck D PLoad

PLoad C PBuck
D IDDVDD

IDDVDD C PBuck
: (16.15)

Typical passive component parameters, represented by [343–345] and technology
parameters [346], are used to demonstrate power and area tradeoffs and trends
in buck converters. Current loads from a few milliamperes to several amperes,
and input and output voltages of, respectively, 1 and 0.7 V, are considered. The
physical area (see (16.7)) and power efficiency (see (16.15)) trends are depicted in
Fig. 16.4 for moderate (10 MHz), high (100 MHz), and ultra-high (1 GHz) switching
frequencies.

At low current loads, the power losses of a buck converter in CCM are
dominated by the parasitic capacitance of the inductor (ESCIND), decreasing the
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power efficiency at lower IDD and larger converter size (ABuck / 1=IDD for IDD <

GG�VDD). Alternatively, at high current loads, the power efficiency is dominated by
the parasitic resistance of the inductor (ESRIND) and capacitor (ESRCAP), increasing
the power losses of a buck converter at higher IDD. Thus, a buck converter exhibits a
parabolic shaped power efficiency with current in CCM, while the physical size of
the converter is reduced at higher currents. Therefore, by targeting high switching
frequencies, the preferred current load to convert a voltage with minimum power
losses and physical area for a specific switching frequency fs can be determined.
For example, as shown in Fig. 16.4, a preferable current exists for fs = 100 MHz and
fs = 1 GHz since the maximum power efficiency is achieved at IDD > GG � VDD

but not at fs = 10 MHz. The minimum power loss in (16.15) is proportional to
p

fs,
significantly degrading the power efficiency at high frequencies. Alternatively, the
size of a power converter is proportional to 1=fs and decreases at higher frequencies,
exhibiting an undesirable tradeoff between the power efficiency and physical size
of a buck converter. The high power efficiency of traditional large power converters
operating at low frequencies is therefore traded off for smaller physical size at ultra-
high switching frequencies.

16.2 Switched-Capacitor Converters

Another type of switching power supply is a switched-capacitor converter, also
referred to as a charge pump (CP) [347]. SC converters utilize capacitors and
switches to step up or step down the input voltage based on the principle of charge
conservation [289, 308]. The power is typically converted into two non-overlapping
time phases, '1 and '2. During each phase, capacitors are connected in a different
configuration, affecting the distribution of charge across the switched capacitors.
The operation of a simple one stage CP is illustrated in Fig. 16.5 [347]. During the
first phase of the period TS ('1 W 0 
 t 
 TS=2), switches S1 and S2 are, respectively,
closed and open, and the VPWM signal is low, charging capacitor C through the input
source VIN D VDD, and discharging the output node by the load current IOUT (see
Fig. 16.5a). At the end of '1, capacitor C is charged to VIN , and the output node is
discharged by IOUT � TS=2. During the second phase ('2 W TS=2 
 t 
 TS), switches
S1 and S2 change state and the signal VPWM switches from low to high, as shown

CLVIN
Load

a bS1 S2 VOUT

C

VPWM = 0

CLVIN
Load

S1 S2 VOUT

C

VPWM = VDD

Fig. 16.5 Single stage switched-capacitor converter, (a) phase 1 ('1 W 0 � t � TS=2) operation,
and (b) phase 2 ('2 W TS=2 � t � TS/ operation
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in Fig. 16.5b). The charge stored on C during '1 is redistributed between capacitor
C and capacitive load CL, and supplies the load current IOUT during phase '2. As a
result, the voltage at the output increases during each subsequent cycle up to a final
asymptotic steady state voltage [347],

V.SS/
OUT D 2VDD � �V D 2VDD � IOUT

fsC
; (16.16)

where �V is the voltage drop due to charge sharing, and fs D 1=TS is the
switching frequency of the converter. The capacitor C behaves as a charge pump
in the SC converter and, for sufficiently high switching frequencies, the output
voltage in steady state is maintained close to 2VDD [347]. The voltage drop at the
output increases with higher values of IOUT (see (16.16)), making load regulation
difficult in SC converters with high load currents. To limit the voltage drop at the
output of an SC converter, a minimum switching frequency fs;MIN is determined.
This voltage drop can also be reduced by increasing the size of the capacitors,
trading the larger physical size of the SC converter for improved output voltage
regulation. Large power supplies are, however, ineffective for on-chip integration.
To enhance the ability of a SC converter to regulate the load, feedback circuitry
is added at the expense of lower efficiency of the power conversion process.
Alternatively, low current applications that require a low-to-high voltage conversion
but not necessarily excellent load regulation (such as wireless monitoring systems,
non-volatile memory, and certain mixed-signal systems [348–351]) are natural
applications for switched-capacitor converters.

The power efficiency of a typical switched-capacitor DC-DC converter is primar-
ily limited by heat losses incurred when transferring charge between the switched
capacitors PTRANS, losses in the power switches PSW , and dynamic power dissipated
in the parasitic resistance PDYN . While the theoretical power efficiency of other
switching converters (e.g., SMPS) is 100 %, the power loss due to charge transfer
PTRAN is unavoidable in switched-capacitor converters, degrading the maximum
power efficiency of an SC converter by [308]

PTRANS D fs
2

� CCL

C C CL
� .VDD � �V/2 : (16.17)

The switching and dynamic components of the total power loss are strongly depen-
dent upon the design of the SC switches and are comparable with switching and
dynamic power losses in other switching converters. Alternatively, power losses due
to the parasitic resistance of the wire PTRANS are specific to the switched-capacitor
topology and increase with switching frequency, as described by (16.17). Intuitively,
to increase the power efficiency of an SC converter, the capacitors should switch
at a lower frequency. This solution is however limited by the minimum frequency
constraint fs > fs;MIN determined from (16.16) which is related to the voltage drop
and physical size of the converter. To increase the efficiency of an SC converter over
a range of frequencies, dynamically reconfigurable topologies should be considered
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[352]. The physical size, load regulation, and power efficiency characteristics are
all important design criteria for integrating on-chip power supplies. Due to the
unfavorable tradeoff among these characteristics in an SC converter, switched-
capacitor converters are not preferred for distributed on-chip integration in modern
heterogeneous systems. An alternative topology that exhibits small physical area
and excellent load regulation characteristics is described in the following section.

16.3 Linear Converters

To provide a specific voltage VDD and current IDD to the load circuitry, a linear
power supply converts an input DC voltage VIN using a resistive voltage divider
controlled by feedback from the output. The primary drawback of a linear topology
is the resistive power losses that increase with a larger VIN � VDD voltage drop,
which limit the power efficiency to VDD=VIN . Alternatively, linear converters require
a relatively small area, an important characteristic for on-chip integration. Linear
regulators can be either analog or, more recently, digital in nature. Analog and digital
voltage regulators are described, respectively, in Sects. 16.3.1 and 16.3.2.

16.3.1 Analog LDO Regulators

A low dropout DC-DC regulator, depicted in Fig. 16.6, is a standard linear converter
topology that operates with a low VIN � VDD voltage drop. The current that flows
through a linear converter is IIN .

The current supplied by a linear converter comprises the useful LDO current
IDD that flows to the load, and the short-circuit IIN � IDD current dissipated

VIN

+
-

VREF

Load

Error
amplifier

Power
transistor

VDD, IDD

Reference
generator

IIN

Fig. 16.6 Analog LDO circuit
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in the bandgap voltage reference and error amplifier. Power and area efficient
voltage references have recently been reported [303, 316–318]. The LDO current
is, therefore, dominated by the error amplifier and power transistor currents. To
mitigate transient voltage peaks while supporting fast changes in the load current,
larger currents should be utilized within the error amplifier, increasing the short-
circuit current. Alternatively, to satisfy the current load requirements in modern
high performance circuits, high currents of up to several amperes are required by
the load circuitry. The current flow within an LDO is therefore dominated by the
load current IDD. In this case, both the physical area and power dissipation of a
linear converter are primarily dictated by the size and dissipated power of the output
power transistor. Thus, the area of an LDO is proportional to the width W of the
output transistor, yielding

ALinear / Wlmin / IDD � l2min

�COX.VIN � VAMP � VT/2
; (16.18)

where lmin is the minimum channel length, � is the carrier mobility, COX is the gate
oxide capacitance, and VAMP is the output from the error amplifier. To accommodate
the effects of the line and load specifications that may significantly affect the
physical size of an LDO, a typical area per 1 mA load [303, 310–318] (see Fig. 16.7)
is considered for those LDOs with a high current load. A parabolic relationship
is exhibited between the physical area and minimum technology dimensions
(ALinear=IDD / l2min). The ratio ALinear=IDD D 5 � 10�6 mm2=mA is based on the
28 nm technology node considered in Fig. 16.8. Typical 28 nm CMOS technology
parameters [346], and input and load voltages are assumed in this discussion to
demonstrate the need for a large power transistor to supply high current to the load
(see Fig. 16.8). The size of the linear converter ranges from 60 � 60 �m2 for IDD

= 0.5 A to 150 � 150 �m2 for IDD = 3.5 A (see Fig. 16.8), which can be further
reduced with technology scaling (ALinear / l2min) and advanced design solutions
[303, 310–328]. The current can therefore be supplied to the load with an LDO
orders of magnitude smaller than a corresponding buck converter.

Fig. 16.7 Physical area of
LDO per 1 mA load

Technology [nm]

5e-9x2

10-3

10-4

10-5

10-6

10 100 1000

A
L

in
ea

r/
I D

D
 [
cm

2 /
m

A
]



270 16 Voltage Regulators

Fig. 16.8 Physical area of
LDO for typical current loads
at 28 nm CMOS technology
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The power dissipation of an LDO is

PLinear � .VIN � VDD/ IDD: (16.19)

Thus, the power loss in a linear converter increases with a higher VIN � VDD drop,
degrading the power efficiency of the converter. Recent supply voltage trends are
illustrated in Fig. 16.9 for the internal core primary voltage VIN , and typical high
and low VDD levels [346], yielding efficiency bounds within the 70 %–90 % range
of the VDD=VIN ratio shown in Fig. 16.9. Thus, a moderate LDO power efficiency
'Linear D VDD=VIN of at least 70 % is typically expected.
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Fig. 16.10 Digital LDO circuit

16.3.2 Digital LDO Regulators

Sub/near threshold computing is a promising technique to reduce the power
consumed by an IC [353–357]. To provide a stable supply voltage at sub/near
threshold levels, tunable low noise voltage regulation below 0.5 V is required. To
provide these output voltages with sufficient power efficiency, an analog LDO
regulator should operate with low input voltages (e.g., VIN < 0:7 V to provide
VDD of 0:5 V with at least 70 % power efficiency). A conventional analog LDO,
however, fails to operate at these low input voltages due to the insufficient voltage
drop across the individual transistors within the current mirror of the LDO. A digital
LDO can however be used to suppress the analog nature of a conventional analog
LDO [358, 359].

A digital LDO regulator is typically comprised of a comparator, a digital
controller, and an array of MOSFET transistors, as depicted in Fig. 16.10. In this
configuration, the output voltage VDD is continually monitored by the comparator,
and the number of simultaneously active MOSFET transistors is dynamically
determined by the digital controller based on the comparator output. The power
transistor within a conventional analog LDO regulator is replaced in a digital LDO
by a digitally controlled array of switches. These digital regulators typically exhibit
robust ultra-low voltage regulation and high power efficiency. Alternatively, a slow
transient response, large output ripple, and greater physical area are the primary
concerns in digital LDO regulators [358, 360, 361].

16.4 Comparison of Monolithic Power Supplies

As previously mentioned, the on-chip integration of multiple low voltage power
supplies is a primary concern in high performance ICs. An integrated power system
should deliver high quality power to multiple loads in an energy efficient manner.
The load regulation and power efficiency of individual power supplies within a
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power delivery system are particularly important and affect the overall performance
of the power delivery process. The physical size of a power supply is also critical
for integrating multiple on-chip power supplies. The power efficiency, physical size,
and load regulation characteristics are compared in this section for the three classical
power supply topologies.

The operation of both switching mode power supplies and switched-capacitor
converters is based on a two-phase principle. In both topologies, the energy is
stored in passive circuit elements during one phase and restored at the output during
the other phase. The capacitors and inductors both increase the physical area of
the converter, making integration of an on-chip SMPS problematic. Alternatively,
SC converters are comprised of only capacitive elements and therefore require
less area, making SC converters more suitable for on-chip integration. The high
power efficiency and good load regulation characteristics of an SMPS converter
are, however, significantly degraded in an SC topology, making switched-capacitor
converters inefficient for certain applications.

Linear regulators exhibit small physical size due to the lack of capacitors and
inductors, and excellent load regulation characteristics due to the small output
impedance. The power efficiency of a linear regulator is limited by the voltage drop
across the output power transistor (dropout voltage), making this topology relatively
power inefficient when converting large differences between the input and output
voltages. Alternatively, the power efficiency of linear regulators increases with lower
dropout voltages. To maintain reasonable efficiency, low dropout regulators should
be utilized for on-chip integration.

The primary electrical characteristics of SMPS, SC, and low dropout linear
topologies are summarized in Table 16.1. Switched-capacitor converters are not
preferred for high performance applications due to the limited power efficiency
and difficulty in regulating the output voltage under high load variations. The high
power efficiency and good load regulation of SMPS converters have made this topol-
ogy particularly effective for power conversion in high power, high performance
applications, such as microprocessors, DSPs, SRAMs, and hard disks [308]. The
large physical area and difficulty to integrate on-chip inductive elements degrade the
effectiveness of SMPS converters as the need for high quality, distributed on-chip
POL power delivery increases. Alternatively, small LDO regulators are a natural

Table 16.1 Comparison of SMPS, SC, and LDO topologies for power conversion

Power converter SMPS SC LDO

Step up conversion Yes Yes No

Power efficiency High Medium Limited to VOUT
VIN

Load regulation Good Poor Good

Physical area Large Medium Small

Historical applica-
tions

Microprocessors,
DSPs, SRAMs,
and hard disks

EEPROM,
DRAM, flash,
and mixed-signal

DRAM
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Fig. 16.11 LDO and buck
converter (a) physical area,
and (b) power efficiency for
moderate, high, and
ultra-high switching
frequencies
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choice for on-chip integration. With continuous scaling of the physical feature
size and advanced circuit solutions, thousands of ultra-small LDO regulators can
potentially be distributed on-chip, close to the loads [191]. Nevertheless, novel
design solutions are required to enhance the overall efficiency of LDO based power
delivery systems.

The physical area and power efficiency of an LDO and buck converter are shown
in Fig. 16.11. Buck converters are more power efficient than alternative LDOs when
operating at low switching frequencies. Alternatively, compact buck converters can
operate at high switching frequencies. These buck converters, however, exhibit
lower power efficiency and are therefore less effective for on-chip integration. Thus,
to deliver high quality power to the load circuitry under typical area constraints, on-
chip linear regulators should be considered. The moderate power efficiency of an
LDO however becomes a significant constraint when the power consumed by the
load increases. For example, converting 2 V into 1 V while delivering 1 �A to the
current load results in a 50 % power efficiency and 1 V � 1 �A D 1 � W power
loss that can possibly be absorbed by the power delivery system. Alternatively,
converting 1:25 V into 1 V while delivering 1 mA to the current load results in 80 %
power efficiency and a significant 0:25 V � 1 mA D 250 � W power loss that is
difficult to tolerate. Thus, for on-chip integration, linear regulators are preferable to
switching power supplies, particularly for small input-to-output voltage differences.
A heterogeneous power delivery system that efficiently exploits the combined power
and area characteristics of linear and switching converters is desirable to enhance the
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power quality and efficiency of the overall power delivery system while satisfying
on-chip area constraints.

To better exploit the electrical characteristics of existing power converters,
different topologies have recently been combined into hybrid power supplies
[187, 313, 362]. For example, linear power supplies can be utilized on-chip for local
voltage regulation, whereas off-chip or in-package SMPS can mitigate power losses
caused by large voltage drops [187]. In this scheme, the small size and excellent reg-
ulation characteristics of an LDO are combined with the high power efficiency of a
switching converter, enhancing overall performance and quality. Hybrid topologies
exhibit promising qualities for heterogeneous on-chip power delivery, while also
posing new research challenges. The co-design of different power converters, overall
system-wide power efficiency, dynamic control, and scalability of heterogeneous
power delivery systems are topics of growing importance which are discussed
throughout this book.

16.5 Summary

Switching and linear power supply topologies are reviewed in this chapter. The
primary conclusions are summarized as follows.

• The physical size of a buck converter is weakly dependent upon the load current
and is smaller at higher frequencies

• A buck converter exhibits a parabolic shaped power efficiency with current when
operating in the CCM mode

• The preferred current load can be determined to convert a voltage within a buck
converter with minimum power losses and physical area for a specific switching
frequency fs

• The minimum power loss of a buck converter is proportional to
p

fs, significantly
degrading power efficiency at high frequencies

• The high power efficiency of traditional large switching power converters
operating at low frequencies is traded off for smaller physical size at ultra-high
switching frequencies

• The switching and dynamic components of the total power loss of SC converters
are strongly dependent upon the SC switches and are comparable with switching
and dynamic power losses in SMPS converters

• Power losses due to the parasitic resistance of the wire are specific to the
switched-capacitor topology and increase with switching frequency, limiting the
maximum switching frequency of SC converters

• The minimum switching frequency of an SC converter is constrained by the
voltage drop and physical size of the converter

• Switched-capacitor converters are less power efficient than SMPS converters, and
are less effective for output regulation than SMPS and LDO converters
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• To increase the efficiency of an SC converter over a range of frequencies,
dynamically reconfigurable topologies should be considered

• The power loss in a linear converter increases with a higher VIN � VDD drop,
degrading the power efficiency of the converter

• The efficiency of a linear converter for typical supply voltages is typically within
the 70 %–90 % range of the VDD=VIN ratio

• Linear regulators are preferable to switching power supplies for small input-
output voltage differences

• Existing power converter topologies exhibit an undesirable tradeoff among power
efficiency, load regulation, and physical size

• A heterogeneous power delivery system that efficiently exploits the power and
area characteristics of linear and switching converters is desirable to enhance the
power quality and efficiency of the entire power delivery system while satisfying
on-chip area constraints



Chapter 17
Hybrid Voltage Regulator

A primary issue in the design of a conventional on-chip voltage converter is the
physical area. The on-chip passive LC filter within a monolithic buck converter
occupies a large area. Multiple on-chip buck converters are therefore infeasible
due to the significant area of the passive components (such as in a multi-voltage
microprocessor).

A more area efficient voltage converter structure is a low dropout voltage
regulator [303, 316–318, 363–366]. These regulators are placed on-chip close to
the load for fast and accurate regulation. These regulators require a large output
capacitance to achieve fast load regulation. This capacitor occupies significant
on-chip area and is therefore generally placed off-chip [316, 317]. The off-chip
output capacitor requires dedicated I/O pins and produces high parasitic losses.
Alternatively, when the output capacitor is placed on-chip, the output capacitor
dominates the total LDO regulator area [303]. Many techniques have been described
to eliminate the need for a large off-chip capacitor without sacrificing the stability
and performance of an LDO regulator [303, 318, 363–366]. These techniques,
however, do not completely negate the need for an output capacitor. Furthermore,
the compensation circuitry to produce a dominant pole also requires additional
area. Due to these significant area requirements, standard LDO regulators are not
appropriate for a system of distributed point-of-load voltage regulators.

An ultra-small area efficient voltage converter is required for the next gener-
ation of multi-voltage systems since these systems are highly sensitive to local
power/ground noise. The parasitic impedance of the power distribution network is a
crucial issue when the voltage converter is far from the load. Voltage converters
need to be placed close to the load since L dI/dt noise and IR voltage drops
have become significant in deeply scaled circuits with aggressively scaled supply
voltages [289, 314].

To provide a voltage regulator appropriate for distributed point-of-load voltage
generation, the passive LC filter within a buck converter is replaced with a more
area efficient active filter circuit [367]. A switching input voltage generates the

© Springer International Publishing Switzerland 2016
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output voltage and the converter uses a filter structure to produce the desired output
voltage. The current supplied to the output node, however, does not originate from
the input switching signal; rather, from the operational amplifier (Op Amp) output
stage, similar to a linear voltage converter. The voltage converter is therefore a
hybrid combination of a switching and linear DC-DC converter. The on-chip area of
the hybrid regulator is 0:015 mm2, significantly smaller than state-of-the-art output
capacitorless LDOs. The power efficiency, however, is limited to Vout/Vin, similar
to LDOs.

The rest of the chapter is organized as follows. In Sect. 17.1, different active filter
topologies and types such as Butterworth, Chebyshev, and Bessel are considered for
the low pass active filter. Several tradeoffs among a number of active filter topologies
are discussed. The design requirements of the Op Amp and related tradeoffs are
also discussed in this section. The advantages and disadvantages of the voltage
regulator as compared to conventional switching and LDO regulators are discussed
in Sect. 17.2. Experimental results are provided in Sect. 17.3. A distributed system
of point-of-load voltage regulators is described in Sect. 17.4. A summary of the
chapter is provided in Sect. 17.5.

17.1 Active Filter Based Switching DC-DC Converter

In the active filter based circuit, the bulky LC filter in a conventional buck converter
is replaced with an active filter structure and the tapered buffers are replaced with
smaller buffers, as shown in Fig. 17.1. The switching input signal generated at Node1

is filtered by the active filter structure, similar to a buck converter, and a DC voltage
is generated at the output. The output voltage

Vout.t/ D Vout C Vr.t/; (17.1)

where Vout is the output DC voltage and Vr is the output voltage ripple caused by the
non-ideal low pass filter. Vout is the average value of the switching voltage at Node1,
which is

Vout D Vin



D � tr � tf

2T

�
; (17.2)

where D, tr, tf , and T are, respectively, the duty cycle, rise time, fall time, and period
of the switching voltage. Increasing the duty cycle D of the input switching signal
at Node1 increases the generated DC voltage as in (17.2).

Large tapered buffers are required in a conventional buck converter to drive
the large PMOS and NMOS power transistors, as shown in Fig. 16.3. The current
delivered to the load circuitry is provided by these large power transistors. In the
active filter based regulator, however, the current delivered to the load circuitry
is supplied by an operational amplifier. Small buffers are therefore sufficient
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Fig. 17.1 Active filter based DC-DC converter. Note that the passive LC filter is replaced with an
active filter and the large tapered buffers are no longer necessary

for driving the active filter. Replacing the tapered buffers with smaller buffers
significantly decreases the power dissipated by the input stage. Alternatively, the
output buffers within the Op Amp dissipate power within the regulator. Another
characteristic of the hybrid regulator is that the feedback required for line and load
regulation is satisfied with separate feedback paths, as shown in Fig. 17.1. Feedback1

is generated by the active filter structure and provides load regulation whereas
Feedback2 is optional and controls the duty cycle of the switching signal for line
regulation. In most cases, Feedback1 is sufficient to guarantee fast and accurate load
regulation. When only one feedback path is used, the switching signal is generated
by simpler circuitry (e.g., a ring oscillator) and the duty cycle of the switching signal
is compensated by a local feedback circuit (a duty cycle adjustor). The primary
advantage of a single feedback path is smaller area since Feedback1 is produced by
the active filter and no additional circuitry is required for the compensation structure.

Utilizing active filters within a switching voltage regulator to replace the passive
LC filter was first proposed in [367]; however, several important design issues such
as the power efficiency, sensitivity of the active filter, importance of the output buffer
stage of the Op Amp, and type and topology of the active filter structure were not
considered. Additionally, the active filter-based regulator in [367] requires a 10 �F
capacitor, which occupies significant on-chip area and is therefore inappropriate
for point-of-load voltage regulation. Less than 8 pF capacitance is used within the
active filter portion of the voltage regulator for a cutoff frequency of 50 MHz.

Active filters have been well studied over the past several decades [368, 369]. The
objective here is to review those properties of active filters that affect the design
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of the voltage regulator while providing some relevant background material.
Active filter configurations and topologies relevant to the regulator are reviewed
in Sect. 17.1.1. In Sect. 17.1.2, the design of the Op Amp circuit is discussed.

17.1.1 Active Filter Design

Active filter structures contain no passive inductors. The filtering function uses
capacitors, resistors, and an active circuit (i.e., the Op Amp). Certain design
considerations should be considered when utilizing an active filter as a voltage
regulator since the appropriate active filter topology depends upon the application.
For a voltage regulator, the on-chip area requirement, sensitivity of the active filter to
component parameter variations (due to aging, temperature, and process variations),
and the power dissipated by the active components should be low. Two topologies
are popular for designing an integrated low pass active filter, multiple feedback and
Sallen-Key [368]. Multiple feedback low pass filters use capacitive and resistive
components within the feedback path from the output to the input. A DC current
path exists between the input and output nodes due to the resistive feedback.
The DC current increases the power dissipated by the multiple feedback active
filter. Multiple feedback active filters are therefore less suitable for an active filter
based on-chip voltage regulator. Alternatively, Sallen-Key low pass filters only use
capacitive feedback. Hence, the static power dissipation of the Sallen-Key topology
is significantly less than the multiple feedback topology.

A third order low pass unity-gain Sallen-Key filter topology is shown in Fig. 17.2.
The first section, R1 and C1, forms a first order low pass RC filter. The remaining
components, R2, R3, C2, C3, and the Op Amp, form a second order Sallen-Key low
pass filter. Note that no DC current path exists between the input and output. The
gain of the active filter can be increased by inserting resistive feedback between
the non-inverting input and output nodes, forming a DC current path between the
output and ground. Since low power dissipation is crucial to a point-of-load voltage
regulator, a unity-gain topology is chosen.

VoutVin R1 R2 R3

C3C1

C2

Ring
Oscillator

Fig. 17.2 Active low pass Sallen-Key filter circuit. No DC current path exists between the input
and output nodes
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The transfer function of the active filter shown in Fig. 17.2 is

Vout

Vin
D 1

a1s3 C a2s2 C a3s C a4

; (17.3)

where

a1 D R1R2R3C1C2C3;

a2 D R1C1C3.R2 C R3/ C R3C2C3.R1 C R2/;

a3 D R1C1 C C3.R1 C R2 C R3/;

a4 D 1:

Various filter types exist in the literature with zeros at infinity, for example,
Butterworth, Chebyshev type I, and Bessel [369]. Other filter types such as Elliptic
and Chebyshev type II filters exhibit faster transition characteristics. Since the
Elliptic and Chebyshev type II filters contain zeros in the transfer function, the
Sallen-Key topology depicted in Fig. 17.2 cannot be used to design these filters.
Zeros can be produced with more complex feedback structures such as a twin-t or
bridged-t circuit [369]. These structures, however, employ resistors connected to
ground, increasing the power dissipated by the active filter.

A Chebyshev type I filter is chosen for the active filter due to the steep roll-
off factor as compared to those filter structures which do not require resistive
components connected to ground to produce finite zeros. The active filter passes
the switching signal at a constant frequency and generates a DC output voltage.
A third order Chebyshev type I low pass Sallen-Key filter, shown in Fig. 17.2, is
utilized in the voltage regulator since no attenuation occurs at DC when the order of
the Chebyshev filter is odd. The per cent change in the cutoff frequency and the Q
factor of the third order Sallen-Key filter, shown in Fig. 17.2, are listed in Table 17.1
for an increase of 1 % in the value of the individual parameters.

Table 17.1 Sensitivity analysis for a third order Sallen-Key filter.
Per cent change in cutoff frequency and Q factor when individual
parameter values are increased by 1 %

R1 R2 R3 C1 C2 C3

Q 0 �0.4 0:4 0 �0:5 0:5

Cut-off frequency �1 �0.5 �0:5 �1 �0:5 �0:5
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Vin
Vout

Vin
P1

N1 N2
N3

N4

N5

P3
P4

Cc

Vdd

Idc

P5

P2

Fig. 17.3 Three stage Op Amp with PMOS input transistors. The PMOS input transistors are used
in the first differential input stage. The second stage is a common-source gain stage and the third
stage forms the output buffer that supplies the current to the load

17.1.2 Op Amp Design

The performance of an active filter depends strongly on the Op Amp. The gain-
bandwidth (GB) product of the Op Amp determines the bandwidth of the active
filter. Most of the power loss takes place within the Op Amp structure, since the
current provided to the output load is supplied by the Op Amp output stage. Hence,
with hundreds of on-chip distributed power regulators, each the Op Amp needs to
provide tens of milliamperes to the load while maintaining sufficient performance
to reliably operate the active filter.

A three stage classical differential-input single-ended CMOS Op Amp structure
is utilized in the voltage regulator, as shown in Fig. 17.3 [370]. The size of the
transistors in the output stage is considerably larger than the first two stages to
supply sufficient current to the load circuits. The first and second stages are gain
stages which provide a cascade gain of greater than 50 dB. The third stage exhibits
a gain close to unity, so the overall three stage gain is close to 50 dB with a phase
margin of 51ı, as depicted in Fig. 17.4.

17.2 Pros and Cons of Active Filter-Based Voltage Regulator

The voltage regulator is a hybrid combination of a switching and linear voltage reg-
ulator and exhibits certain advantages and disadvantages from using a combination
of a switching and LDO regulator topology.

Voltage regulation: The line and load regulation of the voltage converter is
separated into two different feedback paths, as shown in Fig. 17.1. The response
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Fig. 17.4 Magnitude and frequency response of the Op Amp in the active filter. The phase margin
is 51ı

time for abrupt changes in the load current is faster than a switching regulator and
similar to an LDO regulator. The line regulation characteristics are, however, similar
to a switching voltage regulator where the duty cycle of the input switching signal
is altered by the PWM.

On-chip area: The physical area of the voltage regulator is smaller than both
a switching and LDO voltage regulator since there is no large output capacitor.
The frequency of the input switching signal can be increased without significantly
degrading the power efficiency because the buffers delivering this switching signal
can be small. With higher switching frequencies, the size of the voltage regulator can
be further decreased. The primary advantage of the voltage regulator as compared
to other regulator topologies is the small area requirement without significantly
degrading the power efficiency.

Power efficiency: The power efficiency of a buck converter can theoretically
approach 100 % when the parasitic impedances are negligible. As previously
mentioned, for an LDO or the hybrid voltage regulator, the maximum attainable
power efficiency is limited to Vout/Vin.

Maximum load current: The maximum current that can be delivered to the
load depends upon the size of the power transistors (PMOS and NMOS shown in
Fig. 16.3) driving the LC filter. A higher current can be delivered with larger power
transistors. The maximum load current of an LDO regulator depends upon the size
of the pass transistor. Similarly, the maximum load current of the hybrid voltage
regulator is determined by the size of the output stage of the Op Amp.
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17.3 Experimental Results

The active filter based DC-DC voltage converter has been designed and fabricated
in a 110 nm CMOS technology. The ultra-small hybrid voltage regulator requires
an area smaller than 0:015 mm2. A significant portion of this area is allocated to
the Op Amp, as shown in Fig. 17.5. The active filter, Op Amp, and PWM are
placed in the remaining available area. The active filter is designed with a cutoff
frequency of approximately 50 MHz. Note that the cutoff frequency increases when
the area of the active filter is reduced. The frequency of the input switching signal
should be greater than the cutoff frequency of the active filter to not generate high
frequency ripple at the output. From simulation results, an 80 MHz input switching
signal is sufficiently high to filter out the high frequency harmonics within the
input switching signal. An input switching frequency greater than 80 MHz is not
preferred since a higher switching frequency would increase the dynamic power
dissipation. A ring oscillator supplies a 50 % duty cycle switching signal to the
input. Since there is no need for large tapered buffers, the power dissipated by the
ring oscillator and output buffers is relatively small. The size of the transistors at
the output stage of the Op Amp can be changed for different output voltage or load
current demands. The on-chip area of the hybrid voltage regulator therefore depends
upon the specific output voltage and load current characteristics. Boost circuitry is
not utilized in the regulator at the gate of the NMOS source follower since sufficient
margin exists between the input (1:8 V) and output (0:9 V). A charge pump circuit

Fig. 17.5 Die
microphotograph of the
hybrid voltage regulator

PWM

Passive RC

Op amp Op amp
output
stage

Output test pad

185 µm

80 µm



17.3 Experimental Results 285

can be connected to the gate of the source follower to boost the voltage or, if
available, a zero threshold NMOS transistor for the output source follower stage
can be used to increase the effective gate voltage.

A 52 % increase in regulator area results in more than a three times increase in the
current supplied to the load circuitry or a four times reduction in the load regulation.
The on-chip area provides up to 80 mA in less than 0:015 mm2 (185 � 80 �m),
as shown in Fig. 17.5. This on-chip area is significantly less than some recently
described LDO regulators [303, 316–318] and SC voltage regulators [371, 372], as
listed in Table 17.2.

No capacitor is required at the output node to maintain stability and load
regulation, making the hybrid voltage regulator convenient for point-of-load voltage
regulation.

Set-up for load transient testing of the voltage regulator with a Teledyne relay
is shown in Fig. 17.6 The test board and set-up for the load transient testing is
illustrated in Fig. 17.7. A Teledyne GRF303 relay switches the output current of the
regulator. The output current is varied between 5 to 70 mA while generating 0:9 V.
The experimental results are shown in Fig. 17.8a. A zoomed view of the rise and
fall transitions of the output voltage are illustrated, respectively, in Figs. 17.8b and
17.8c. The transition time of the current transients is approximately 70 ns. When
the output current demand transitions from 5 to 70 mA and 70 to 5 mA, the output
voltage settles in, respectively, 72 and 192 ns. Note that no ringing or overshoot
in the output voltage occurs during transient operation, exhibiting highly stable
operation of the voltage regulator with abrupt changes in the output current demand.

The hybrid voltage regulator dissipates 0:38 mA quiescent current and delivers
up to 80 mA current while generating 0:9 V from a 1.8 input voltage. The current
efficiency is over 99 % when the output current demand is greater than 40 mA.
When the output current demand changes, a DC voltage shift occurs in the
generated voltage, as shown in Fig. 17.9. This DC voltage shift at the output of
the regulator is 44 mV when the output current varies between 5 and 70 mA,
exhibiting a load regulation of 0:67 mV/ mA. With a 52 % increase in voltage
regulator area (i.e., utilizing a larger output buffer), the load regulation can be
reduced to �0:17 mV=mA, a fourfold decrease in the DC voltage shift at the
regulator output. The amplitude of this output DC voltage shift depends strongly on
the current supplied to the load circuitry. When the load current demand increases,
the effective voltage across N5 decreases (see Fig. 17.3). This decrease limits the
maximum current that N5 can supply to the load for a specific output voltage (or
limits the output voltage for a specific load current demand). Measurements of the
load regulation characteristics of the regulator are illustrated in Fig. 17.10.

A comparison of the performance of the hybrid voltage regulator with other
published switching and linear DC-DC converters is listed in Table 17.2. The on-
chip area required by the hybrid regulator is significantly less than previously
described state-of-the-art buck converters [314, 374], LDO [303, 316–318, 363–
366, 375], and SC voltage regulators [371, 372].

A figure of merit (FOM) is described in [318] as
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Vout

AC

R1 R2

Vout

Fig. 17.6 Set-up for load transient testing of the voltage regulator. A Teledyne relay (GRF303
series) is used to switch the output current

Fig. 17.7 Setup for the test circuit, (a) test board, and (b) test circuit with wirebonds
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Fig. 17.8 Measured transient response of the active filter based voltage regulator, (a) when the
output current changes from 5 to 70 mA, and a zoomed view of the transient response when the
output current changes from (b) 70 to 5 mA and (c) 5 to 70 mA. The transition time for the output
current is 70 ns

FOMguo D K

�
�Vout � IQ

�Iout

�
.V/; (17.4)

where K is

K D �t used in the measurement

Smallest �t among the compared circuits
; (17.5)

and �t is the transition time of the load current during test. FOMguo does not
however consider the speed of the load regulation which is an important issue in
point-of-load voltage regulation.

A second FOM is therefore used that considers the response time and on-chip
area of a voltage regulator,

FOM1 D K

�
�Vout � IQ

�Iout

�
� Rt � A .V �sec mm2/; (17.6)

where Rt and A are, respectively, the response time and area of the voltage regulator.
Since the required area is technology dependent, the fabrication technology can also
be included in the FOM1, assuming a linear reduction in area with technology.
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Fig. 17.9 Measured load regulation when the transient output current changes between 5 and
70 mA. The output DC voltage shift is 44 mV. The transition time of the output current is
approximately 70 ns

FOM2 D K

�
�Vout � IQ

�Iout

�
� Rt � A

T
.V �sec/; (17.7)

where T is the technology node.
A smaller FOM1 and FOM2 of a voltage regulator imply a better choice for

point-of-load voltage regulation. The regulator described in [303] exhibits the
smallest FOMs; however, the response time of [303] is not a measurement result
but originates from a mathematical analysis. The voltage regulator presented in this
chapter exhibits the smallest FOM among all of the remaining circuits despite the
comparably high quiescent current (IQ). By reducing IQ, the FOM for the hybrid
voltage regulator can be further improved.

The LDO described in [373] has a source follower output stage similar to the
hybrid regulator. A large capacitor C1 and slow control circuitry behaving as a
charge pump are connected to the gate of the NMOS transistor in the source
follower, as described in [373]. C1 decouples the gate voltage of the NMOS
transistor from the output voltage where voltage variations occur at the source
terminal of this transistor. A larger C1 is therefore needed if the maximum output
current demand increases whereas only the size of the output NMOS transistor is
increased for the hybrid regulator. To provide additional output current, the area is
doubled in [373] as compared to the hybrid regulator.
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Fig. 17.10 Measured load regulation of the hybrid voltage regulator is approximately
0:67 mV/ mA

The primary disadvantage of the hybrid regulator is that the power efficiency
is limited to Vout/Vin as in a linear voltage regulator. This power loss, however, is
somewhat compensated by replacing the large tapered buffers with smaller buffers
which drive the active filter. Additionally, the power losses due to the filter inductor
and capacitor are eliminated by the active filter structure. The primary advantage
of the hybrid regulator is smaller on-chip area. Considering the target application of
distributed multi-voltage on-chip power supplies where the local voltage differences
are relatively small, this circuit provides a good tradeoff between physical area and
power efficiency.

17.4 On-Chip Point-of-Load Voltage Regulation

Optimizing the available resources in a power distribution network has become
increasingly more challenging. Multiple distributed supply voltages provide an
effective technique to lower the overall power consumed by an integrated cir-
cuit [376, 377]. The hybrid voltage regulator is an appropriate power supply
for voltage islands operating at different supply voltages and clock frequencies.
An active filter-based voltage regulator is a favorable choice for point-of-load
voltage regulation due to the small area and flexible drive current to satisfy local
current demands. A representative integrated circuit with multiple voltage islands
is illustrated in Fig. 17.11. Global power supplies provide the input voltage to
the point-of-load voltage regulators. These point-of-load power supplies generate
the required voltages within the different voltage islands. The number and size of the
voltage regulators depend upon the load current demand and output voltage require-
ments. The hybrid voltage regulator can also be used to generate a clean supply
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Point−of−load
power supply

Global
power supply

Decoupling
capacitor

Fig. 17.11 Point-of-load voltage regulators are distributed within different voltage islands to
provide a high quality local supply voltage close to the load circuitry

voltage for the noise-sensitive circuit blocks such as the clock generators [378]. In
this case, the number and size of the point-of-load voltage regulators also depend
upon the load circuitry.

The resistive IR and inductive L dI=dt voltage drops are significantly less when
the supply voltage is generated close to the load circuitry and reducing the parasitic
impedances between the power supply and the load. Additional power savings is
also achieved by reducing the supply voltage within the different voltage islands.
The disadvantage of the hybrid regulator is the large dropout voltage, reducing the
power efficiency. A PMOS output stage, however, can effectively solve this issue
without significantly increasing the physical area. In this case, the Op Amp structure
should be modified to drive a PMOS output stage.

17.5 Summary

An ultra-small voltage regulator is needed for point-of-load distributed voltage
regulation in high performance integrated circuits. An active filter-based hybrid
on-chip DC-DC power supply appropriate for point-of-load voltage regulation is
described in this chapter.

• The on-chip area of the fully monolithic hybrid voltage regulator is 0:015 mm2

and provides up to 80 mA output current
• The load regulation is 0:67 mV/ mA and the response time ranges from 72 to

192 ns
• The need for an off-chip capacitor or advanced on-chip compensation techniques

to satisfy stability and performance requirements is eliminated in the active filter
hybrid regulator
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• This circuit provides a means for distributing multiple power supplies close to
the load to reduce power/ground noise while enhancing circuit performance by
delivering a high quality supply voltage to the load circuitry

• The number and size of the hybrid regulators are based on the application-specific
physical area, current demand, and power efficiency requirements

• Less physical area and higher power efficiency is achieved when distributed
hybrid voltage regulators are used with lower dropout voltages

• With the hybrid voltage regulator, overall on-chip signal and power integrity is
significantly enhanced with the capability of distributing multiple on-chip power
regulators



Chapter 18
Distributed Power Delivery with Ultra-Small
LDO Regulators

The quality of the power supply in portable electronic systems can be efficiently
addressed with POL distributed power delivery [191, 310], which requires the on-
chip integration of multiple power supplies. Several low dropout regulators suitable
for on-chip integration have recently been fabricated [303, 316, 318, 364–366, 375,
379–386], exhibiting fast load regulation and high current efficiency (i.e., the ratio
of the load current and input current). Due to these characteristics, the LDO is a key
component in on-chip power management.

To achieve a fast transient response for a load current step of hundreds of
milliamperes, the quiescent current of an LDO is typically increased [303, 387],
lowering the current efficiency. Dynamically biased shunt feedback, described in
[316], has been applied to achieve high current efficiency and system stability over
a wide range of load currents. While the impedance-attenuated-buffer in [316]
is dynamically biased, the error amplifier in [316] is statically biased, making
simultaneous optimization of the LDO speed and current consumption difficult.
Alternatively, adaptive biasing techniques have been developed that boost the
bias current during fast output transitions [365, 384, 387], yielding a promising
technique for fast and power efficient load regulation. The LDO in [365], however,
utilizes a 1 �F off-chip capacitor to stabilize the voltage regulation, significantly
increasing the response time of the regulation loop. Alternatively, a flipped voltage
follower (FVF) LDO compensated by a single Miller capacitor is described in
[318] that achieves excellent current efficiency of 99.99 %, good load regulation
(0:1 mV/ mA), and moderate regulation speed without an off-chip capacitor [318].

With the increasing number of power domains and high granularity of the
on-chip power supply voltages [388], multiple ultra-small voltage regulators will
ultimately be integrated on-chip [187, 191]. The physical size of the LDO therefore
becomes a primary issue in power management ICs. A nanoscale voltage regulator
is expected to exhibit a smaller physical area and improved large- and small-
signal characteristics. Alternatively, significant process, voltage, and temperature
(PVT) variations pose new stability challenges on the co-design of these ultra-small

© Springer International Publishing Switzerland 2016
I.P. Vaisband et al., On-Chip Power Delivery and Management,
DOI 10.1007/978-3-319-29395-0_18
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on-chip voltage regulators. Parallel voltage regulation where multiple regulators
are connected to the same power grid has recently attracted significant attention,
both from academia [330–334] and industry [335–337]. Satisfying small area, high
power efficiency, and stability is however more challenging with parallel voltage
regulation. Existing on-chip voltage regulator topologies do not simultaneously
overcome these three challenges.

A power delivery and regulation system with six ultra-small 28 nm LDO regula-
tors distributed on-chip is described in this chapter. The distributed power delivery
system features an adaptive current boost bias and an adaptive RC compensation
network controlled individually within each LDO regulator, increasing the power
efficiency and stability of the overall system over a wide range of load currents and
PVT variations. As compared to other state-of-the-art LDO regulators providing
fast voltage regulation [303, 316, 318, 365], a single LDO within the power delivery
system (including all capacitors and a bias generator) is 2.24 times smaller. The
power delivery system delivers 3.9–15.8 times more load current, while exhibiting
a similar current efficiency. The distributed power delivery system has been tested
under a wide range of PVT variations, yielding a stable and fast loop response.
Although parallel voltage regulation has previously been demonstrated using eight
digital LDO regulators with 77.5 % current efficiency [336], this system is the first
successful silicon demonstration of stable parallel analog LDO regulators without
off-chip compensation, and exhibits 99.49 % current efficiency.

The rest of the chapter is organized as follows. The power delivery system
with six fully integrated LDO regulators with adaptive current boost bias and RC
compensation networks is described in Sect. 18.1. Measured performance results
are reviewed in Sect. 18.2. The chapter is concluded in Sect. 18.3.

18.1 Power Delivery System

A power delivery system with six fully integrated LDO regulators is described in
this section. The system converts any input voltage ranging from 0.9 to 1.1 V into a
target output voltage ranging from 0.6 to 0.8 V, supplying up to 788 mA to the load.
A model of the power delivery system with six LDO regulators and a distributed
power delivery network is shown in Fig. 18.1. The accuracy of the power grid model
with n lumped sections, rise time tr, inductance L, and capacitance C is verified with
the n � 5

p
LC=tr rule of thumb (see [389]), exhibiting less than 2.5 % error in the

characteristic impedance for n D 1. A single current load is considered to account
for the worst case load characteristics with the maximum current step and fastest
load transition.

Current sharing is a primary concern in a distributed power delivery system.
Each LDO contributes differently to the voltage regulation of a power network
based on the position of the active current loads and the level of consumed current.
Load sharing among the LDO regulators is illustrated in Fig. 18.2 with a single
current load (at the upper right corner of the power network) switching between
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Fig. 18.2 Load sharing in distributed power delivery system

18 and 450 mA. The LDO at the upper right corner (in Fig. 18.1) is located in close
proximity with the current load and supplies the largest portion (up to 160 mA) of
the total current requirements, which is higher by a factor of 2 than the average
current load supplied by a single LDO. Alternatively, the remote LDO at the
bottom left corner supplies significantly less current (up to 40 mA), only half of
the average LDO load current. In the specific configuration, the LDO in the upper
right corner regulates voltage under larger load current steps and exhibits enhanced
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Fig. 18.3 LDO topology

stability characteristics. In modern high performance circuits, the load map may
change significantly over time [192] and under PVT variations. Mechanisms are
therefore required to co-design the distributed on-chip regulators to dynamically
stabilize the power delivery system over time. Adaptive mechanisms are described
in this chapter that respond to load variations at the output of each of the LDO
regulators, increasing the power efficiency of the system and enhancing overall
performance and stability.

An adaptive current boost bias and an adaptive RC compensation network are
included within each LDO to, respectively, enhance the slew rate with low power
overhead, and stabilize the power regulation over a wide range of load currents and
PVT variations. The operation of the dynamic mechanisms is controlled within the
individual LDO regulators, providing fine grain regulation of the power voltage.
Alternatively, both mechanisms within each LDO are adaptively triggered by the
same sensing circuit, exhibiting a more compact power delivery system. The circuit
topology of the LDO is shown in Fig. 18.3. The components of the power delivery
system are described in the following subsections.

18.1.1 Op Amp Based LDO

The open loop output resistance, load capacitance, and control loop gain and
bandwidth are important criteria when developing a fast LDO. To address these
challenging transient requirements, a three current mirror OTA topology [383] is
used within each LDO, as shown in Fig. 18.4. A linear model that considers the
effects of the open loop output resistance, load capacitance, and control loop gain
and bandwidth is used to model the behavior of the three current mirror OTA. Miller
compensation is used to achieve a dominant pole. The model is shown in Fig. 18.5.
The open loop gain of the LDO regulator is



18.1 Power Delivery System 297

Fig. 18.4 Three current
mirror OTA
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Fig. 18.5 Small signal linear model of LDO

A.s/ D VOUT

VIN
D �.gm1R1/ � .gm2R2/.1 C N � s/

1 C D1 � s C D2 � s2 C D3 � s3
; (18.1)

where

N D .R3 � 1

gm2

/C3; (18.2)

D1 D R1C1 C R2C2 C R3C3 C R1C3 C R2C3.1 C gm2R1/; (18.3)

D2 D R1R2C1C2 C R1C1R3C3 C R2C2R3C3

C R1R2.C1 C C2/C3;
(18.4)

D3 D R1C1R2C2R3C3: (18.5)

The zero of the LDO regulator is formed by the compensation network at the
frequency f .z/,

f .z/ D 1

2�.R3 � 1
gm2

/C3

� 1

2�.RCCC/
: (18.6)
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The dominant pole frequency f .p1/ is assumed to be significantly lower than the
frequency of the other poles, f .p2/ and f .p3/ .f .p1/ 	 f .p2/; f .p3//. All of the
poles are assumed to be real and approximated over a feasible range of gmi, Ri, and
Ci components, yielding,

f .p1/ � 1

2�.gm2R2/.R1C3/

D 1

2�Œgm2rds.MP/�Œ.rds.P2/krds.N4//CC�
; (18.7)

f .p2/ � gm2

2�C2

D gm2

2�CLoad
; (18.8)

f .p3/ � 1

2�R3C1

D 1

2�RCCg.MP/
: (18.9)

The DC gain of the LDO regulator A0 D .gm1R1gm2R2/ is listed in Table 18.1,
exhibiting an average gain of 57 dB and less than 1 % variations over a wide range
of process, temperature, and load variations.

To analyze the stability and compensation of a single LDO regulator, the
small signal transconductance and drain source resistance of the output device are
assumed to be, respectively, gm2 / p

ILoad and R2 / 1=ILoad. Other parameters
are assumed to be approximately independent of the load current in the region
of interest. Under these assumptions, the frequency of the first and second poles
increases with

p
ILoad, while the zero frequency f .z/ and third pole frequency f .p3/

are approximately constant under load current variations. The value of RC is chosen
to ensure that the frequency of the third pole f .p3/ is larger than the unity gain
frequency in the region of interest, yielding a second order system to enhance
stability.

Table 18.1 DC gain over a range of load currents at slow (SS, �30 ıC), typical
(TT, 25 ıC), and fast (FF, 105 ıC) corners

Process Temperature ILoad (mA) DC gain (dB) PM (deg) BW (MHz)

SS �30 ıC 70 58.73 57.05 129.5

20 60.38 57.65 86.0

1 61.20 43.35 50.3
TT 25 ıC 100 56.73 56.31 136.9

25 58.38 55.68 98.7

3 57.20 36.70 86.2
FF 105 ıC 150 51.23 61.10 146.7

100 53.40 60.38 144.6

70 54.35 57.85 134.4
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To increase stability over a wide range of load capacitance, the dominant pole is
determined by the compensation capacitor, yielding f .p1/ < f .p2/ and, therefore,

CC >
C2

g2
m2R2R1

> 3 pF: (18.10)

The maximum phase margin is achieved when the second pole is canceled by
the zero, yielding a first order system under the following constraint on the
compensation network,

RC D C2

gm2CC
< 3 k�: (18.11)

Finally, the first order system exhibits a unity gain at ft � A0 � f .p1/ D gm1=2�CC <

130 MHz, fulfilling the requirement ft < f .p3/ under the constraints, (18.10)
and (18.11).

RC <
CC

gm1C1

< 2 k�: (18.12)

Under the constraints, (18.10), (18.11), and (18.12), the LDO regulator is a first
order system with a phase margin between 45° and 90° (the PM is reduced over
three decades by 90° due to p1 and a portion of 45° due to p3) and a bandwidth
f .p1/, as shown in Fig. 18.6.

The transconductance of the output device gm2 increases, however, with
p

ILoad.
Thus, under current load variations, the second pole is shifted from the zero
frequency, violating the first order assumption, and degrading the stability of the
LDO regulator. The behavior of the PM is, therefore, primarily determined by
the variations of the frequency of the second pole, as shown in Fig. 18.7, linearly
decreasing with a larger j log.f .p2/=f .z// j ratio,

PM.f .z// � PM.f .p2// /
ˇ̌
ˇ̌log

�
f .p2/

f .z/

�ˇ̌
ˇ̌

D
ˇ̌
ˇ̌log

�
gm2RCCC

CLoad

�ˇ̌
ˇ̌ : (18.13)

Note the high accuracy of this linear approximation (R2 D 0:9511).
To maximize the stability of an LDO regulator over a range of load currents, the

compensation should be modified with changing transconductance gm2, maintaining
gm2RCCC=CLoad at 1. The phase margin is shown in Fig. 18.8 with two different
compensation resistors, RC D 0:7 k� and RC D 1:7 k�, and a compensation
capacitor of CC D 8:5 pF for a range of low load currents. At low currents of
ILoad < 3 mA, compensation with a larger resistor (RC D 1:7 k�) results in a higher
phase margin. At higher currents of ILoad > 3 mA, a lower compensation resistance
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(RC D 0:7 k�) is preferred. Ultimately, the compensation network is adaptively
modified with the load current, increasing the phase margin over a wide range of
load and PVT variations, as described in Sect. 18.1.4.

The speed of a three current mirror OTA topology, shown in Fig. 18.4, is limited
by the bias current that flows into the input differential pair. To produce fast
transitions at the load, a higher bias current is preferred. Alternatively, to lower
power losses, the OTA should operate under low bias currents. To enhance the loop
response while mitigating power dissipation, an adaptive bias is employed in the
power delivery system, as described in Sect. 18.1.3.

Distributed power regulators are exploited to regulate the power close to the load,
mitigating variations within the power delivery system. The scalability of the power
delivery system in terms of the number of distributed LDO regulators is discussed
in Sect. 18.1.5.
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18.1.2 Current Sensor

A current sensor is used to adaptively control the bias current through the differential
pair and RC compensation of the system. The sensor mirrors a portion of the load
current, and compares the mirrored current with a threshold current. When the out-
put current is below a threshold current, adaptive mechanisms are activated through
the Boost signal, as shown in Fig. 18.9. Hysteresis is employed to prevent the
comparator from oscillating at the threshold current. The transient and DC response
of the Boost signal is shown in Fig. 18.10. The threshold current is determined
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Fig. 18.10 Load current
tracking through the Boost
signal, (a) transient response,
and (b) DC response

by the width of the transistor NP0 (see Fig. 18.9), which is an important design
parameter. The system is configured to activate and deactivate the Boost mode at,
respectively, ILOAD = 3:8 µA and ILOAD = 1:8 µA (see Fig. 18.10), enhancing the
performance (voltage droop, slew rate, and current efficiency) and stability of the
system, as described, respectively, in Sects. 18.1.3 and 18.1.4.
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18.1.3 Adaptive Bias

A self-adaptive bias current mechanism is described in this section that temporarily
boosts the bias current to mitigate fast fluctuations while lowering power losses. The
current boost circuit is composed of a sensor block that follows the output voltage at
the drain of transistor MP, and a current boost block that controls the current through
the differential pair, as shown in Fig. 18.9. The current boost transistor NBoost is
connected in parallel with the bias transistor N0, and controlled by the Boost line.
During the boost mode of operation (the Boost voltage is high), the current into the
differential pair is raised, reducing the response time of the LDO. Alternatively,
during regular mode (the Boost voltage is low), transistor NBoost is off and no
additional current flows into the differential pair, enhancing the power efficiency of
the LDO. The Boost line is controlled by the sensor block, and is activated when the
load current drops below a threshold current of 3:8 mA, exhibiting faster regulation
and a lower voltage droop at the output of the LDO. To prevent oscillations at
the threshold current, a hysteretic mechanism is used. The Boost line is therefore
deactivated when the load current increases above 1:8 mA, improving the power
efficiency of the LDO.

To evaluate the performance of the adaptive biasing technique, the load current
is switched in 10 ns from 1 to 70 mA, from 3 to 100 mA, and from 70 to 150 mA
at, respectively, the slow, typical, and fast corners. The voltage droop �VOUT and
quiescent current IQ are recorded for three different adaptive modes. In the first
mode, the current boost mechanism is disabled, limiting the bias current through the
differential pair to .N0=MB/IBIAS. In the second mode, the Boost line is maintained
at a high voltage, boosting the current through the differential pair at a constant rate
to ..N0 C N0/=MB/IBIAS. In the third mode, the Boost line is adaptively boosted in
real time by the sensor block, exhibiting a bias current between .N0=MB/IBIAS and
..N0 C N0/=MB/IBIAS through the differential pair. Simulation results for each of the
modes are shown in Fig. 18.11 for all three corners.

Due to enhanced biasing, the voltage droop is decreased by 35 % (from 43 to
25 mV) at the expense of a significant 137 % increase in current consumption. The
bias current is adaptively enhanced under light loads, exhibiting an 18.6 % decrease
in voltage droop while avoiding excessive power loss over time.

The power delivery system is designed for modern high performance circuits that
draw significant leakage current from the power regulators. Minimum load currents
of 1 , 3 , and 70 mA are assumed for a single LDO regulator for, respectively,
the slow, typical, and fast corners. Quiescent current simulations for different load
currents are listed in Table 18.2 with and without adaptive biasing. Without adaptive
biasing, an average quiescent current of 423 µA with less than 2 % variations is
demonstrated at 25 ıC for all load currents. This current is increased to 1 mA by
adaptive biasing at light loads of less than 1 , 1:5 , and 2 mA at, respectively, the
slow, typical, and fast corners.
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Load transition time: 10 ns
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Temperature: 25 °C
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Temperature: 105 °C

Low/high ILoad: 70 mA/150 mA
Load transition time: 10 ns
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 Adaptive boost  Adaptive boost  Adaptive boost

Fig. 18.11 Voltage droop and quiescent current with and without adaptive biasing at (a) slow
corner, (b) typical corner, and (c) fast corner

Table 18.2 Quiescent current with and without adaptive biasing

�30 ıC 25 ıC 125 ıC
ILoad

(mA)
Adaptive
IQ (mA)

Constant
IQ (mA)

Adaptive
IQ (mA)

Constant
IQ (mA)

Adaptive
IQ (mA)

Constant
IQ (mA)

0.5 0.841 0.347 1.001 0.416 1.223 0.524

1.0 0.844 0.35 1.005 0.419 1.244 0.529

1.5 0.359 0.359 1.008 0.421 1.253 0.532

2.0 0.353 0.353 0.433 0.433 1.258 0.538

2.5 0.352 0.352 0.424 0.424 0.554 0.554

5.0 0.353 0.353 0.424 0.424 0.543 0.543

100 0.353 0.353 0.424 0.424 0.543 0.543

18.1.4 Adaptive Compensation Network

The large gate capacitance of the pass transistor together with the wide range of
possible values of CLoad produce a complicated transfer system of poles and zeros.
The low frequency non-dominant poles within the unity gain frequency of the
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feedback loop create a negative phase shift, degrading the stability of the overall
system. To compensate for the negative phase shift, the Miller compensation tech-
nique [318] is used. The wide range in load capacitance and currents, and significant
PVT variations, however, make compensation with fixed RC values impractical in
nanoscale technologies. A digitally configurable compensation network is therefore
used that adaptively modifies the dominant pole, maintaining system stability for all
values of CLoad and ILoad. Due to complex interactions among the parallel connected
LDO regulators, shared power grid, and current loads, this compensation network is
necessary to maintain stability in distributed power delivery systems. Conventional
LDO regulators without the compensation network can easily become unstable
from device mismatch, offset voltage, and varying load currents when connected
in parallel [332, 334, 336, 390–392]. The compensation network is comprised
of a capacitive block connected in series with two resistive blocks, as shown in
Fig. 18.9. The capacitive (CComp) and resistive (R1;Comp and R2;Comp) blocks are
digitally controlled by, respectively, control signals CC and RCi, i D 1; : : : ; 8.
These RC impedances are digitally configured within each of the LDO regulators
after fabrication to compensate for process variations. The second resistive block
is also controlled by the Boost signal, which is adaptively activated (bypassed) by
the current load sensor within each LDO regulator when the individual Boost signal
is high (low), compensating for voltage, temperature, and current load variations
in run time. During the high-to-low current load transition, the output impedance
increases. Thus, the pole introduced by the load is pushed to a lower frequency,
degrading the stability of the LDO. Alternatively, the Boost signal is activated during
this transition, increasing the compensation impedance, .R1;Comp C R2;Comp/ � CComp,
to maintain a stable response. At other times, the Boost signal is deactivated, and
the LDO is stabilized with R1;Comp � CComp.

To illustrate the effect of compensation on the LDO performance, the phase
margin of a single LDO is presented in Fig. 18.12 over a range of CLoad values
for two load currents, ILoad = 1 mA and ILoad = 10 mA. For a light load current
of 1 mA, the phase margin increases with higher compensation resistance PM(RC

= 1:7 k�) > PM(RC = 0:7 k�). Alternatively, for a higher load current of
10 mA, a smaller compensation resistor is preferable. The adaptive compensation
illustrated in Fig. 18.12 exhibits a higher phase margin as compared with non-
adjustable compensation. The same behavior can be observed in Fig. 18.8, where the
compensation network is adaptively reconfigured as a function of the load current,
yielding the largest PM as compared to non-adjustable compensation networks.

18.1.5 Distributed Power Delivery

A model of the distributed power delivery system with k LDO regulators is shown
in Fig. 18.13. The LDO output devices are connected in parallel at the output
node loaded by k � CLoad , and are driven by the total current from the individual
error amplifiers. With equally shared load current k � ILoad, all of the distributed
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Fig. 18.12 Phase margin with different compensation and load capacitance for (a) ILoad = 1 mA,
and (b) ILoad = 10 mA
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Fig. 18.13 Small signal linear model of distributed power delivery system with k LDO regulators

Fig. 18.14 Small signal linear model of distributed power delivery system with k LDO regulators
and equally shared load current

LDO regulators exhibit similar behavior, yielding the simplified model shown in
Fig. 18.14 with g.i/

m1;2 D g0
m1;2, R.i/

1;2;3 D R0
1;2;3, and C.i/

1;2;3 D C0
1;2;3, 8i D 1; : : : ; k.

The phase margin of a distributed power delivery system with k LDO regulators and
equally shared load is determined from (18.13) by

PM.f .z// � PM.f .p2// /
ˇ̌
ˇ̌log

�
Gm2RCCC

CLoad

�ˇ̌
ˇ̌

D
ˇ̌
ˇ̌log

�
g0

m2R0
CC0

C

C0
Load

�ˇ̌
ˇ̌ ; (18.14)

exhibiting similar behavior to a power delivery system with a single LDO regulator.
Note that increasing a high load current by a factor of k in a single LDO system

with load capacitance CLoad lowers the phase margin of the system by log

p

k
�

D
.1=2/ log .k/. Alternatively, the same increase in load current in a distributed
power delivery system with k LDO regulators and similar load capacitance CLoad

lowers the phase margin by log .k/. The stability over a wide range of load
currents is, therefore, more challenging with parallel load regulation. In addition,
the stability of a distributed power delivery system is limited by the lowest PM
among all of the LDO regulators, exhibiting a strong dependence on the load current
sharing. Under load current variations, the load at a single LDO regulator can be
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n times lower/higher than the average load current, decreasing/increasing the output
transconductance gm2 by a factor of

p
n. The worst case stability of a distributed

power delivery system under load current variations is, therefore,

PM. f .z// � PM. f .p2// /
ˇ̌
ˇlog



g0

m2R0
CC0

C

C0
Load

�ˇ̌
ˇC 1

2
log.n/: (18.15)

Based on typical load current variations, as shown in Fig. 18.2 and the linear curve
fitting in Fig. 18.7b, the distributed power delivery system exhibits current sharing
variations of up to n D 2, yielding a 37:2 log

p
2 D 5:6° degradation in phase

margin. To address the worst case current sharing variations and a wide range
of PVT variations, each LDO regulator is compensated around ILoad D 10 mA
with RCCC D700 � � 6 pF to provide a stable response with 40° < PM < 70°
for high load currents of 10 mA < ILoad < 150 mA. Alternatively, at low load
currents, sensed by the current sensor (see Fig. 18.9), the compensation is adaptively
increased, enhancing the stability of the system. Due to the distributive nature of the
power delivery system, adaptive compensation and bias are activated individually
within each LDO regulator based on the specific locally sensed load currents,
providing fine grain control over the local adaptive mechanisms. The same load
sensing circuit within each LDO regulator triggers both the adaptive compensation
and bias mechanisms, producing a more compact power delivery system.

18.2 Test Results

The power delivery system with six LDO regulators has been fabricated in an
advanced 28 nm CMOS technology. The on-chip regulators simultaneously drive
a power network, delivering power to the on-chip integrated circuits within a
commercial mobile device. All of the measurements are performed on LDO
regulators within the distributed power delivery system.

Modern integrated circuits exhibit aggressive transient characteristics and are
expected to tolerate significant PVT variations. To illustrate the tolerance of voltage
and temperature variations in the power delivery system, the load current of the
distributed power delivery system with six LDO regulators is stepped from 52 to
441 mA in 10 ns, drawing an average high (low) current of 73:5 mA (8:67 mA)
from each LDO regulator. Due to load sharing variations (see Fig. 18.2), the load
current of a single LDO regulator can be increased or decreased by a factor of 2
(and more under PVT variations) as compared to the nominal current, exhibiting
currents of up to 147 mA and down to 4:3 mA. The magnitude of these extremely
fast load changes is therefore limited under voltage and temperature variations as
compared to full range operation. The measured transient response for nominal
input and output voltages of, respectively, 1.0 and 0.7 V is illustrated in Fig. 18.15
for �25 , 25 , and 125 ıC. To evaluate the system under line variations, the output
is tested at 25 ıC under ˙10 % input voltage variations. The measured transient
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Fig. 18.15 Transient step response at the load for VIN = 1 V, VOUT = 0.7 V, and a load current step
from 52 to 441 mA in 10 ns, measured at (a) T = �25 ıC, (b) T = 25 ıC, and (c) T = 125 ıC

Fig. 18.16 Transient step response at the load at a temperature of 25 ıC for VOUT = 0.7 V and a
load current step from 52 to 441 mA in 10 ns, measured for (a) VIN = 0.9 V, (b) VIN = 1.0 V, and (c)
VIN = 1.1 V

response is illustrated in Fig. 18.16. For both types of variations, the distributed
power delivery system exhibits a stable response over a wide range of temperatures
with less than 10 % voltage droop.

To demonstrate the stability of the distributed power delivery system under
maximum load currents and extremely fast load transitions, the load current of the
system is stepped from 52 to 788 mA in 5 ns at 25 ıC. The measured transient
response for nominal input and output voltages of, respectively, 1.0 and 0.7 V is



18.2 Test Results 311

Fig. 18.17 Measured
transient response for a load
current step from 52 to
788 mA in 5 ns

illustrated in Fig. 18.17, exhibiting a stable response and voltage droop of 0.1 V.
The system response time based on the equivalent parasitic capacitance of the load
circuit (CLoad = 472 pF), maximum load current (ILoad;MAX = 788 mA), and voltage
droop (�VOUT = 100 mV) is evaluated as TR D CTOT ��VOUT=ILoad;MAX = 0:064 ns.

The system of parallel LDO regulators yields the shortest transient response time
as compared with existing LDO regulators [303, 316, 318, 365]. The voltage droop
is a strong function of the magnitude and transition time of the load step. Only the
magnitude of the load current is, however, typically considered in TR. For a fair
comparison, TR is normalized to K, the ratio between the load transition time of the
LDO regulator �t and a 1 ns transition time (K = �t / 1 ns). In addition, the response
time of the LDO regulator is normalized to an estimated fan-out of four FO4
delay (TG), canceling the advantages of technology scaling. The LDO regulators
[303, 316, 318, 365] and the power delivery system are compared based on the
normalized, technology independent loop response .TR/Norm D TR � .�t=1 ns/=TG.
The system exhibits a smaller .TR/Norm than the LDO regulators described in
[316, 318, 365], yielding a faster response time to a load transition, while exhibiting
a similar current efficiency (99.49 % vs. 99.99 % in [318]). The loop response
time in these regulators is increased by the size of the off-chip capacitor (1 �F in
[316, 365]) or by a small bias current [318]. Alternatively, the speedup in the loop
response achieved in [303] requires a significant increase in bias current, degrading
the power efficiency of the LDO regulator (94 %). The response time, power
efficiency, and other primary parameters of the power delivery system, compared
to fully integrated on-chip regulators [303, 318], are listed in Table 18.3.

The power delivery system converts an input voltage between 0.9 and 1.1 V
into any required output voltage between 0.6 and 0.8 V, while exhibiting a stable
response and less than 69:4 mV voltage droop at 25 ıC for all of the input and
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Table 18.3 Performance summary and comparison with previously published LDO regulators

Parameters Unit [303] Hazucha [318] Guo This work

Technology �m 0.09 0.09 0.028

Active area mm2 0.008 0.019 0.00357

Input voltage volt 1.2 0.75–1.2 0.9–1.1

Output voltage volt 0.9 0.5–1 0.6–0.8

Minimum dropout voltage volt 0.3 0.2 0.1

Maximum load ILoad;MAX mA 100 100 788

Load regulation mV/mA 1 0.1 0.023–0.027

On-chip capacitance pF 600 7 5.91–8.37

Load circuit capacitance pF 0 50a 472a

Quiescent current IQ �A 6000 8 4000

Voltage droop �VOUT mV 90 200 100

Output transition time TR ns 0.54 0.114 0.064

Normalized load transition �t=1ns ns/ns 0.1 100 5

FO4 delay TG ns 45 45 14

Normalized response time .TR/Norm ns/ns 1.2 253 23

Current efficiency % 94.3 99.99 99.49
aEstimated based on equivalent parasitic capacitance of the load circuitry

Table 18.4 Voltage droop
for different input and output
voltage levels

������VIN

VOUT

0.6 V 0.7 V 0.8 V
0.9 V 64.6 mV 69.4 mV 68.6 mV

1.0 V 61.9 mV 65.9 mV 67.9 mV

1.1 V 60.4 mV 62.5 mV 67.9 mV

Table 18.5 Measured quiescent current and current efficiency

Parameter Comment
Temperature

�30 ıC 25 ıC 105 ıC

IQ (mA) Distributed system 3.0 4.0 7.0

Single LDO (average) 0.5 0.8 1.17

Efficiency (%) ILoad;MAX = 788 mA 99.62 99.49 99.11

output voltages within the range and a load step from 52 to 441 mA in 10 ns. The
voltage droop for input and output voltages of, respectively, 0.9–1.1 V and 0.6–0.8 V
is listed in Table 18.4. Note the measured transient step response at the output of a
single LDO regulator for a distributed power delivery system with the input and
output voltage of, respectively, 0.9 and 0.8 V, exhibiting a voltage dropout of 0.1 V
and a 68.6 voltage droop at the output.

The quiescent current of the power delivery system of six distributed LDO
regulators is listed in Table 18.5, yielding up to 99.49 % current efficiency at 25 ıC.
A die microphotograph of the LDO is shown in Fig. 18.18. The area occupied by



18.3 Summary 313

Fig. 18.18 Die microphotograph of 28 nm ultra-small LDO

the LDO with all capacitors is 85 � 42 �m, significantly smaller than the LDO
regulators described in [303, 316, 318, 365].

18.3 Summary

A distributed power delivery system with six ultra-small fully integrated low
dropout regulators is described in this chapter.

• The system is fabricated in a 28 nm CMOS process and exhibits a fast transient
response with excellent load regulation under PVT and current sharing variations

• An adaptive bias technique is used to enhance the transient performance and
increase the power efficiency by, respectively, boosting and decreasing the bias
current

• A voltage droop of less than 10 % and a current efficiency of 99.49 % are
measured

• An adaptive compensation network is employed within the power delivery
system that supports the co-design of a system of distributed parallel LDO
regulators

• A stable system response is measured within �25 to 105 ıC and 10 % voltage
variations

• Each of the LDO regulators within the adaptive networks and bias current
generator occupies 85 � 42 �m = 0:003 57 mm2; no off-chip capacitors are
required



Chapter 19
Pulse Width Modulator for On-Chip Power
Management

Voltage controlled oscillators (VCOs) are widely used to generate a switching
signal where certain characteristics of this signal can be controlled. These control-
lable switching signals can be efficiently exploited in different switching and linear
regulators to adaptively scale voltages on-chip, providing an important circuit level
means for DVS systems. Two types of VCOs, LC oscillators and ring oscillators, are
primarily used in high performance integrated circuits. LC oscillators can operate
at high frequencies and exhibit superior noise performance. Alternatively, ring
oscillators occupy significantly smaller on-chip area with a wider tuning range.
Due to these advantages, ring oscillators have found widespread use in modern ICs
[310, 393–397].

A conventional ring oscillator consists of an odd number of inverters where the
output of the last inverter is fed back to the input of the first inverter, as shown in
Fig. 19.1. The delay provided by each inverter in this chain produces a phase shift
in the switching signal. The sum of these individual delays (i.e., phase shifts) and
the feedback from the last to the first inverter produces a total phase shift of � that
causes the circuit to oscillate. The frequency of this oscillation depends upon the
sum of the inverter delays within the chain [398].

The duty cycle of the generated switching signal is typically 50 % for conven-
tional ring oscillators where the PMOS and NMOS transistors within the inverters
provide the same rise and fall transition times. The duty cycle of a ring oscillator
can be tuned by controlling the transition time of the inverters within the ring
oscillator. Header and footer circuits are widely used to control the current supplied
to the PMOS and NMOS transistors within the ring oscillator inverter chain [399].
Although the header and footer circuits are typically used to control the frequency,
these circuits can also control the duty cycle of a ring oscillator.

In this chapter, a digitally controlled pulse width modulator (PWM) comprised
of a header circuit, ring oscillator, and duty cycle to voltage (DC2V) converter is
described [397, 400]. The duty cycle of the PWM is determined from the closed-
form expressions, yielding a simple dependence on the header current. The high
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Fig. 19.1 Conventional ring oscillator. Note that an odd number of inverters is required for the
system to oscillate

accuracy of these expressions is confirmed by simulation results. The header circuit
controls the current delivered to the PMOS transistors within the ring oscillator.
Contrary to conventional header circuits, where the header is connected to each
of the inverters within the ring oscillator chain, the header circuit is connected
to every other inverter stage to dynamically control the pulse width of the output
signal. This header circuit provides high granularity control of the duty cycle with
a step size of 2 % of the period. An additional header circuit regulates the supply
current delivered to the remaining inverter stages, providing improved control while
maintaining a constant switching frequency. Additionally, a DC2V converter, based
on the frequency to voltage converter described in [401], maintains the accuracy of
the PWM under process, voltage, and temperature variations. Under PVT variations,
the maximum change in duty cycle is less than 2.7 % of the period.

Owing to the small on-chip area, fast control circuitry, high accuracy under PVT
variations, and dynamic duty cycle and frequency control governed by accurate
closed-form expressions, the PWM is an effective circuit to dynamically change
the duty cycle of the input switching signal for on-chip voltage regulators. This
circuit enables high granularity DVS at run time and reduces the response time from
milliseconds to nanoseconds.

The remaining part of the chapter is organized as follows. The PWM architecture
is described in Sect. 19.1, where the working principle of the header circuitry and
DC2V converter is explained, and the analytic expressions for the PWM timing
parameters are provided. In Sect. 19.2, the functionality and accuracy of the digitally
controlled PWM under PVT variations are validated with predictive technology
models at the 22 nm technology node. Some concluding remarks are offered in
Sect. 19.3.

19.1 Description of the Digitally Controlled PWM
Architecture

A schematic of the PWM is shown in Fig. 19.2. A header circuit is connected to the
ring oscillator to current starve every other stage in the ring oscillator chain. Digital
control circuitry provides multiple control signals (Cd) to dynamically change the
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Fig. 19.2 Digitally controlled PWM. The header circuitry has two input control signals, digital
control (Cd) and analog control (Ca). Cd is used to dynamically change the individual transistors to
provide a high granularity control of the duty cycle whereas Ca maintains a constant current from
the header to the ring oscillator under PVT variations

duty cycle, and a DC2V converter ensures the accuracy of the duty cycle under
PVT variations by providing an analog signal to the header circuit. The working
principles of these circuits are explained in the following subsections.

19.1.1 Header Circuitry

An addition based current source, as shown in Fig. 19.3, is described in [402]. This
circuit is used as a header in [403] to compensate for temperature and process
variations by maintaining a constant current to the ring oscillator. Note that this
header circuit has one input voltage that controls the gate voltage of M1 and M2.
Alternatively, the gate voltage of M3 is controlled by the drain of M2. The current
flowing through M1 (and M2) is therefore inversely proportional to the current
through M3. For example, if the current passing through M1 (and M2) increases,
the gate voltage of M3 also increases, decreasing the current passing through M3.
The sum of these inversely proportional currents is the input current to the ring
oscillator, which is approximately constant over a wide range of temperature and
process variations [403].

Alternatively, a modified version of this header circuit, as depicted in Fig. 19.4,
is described to control the duty cycle by changing the transition time of the PMOS
transistors at every other inverter stage within the ring oscillator. Gates M1 and
M2 are controlled by the analog signal Ca. As opposed to a single transistor M3

whose gate is connected to a resistor, as shown in Fig. 19.3, multiple parallel PMOS
transistors M3Œi�, i D 0; : : : ; n are added in place of M3 in the header circuit. The
PMOS transistors are designed with increasing device size to provide both increased
dynamic range and dynamic control of the duty cycle with 2 % increments. All of
these transistors have the same gate-to-source voltage, but the voltage at the drain
terminals is controlled by other switch transistors. Additional PMOS transistors
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Fig. 19.3 Addition based
current source used as a
header circuit [403]

Fig. 19.4 Parallel PMOS
transistors replace M3 to
improve the granularity of the
current control as well as
behave as switch transistors
to turn on different sections
of the header circuitry

are connected in series behaving as switch transistors. The gate voltage of these
switch transistors is controlled by a digital controller that turns on (and off) the
individual header stages through control signals CdŒi�, i D 0; : : : ; n. Turning on
all of the header stages produces the maximum current to the ring oscillator which
in turn minimizes the duty cycle. Any variations in the leakage current are more
prominent when the device size is small. To mitigate these variations, larger than
minimum size transistors are used in sub 65 nm technology nodes [404]. The first
two transistors in the header circuit (M1 and M2) are therefore comparably large to
minimize any mismatches. A minimum channel length of 150 nm is used for these
two input transistors as opposed to 40 nm for the remaining transistors.

19.1.2 Duty Cycle-to-Voltage Converter

The frequency-to-voltage converter described in [401] operates as a DC2V con-
verter. A circuit schematic of this DC2V converter is shown in Fig. 19.5. There are
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Fig. 19.5
Frequency-to-voltage
converter described in [401]
operating as a duty
cycle-to-voltage converter

primarily three different operational phases of this circuit. During the first phase,
capacitor C1 is charged through transistor P1. In the second phase, transistors (i.e.,
switches) N2 and N3 are turned on to allow charge sharing between C1 and C2.
During the last phase, C1 is discharged through N1. The charge time of C1 depends
upon the duty cycle of the input switching signal. A signal with a greater duty cycle
causes more charge to accumulate on C1, increasing the output voltage of the DC2V
converter. The DC2V converter controls the bias current from the header circuitry
through negative feedback, mitigating PVT variations. Intuitively, when the header
current is reduced, the duty cycle of the ring oscillator is greater, increasing the
output voltage of the DC2V converter. As a result, the voltage at the gate of the
M2 transistor increases and the current IC through the resistor decreases, pulling
down the gate voltage of the active header stages. Thus, the current flow through
the header to the ring oscillator is increased, compensating for the initial reduction
in current. A more complete explanation of the working principles of this circuit as
well as the logic controller block is available in [401].

19.1.3 Ring Oscillator Topology for Pulse Width Modulation

To create a single low-to-high oscillation at the output of the ring oscillator, the
signal propagates twice through the entire ring oscillator stages. During the first
pass, the PMOS transistor in the odd stages (Podd transistors) and the NMOS
transistor in the even stages (Neven transistors) are active, contributing to the Thigh

delay of the switching signal at the output of the ring oscillator. Alternatively, during
the second round, the PMOS transistor in the even stages (Peven transistors) and the
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NMOS transistor in the odd stages (Nodd transistors) are active, determining the Tlow

delay. A periodic signal that switches between zero and 1 V with duty cycle D and
constant frequency 1=P is considered. The period and duty cycle of a switching
signal are defined, respectively, as

P � Thigh C Tlow; (19.1)

D � Thigh

Thigh C Tlow
: (19.2)

All of the MOSFET transistors exhibit similar rise and fall transition times,
contributing equally to the high and low portions of the output signal. The half
period of a conventional 50 % duty cycle (T0;high D T0;low) ring oscillator with 2mC1

stages is therefore

T0 D T0;high D T0;low D .2m C 1/
CG�Vout

Iave
; (19.3)

where CG is the input gate capacitance of the next stage, �Vout is the voltage change
at the output during a single rise/fall transition, and Iave is the average current
flowing through a single stage active transistor. The period and duty cycle of a
conventional ring oscillator are, respectively, P0 D 2T0 and D0 D 1=2.

The time required to charge the output capacitance of each ring oscillator
stage, CG�Vout=Iave, depends directly on the current flowing through the stage,
affecting the response of the following stage and the frequency of the switching
signal at the output. Lower (higher) than Iave current through all of the Podd

and/or Neven transistors slows down (speeds up) the response of these stages,
increasing (decreasing) the T0;high delay, duty cycle, and period of the switching
signal at the output. Alternatively, current starvation (enhancement) of all of the
Peven and/or Neven transistors slows down (speeds up) the response of these stages.
The T0;low delay is therefore increased (decreased) in this configuration, decreasing
(increasing) the duty cycle and increasing (decreasing) the period of the switching
signal at the output. By connecting certain ring oscillator stages to a header circuit
(in this case, the odd stages), the duty cycle of the ring oscillator can be controlled
through starvation/enhancement of the current flowing to the ring oscillator stages.
The effect of current starvation/enhancement on the ring oscillator timing behavior
is listed in Table 19.1.

Consider a ring oscillator with 2m C 1 stages with a header connected
to m C 1 Podd transistors, supplying the current Ibias D ˛Iave, as shown in
Fig. 19.6. During the first round, only the biased Podd and the affected Neven

transistors are active, contributing, respectively, Tbias and Tbias_affected delays to
the Tbias;high D Tbias C Tbias_affected delay at the output of the ring oscillator. The
delay contribution of the m C 1 biased stages to the ring oscillator period is

Tbias D .m C 1/CG�Vout

Ibias
D m C 1

2m C 1

T0

˛
: (19.4)



19.1 Description of the Digitally Controlled PWM Architecture 321

Table 19.1 Timing parameters of the current controlled ring
oscillator

Controlled stages Podd Neven Peven Nodd

Affected stages Neven Podd Nodd Peven

Current at the
+ (*) + (*) + (*) + (*)starved (enhanced) stage

Transition delay at the
* (+) * (+) * (+) * (+)controlled and affected stages

Thigh * (+) * (+) Const. Const.

Tlow Const. Const. * (+) * (+)

Duty cycle * (+) * (+) + (*) + (*)

Period * (+) * (+) * (+) * (+)

Fig. 19.6 Ring oscillator with current controlled Podd transistors

Limiting the header current (˛ < 1) to the Podd transistors increases the transition
delay of these stages, slowing the input transition time of the conventionally
connected Neven transistors. Under these conditions, the conventionally connected
Neven transistors switch more slowly. Alternatively, in those configurations where
the Podd transistors are enhanced (˛ > 1) rather than starved, the input at the
driven Neven transistors approaches an ideal step input, yielding faster switching of
these conventionally connected stages. The delay of a conventional ring oscillator
stage driven by a biased stage is inversely proportional to the bias current. The
contribution of the m conventionally connected Neven transistors to the period of the
biased ring oscillator is therefore

Tbias_affected D m

.2m C 1/

T0

˛
: (19.5)
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During the second round, only the Peven and Nodd transistors are active, contributing
to the Tbias;low delay at the output of the ring oscillator. These transistors are not
biased and are therefore unaffected by the biased stages of the ring oscillator. The
Tbias;low delay therefore remains unchanged, Tbias;low D T0;low D T0, determining the
duty cycle of the ring oscillator,

Dbias D Tbias;high

Tbias;high C Tbias;low
D 1

1 C ˛
: (19.6)

The period of the ring oscillator is therefore

Pbias D Tbias;high C Tbias;low D T0.1 C 1

˛
/ D T0

1 � Dbias
: (19.7)

The duty cycle of a biased ring oscillator is a function of the bias parameter
˛ D Ibias=Iave and does not depend on the number of stages 2m C 1. For ˛ D 1,
a duty cycle of 50 % in (19.6) corresponds to a duty cycle of a conventional ring
oscillator with balanced rise and fall times. Alternatively, the theoretical 100 % duty
cycle limit is achieved as ˛ ! 0.

This approach permits configuring a ring oscillator with a wide range of duty
cycles. The period of a biased ring oscillator, however, depends on ˛ (see (19.7)) and
varies with the bias current. Thus, ˛ is constrained by the minimum and maximum
period T0 < Pmin 
 Pbias 
 Pmax,

T0

Pmax � T0


 ˛ 
 T0

Pmin � T0

: (19.8)

Note that the frequency of the switching signal generated at the output of the ring
oscillator changes while varying the duty cycle of the signal. An improved version
of the aforementioned ring oscillator with two header circuits is described in the
next section to maintain a constant frequency under varying duty cycle ratios.

19.1.4 Ring Oscillator Topology for Pulse Width Modulation
with Constant Frequency

The duty cycle of a switching signal can be controlled by changing the current
sourced to the odd (or even) stages of a conventional ring oscillator, as demonstrated
in Sect. 19.1.3. The period of the switching signal in the digitally controlled PWM
topology, however, scales with the duty cycle (19.7), affecting the operational
frequency of the ring oscillator. To provide a wide range of duty cycles while
maintaining a constant frequency, an additional level of control over the timing
parameters of the ring oscillator is required.
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Fig. 19.7 Ring oscillator with current controlled Podd and Peven transistors

Consider a ring oscillator with 2m C 1 stages and two headers HA and HB

that supply, respectively, current Ibias;A D ˛Iave to the m C 1 Podd transistors and
Ibias;B D ˇIave to the m Peven transistors, as shown in Fig. 19.7. The currents flowing
through the Podd and Peven transistors affect, respectively, the operating speed of
the Neven and Nodd transistors, as described in Sect. 19.1.3. Alternatively, the Podd

and Neven transistors are active during the first pass through the ring oscillator
independent of the Peven and Nodd transistors that are active during the second pass.
Thus, the timing parameters of the ring oscillator shown in Fig. 19.7 are similar to
the parameters used in Sect. 19.1.3, yielding the duty cycle of the ring oscillator,

Dbias D 1=˛

1=˛ C 1=ˇ
D 1

1 C ˛=ˇ
; (19.9)

and period,

Pbias D T0.1=˛ C 1=ˇ/: (19.10)

To maintain a constant period, the constraint P.2/
bias D 2T0 is used in (19.10), yielding

ˇ D ˛=.2˛ � 1/ and therefore

Dbias .P D 2T0/ D 1

2˛
: (19.11)

Substituting the period, (19.10), and duty cycle, (19.11), of the controlled ring
oscillator in Fig. 19.7, and the half period of a conventional ring oscillator with a
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50 % duty cycle, (19.3), the expressions for the currents Ibias;A and Ibias;B shown in
Fig. 19.7 are, respectively,

Ibias;A D Iave

2D
; (19.12)

Ibias;B D Ibias;A � D

1 � D
D Iave � 1

2.1 � D/
: (19.13)

Thus, to design a switching signal with a specific duty cycle D and period P, the ring
oscillator topology shown in Fig. 19.7 should be used with the bias currents Ibias;A

and Ibias;B described by, respectively, (19.12) and (19.13). The currents Ibias;A and
Ibias;B are generated independently, and produce a variation insensitive duty cycle
and frequency with properly compensated currents. A constant duty cycle under
PVT variations is therefore a useful indicator for PVT mitigation in the digitally
controlled PWM.

19.2 Simulation Results

A seven stage ring oscillator is described in this chapter to provide a switching
signal with a wide range of duty cycles. The digitally controlled PWM is designed
in a 22 nm CMOS predictive technology model [405]. Certain parameters in the
technology model file are modified based on [406] to include process corners such
as typical-typical (TT), slow-slow (SS), fast-fast (FF), fast-slow (FS), and slow-
fast (SF). Simulation results characterizing the accuracy of the PWM are shown in
Sect. 19.2.1 for different duty cycle ratios under PVT variations. The effect of the
bias current on the duty cycle of the ring oscillator output is discussed in Sect. 19.2.3
without constraints on the period of the output signal, and in Sect. 19.2.2 under a
constant period constraint.

19.2.1 Digitally Controlled Pulse Width Modulator
Under PVT Variations

To evaluate the effect of PVT variations on the digitally controlled PWM, the current
flowing through the Podd transistors in the first, third, fifth, and seventh stages is
controlled by the header circuit, as shown in Fig. 19.6 for m D 3. The remaining
PMOS and NMOS transistors in this section are conventionally connected directly
to, respectively, Vdd and ground. The supply voltage varies ˙5 % from the nominal
0.95 V and the temperature varies from 27 to 80 ıC. The simulations have been
performed for TT, SS, FF, FS, and SF process corners for the 22 nm predictive



19.2 Simulation Results 325

Table 19.2 Change in the duty cycle of the digitally controlled PWM
under PVT variations for the 22 nm predictive CMOS model

Vdd Process Temperature
Duty cycle

55 % 65 % 75 % 85 %

1.0 TT 27 55:03 64:79 74:58 85:79

1.0 TT 80 55:13 65:00 74:02 85:08

1.0 FF 27 55:01 64:86 74:67 85:83

1.0 FF 80 55:29 65:36 74:01 84:08

1.0 SS 27 55:17 65:01 74:87 85:75

1.0 SS 80 55:15 64:88 74:57 85:07

1.0 FS 27 55:15 65:34 75:60 87:06

1.0 FS 80 55:23 65:49 75:71 86:64

1.0 SF 27 55:51 65:37 74:52 84:36

1.0 SF 80 55:51 65:25 74:01 82:85

0.9 TT 27 55:10 65:00 74:77 86:02

0.9 TT 80 55:09 64:92 74:58 85:76

0.9 FF 27 55:00 64:90 74:66 86:28

0.9 FF 80 55:10 65:06 74:74 85:57

0.9 SS 27 55:30 65:34 75:21 86:08

0.9 SS 80 55:21 65:03 74:73 85:44

0.9 FS 27 55:26 65:81 76:18 87:40

0.9 FS 80 55:25 65:68 75:97 87:16

0.9 SF 27 55:61 65:40 74:38 84:26

0.9 SF 80 55:49 65:07 73:88 83:54

Maximum variations (%) ˙ 0.55 ˙ 0.78 ˙ 1.53 ˙ 2.68

CMOS model [405]. The per cent deviation for different duty cycle ratios is listed in
Table 19.2. The deviation of the duty cycle under PVT variations is less than 2.7 %
of the targeted duty cycle.

The Monte Carlo simulations that consider process and mismatch variations are
shown in Fig. 19.8 for a duty cycle of 55 % and frequency of 55 MHz, yielding a
standard variation of, respectively, 0.73 % and 0:69 MHz.

Transistors with smaller dimensions are more sensitive to PVT variations [407,
408] and exhibit greater leakage current variations [404] than wider transistors. The
narrower transistors within the header circuitry turn on if a switching signal with
a greater duty cycle is required. The effect of PVT variations is therefore more
prominent on those signals with a wider duty cycle. This trend can be observed in
Table 19.2, where the deviation for signals with a 50 % duty cycle is smaller than
for those signals with a 90 % duty cycle.

19.2.2 Duty Cycle Controlled Pulse Width Modulator

The accuracy of the analytic expressions of the duty cycle presented in Sect. 19.1.3
is evaluated in this section for a 25–90 % range of duty cycle. The circuit shown in
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Fig. 19.8 Monte Carlo simulation of (a) duty cycle, and (b) frequency distribution

Fig. 19.9 Duty cycle varies
between 25 % and 90 % when
the header current changes
from 50 to 2 µA
(error < 4:4 %)

Fig. 19.6 is evaluated with an ideal current source replacing the header. The current
Ibias flowing through the Podd transistors is therefore controlled by an ideal current
source. The rise time at the output of the Podd transistors degrades with a longer
charge time, increasing the duty cycle of the switching signal at the output of the
ring oscillator.

The expressions for the duty cycle in (19.6) are verified with simulations for
bias currents between 2 and 50 µA, as shown in Fig. 19.9. Note the good agreement
between the analytic expressions and simulation results (error < 4:4 %). When
the current flowing through the controlled stages is neither starved nor enhanced,
the simulated circuit oscillates with a 50 % duty cycle, yielding ˛ D 1 where
Ibias D Iave D 19 �A. Using (19.6), the duty cycle can be tuned with a digitally
programmable control block.
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Fig. 19.10 Header current Ibias;A changes from 40 to 11 �A. (a) Duty cycle varies between 25 %
and 90 % (error < 3:1 %). (b) Period remains approximately constant (error < 1:25 %)

19.2.3 Duty Cycle and Frequency Controlled Pulse
Width Modulator

The accuracy of the analytic expressions for the duty cycle under the constant
frequency constraint (see Sect. 19.1.4) is evaluated in this section at 8.33 MHz
for a 25–90 % range of duty cycle. The current supplied to the ring oscillator is
controlled with two headers, exhibiting a frequency of 8.33 MHz ˙ 1.25 % for all
values of duty cycle. The circuit shown in Fig. 19.7 is modeled by an ideal current
source replacing the headers, HA and HB. The currents Ibias;A and Ibias;B flowing,
respectively, through the Podd and Peven transistors are assumed to be controlled
by ideal current sources. Intuitively, the rise time at the output node of the Podd

transistors increases with a longer charge time, increasing the duty cycle of the
switching signal. To mitigate the effect of the longer Tbias;high delay on the period
of the switching signal, the rise time at the output of the Peven transistors, based
on (19.13), is decreased. The analytic expression for the duty cycle and period,
respectively, (19.10) and (19.11), is verified by the simulations for Ibias;A currents
between 11 and 40 �A, as shown in Fig. 19.10. Note the good agreement between
the analytic expressions and simulation results (error < 3:1 %).

19.3 Summary

A digitally controlled PWM with a wide pulse width ranging from 25 % to 90 %
is described in this chapter. The pulse width modulator provides a means for
dynamically changing the voltage in adaptive systems using fast control circuitry,
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providing high accuracy under PVT variations and dynamic duty cycle and period
control. The primary conclusions can be summarized as follows.

• An enhanced header circuit is presented to provide a greater range of header
current

• The header circuit is connected to every other stage of the ring oscillator to
significantly improve the dynamic range of the pulse width

• The parallel transistors within the header circuit control the duty cycle with high
granularity

• To efficiently control both the duty cycle and the period of the switching signal,
an additional header circuit is connected to the remaining ring oscillator stages

• A DC2V converter samples the duty cycle of the output signal and generates an
analog voltage to control the header current

• The PVT variations are compensated by the feedback loop generated by the
DC2V converter

• Under PVT variations, deviations in the pulse width are less than 2.7 % of the
period of the switching signal

• Both the duty cycle and the period of the digitally controlled PWM are analyti-
cally determined as a function of the header current, simplifying the control over
the PWM timing parameters

• The accuracy of the analytic expressions describing the duty cycle is compared
with simulation results, yielding less than 3.1 % and 4.4 % error, respectively,
with and without the controlled frequency for the pulse width modulator

• A constant frequency with less than 1.25 % variation is reported for different
values of the duty cycle



Chapter 20
Conclusions

To provide a high quality power delivery system, the on-chip power needs to be
regulated with ultra-small, locally distributed, power efficient converters. Switching
mode, switched-capacitors, and both analog and digital linear voltage regulators are
reviewed in this part. Existing power converter topologies exhibit an undesirable
tradeoff among power efficiency, load regulation, and physical size. To simulta-
neously address challenging power requirements and area limitations in modern
high performance ICs, heterogeneous power delivery architectures are required that
enhance the power quality and efficiency of the overall power delivery system while
satisfying on-chip area constraints.

A hybrid combination of a switching and low dropout regulator as a point-of-
load power supply for next generation heterogeneous systems is described. The
key concept in developing this ultra-small on-chip power supply is to replace the
passive LC filter within the buck converter with a more area efficient active filter
since the area occupied by a passive LC filter is a primary issue in the design of
a monolithic buck converter. This voltage regulator has been successfully designed
and manufactured in a commercial 110 nm TSMC CMOS technology. Despite the
mature 110 nm technology, the total on-chip area is approximately 0:015 mm2,
significantly smaller than state-of-the-art on-chip voltage regulators. This ultra-
small voltage regulator is appropriate for on-chip point-of-load voltage regulation
with hundreds of distributed power regulators to support dynamic voltage and
frequency scaling.

To demonstrate the feasibility of the evolving concept of distributed, dynamically
controllable power delivery systems, several types of power delivery circuits are
described. To provide a circuit level means for dynamically scaling the voltage
in adaptive systems, a digitally controlled pulse width modulator is described,
including closed-form expressions for the duty cycle, and validated under PVT
variations. Another key component of distributed power delivery systems is an
ultra-small power efficient linear regulator. An ultra-small power efficient linear
low dropout regulator, designed and manufactured in a 28 nm CMOS process is
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described. The regulator exhibits excellent load regulation under PVT variations.
To evaluate the performance of these ultra-small LDO regulators within a high
performance integrated system, a power delivery system with six distributed LDO
regulators has been designed, manufactured in a 28 nm CMOS process, and tested,
exhibiting high efficiency and quality of power under a wide range of PVT and load
variations.



Part V
Computer-Aided Design of Power Delivery

Systems

Computer-aided design (CAD) for power delivery systems is reviewed in Part V.
The generation and distribution of power by different types of power supplies and
power networks are two primary issues in the power delivery process. The number of
nodes in a typical power delivery system may exceed many millions (or billions) of
nodes. To cope with this design complexity while maintaining high quality power
in these complex power delivery systems, accurate and computationally efficient
models, and effective analysis and optimization techniques are required. Existing
modeling, analysis, and optimization techniques for power delivery systems with
multiple power supplies and decoupling capacitors integrated at the board, package,
and circuit levels are the subject of this chapter.

The process of analyzing power distribution networks is the topic of Chap. 21.
The flow of computer-aided design processes for on-chip power distribution
networks is described. The primary objectives and challenges of power network
analysis at each stage of the design process are identified. A description of efficient
numerical techniques for analyzing complex power distribution networks closes this
chapter.

A multi-feedback system with parallel connected power supplies delivering
current to a single grid exhibits significant design complexity and degraded stability
due to complex interactions among the power supplies, power distribution network,
and current loads. A criterion for evaluating the stability of a distributed power
delivery system is described in Chap. 24. A distributed power delivery system with
parallel connected LDO regulators is evaluated, exhibiting a stable multi-feedback
response if and only if the passivity-based criterion is satisfied.

In Chap. 25, a link breaking methodology is discussed to reduce voltage degra-
dation within a mesh structured power distribution network. The resulting power
distribution network is a combination of a single power distribution network to lower
the network impedance, and multiple networks to reduce noise coupling among the
circuits. Since the sensitivity to supply voltage variations within a power distribution
network can vary among different circuits, the methodology reduces the voltage
drop at the more sensitive circuits, while penalizing the less sensitive circuits.
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Closed-form expressions for the effective resistance of a two layer mesh structure
are presented in Chap. 22. These closed-form expressions provide a fast and accurate
solution to the effective resistance of a two layer mesh which can be used to solve a
variety of problems found in different disciplines. Examples include IR voltage drop
analysis of integrated circuits, synchronization and localization of sensor networks,
the effective chemical distance between bonds, metal mesh interference filters in
terahertz physics, and the commute and cover times of undirected graphs.

Closed-form expressions and related algorithms for fast static IR voltage drop
analysis in a resistive power distribution network is the focus of Chap. 23. Four algo-
rithms are described for non-uniform power supplies and current loads distributed
throughout a power grid. The principle of spatial locality is exploited to accelerate
the power grid analysis method for locally uniform, globally non-uniform power
grids. Since no iterations are necessary for this IR drop analysis algorithm, these
algorithms are significantly faster than existing methods while exhibiting low error.

To exploit the advantages of existing power supplies, a heterogeneous power
delivery system is described with different types of power supplies integrated at
different levels of the system hierarchy. The power efficiency of the system is
shown to be a strong function of the clustering of the power supplies—the specific
configuration in which the power converters and regulators are co-designed. The co-
design of power supplies to maximize overall power efficiency is computationally
inefficient and impractical with exhaustive clustering approaches in real-time
systems. Heterogeneous power delivery and a recursive clustering algorithm with
polynomial computational complexity is described in Chap. 26 for providing a real-
time power allocation system with low power loss.



Chapter 21
Computer-Aided Design of Power Distribution
Networks

The process of computer-aided design and analysis of on-chip power distribution
networks is discussed in this chapter. The necessity for designing and analyzing
the integrity of the power supply arises at various stages of the integrated circuit
design process, as well as during the verification phase. The design and analysis
of power distribution networks, however, poses unique challenges and requires
different approaches as compared to the design and analysis of logic circuits.

The requirement for analyzing on-chip power distribution networks arises
throughout the design process, from the onset of circuit specification to the final
verification phase, as discussed in Sect. 21.1. The primary tasks and difficulties in
analyzing the power supply vary at different phases of the design process. At the
initial and intermediate design phases, the specification of the power distribution
network is incomplete. The primary goal of the power supply analysis process is
to guide the general design of the on-chip power distribution network based on
information characterizing the power current requirements of the on-chip circuits.
The information characterizing the power current requirements is limited, giving
rise to the principal difficulty of the analysis process: producing efficient design
guidance based on data of limited accuracy. The character of the analysis process
gradually changes toward the final phases of the design process. The design
of both the power distribution network and the on-chip logic circuits becomes
more detailed, making a more accurate analysis possible. The principal goal of the
analysis process shifts to verifying the design and identifying those locations where
the target specifications are not satisfied. The dramatically increased complexity
of the analysis process is the primary difficulty, requiring utilization of specialized
computational methods.

This chapter is organized as follows. A typical flow of the power distribution
network design process is described in Sect. 21.1. An approach for reducing
the analysis of power distribution system to a linear problem is presented in
Sect. 21.2. The process of constructing circuit models that characterize a power
distribution system is discussed in Sect. 21.3. Techniques for characterizing the
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power current requirements of the on-chip circuits are described in Sect. 21.4.
Numerical techniques used in the analysis of power distribution networks are briefly
described in Sect. 21.5. Three strategies for allocating on-chip decoupling capacitors
are described in Sect. 21.6. The chapter is summarized in Sect. 21.7.

21.1 Design Flow for On-Chip Power Distribution Networks

In high performance circuits, the high level design of the global power distribution
network typically begins before the physical design of the circuit blocks. This
approach ensures preferential allocation of sufficient metal resources, simplifying
the design process. The principal decisions on the structure of the power distri-
bution network are therefore made when little is known about the specific power
requirements of the on-chip circuits. The early design of the power grid is therefore
based on conservative design tradeoffs and is gradually refined in subsequent phases
of the design process.

The design flow for a power distribution grid is shown in Fig. 21.1. As the circuit
design becomes better specified, a more accurate characterization of the power
requirements is possible and, consequently, the design of the power distribution
network becomes more precise. The design process can be roughly divided into
three phases: preliminary pre-floorplan design, floorplan-based refinement, and
layout-based verification [153, 239]. These phases are described in the rest of this
section.

Behavioral
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Fig. 21.1 Design flow for on-chip power distribution networks
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21.1.1 Preliminary Pre-Floorplan Design

In the initial pre-floorplan phase, little is known about the power current require-
ments of the circuit. Preliminary estimates of the power current consumed by a
circuit are typically made by scaling the power consumption of previously designed
circuits considering the target die area, operating frequency, power supply voltage,
and other circuit characteristics.

At this phase of the design process, the power distribution grid is often laid out
as a regular periodic structure. A preliminary DC analysis of the IR drops within a
power distribution grid is performed, assuming that the power current requirements
are uniform across the die. The average power current requirements used in a DC
analysis are increased by three to seven times to estimate the maximum power
current. The power distribution network is assumed to be uniformly loaded with
constant current sources. Basic parameters of the power distribution grid, such as
the width and pitch of the power lines in each metal layer and the location of
the power/ground pads, are determined based on a preliminary DC analysis of the
network. This initial structure largely determines the tradeoff between robustness
and the amount of metal resources used by an on-chip power distribution grid.

21.1.2 Floorplan-Based Refinement

Once the floorplan of a circuit is determined, the initial design of the power
distribution grid is refined to better match the local current capacity of the power
distribution grid to the power requirements of the individual circuit blocks [145].
The maximum and average power current of each circuit block is determined based
on the function of an individual block (e.g., the memory, floating point unit, register
file), area, block architecture, and the specific circuit style (e.g., static, dynamic,
pass transistor [409], etc.). The current distribution is assumed uniform within the
individual circuit blocks.

Block specific estimates of the power current provide an approximation of the
non-uniform power requirements across the circuit die. The structure of the power
distribution grid is tailored according to a DC analysis of a non-uniform power cur-
rent distribution. Many of the primary problems in the design of power distribution
networks are identified at this phase. Moderate computational requirements permit
iterative application of a static analysis of the network. Large scale deficiencies
in the coverage and capacity of the power distribution network are detected and
repaired.

As the structure of the circuits blocks becomes better specified, the local power
consumption of an integrated circuit can be characterized with more detail and
accuracy. After the logic structure of the circuits is determined, the accuracy of
the current requirements are enhanced based on the number of gates and clocking
requirements of the circuit blocks. Gate level simulations provide a per cycle
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estimate of the DC power current for a chosen set of input vectors [153]. Cycle-
to-cycle variations of the average power current provide an approximation of the
temporal variations of the power current, permitting a preliminary dynamic AC
analysis of the power distribution system. The accuracy of the dynamic analysis
can be improved if more detailed current waveforms are obtained through gate
level simulations. The worst case current waveform of each type of gate and circuit
structure is precharacterized. The current waveforms of the constituent gates are
arranged according to the timing information obtained in the simulations and are
combined into an effective power current waveform for an entire circuit block.
As the circuit structure and operating characteristics become better specified, the
structure of the power distribution grid within each of the circuit blocks is refined
to provide sufficient reliability and integrity of the on-chip power supply while
minimizing the required routing resources.

As the precise placement of the circuit gates is not known in the pre-layout phase,
the spatial resolution of the floorplan-based models is relatively coarse. The die area
is divided into a grid of N � M cells. The power and ground distribution networks
within each cell are reduced to a simplified macromodel. These macromodels form
a coarse RC/RLC grid model of the on-chip power distribution network, as shown
in Fig. 21.2. The power current of the circuits located in each cell is combined and
modeled by a current source connected to the appropriate node of the macromodel.
The number of cells in each dimension of the circuit typically varies from several
cells to a hundred cells, depending on the size of the circuit and the accuracy of
the power consumption estimate. The computational requirements of the analysis
process increase with the specificity of the circuit description. The total number of
nodes, however, remains relatively small, permitting an analysis with conventional
nonlinear circuit simulation tools such as SPICE.

21.1.3 Layout-Based Verification

When the physical design of a circuit is largely completed, a detailed analysis
of the power distribution network is performed to verify that the target power
supply noise margins are satisfied at the power/ground terminals of each on-chip
circuit. A detailed analysis is first performed at the level of the individual circuit
blocks. Those areas where the noise margins are violated are identified during
this analysis phase. The current capacity of the power distribution grid is locally
increased in these areas by widening the existing power lines, adding lines, and
placing additional on-chip decoupling capacitance. The detailed verification process
is repeated on the modified circuit. The iterative process of analysis and modification
is continued until the design targets are satisfied. Finally, the verification process is
performed for the entire circuit.

An analysis of an entire integrated circuit is necessary to verify the design of
a power distribution network. Analyzing the integrity of the power supply at the
circuit block level is insufficient as neighboring blocks affect the flow of current
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Fig. 21.2 An RLC model of an on-chip power distribution network [236]

through the power grid. For example, the design of a power grid within a circuit
block drawing a relatively low power current (e.g., a memory block) may appear
satisfactory at a block-level analysis. However, it is likely to fail if the block is placed
in close proximity to a block drawing high power current. The high power blocks
can increase the current flowing through the power network of adjacent low power
units [239]. It is therefore necessary to verify the design of the power distribution
network at the entire circuit level.

The principal difficulty in verifying an entire power distribution network in a
high complexity integrated circuit is the sheer magnitude of the problem. The on-
chip power network of a modern high complexity integrated circuit often comprises
tens of millions of interconnect line segments and circuit nodes forming a multi-
layer power distribution grid, as described in Sect. 8.1. The circuits loading the
power distribution network also consist of hundreds of millions of interconnects
and transistors. A transistor level circuit simulation of an entire circuit is therefore
infeasible due to prohibitive memory and CPU time requirements. Final analysis
and verification is therefore one of the most challenging tasks in the design of on-
chip high complexity power distribution networks. The remainder of this chapter is
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devoted largely to techniques and methodologies to manage the complexity of the
analysis and verification process of power distribution networks.

This methodology is successful if the noise margin violations are local and can
be corrected with available metal resources. However, if the necessary changes
in the power grid require significant changes in the routing of the critical signal
lines, the timing and noise performance characteristics of these critical signals
can be significantly impaired. The laborious task of signal routing and timing
verification of a circuit is repeated, drastically decreasing design productivity and
increasing the time to market. This difficulty of making significant changes in
the structure of the power distribution grid at late phases of the design process
is the primary reason for using a highly conservative approach in the design of
on-chip power distribution networks. Worst case scenarios are assumed throughout
the design process. The resulting power distribution network is therefore typically
overdesigned, significantly increasing the area used by power distribution networks
in modern interconnect-limited integrated circuits.

21.2 Linear Analysis of Power Distribution Networks

The process of analyzing a power network consists of building a circuit model of
the power and ground networks including the circuits loading the networks. This
step is followed by a numerical analysis of the resulting model. The problem is
inherently nonlinear as the digital circuits loading the power distribution grid exhibit
highly nonlinear behavior. The current drawn by the load circuits from the power
distribution network varies nonlinearly with the voltage across the power terminals
of the load. Analyzing a network with tens of millions of nodes is infeasible using
a nonlinear circuit simulator such as SPICE due to the enormous computational and
memory requirements. To permit the use of efficient numerical analysis techniques,
the nonlinear part of the problem is separated from the linear part [145, 153, 239], as
illustrated in Fig. 21.3. The current drawn from the power distribution network by
nonlinear on-chip circuits is characterized assuming a nominal power and ground
supply voltage. The load circuits are replaced by time dependent current sources
emulating the original power current characteristics. The resulting network consists
of power distribution conductors, decoupling capacitors, and time dependent current
sources. This network is linear, permitting the use of efficient numerical techniques.

Partitioning the problem into a power current characterization part and a linear
system analysis part ignores the negative feedback between the power current and
the power supply noise. The current flowing through the power and ground networks
causes the power supply levels to deviate from the nominal voltage. In turn, the
reduced voltage between the power and ground networks decreases the current
drawn by the power load. This typical approach to the power noise analysis process
is therefore conservative, overestimating the magnitude of the power supply noise.
The relative decrease in the power current due to the reduced power supply voltage
is comparable to the relative decrease in the power-to-ground voltage, typically
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Fig. 21.3 Approximation for analyzing a power distribution network by replacing a nonlinear
load with a time-dependent current source. (a) The original problem of analyzing a linear power
distribution network with a nonlinear load. (b) The current requirements of the nonlinear load are
characterized under an ideal supply voltage. (c) The nonlinear load is replaced with an AC current
source. The resulting system can be analyzed with linear methods

maintained below 10 %. The accuracy of these conservative estimates of the power
noise is acceptable for most applications. To achieve greater accuracy, the analysis
can be performed iteratively. The power current requirements are re-characterized
at each iteration based upon the power supply voltage obtained in the previous step.
Each iteration yields a more accurate approximation of the power supply voltage
across the power distribution network.

The process of power distribution network analysis therefore proceeds in three
phases: model construction, load current characterization, and numerical analysis.
These tasks are described in greater detail in the following sections.
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21.3 Modeling Power Distribution Networks

It is essential that the on-chip power distribution network is considered in the context
of the entire power distribution system, including the package and board power
distribution networks [185, 410–413]. As discussed in Chap. 7, the package and
board power distribution networks determine the impedance characteristics of the
overall power distribution system at low and intermediate frequencies. It is therefore
important to analyze the entire power distribution system, including the package
and board power distribution networks and the decoupling capacitors, to obtain an
accurate analysis of the on-chip power supply noise [236].

The complexity of a model depends upon the objectives of the analysis. Models
for a DC analysis performed at the preliminary and floorplan-based design phases
need to capture only the resistive characteristics of the interconnect structures. The
inductive and capacitive circuit characteristics are unimportant in a DC analysis,
greatly simplifying the model. As discussed in the previous section, the spatial
resolution of these models is typically limited, further simplifying the process of
model characterization.

The reactive impedances of the system are, however, essential for an accurate
AC analysis of a power distribution system. The capacitance of the board, package,
and on-chip decoupling capacitors as well as the inductive properties of the network
should be characterized with high accuracy.

The analysis and verification step towards the end of the design process requires
highly detailed models that capture the smallest features of a power distribution
system. These models are typically constructed through a back annotation process.
The complexity of the board and package power distribution networks is relatively
moderate, with the number of conductors ranging from hundreds to thousands.
The moderate complexity supports the use of relatively sophisticated analysis
tools, such as two- and three-dimensional quasi-static electromagnetic field ana-
lyzers [134, 140, 236, 414]. Characterizing the on-chip power distribution network
is the most difficult part of the modeling process. The on-chip power distribution
network comprises tens of millions of nodes and interconnect elements. This level of
complexity requires highly efficient algorithms to extract the parasitic impedances
of the on-chip circuit structures.

21.3.1 Resistance of the On-Chip Power Distribution Network

The resistance of on-chip interconnect can be efficiently characterized either with
simple resistance formulas based on the sheet resistance of a metal layer [153, 414]
or well developed shape-based extraction algorithms [415, 416]. The temperature
dependence of the interconnect resistance should also be included in the model.
If R25 is the nominal metal resistance at a room temperature of 25 ıC, the metal
resistance at the operating temperature of the circuit Top is R25

�
1 C kT.Top � 25/

	
,
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where kT is the temperature coefficient of the metal resistance. For a temperature
coefficient of copper doped aluminum metalization of 0.003 ıC�1 and an operating
temperature of 85 ıC, the temperature induced per cent increase in the resistance is
18 %, a significant change. Furthermore, the interconnect resistance increases over
the circuit lifetime due to electromigration induced defects in the metal structure.
This increase in resistance is typically considered in the design process by increasing
the nominal metal resistance by a coefficient Kem, typically ranging from 10 %
to 20 % [414]. The overall resistance of the on-chip metal Reff can therefore be
characterized as [236]

Reff D R25

�
1 C .Top � 25/

	
.1 C Kem/ : (21.1)

21.3.2 Characterization of the On-Chip Decoupling
Capacitance

Characterizing the capacitive impedances within the power distribution system is
more difficult as compared to resistance characterization. The intrinsic capacitance
of the power and ground lines is dominated by other sources of the decoupling
capacitance, i.e., the intrinsic circuit capacitance, well capacitance, and intentional
capacitance, as discussed in Sect. 11.3. The capacitance of the power and ground
lines can therefore be neglected in this analysis. The intentional and well diffusion
decoupling capacitances can be readily characterized by shape-based extraction
methods. The intrinsic decoupling capacitance of the on-chip circuits depends
upon the state of the digital circuits, making this capacitance difficult to characterize.

The intrinsic circuit decoupling capacitance can be estimated based on the
power consumption of the circuit [230, 414]. Assuming that the total power P0 is
dominated by the dynamic switching power Pswitching,

P0 � Pswitching D ˛Ctotal fclkV2
dd ; (21.2)

where ˛ is the switching factor of the circuit, Ctotal is the total intrinsic capacitance
of the circuit, fclk is the clock frequency, and Vdd is the supply voltage. The total
capacitance Ctotal can therefore be determined from an estimate of the total circuit
power: Ctotal D P0

˛fV2
dd

. The fraction of the total capacitance being switched, i.e.,

˛Ctotal on average, is the load capacitance of the circuit. The rest of the total
capacitance, .1 � ˛/Ctotal, is quiescent and effectively serves as a decoupling
capacitance. The intrinsic decoupling capacitance of the circuit is, therefore,

Cckt
decap � P0

fV2
dd

1 � ˛

˛
: (21.3)
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Fig. 21.4 Characterization of
the intrinsic decoupling
capacitance of the quiescent
circuits; (a) circuit model to
characterize the capacitance,
(b) equivalent circuit model
of the intrinsic decoupling
capacitance [140]
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An estimate of the intrinsic decoupling capacitance represented by (21.3) is,
however, strongly dependent on the switching factor ˛. The switching factor varies
significantly depending upon the specific switching pattern and circuit type. The
switching factor is therefore difficult to determine with sufficient accuracy in
complex digital circuits.

Alternatively, the decoupling capacitance of quiescent circuits can be char-
acterized by simulating a small number of representative circuit blocks [140].
A complete circuit model of each selected circuit block, including the parasitic
impedances of the interconnect, is constructed through a back annotation process.
The input terminals of a circuit block are randomly set to either the high or
low state. The power terminals of the circuit are biased with the power supply
voltage Vdd. A sinusoidal AC voltage of relatively small amplitude (5–15 % of
Vdd) is added to the power terminals of the circuit, modeling the power supply
noise, as shown in Fig. 21.4a. The current flowing through the power terminals
is obtained and the small signal impedance of the circuit block as seen from the
power terminals is determined for the specific frequency of the AC excitation.
A series RC model is subsequently constructed, such that the model impedance
approximates the impedance of the original circuit block, as shown in Fig. 21.4b.
The model capacitance is scaled by a factor .1 � ˛/ to account for the switching
of the circuit capacitance ˛ which does not participate in the decoupling process.
The resulting model is an equivalent circuit of the decoupling capacitance of the
quiescent circuits, including the decoupling capacitance of both the transistors and
interconnect structures. This estimate of the decoupling capacitance is significantly
less sensitive to the value of ˛, as compared to (21.3).

The elements Reff and Ceff of the equivalent model depend on the state of the
digital circuit and the frequency of the applied AC excitation. Nevertheless, these
model parameters typically vary little with the input pattern and the excitation
frequency in the range of 0.2–2 times the clock frequency [140]. For example, the
model parameters exhibit less than a 3 % variation over all of the input states of an
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example circuit block consisting of 240 transistors with ten primary inputs [140].
The decoupling characteristics of a larger circuit block are extrapolated from the
characteristics of one or several of the precharacterized blocks, depending upon
the circuit structure of the larger block. This technique allows for variations in the
intrinsic decoupling capacitance for different circuit types.

In many circuits, however, the circuit decoupling capacitance is dominated by
the well diffusion capacitance and the intentional capacitance [177]. The overall
accuracy of the power supply noise analysis process in these circuits is only
moderately degraded by the inaccuracies in characterizing the circuit decoupling
capacitance.

21.3.3 Inductance of the On-Chip Power Distribution Network

The inductance of the on-chip power and ground lines has historically been
neglected [140]. The relatively high resistance R of the on-chip interconnect has
dominated the inductive impedance !L, suppressing the inductive behavior, such
as signal reflections, oscillations, and overshoots. As the switching time of the on-
chip circuits decreases with technology scaling, the spectral content of the on-chip
signals has extended to higher frequencies, making on-chip inductive effects more
pronounced. The significance of the on-chip inductance has been demonstrated in
an investigation of the sensitivity of the power supply noise to various electrical
characteristics of the power distribution system [281]. Assuming the package leads
provide an ideal nominal voltage of 2.5 V, an RLC analysis of the on-chip power
grid predicts a minimum on-chip voltage Vdd of 2.307, 0.193 V below the nominal
level. If the inductance of the on-chip power grid is neglected, the analysis predicts a
minimum on-chip power voltage Vdd of 2.396 V, underestimating the on-chip power
noise by 50 % as compared to a more complete RLC model. Including the package
model in the analysis further reduces the on-chip power supply to 2.199 V. Modeling
the inductive properties of the on-chip power interconnect is therefore necessary to
ensure an accurate analysis.

Incorporating the inductive properties of on-chip interconnect into the model
of a power distribution network poses two challenges. First, existing techniques
for characterizing the inductive properties of complex interconnect structures are
computationally expensive, greatly reducing the efficiency of the back annotation
process. This issue is further discussed below. Second, including inductance in the
model precludes the use of highly efficient techniques for numerically analyzing
complex power distribution networks, as discussed in Sect. 21.5.

The inductive properties of power and ground interconnect lines are difficult
to characterize. Characterizing the inductance by a conventional method, i.e.,
determining the loop inductance of the on-chip circuits based on the shape and size
of the current loops is difficult as the current path consists of multiple conductors
and the path of the current flow is, generally, not known a priori. The inductive
properties of regular on-chip power distribution grids can be estimated based on
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an electromagnetic analysis of the grid structure [236, 414]. Alternatively, the
inductive properties can be extracted in the form of a partial inductance matrix.
While extracting the partial inductance matrix of an entire circuit is computationally
efficient, this matrix is highly dense. The density of a complete partial inductance
matrix drastically degrades the efficiency of the subsequent numerical analysis of
the circuit model, as the computational efficiency of the most effective numerical
methods is conditioned on the sparsity of the matrices characterizing the system.
Techniques for sparsifying partial inductance matrices are an active area of research
and several techniques have been described [66–69]. The computational efficiency
of these techniques is currently insufficient to make the analysis of multimillion
conductor systems practical. A method to characterize the inductance of on-chip
power distribution grids is described in Chap. 28.

21.3.4 Exploiting Symmetry to Reduce Model Complexity

The magnitude of the current flowing through the power and ground distribution
networks is the same. The power and ground networks have the same electrical
requirements and the structures of these networks are often (close to) symmetric,
particularly at the initial and intermediate phases of the design process. This
symmetry can be exploited to reduce the complexity of the power distribution
network model by half [140], as illustrated in Fig. 21.5. The model reduction is
achieved by circuit “folding.” The original symmetric circuit, as shown in Fig. 21.5a,
is transformed into an equivalent circuit, where the sources, loads, and decoupling
capacitors are replaced with equivalent symmetric networks, as shown in Fig. 21.5b.
The nodes on the axis of symmetry of the circuit (shown with a dashed line in
Fig. 21.5b) are equipotential. It is convenient to use the potential of these nodes as
a reference potential. These nodes are therefore referred to as a virtual ground. The
original circuit is transformed into two independent circuits, as shown in Fig. 21.5c.
The independent circuits are symmetric; consequently, an analysis of only one
circuit is necessary. The currents and voltages in one circuit have an opposite
polarity as compared to the currents and voltages in the symmetric circuit. Where
the impedances of the power and ground distribution networks are symmetric, the
voltages in the power and ground networks (with reference to the virtual ground)
are also symmetric. That is, wherever the power voltage is decreased by ıV , the
ground voltage is increased by ıV (thereby decreasing the power rail-to-rail voltage
by 2ıV).
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Fig. 21.5 Exploiting the
symmetry of the power and
ground distribution networks
to reduce the model
complexity by a factor of 2;
(a) power and ground current
paths in the original model
are symmetric, (b) virtual
ground exists between the
power and ground networks
in the equivalent circuit, as
shown by the dashed line, (c)
resulting circuit model
contains two independent
symmetric circuits
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21.4 Characterizing the Power Current Requirements
of On-Chip Circuits

Accurate characterization of the power current requirements is an integral part of
the power distribution analysis process, as discussed in Sect. 21.2. A brief overview
of the methods for power current characterization is presented in this section. As
the structure of an integrated circuit becomes specified in greater detail, the power
current characteristics can be specified with greater accuracy. The complexity of the
power current characterization process dramatically increases with the complexity
of the circuit description.
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21.4.1 Preliminary Evaluation of Power Current Requirements

Early estimates of the power current are static. The temporal variation of the power
current cannot be assessed in this phase as only the high level structure of the
circuit has been developed. Static approaches are based on estimates of the average
load currents drawn from the power network [153, 239], permitting static estimates
of the IR drops and electromigration reliability. Estimating average power current
consumption is equivalent to estimating average circuit power, as the power supply
voltage is maintained approximately constant. At the onset of the design process,
the average power current per circuit area is estimated based on the function of a
particular circuit block, circuit style used to design a circuit block, and a scaling
analysis of previously designed similar circuits. These estimates can be augmented
by estimates of average circuit power based on a circuit description at the behavioral,
register transfer, or microarchitectural levels [417, 418].

21.4.2 Gate Level Estimates of the Power Current
Requirements

Estimates of the power current requirements are refined once the logic structure
of the circuit is determined [419, 420]. The primary difficulty in determining the
power requirements of a CMOS circuit with sufficient accuracy is the dependency
of the power current on the circuit input pattern [421]. The time of switching and the
magnitude of the power current of a particular gate are determined by the temporal
and functional relationships with other gates. The switching patterns that produce
the greatest variation of the power supply voltage from a nominal specification (i.e.,
the greatest power supply noise) are referred to as the worst case switching patterns.
These worst case switching patterns are difficult to identify.

The worst case power current of small circuit structures, such as individual logic
gates and circuit macrocells, are relatively easy to determine as the number of possi-
ble switching patterns is small and the patterns can be readily evaluated. The number
of possible switching patterns increases exponentially with the number of inputs and
internal state variables. The worst case switching patterns of relatively large circuit
blocks comprising thousands of circuit gates and macrocells cannot be determined
from an exhaustive analysis. The assumption that all of the gates draw the worst
case power current at the same time is overly conservative. Incorporating logical
dependencies among the logic gates, however, greatly increases the complexity of
the analysis process. A tradeoff therefore exists between the accuracy and efficiency
of the power current model.

Estimates of the average power current are typically based on a probabilistic
or statistical analysis of the average switching activity and the output load (i.e.,
the switched capacitance) of the gates [421]. Simple estimates of the average load
currents can be obtained by determining the saturation current of each gate in a block
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and scaling this current to account for the quiescent state of the majority of the gates
at any particular time. More accurate estimates of the average current Iavg can be
obtained through gate level simulations by evaluating the average switching activity
Ps and capacitive load CL of the gates. The average power current of the circuit per
switching event is evaluated as Iavg D 1

2
PsfclkCLVdd, where fclk is the clock frequency

of the circuit. Several methods have been developed to determine the upper bound
of the power current consumed by the circuit and the associated bound on the power
supply noise in an input pattern independent manner [422–425].

21.5 Numerical Methods for Analyzing Power
Distribution Networks

The circuit model of a power distribution network is combined with time dependent
current sources emulating the worst case load to form a linear model of a power
distribution network. The linear model is described by a system of linear differential
equations. The system of differential equations is reduced to a system of linear
equations, which can be numerically analyzed using a number of efficient linear
system solution methods [426]. These linear solution methods are classified into
direct and iterative methods [427]. The direct methods rely on factoring the coeffi-
cient matrix that characterizes the linear system. Once the matrix decomposition is
performed, the system solution at each simulation time step is obtained by forward
and backward substitution [428, 429]. Alternatively, iterative methods can be used
to obtain the solution through a series of successive approximations [430, 431].
Assuming sufficient memory capacity to store the factorization matrices, the use
of direct methods is preferable in analyses requiring a large number of time steps,
as the solution at each step is obtained through an efficient substitution procedure.
Iterative methods are more efficient in solving large systems with limited memory
resources.

Numerical techniques exploiting special properties of the system are commonly
employed to enhance the efficiency of the analysis process. The coefficient matrix
of a linear system describing a power distribution network is highly sparse, with
non-zero elements typically constituting only a 10�6–10�8 fraction of the total
number of elements [145]. Furthermore, in a modified nodal analysis approach,
the matrix is symmetric and, for an RC model of a power distribution network,
positive definite [145]. Of the direct methods, Cholesky factorization is particularly
well suited, requiring moderate memory resources to store the factorization data. Of
the iterative methods, the conjugate gradient method is more memory efficient for
denser and larger systems [145]. Several techniques to further enhance the efficiency
of analyzing power distribution networks are described in the remainder of this
section.



348 21 Computer-Aided Design of Power Distribution Networks

21.5.1 Model Partitioning in RC and RLC Parts

These numerical methods are modified if the mutual inductance among the intercon-
nect segments are considered [140]. The matrix describing the system is no longer
guaranteed to be positive definite, preventing the use of efficient methods based on
this property and forcing the use of more general (and computationally expensive)
methods. Including the mutual inductance elements is virtually always necessary to
accurately describe the electrical properties of the power distribution networks of a
printed circuit board and an integrated circuit package. An RC-only model is often
adequate for describing the on-chip power distribution network. In many cases,
therefore, only a relatively small part of the overall model (describing the package
and board power interconnect) contains inductive elements. The computational
complexity of the problem can be significantly reduced in these cases [140], as
illustrated in Fig. 21.6. A comprehensive model of a power distribution system
is partitioned into an RLC part containing all of the inductive elements (at the
package and board level) and an RC-only part (the on-chip network). The RC-
only part contains the vast majority of elements comprising the overall power
distribution system. The complexity of the RC part of the system can be reduced by
exploiting efficient techniques based on solving a symmetric positive definite system
of equations. The RC part of the model is replaced with the equivalent admittance
at the ports of the interface with the RLC part. The resulting system is significantly
smaller than the original system and can be solved with general solution methods.

An approach to analyzing power distribution networks composed of RLC
segments (with no mutual inductance terms) has been described in [432, 433]. An
enhanced matrix formulation of the power distribution network problem is described
and numerical techniques to solve this formulation are described. As demonstrated
on sample networks consisting of several hundred segments, this analysis approach
is three to four hundred times faster as compared to SPICE simulations, while
maintaining an accuracy within 5 % of SPICE.

21.5.2 Improving the Initial Condition Accuracy
of the AC Analysis

The efficiency of the transient analysis can be enhanced by accurate estimates of
the steady state condition, i.e., the currents passing through the network inductors
and the voltages across the network capacitors. The steady state condition is not
known before the analysis. The analysis starts with a rough estimate of the initial
conditions, for example, with the voltages and currents determined in a DC analysis.
In the beginning of the AC analysis, the initial excitation conditions are maintained
and the system is allowed to relax to the AC steady state. After the steady state
is reached, the switching pattern of interest can be applied to the circuit inputs,
permitting a transient analysis to be initiated. No useful information is produced as
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Fig. 21.6 Reducing the computational complexity of the analysis process by separating the
analysis of the RLC and RC-only parts of a power distribution system. (a) A circuit model of a
power distribution system can be partitioned into a relatively small RLC part and an RC-only part
containing the vast majority of the circuit elements. (b) An equivalent admittance macromodel of
the RC-only part is constructed. (c) The RC part is replaced with a reduced model and the system
is analyzed using robust numerical methods. The voltages and equivalent admittances at the ports
of the RC-only part are determined. (d) The RC-only part is analyzed using efficient numerical
methods. The RLC part of the model is replaced with equivalent circuits at the appropriate ports,
as has been determined in the previous step

the system settles to the AC steady state. In systems with a low damping factor, the
time required to reach the steady state can be a substantial portion of the overall
time span of the simulation, significantly increasing the computational overhead of
the analysis [140].

An accurate estimate of the initial conditions is therefore desirable. This estimate
can be efficiently obtained as follows [140]. A simplified circuit model of the
power distribution network is constructed. Elements of the simplified model are
determined based on the elements of the original network and the worst case
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voltage drop obtained from a DC analysis of the original network. The simplified
circuit is simulated and the steady state inductor currents and capacitor voltages
are determined. These currents and voltages are used as steady state values in the
transient analysis of the original network. Using this technique to analyze the power
distribution network of a 300 MHz PowerPC microprocessor, the initial conditions
are estimated with an accuracy of 6.5 % as compared to a 62 % accuracy based on a
DC analysis. The greater accuracy of the initial conditions shortens by a factor of 3
the time required to determine the AC steady state.

21.5.3 Global-Local Hierarchical Analysis

A hierarchical approach to the electrical analysis of an on-chip power distribution
network reduces the CPU time and memory requirements as compared to a flat
(non-hierarchical) analysis [300, 434–436]. A power network is partitioned into a
global grid and many local grids, as depicted in Fig. 21.7. A macromodel is built for
every local partition. A macromodel is a linear multi-port network characterized
by the same relationship between the port currents and voltages as the original
local partition. The power network is simulated with each local partition substituted
by the respective macromodel. The problem size is thereby reduced from the total
number of nodes in the original power distribution network to the number of nodes
in the global partition plus the total sum of the local partition ports. Subsequently, to
determine the voltage at the nodes of the local partitions, each local partition can be
independently analyzed with the port currents determined during the analysis of the
global grid with macromodels. The efficiency of the methodology therefore depends
upon judicial partitioning, the computational cost of constructing a macromodel, and
the complexity of the macromodel.

Global nodes

Ports Ports Ports

Internal
nodes

Internal
nodes

Internal
nodes

Local
grid

Global grid

N local partitions

Fig. 21.7 A hierarchical model of a power distribution network. In a global analysis, the local
grids are represented by multi-port linear macromodels
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The greatest reduction in the complexity of the analysis is achieved if the system
is partitioned into subnetworks with the number of internal nodes much larger
than the square of the respective number of ports [434]. The macromodel matrices
tend to have a higher density than the matrix representation of the original power
distribution network. The higher density can limit the choice of suitable numerical
solution methods and, therefore, the efficiency of the analysis process. Sparsification
of the macromodels can be performed to address this problem [434].

The performance gains of the hierarchical method over a conventional flat analy-
sis have been evaluated on power distribution networks of several industrial DSP and
microprocessor circuits [434]. The memory requirements are reduced severalfold.
The size of the linear system describing the hierarchical system is approximately
ten times smaller then the size of the system in a flat (non-hierarchical) analysis.
The memory requirements are reduced by 10–20 times. The one-time overhead of
the analysis setup (partitioning, macromodel generation, sparsification, etc., in the
case of the hierarchical methodology) is reduced by a factor of 2–5. The run time
of the subsequent time steps, however, is greater as compared to a flat analysis. The
difference in the runtime decreases with the size of the system, becoming relatively
small in networks with ten million nodes or more.

Since each local partition of the network is solved independently, a hierarchical
analysis has two other desirable properties [434]. First, the hierarchical analysis
is easily amenable to parallel computation, permitting additional speedup in the
subsequent time steps. The parallel hierarchical analysis is two to five times faster
than a flat analysis. Second, the mutual independence of the macromodels makes the
hierarchical analysis quite flexible. Local changes in the circuit structure necessitate
regeneration of only a single macromodel. The rest of the setup can be reused,
permitting an efficient incremental analysis. Alternatively, if a detailed power
analysis of a specific block is only of interest, the local solution of other partitions
can be omitted, accelerating the analysis process while preserving the effect of these
partitions on the partition of interest.

21.5.4 Random Walk Based Technique

Another approach to analyze a power grid is the use of random walks to determine
the voltage at a particular node [437, 438]. In [437], a parallel is drawn between a
random walk algorithm in an undirected connected graph and voltage drop analysis
of a power grid. In the random walk algorithm, a person walks from an arbitrary
location and travels to a nearby house with some probability of arriving at that
location. Specifically, if the walker reaches his/her house, the walk ends and the
walker is awarded with a certain amount of money. Otherwise, the walker pays
some money to stay at a hotel. The objective of the random walk algorithm is
to determine the expected amount of money that a walker has at the end of a
random walk. This random walk algorithm is run iteratively to minimize the error.
A mathematical equivalent of the random walk problem is constructed for a power
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grid [437]. In this application, every power supply is modeled as a house targeted
by the random walker and the load circuits are modeled as hotels. The probabilities
are equated to the power grid impedance between adjacent nodes. The load current
determines the cost of the corresponding hotel stay. The voltage at a particular
node is modeled as the expected amount of money that the walker has at the end
of the walk [437]. Random walk based power grid analysis techniques exhibit a
good accuracy/runtime tradeoff when the number of power supply connections is
large; however, this algorithm becomes less efficient when the number of power
supplies or power supply connections is small. These techniques, however, have
poor convergence properties as compared to preconditioned iterative methods, such
as Krylov-subspace [439].

21.5.5 Multigrid Analysis

The efficient analysis of power distribution grids can be performed through the
use of multigrid methods [440, 441]. Power distribution grids are spatially and
temporally well behaved (i.e., smooth and damped) systems. General purpose robust
techniques are unnecessary to achieve an accurate solution. A system of linear equa-
tions describing a well behaved system is analogous to a finite element discretization
of a two-dimensional parabolic partial differential equation [441]. Efficient numer-
ical methods developed for parabolic partial differential equations can therefore
be exploited to analyze power distribution grids. The multi-grid method is most
commonly used to solve parabolic partial differential equations [442]. Using a
fixed time step requires only a single inversion of a large and sparse matrix during
the numerical analysis process. Multigrid techniques can be described as either
algebraic multigrid or geometric multigrid. Algebraic multigrid has become more
popular since a predefined grid structure is not required and the analysis of irregular
topologies is less complicated as compared to geometric multigrid techniques [443].

21.5.6 Hierarchical Analysis of Networks with Mesh-Tree
Topology

The analysis and optimization of power distribution networks structured as a global
mesh feeding local trees can be achieved with a specially formulated hierarchical
method in [444]. The process of hierarchical analysis proceeds in three stages. First,
each tree is replaced with an equivalent circuit model obtained from the passive
reduced-order interconnect macromodeling algorithm (PRIMA) [445]. The system
is solved to determine all of the nodal voltages in step two. Each tree is analyzed
independently based on the voltage at the root of the tree obtained in step two.
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The method produces results within 10 % of SPICE with a greater than ten fold
computational speedup.

21.5.7 Efficient Analysis of RL Trees

A worst case IR and �I noise analysis is efficiently performed in power and
ground distribution networks structured as RL trees originating from a single I/O
pad [446]. The worst case power current requirements of each circuit attached to a
power distribution tree are approximated by a trapezoidal waveform. The intrinsic
and intentional decoupling capacitances are neglected in the analysis, allowing the
power voltage to be efficiently calculated at each node of the tree.

A method for the frequency domain analysis of noise in RL power distribution
trees has also been developed [447]. A frequency domain noise spectrum is
computed by analyzing the effective output impedance of the power distribution
network at each current source and the spatial correlation among the trees. A time
domain noise waveform is obtained by applying an inverse Fast Fourier transform
to the frequency domain spectrum. This approach is more than two orders of
magnitude faster than HSPICE simulations, while maintaining an accuracy within
10 % as compared to circuit simulation.

21.6 Allocation of On-Chip Decoupling Capacitors

The allocation of on-chip decoupling capacitors is commonly performed iteratively.
Each iteration of the allocation process consists of two steps, as shown in Fig. 21.8.
In the power noise analysis phase, the magnitude of the power supply noise
is determined throughout the circuit. The size and placement of the decoupling
capacitors are then modified during the allocation phase based on the results of the
noise analysis. This process continues until all of the target power noise constraints
are satisfied. Occasionally, the power noise constraints cannot be satisfied for a
specific circuit. In this case, the area dedicated to the on-chip decoupling capacitors
should be increased. In some cases, large functional blocks should be partitioned,
permitting the placement of decoupling capacitors around the smaller circuit blocks.

Although a sufficiently large amount of on-chip decoupling capacitance dis-
tributed across an IC will ensure adequate power supply integrity, the on-chip
decoupling capacitors consume considerable die area and leak significant amounts
of current. Interconnect limited circuits typically contain a certain amount of white
space (area not occupied by the circuit) where intentional decoupling capacitors
can be placed without increasing the overall die size. After this area is utilized,
accommodating additional decoupling capacitors increases the overall circuit area.
The amount of intentional decoupling capacitance should therefore be minimized.
A strategy guiding the capacitance allocation process is therefore required to achieve
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Fig. 21.8 Flow chart for allocating on-chip decoupling capacitors

target specifications with fewer iterations while utilizing the minimum amount of
on-chip decoupling capacitance.

Different allocation strategies are the focus of this section. A charge-based
allocation methodology is presented in Sect. 21.6.1. An allocation strategy based
on an excessive noise amplitude is described in Sect. 21.6.2. An allocation strategy
based on excessive charge is discussed in Sect. 21.6.3.
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21.6.1 Charge-Based Allocation Methodology

One of the first approaches is based on the average power current drawn by a circuit
block [280]. The decoupling capacitance Cdec

i at node i is selected to be sufficiently
large so as to supply an average power current Iavg

i drawn at node i for a duration of

a single clock period. To release charge ıQi D I
avg
i
fclk

as the power voltage level varies
by a noise margin ıVdd,

Cdec
i D ıQi

ıVdd
D Iavg

i

fclk ıVdd
; (21.4)

where fclk is the clock frequency.
The rationale behind the approach represented by (21.4) is that the power

current during a clock period is provided by the on-chip decoupling capacitors.
This allocation methodology is based on two assumptions. First, at frequencies
higher than the clock frequency, the on-chip decoupling capacitors are effectively
disconnected from the package and board power delivery networks (i.e., at these
frequencies, the impedance of the current path to the off-chip decoupling capacitors
is much greater than the impedance of the on-chip decoupling capacitors). Second,
the on-chip decoupling capacitors are fully recharged to the nominal power supply
voltage before the next clock cycle begins.

Both of these assumptions cannot be simultaneously satisfied with high accuracy.
The required on-chip decoupling capacitance as determined by (21.4) is neither
sufficient nor necessary to limit the power supply fluctuations within the target
margin ıVdd. If the impedance of the package-to-die interface is sufficiently low,
a significant share of the power current during a single clock period is provided
by the decoupling capacitors of the package, overestimating the required on-chip
decoupling capacitance as determined by (21.4). Conversely, if the impedance of
the package-to-die interface is relatively high, the time required to recharge the on-
chip decoupling capacitors is greater than the clock period, making the requirement
represented by (21.4) insufficient. This inconsistency is largely responsible for the
unrealistic dependence of the decoupling capacitance as determined by (21.4) on
the circuit frequency, i.e., the required decoupling capacitance decreases with fre-
quency. Certain assumptions concerning the impedance characteristics of the power
distribution network of the package and package-die interface should therefore be
considered to accurately estimate the required on-chip decoupling capacitance.

The efficacy of the charge-based allocation strategy has been evaluated on the
Pentium II and Alpha 21264 microprocessors using microarchitectural estimation of
the average current drawn by a circuit block [282, 448, 449]. The characteristics of
the power distribution network based on (21.4) are evaluated and compared in both
the frequency and time domains to three other cases: no decoupling capacitance is
added, decoupling capacitors are placed at the center of each functional unit, and
a uniform distribution of the decoupling capacitors. The AC current requirements
of functional units within the microprocessor are estimated based on the average
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power current obtained from architectural simulations. The charge-based allocation
strategy has been demonstrated to result in the lowest impedance power distribution
system in the frequency domain and the smallest peak-to-peak magnitude of the
power noise in the time domain.

21.6.2 Allocation Strategy Based on the Excessive
Noise Amplitude

More aggressive capacitance budgeting is described in [450, 451] to amend the
allocation strategy described by (21.4). In this modified scheme, the circuit is
first analyzed without an intentional on-chip decoupling capacitance and the worst
case power noise inside each circuit block is determined. No additional decoupling
capacitance is allocated to those blocks where the power noise target specifications
have already been achieved. The intrinsic decoupling capacitance of these circuit
blocks is sufficient. In those circuit blocks where the maximum power noise Vnoise

exceeds the target margin ıVdd, the amount of additional decoupling capacitance is

Cdec D Vnoise � ıVdd

Vnoise

ıQ

ıVdd
; (21.5)

where ıQ is the charge drawn from the power distribution system by the current
load during a single clock period.

The rationale behind (21.5) is that to reduce the power noise from Vnoise to ıVdd

(i.e., by a factor of Vnoise
ıVdd

), the capacitance Cdec should supply a 1 � ıVdd
Vnoise

share
of the total current. Consequently, the same share of charge as the power voltage
is decreased by ıVdd, making Cdec ıVdd D Vnoise�ıVdd

Vnoise
ıQ. Adding a decoupling

capacitance to only those circuit blocks with a noise margin violation, the allocation
strategy based on the excessive noise amplitude implicitly considers the effect of
the on-chip intrinsic decoupling capacitance and the off-chip decoupling capaci-
tors [30].

The efficacy of a capacitance allocation methodology based on (21.5) has been
tested on five MCNC benchmark circuits [284]. For a 0.25 �m CMOS technology,
the described methodology requires, on average, 28 % lower overall decoupling
capacitance as compared to the more conservative allocation methodology based
on (21.4) [280]. A noise aware floorplanning methodology based on this allocation
strategy has also been developed [284]. The noise aware floorplanning methodology
produces, on average, a 20 % lower peak power noise and a 12 % smaller decoupling
capacitance as compared to a post-floorplanning approach. The smaller required
decoupling capacitance occupies less area and produces, on average, a 1.2 % smaller
die size.
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21.6.3 Allocation Strategy Based on Excessive Charge

The allocation strategy presented in Sect. 21.6.2 can be further refined. Note
that (21.5) uses only the excess of the power voltage over the noise margin as a
metric of the severity of the noise margin violation. This metric does not consider the
duration of the voltage disturbance. Longer variations of the power supply voltage
have a greater impact on signal timing and integrity. A time integral of the excess
of the signal variation above the noise margin is described in [452, 453] as a more
accurate metric characterizing the severity of the noise margin violation. According
to this approach, a metric of quality of the ground supply at node j is

Mj D
TZ

0

max
h


Vgnd
j .t/ � ıV

�
; 0
i

dt; (21.6)

or, assuming a single peak noise violates the noise margin between times t1 and t2,

Mj D
t2Z

t1



Vgnd

j .t/ � ıV
�

dt; (21.7)

where Vgnd
j .t/ is the ground voltage at node j of the power distribution grid.

Worst case switching patterns are used to calculate (21.6) and (21.7). This metric
is illustrated in Fig. 21.9. The value of the integral in (21.7) equals the area of the
shaded region. Note that if the variation of the ground voltage does not exceed the
noise margin at any point in time, the metric Mj is zero. The overall power supply
quality M is calculated by summing the quality metrics of the individual nodes,

M D
X

j

Mj: (21.8)

This metric is zero when the power noise margins are satisfied at all times
throughout the circuit.

Application of (21.6) and (21.8) to the decoupling capacitance allocation process
requires a more complex procedure than (21.4) and (21.5). Note that utilizing (21.6)
requires detailed knowledge of the power voltage waveform Vgnd

j at each node of the
power distribution grid rather than just the peak magnitude of the deviation from the
nominal power supply voltage. Computationally expensive techniques are therefore
necessary to obtain the power voltage waveform. Furthermore, the metric of power
supply quality as expressed in (21.8) does not explicitly determine the distribution of
the decoupling capacitance. A multi-variable optimization is required to determine
the distribution of the decoupling capacitors that minimizes (21.8). The integral
formulation expressed by (21.6) is, fortunately, amenable to efficient optimization
algorithms. The primary motivation for the original integral formulation of the
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Fig. 21.9 Variation of
ground supply voltage with
time. The integral of the
excess of the ground voltage
deviation over the noise
margin ıVgnd (the shaded
area) is used as a quality
metric to guide the process of
allocating the decoupling
capacitors

0 tT
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excessive charge metric is, in fact, to facilitate incorporating these noise effects into
the circuit optimization process.

The efficacy of the allocation strategy represented by (21.8) in application-
specific ICs has been demonstrated in [283, 454]. The distribution of the decoupling
capacitance in standard-cell circuit blocks has been analyzed. The total decoupling
capacitance within the circuit is determined by the empty space between the
standard cells within the cell rows. The total budgeted decoupling capacitance (the
amount of empty space) remains constant. As compared to a uniform distribution
of the decoupling capacitance across the circuit area, the described methodology
results in a significant reduction in both the number of circuit nodes exhibiting noise
margin violations and the maximum power supply noise.

21.7 Summary

The process of designing and analyzing on-chip power distribution networks
has been presented in this chapter. The primary conclusions of the chapter are
summarized as follows.

• The design of on-chip power distribution networks typically begins prior to the
physical design of the on-chip circuitry and is gradually refined as the structure
of the on-chip circuits is determined

• The primary difficulty in early stages of the design process is accurately assessing
the on-chip power current requirements

• The primary challenge shifts to the efficient analysis of the on-chip power
distribution network once the circuit structure is specified in sufficient detail

• The complexity of analyzing an entire power distribution network loaded by
millions of nonlinear transistors is well beyond the capacity of nonlinear circuit
simulators

• Approximating nonlinear loads by time-varying current sources and thereby
rendering the problem amenable to the methods of linear analysis is a common
approach to manage the complexity of the power distribution network analysis
process



21.7 Summary 359

• Several techniques have been developed to enhance the efficiency of the numeri-
cal analysis process

• The local impedance characteristics of an on-chip power distribution network
depend upon the distribution of the decoupling capacitors

• The time integral of the excess of the signal variation above the noise margin is
a useful metric for characterizing the severity of a noise margin violation

• Existing capacitance allocation methodologies place large decoupling capaci-
tances near those on-chip circuits with the greater power requirements



Chapter 22
Effective Resistance in a Two Layer Mesh

An on-chip power and ground distribution network is commonly modeled as a
resistive mesh structure with different vertical and horizontal unit resistances, as
shown in Fig. 22.1a [396, 442, 455, 456], where the thickness and width of the
metal lines are typically different in orthogonal metal layers. Power and ground
networks are illustrated in Fig. 22.1a with, respectively, dark and light gray lines.
A mesh structured power network and the corresponding resistive circuit model are
illustrated, respectively, in Fig. 22.1b, c. Since the power and ground distribution
networks exhibit similar characteristics, only the power network is considered in
this chapter. This approach can also be used to determine the effective resistance in
any two layer mesh structure with different horizontal and vertical unit resistances.

The effective resistance of a mesh is used in power grid analysis [457–459],
substrate analysis [460], decoupling capacitance allocation [284, 304, 461], power
dissipation [462], electrostatic discharge (ESD) analysis [462], and measuring
resistance variations in power distribution networks [463]. The effective resistance
is used to determine the effective region of a decoupling capacitor [284, 306]. For
instance, the effective resistance between hot spots and available white spaces in
a circuit floorplan provides a means to evaluate the effectiveness of a decoupling
capacitor placed at different locations. A lower effective resistance between a hot
spot and decoupling capacitor leads to a faster response time for the decoupling
capacitor. Additionally, the effective resistance between a decoupling capacitor
and power supply connection provides an estimate of the recharge time of the
capacitor. When the effective resistance between two circuit blocks decreases,
noise coupling through the power network increases which is quantified by the
effective resistance described in this chapter. The effective resistance is also used to
determine the coverage and commute times of a random walk in a graph [464]. In an
undirected resistive graph, the effective resistance is used to determine the effective
chemical distance between bonds, as in [465]. The effective resistance is also used
in distributive control and estimation such as synchronization and localization of
sensor networks [466].

© Springer International Publishing Switzerland 2016
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Fig. 22.1 Two layer orthogonal metal lines connected with vias; (a) two layer power and ground
distribution network where the power and ground lines are illustrated, respectively, with dark and
light gray, (b) a two layer power distribution network only, and (c) a resistive mesh model of the
power distribution network

Venezian in [307] developed a closed-form expression of the resistance of a
uniform mesh where the vertical and horizontal unit resistances are the same. The
work described in this chapter is inspired by [307], where the effective resistance
is generalized for non-isotropic meshes with different vertical and horizontal unit
resistances. To determine the effective resistance between nodes nx1;y1 and nx2;y1 ,
where x1, x2, and y1 are, respectively, the horizontal and vertical coordinates of the
nodes within an infinite mesh, as shown in Fig. 22.2a, the principal of superposition
is applied in two steps [307, 467]. First, current I is sourced at nx1;y1 and exits the
grid at the boundaries (i.e., at infinity), as illustrated in Fig. 22.2b. The current from
nx1;y1 to the adjacent nodes is determined by the resistance between nx1;y1 and the
adjacent nodes. When the mesh is uniform, the currents from .x1; y1/ to the adjacent
nodes are symmetric and I=4. Secondly, current I is sourced at infinity and exits the
grid at nx2;y1 , as depicted in Fig. 22.2c. The current from the nodes adjacent to nx2;y1

is similarly determined. When the mesh is uniform, the current from the adjacent
nodes of .x1; y1/ to .x2; y1/ are again symmetric and I=4. By applying superposition
in these two steps, current I is modeled as entering the grid from nx1;y1 and exiting
the grid at nx2;y1 , as shown in Fig. 22.2d. This current is the sum of the currents in
the first and second steps of the superposition process, which is therefore I=2. The
voltage difference divided by the current is the effective resistance. The effective
resistance between nx1;y1 and nx2;y1 within a uniform mesh is therefore

a b

c

−

− −

−

−

− − − − − − −

− − − − − − −
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Fig. 22.2 In an infinite mesh structure: (a) a current source I is connected to .x1; y1/ and a
current load I is connected to .x1; y2/ and the effective resistance between these adjacent nodes
is determined by applying the principle of superposition in two steps. In the first step, (b) the load
current is moved to a node at infinity and in the second step, (c) the source current is moved to a
node at infinity. The current profiles for these two cases are obtained, and (d) the current source
and load are moved to the original positions and the current during the two superposition steps is
summed to determine the effective resistance
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Reff D 2.Vx1;y1 � Vx2;y1 /=I: (22.1)

A similar analysis is performed for a non-isotropic mesh structure with different
horizontal and vertical resistances to determine closed-form expressions for the
effective resistance between two arbitrary nodes.

This chapter is organized as follows. In Sect. 22.1, Kirchhoff’s current law
is revisited to determine the voltages and currents at a particular node in terms
of the neighboring node voltages and resistances. In Sect. 22.2, inhomogeneous
differential equations are applied where separation of variables is used to determine
the node voltages. The effective resistance between two arbitrary intersections and
the corresponding closed-form expressions are described, respectively, in Sects. 22.3
and 22.4. The accuracy of the effective resistance model is discussed in Sect. 22.5.
The chapter is summarized in Sect. 22.6. A derivation of the closed-form expression
for the effective resistance is offered in Appendix H.

22.1 Kirchhoff’s Current Law Revisited

The mesh circuit model considered in this chapter is shown in Fig. 22.1c with
horizontal (rh) and vertical (rv) resistors. The voltage at node (x,y) nx;y is Vx;y and
the current from nx;y to ground is Ix;y. When a current source is connected to nx;y,
Ix;y D I. Alternatively, when no current source is connected to nx;y, Ix;y D 0.

The current load at an arbitrary node nx;y can be written in terms of the sum of
the current from the four adjacent nodes as

Ix;y DVx;y � Vx;yC1

rv

C Vx;y � Vx;y�1

rv

C Vx;y � VxC1;y

rh
C Vx;y � Vx�1;y

rh
: (22.2)

The vertical resistance between adjacent nodes is r and the horizontal resistance
between adjacent nodes is k � r, where k is a number 0 < k < 1, as

rv D r (22.3)

rh D k � r: (22.4)

When Ix;y D 0, the voltage at nx;y is

Vx;y D kVx;yC1 C kVx;y�1 C VxC1;y C Vx�1;y

2k C 2
: (22.5)
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When a current source is connected to nx;y, this current can be described in terms of
the adjacent node voltages and corresponding resistors as

Ix;y D .2k C 2/Vx;y � .kVx;yC1 C kVx;y�1 C VxC1;y C Vx�1;y/

k r
: (22.6)

22.2 Separation of Variables

The difference Eqs. (22.5) and (22.6), can be solved by applying separation of
variables [307]. A solution for (22.5) is

Vx;y D ex˛Cjyˇ: (22.7)

By substituting (22.7) into (22.5), (22.5) can be written as

.2k C 2/ex˛Cjyˇ D ex˛Cjyˇ.kejˇ C ke�jˇ C e˛ C e�˛/; (22.8)

2k C 2 D k.ejˇ C e�jˇ/ C .e˛ C e�˛/: (22.9)

Using the cosine and sine properties, (22.9) is

k C 1 D k cos ˇ C cosh ˛: (22.10)

When a current source is connected to n0;0 and is assumed to exit the system at
infinity, the following equations are satisfied due to symmetry of the mesh structure,

Vx;y D V�x;y D Vx;�y D V�x;�y: (22.11)

One possible solution to (22.11) is

Vx;y D e�jxj˛ cos yˇ: (22.12)

The currents can be described in terms of these voltages. Substituting x D y D 0

into (22.6), the current i0;0 at n0;0 is

i0;0 D .2k C 2/V0;0 � kV0;1 � kV0;�1 � V1;0 � V�1;0

kr
: (22.13)

Substituting (22.12) into (22.13), the current I at n0;0 is

i0;0 D 2.k C 1 � k cos ˇ � e�˛/=kr: (22.14)

Substituting (22.10) into (22.14), the current at n0;0 is

i0;0 D .2 cosh ˛ � 2e�˛/=kr: (22.15)
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Using the identities, cosh x D 1=2.ex C e�x/ and sinhx D 1=2.ex � e�x/, from
Euler’s formula [468], the current expression i0;0 becomes

i0;0 D 2sinh˛=kr: (22.16)

Similarly, when y ¤ 0, the current i0;y at n0;y is

i0;y D .2k C 2/V0;y � kV0;yC1 � kV0;y�1 � V1;y � V�1;y

kr
; (22.17)

and substituting (22.10) into (22.17), the current can be rewritten as

i0;y D ..2k C 2/ cos yˇ � e�˛ cos yˇ � e�˛ cos yˇ

� k cos.y C 1/ˇ � k cos.y � 1/ˇ/=kr: (22.18)

After applying certain trigonometric identities and simplifications,

i0;y D �
.2k C 2 � 2e�˛/ cos yˇ � 2k cos yˇ cos ˇ

	
=kr: (22.19)

The current i0;y at n0;y is

i0;y D 2.k C 1 � e�˛ � k cos ˇ/ cos yˇ=kr: (22.20)

Substituting (22.10) into (22.20) and applying Euler’s formula, the current at n0;y is

i0;y D 2sinh˛ cos yˇ

kr
: (22.21)

22.3 Effective Resistance Between Two Nodes

The voltage at nx;y is a function of ˛ and ˇ where the relationship between these
two parameters in (22.10) is in terms of k. The voltage at an arbitrary node nx;y is
the sum of all ˇ values,

Vx;y D
�Z

0

F.ˇ/ vx;y.ˇ/ dˇ; (22.22)

where F.ˇ/ is a function that satisfies a current source at n0;0, and no current source
at n0;y when y ¤ 0. Thus, all of the current sources other than at n0;0 are effectively
eliminated [307]. The corresponding current at nx;y is
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Ix;y D
�Z

0

F.ˇ/ ix;y.ˇ/ dˇ: (22.23)

The current at n0;0, by substituting (22.16) into (22.23), is

I0;0 D
�Z

0

F.ˇ/
2sinh˛

k
dˇ; (22.24)

and the current at n0;y, by substituting (22.21) into (22.23), is

I0;n D
�Z

0

F.ˇ/
2sinh˛ cos yˇ

k
dˇ: (22.25)

From inspection, F.ˇ/ is

F.ˇ/ D k I r

2� sinh˛
; (22.26)

to satisfy (22.22) when only one current source located at n0;0 is present within the
mesh. Substituting (22.26) and (22.12) into (22.22), the voltage at nx;y is

Vx;y D k I r

2�

�Z

0

e�jxj˛ cos yˇ

sinh˛
dˇ: (22.27)

22.4 Closed-Form Expression of the Effective Resistance

The effective resistance of a mesh between n0;0 and nx;y is

Rx;y D 2.V0;0 � Vx;y/=I; (22.28)

as discussed previously. Substituting (22.27) into (22.28), the effective resistance
between n0;0 and nx;y is

Rx;y D k r

�

�Z

0

.2 � e�jxj˛ cos yˇ/

sinh˛
dˇ: (22.29)
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Rx;y is solved by dividing the integral into two, and writing (22.29) as a sum of two
integrals, Rx;y=r D R1.x;y/ C R2.x;y/,

Rx;y=r D
p

k

�

�Z

0

.1 � e�x
p

kjˇj cos yˇ/

ˇ
dˇ

C k

�

�Z

0

"
1p

.k C 1 � k cos ˇ/2 � 1
� 1

ˇ
p

k

#
dˇ: (22.30)

The first integral R1.x;y/ is rewritten in terms of the exponential integral Ein(z) [468],

Ein.z/ D
zZ

0

1 � e�t

t
dˇ; (22.31)

and R1.x;y/ is

R1.x;y/ D .1=�k/Re
n
EinŒ�.

p
kx C iy/�

o
: (22.32)

Expression (22.32) is numerically solved and R1.x;y/ is

R1.x;y/ D
p

k

2�
Œln.x2 C ky2/ C 2.0:57721 C ln �/�; (22.33)

while the second integral R2.x;y/ is determined assuming k D n C �.

R2.x;y/ D k

�

�Z

0

��
.n C 1 � n cos ˇ/2 � 1

	�1=2 � 1

ˇ
p

n

�
dˇ

C k

�

�Z

0

 
��

.1 � cos ˇ/.n C 1 � n cos ˇ/

..n C 1 � n cos ˇ/2 � 1/
3=2

C �

2ˇn
p

n

!
dˇ: (22.34)

A derivation of (22.34) is provided in the Appendix. The effective resistance
between any two arbitrary nodes Rx;y within a mesh when k approaches a different
constant is listed in Table 22.1. For instance, the effective resistance when k ! 1 is

Rx;y=r D
p

k

2�
Œln.x2 C k y2/ C 3:44388�

� 0:033425k � 0:0629k.k � 1/: (22.35)
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Table 22.1 Closed-form expressions for R1.x;y/ and R2.x;y/ where
R.x;y/=r D R1.x;y/ C R2.x;y/ when k approaches a constant

k! R1.x;y/ R2.x;y/

1
p

k
2�

Œln.x2 C ky2/C 3:4439� �0:0334k � 0:0629k.k � 1/

2
p

k
2�

Œln.x2 C ky2/C 3:4439� �0:0692k � 0:0202k.k � 2/

3
p

k
2�

Œln.x2 C ky2/C 3:4439� �0:0829k � 0:0093k.k � 3/

4
p

k
2�

Œln.x2 C ky2/C 3:4439� �0:0896k � 0:0047k.k � 4/

5
p

k
2�

Œln.x2 C ky2/C 3:4439� �0:0932k � 0:0026k.k � 5/

10
p

k
2�

Œln.x2 C ky2/C 3:4439� �0:0964kC 0:00021k.k � 10/

100
p

k
2�

Œln.x2 C ky2/C 3:4439� �0:0657kC 0:00016k.k � 100/

22.5 Experimental Results

The accuracy of the effective resistance model is compared to the exact solu-
tion (22.29) in Table 22.2. Although the via resistance rvia connecting orthogonal
metal layers is neglected in the effective resistance model, for practical values of rvia

(i.e., when rvia is between zero and 5 % of the horizontal or vertical resistance [192]),
the effective resistance model is in good agreement with the experimental results.
The via resistance rvia is modeled as rvia D l � rv . The maximum error is less
than 5 % for 1 < k < 10 and 0 < l < 0:05. The error is maximum when the
distance between the two nodes is smallest, and the error decreases with greater
separation between the nodes of interest if rvia is zero. rvia is neglected in the
expressions. The approximation error in the expressions converges to zero with
greater separation between the nodes of interest. When rvia is nonzero, the error
exhibits a non-monotonic behavior (i.e., the error does not necessarily decrease with
greater separation between the nodes of interest).

Practical mesh structures have finite dimensions. Since an infinite mesh is
assumed in the development of these expressions, the error of the expressions is
compared to four differently sized mesh structures which is listed in Table 22.3
where k D 1 and l D 0. With increasing separation between the nodes of interest,
the error originating from the infinite grid assumption increases as expected. The
error is less than 3 % when the nodes of interest are 20 lines away from the boundary.

22.6 Summary

A closed-form expression for the effective resistance of a two layer mesh structure
is presented in this chapter.

• The unit resistance of the horizontal and vertical metal lines within a power grid
is often different in adjacent orthogonal metal layers due to the difference in the
width and thickness of these metal lines
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Table 22.2 Accuracy of the closed-form solution for the effective
resistance when rv D1 �, rh D k �, and rvia D l �

xD 0 xD 1 xD 10 xD 10

yD 1 yD 0 yD 0 yD 10

kD 1 (22.35) 0.5147 0.5147 1.2476 1.3580

l = 0
SPICE 0.5 0.5 1.2480 1.3580

Error (%) 3 3 0 0

l = 0.01
SPICE 0.5033 0.5033 1.2546 1.3642

Error (%) 2.2 2.2 0.6 0.5

l = 0.05
SPICE 0.5167 0.5167 1.2819 1.393

Error (%) 0.4 0.4 2.7 2.6

kD 2 (22.35) 0.6367 0.7928 1.6733 1.9205

l = 0
SPICE 0.6082 0.7838 1.6737 1.9206

Error (%) 4.7 1.1 0 0

l = 0.01
SPICE 0.6098 0.7886 1.6775 1.9299

Error (%) 4.2 0.6 0.3 0.5

l = 0.05
SPICE 0.6168 0.8122 1.6969 1.9677

Error (%) 3.1 3.6 1.4 2.5

kD 5 (22.35) 0.7596 1.3324 2.399 3.0362

l = 0
SPICE 0.7322 1.3391 2.399 3.0361

Error (%) 3.7 1.1 0 0

l = 0.01
SPICE 0.7331 1.3436 2.4013 3.0485

Error (%) 3.5 0.8 0.1 0.4

l = 0.05
SPICE 0.7355 1.382 2.4130 3.0995

Error (%) 3.2 3.7 0.6 2.1

kD 10 (22.35) 0.769 1.928 3.087 4.294

l = 0
SPICE 0.805 1.952 3.088 4.294

Error (%) 4.7 1.2 0 0

l = 0.01
SPICE 0.8057 1.9464 3.0887 4.307

Error (%) 4.8 1 0.1 0.3

l = 0.05
SPICE 0.8066 1.9958 3.0972 4.3684

Error (%) 4.9 3.5 0.3 1.7

• The closed-form expression presented in this chapter uses a parameter k to model
the ratio of the horizontal and vertical resistances

• These closed-form expressions provide a fast and accurate solution to the
effective resistance of a two layer mesh which can be used to solve a variety
of problems found in different disciplines

• Examples of the use of these expressions include IR voltage drop analysis of
integrated circuits, synchronization and localization of sensor networks, effective
chemical distance between bonds, metal mesh interference filters in terahertz
physics, and commute and cover times of undirected graphs
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Table 22.3 Error induced by
the infinite grid
approximation for power
grids with different sizes

x = 0 x = 2 x = 10 x = 10

y = 1 y = 3 y = 0 y = 10

(22.35) 0.5147 0.924 1.2476 1.358

20 � 20
SPICE 0.5015 0.9425 1.3838 1.665

Error (%) 2.6 2 10.9 22.6

30 � 30
SPICE 0.5006 0.9324 1.3079 1.486

Error (%) 2.8 0.9 4.8 9.4

40 � 40
SPICE 0.5004 0.929 1.2815 1.4284

Error (%) 2.9 0.5 2.7 5.2

80 � 80
SPICE 0.5 0.925 1.252 1.367

Error (%) 3 0.1 0.4 0.7



Chapter 23
Closed-Form Expressions for Fast IR Drop
Analysis

Several methods have been described for efficient power grid analysis, as presented
in Chap. 21; (1) reduce the size of the linear system, (2) iteratively solve the
linear system, and (3) apply advanced linear algebraic techniques to exploit
the sparse nature of the power grid. Although these algorithms are faster than
conventional linear solvers, significant computational time is required to iteratively
apply these algorithms. An accurate closed-form expression would effectively solve
this problem.

Although the interactions between the power supplies and load circuitry occur
globally, these interactions are more prominent among components close to each
other. A power supply connection in a multi-voltage system on one side of an IC
has little effect on a circuit block at the other side of the IC. Alternatively, current
provided by a power network is generally distributed to nearby circuit blocks. This
phenomenon is due to the principle of spatial locality [469]. With this principle, a
power grid can be partitioned to enhance the overall power grid analysis process.

Uniform current loads are generally assumed in power distribution networks to
exploit symmetry in a linear system. In [470], an IR drop analysis algorithm is
described for a power grid structure with semi-uniform current loads (e.g., uniform
load currents are assumed within each quadrant of the distribution network). Closed-
form expressions for the maximum IR drop are described in [471], assuming a
uniform current distribution. Until these results, no closed-form expressions existed
to describe the voltage drop at any point in a locally uniform, globally non-uniform
power distribution network with non-uniform current loads and non-uniform voltage
supplies.

In this chapter, a novel algorithm, Fast Algorithms based on effective resistance
for IR drop analysis (FAIR), is provided for locally uniform, globally non-uniform
power grids with non-uniform current loads and non-uniform voltage supplies.
FAIR exploits the impedance characteristics of the power distribution network
and the effective impedance between the active circuit blocks to provide these
closed-form expressions. The effective impedance between two points in a uniform

© Springer International Publishing Switzerland 2016
I.P. Vaisband et al., On-Chip Power Delivery and Management,
DOI 10.1007/978-3-319-29395-0_23
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grid structure has been considered by Venezian in [307], where he formulated the
resistance between any two points in a resistive grid. Since no iterations are required
to compute the IR drop at any particular node, FAIR outperforms previously
described techniques with reasonable error. The principle of locality is also applied
in FAIR to accelerate the analysis process.

The rest of this chapter is organized as follows. The power grid model is
described and the effective resistance concept is explained in Sect. 23.1. In
Sect. 23.2, FAIR is reviewed for different power grid conditions. The principle
of spatial locality is further explained and exploited to accelerate the power grid
analysis process in Sect. 23.3. Experimental results are provided in Sect. 23.4. The
chapter is summarized in Sect. 23.5.

23.1 Background of FAIR

IR voltage drop analysis in modern integrated circuits requires a massive amount
of simulation time and memory due to the large dimensions of on-chip power grids
(i.e., millions of nodes). In this chapter, closed-form expressions for determining
the IR voltage drop and related algorithms are described that exploit the distance
between the voltage sources and current loads. The IR voltage drop at an arbitrary
node depends upon the distance among the voltage sources, current loads, and
analysis nodes. These distances are incorporated into the closed-form expressions
by the concept of an effective resistance model since the effective resistance between
any two nodes in a uniform grid structure depends upon the Euclidean distance
between these two nodes and the power grid resistance. The effective resistance
supports the development of closed-form expressions for use within the power grid
analysis process [472].

A resistive power grid model, depicted in Fig. 23.1, is considered in this chapter
to determine IR voltage drops. Each wire segment between adjacent nodes has a
resistance R. Although the power grid model used to develop FAIR is resistive, the
results can be generalized for RL power grids with no additional computation. The
power distribution model is assumed to be composed of infinite parallel lines within
the grid, a reasonable assumption in modern integrated circuits due to the large size
of the power grid. Venezian in [307] provides an exact solution for the effective
resistance between any two points, N1.x1; y1/ and N2.x2; y2/, in an infinite grid as

Rm;n D
�Z

0

.2 � e�jmj˛ cos.nˇ/ � e�jnj˛ cos.mˇ//

sinh.˛/
dˇ: (23.1)
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Fig. 23.1 Infinite resistive mesh structure to model a power distribution network

Venezian also provides a closed-form approximation1 for (23.1) as

Rm;n D 1

2�
� ln.n2 C m2/ C 0:51469; (23.2)

where

m D jx1 � x2j and n D jy1 � y2j: (23.3)

˛ and ˇ are used to rewrite Kirchhoff’s node equations as difference equations. The
interested reader is urged to read [307] for a complete explanation.

The error of approximation (23.2) is less than 3 % as compared to the exact
solution in (23.1). A few examples that demonstrate the validity of (23.2) are
listed in Table 23.1. As listed in Table 23.1, the error quickly approaches zero
with increasing distance between two points. For instance, the average error when
calculating all of the resistances in a 50 � 50 grid is less than 0.01 %.

1The formula has been slightly modified from [307] to produce more accurate results.
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Table 23.1 Validity of the effective resistance model

R1;0 R1;1 R3;4 R5;0 R10;10

Exact solution (23.1) 0.5 0.636 1.028 1.026 1.358

Approximation (23.2) 0.515 0.625 1.027 1.027 1.358

Error (%) 3 1.8 0.1 0.1 0

23.2 Analytic IR Drop Analysis

Four different FAIR-based algorithms are described in this section to determine the
IR drop at an arbitrary node within a uniform power grid:

• Algorithm I: One power supply and one current load placed arbitrarily within the
distribution network.

• Algorithm II: One power supply and multiple current loads placed arbitrarily
within the distribution network.

• Algorithm III: Multiple power supplies and one current load placed arbitrarily
within the distribution network.

• Algorithm IV: Multiple power supplies and multiple current loads placed arbi-
trarily within the distribution network.

A simplified model to demonstrate these four cases is illustrated in Fig. 23.2. The
voltage supplies and current loads are illustrated as Vsupply and Iload. Algorithm I is
the most basic algorithm and is therefore used to explain the other three algorithms.
Algorithm IV is the complete algorithm which can be used in the analysis of IR
drops within practical power grids. The distance between two nodes does not affect
the computational complexity of determining the effective impedance between these
nodes. The computational complexity of FAIR to determine the IR drop at an
arbitrary node does not therefore depend upon the size of the power grid.

23.2.1 One Power Supply and One Current Load

In this section, the IR voltage drop at an arbitrary node Node1, shown in Fig. 23.3a,
is determined when one power supply and one current load exist within the power
grid. The power grid model shown in Fig. 23.3a reduces to an effective resistance
model, as illustrated in Fig. 23.3b. The effective resistance between Nsupply and
Node1, Node1 and Nload, and Nsupply and Nload is denoted, respectively, as Rsn, Rnl,
and Rsl. These resistances are determined using (23.2). The voltage at Nload is

Vload D Vsupply � Iload � Rsl: (23.4)

After determining the voltage at Nload (see Fig. 23.3b), the voltage at Node1 can
be found as follows. Assume that all of the load current Iload flows from Nsupply to
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Vsupply

a b

c d

Iload

Iload

Iload

IloadIload

Vsupply

Vsupply

Vsupply

Vsupply
Vsupply

Vsupply

Iload

Iload
Vsupply

Iload

Fig. 23.2 Simplified power grid models for FAIR; (a) one voltage source and one current load, (b)
one voltage source and multiple current loads, (c) multiple voltage sources and one current load,
(d) multiple voltage sources and multiple current loads

Nload along the path Rsn–Node1–Rnl. Since the voltage at Nsupply and Nload is known
a priori, the voltage at Node1, VNode1 , can be found with respect to either Nsupply or
Nload. VNode1 is

VNode1 D Vsupply � Iload � Rsn (23.5)

with respect to Nsupply and

VNode1 D Vload C Iload � Rnl (23.6)

with respect to Nload. The voltage at Node1 is calculated with the arithmetic mean
of the voltages found using (23.5) and (23.6). The voltage at Node1 is therefore



378 23 Closed-Form Expressions for Fast IR Drop Analysis

Iload
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Nload
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(2,−2)(1,−2)(0,−2)(−1,−2)
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(2,0)(1,0)(0,0)(−1,0)

Vsupply

Rsn

Rsl Rnl

Node1

Nsupply

a

b

Nload

Fig. 23.3 Power distribution grid model for Algorithm I; (a) one power supply connected at (0,0)
and one current load connected at (1,�2), (b) corresponding reduced effective resistance model

VNode1 D ŒVsupply C Vload C Iload � .Rnl � Rsn/�=2: (23.7)

Substituting (23.4) into (23.7), the voltage at Node1 can be written as

VNode1 D Œ2 � Vsupply C Iload � .Rnl � Rsn � Rsl/�=2: (23.8)

The IR voltage drop at Node1 is equal to Vsupply � �VNode1 . The IR voltage drop can
therefore be written as

IRNode1 D Iload � .Rsn C Rsl � Rnl/=2: (23.9)

Pseudo-code of the algorithm to determine the voltage at an arbitrary node within a
power grid with one current load and one voltage supply is summarized in Fig. 23.4
(Algorithm I).

23.2.2 One Power Supply and Multiple Current Loads

In this section, the IR voltage drop at an arbitrary node within a power distribution
network is determined when one power supply and multiple current loads exist
within a grid, as shown in Fig. 23.5. Since the current loads are assumed to be ideal
current sources, the principle of superposition is performed to provide a closed-form
expression for the IR voltage drop. Superposition is possible since linear current
loads are used to model the active circuit structures. By using superposition for each
individual current load, the voltage at Node1 can be formulated as
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IR Drop: One Power Supply and One Current Load
1. Given: Supply voltage (Vsupply), load current (Iload)

Locations of voltage supply (Nsupply),
current load (Nload), and Node1.

2. Calculate the effective resistances between
a) Nsupply and Node1, Rsn

b) Node1 and Nload, Rnl

c) Nsupply and Nload, Rsl.
3. Calculate the voltage at Nload, (23.4).
4. Calculate the voltage at Node1 VNode1 , (23.7).
5. Calculate the IR drop at Node1, (23.9).

Fig. 23.4 Algorithm I. IR voltage drop at an arbitrary node within a power grid with one power
supply and one current load

VNode1 D Vsupply � 1

2

nX
iD1

ŒIload.i/ � .Rsn C Rsl.i/ � Rnl.i//�; (23.10)

and the corresponding IR voltage drop at Node1 is

IRNode1 D 1

2

nX
iD1

ŒIload.i/ � .Rsn C Rsl.i/ � Rnl.i//�; (23.11)

where n is the number of current loads, Iload.i/ is the ith current load, Rsl.i/ is the
effective resistance between Nsupply and the ith current load, and Rnl.i/ is the effective
resistance between Node1 and the ith current load within the power grid. Pseudo-
code of the algorithm to determine the IR voltage drop at an arbitrary point when
one voltage supply and multiple current loads are connected to a power distribution
grid is provided in Fig. 23.6 (Algorithm II).

23.2.3 Multiple Power Supplies and One Current Load

In this section, the IR voltage drop at an arbitrary node within a power distribution
network is determined for multiple voltage sources and one current load, as shown
in Fig. 23.7a. In Sect. 23.2.2, superposition is used to analyze the voltage drop
contribution to Node1 from each individual current load. To consider multiple
voltage supplies, superposition cannot be used in a straightforward manner to
consider each individual voltage supply because the voltage supplies are replaced
with short circuit equivalents whereas the current loads are replaced with open
circuit equivalents.



380 23 Closed-Form Expressions for Fast IR Drop Analysis

Vsupply

Iload_1
Iload_2

Iload_3 Iload_4

Iload_5
Iload_6

Iload_7 Iload_8

Iload_9 Iload_11Iload_10

Node1

(2,2)(1,2)

(2,1)(1,1)

(2,0)(1,0)

(2,−1)(1,−1)

(2,−2)(1,−2)

(0,2)

(0,1)

(0,0)

(0,−1)

(0,−2)

(−1,2)

(−1,1)

(−1,0)

(−1,−1)

(−1,−2)

(−2,2)

(−2,1)

(−2,0)

(−2,−1)

(−2,−2)

Fig. 23.5 Power distribution grid for Algorithm II, when one power supply is connected to node
(1,0) and multiple current loads model the load circuits connected at various nodes within the
power distribution grid

To apply superposition to the voltage supplies, the voltage supplies are replaced
with equivalent current sources. The current that each individual voltage source
contributes to the load depends upon the effective resistance between Nsupply.i/ and
Nload. Since the location of the voltage supplies and the current load is known a
priori, the current delivered by these equivalent current supplies is approximately

Isource.i/ D Iload � GxiPn
iD1 Gxi

; (23.12)

where

Gxi D 0:26 � G2:3167
i � 0:11527: (23.13)

Isource is the equivalent current source to replace the ith voltage supply, Gi is the
equivalent conductance between the ith voltage supply and current load, and Gxi is
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IR Drop: One Power Supply and Multiple Current Loads
1. Given: Supply voltage (Vsupply), load currents (Iload(i))

Locations of voltage supply (Nsupply),
current loads (Nload(i)), and Node1.

2. for each current load, Iload(i), do
3. Remove all other Iload(k) where k=i,
4. Calculate the effective resistances between

a) Nsupply and Node1, Rsn

b) Node1 and Nload(i), Rnl(i)

c) Nsupply and Nload(i), Rsl(i).
5. Calculate the voltage at Nload(i), (23.4).
6. Calculate the IR drop at Node1 due to Iload(i), (23.9).
7. Calculate the total IR drop at Node1 by summing

all IR voltage drops due to all individual current loads, (23.11).
8. Calculate the voltage at Node1, Vnode1 , (23.10).

Fig. 23.6 Algorithm II. IR voltage drop at arbitrary node Node1 within a power grid with one
power supply and multiple current loads, as shown in Fig. 23.5

the modified conductance parameter determined from nonlinear least square curve
fitting. The maximum root mean square error (RMSE) for the individual current
contributions of the voltage sources determined with (23.12) is less than 0.005 as
compared to SPICE.

After all but one of the voltage supplies are replaced with equivalent current
sources, as illustrated in Fig. 23.7b, the IR voltage drop problem becomes similar to
the problem discussed in Sect. 23.2.2 where the power grid has one voltage supply
and multiple current loads. The primary difference is that the equivalent current
sources supply current to the distribution grid whereas, as described in Sect. 23.2.2,
all of the current loads demand current from the power grid.

The IR voltage drop at an arbitrary node Node1 in the power grid with multiple
voltage sources and one current load is

IRNode1 DIload � .Rsn.1/ C Rsl.1/ � Rnl/=2

� 1

2

nX
iD2

ŒIsupply.i/ � .Rsn.1/ C Rsl.i/ � Rnl.i//�; (23.14)

and the voltage at Node1 is

VNode1 DVsupply.1/ � Iload � .Rsn.1/ C Rsl.1/ � Rnl/=2

C 1

2

nX
iD2

ŒIsupply.i/ � .Rsn.1/ C Rsl.i/ � Rnl.i//�: (23.15)
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Fig. 23.7 Power distribution grid model for Algorithm III; (a) multiple power supplies are
connected to several nodes and a current load is connected at (0,0), (b) all but one of the voltage
sources are replaced with an equivalent current source
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IR Drop: Multiple Power Supplies and One Current Load
1. Given: Supply voltage (Vsupply), load current (Iload)

Locations of voltage supplies (Nsupply(i)),
current load (Nload), and Node1.

2. for each voltage supply, Vsupply(i), do
3. Calculate the effective resistances between Nsupply(i) and Iload, Ri.
4. for each voltage supply, Vsupply(i), where i=1, do
5. Find the corresponding current source, Isupply(i), (23.12).
6. Replace Vsupply(i) with Isupply(i).
7. Remove all current supplies, Isupply(i).
8. Calculate the effective resistances between

a) Nsupply(1) and Node1, Rsn

b) Node1 and Nload, Rnl

c) Nsupply(1) and Nload, Rsl.
9. Calculate the IR drop at Node1 due to Iload, (23.9).
10. for each current supplies, Isupply(i), do
11. Remove all other current supplies, Isupply(k), where k=1.
12. Calculate the effective resistances between

a) Nsupply(1) and Node1, Rsn

b) Node1 and Nsupply(i), Rnl(i)

c) Nsupply(1) and Nsupply(i), Rsl(i).
13. Calculate the voltage difference at Node1 due to Isupply(i), (23.9).
14. Calculate the total IR drop at Node1 by subtracting

the result of step 13 from the result of step 9, (23.14).
15. Calculate the voltage at Node1, Vnode1 , 23.15.

Fig. 23.8 Algorithm III. IR voltage drop at arbitrary node Node1 in a power grid with multiple
power supplies and one current load, as shown in Fig. 23.7a

Pseudo-code of the algorithm to determine the IR voltage drop at an arbitrary
node within a power grid with multiple voltage supplies and one current load is
summarized in Fig. 23.8 (Algorithm III).

23.2.4 Multiple Power Supplies and Multiple Current Loads

In this section, the IR voltage drop at an arbitrary node within a power distribution
network is determined when multiple voltage supplies and multiple current loads
exist, as shown inFig. 23.9a. To determine the IR voltage drop for this system,
superposition is applied in two steps. First, the current that each individual voltage
supply contributes to each individual current load is determined by removing all but
one of the current loads and applying (23.12) to determine the current contribution
of each voltage supply to each current load. After determining the individual current
contributions, the equivalent current source of a voltage supply is
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Fig. 23.9 Power distribution grid model for Algorithm IV; (a) multiple power supplies and current
loads are connected to several nodes, (b) all but one of the voltage sources are replaced with an
equivalent current source

Isource.i/ D
mX

jD1

Isource.i;j/; (23.16)

where m is the number of current loads, Isource.i/ is the equivalent current source
of the ith voltage supply, and Isource.i;j/ is the current contribution of the ith voltage
supply to the jth current load. Since the total current sourced by the voltage supplies
is equal to the total current sunk by the current sources, the following expression is
satisfied,

nX
iD1

Isource.i/ D
mX

jD1

Iload.j/: (23.17)

All but one of the voltage supplies are replaced with an equivalent current source,
as illustrated in Fig. 23.9b. The IR voltage drop at an arbitrary node within a power
distribution network is

IRNode1 D1

2

mX
iD1

ŒIload.i/ � .Rsn.1/ C Rsl.1/ � Rnl/�

� 1

2

nX
iD2

ŒIsupply.i/ � .Rsn.1/ C Rsl.i/ � Rnl.i//�; (23.18)

and the corresponding voltage at Node1 is
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IR Drop: Multiple Power Supplies and Multiple Current Loads
1. Given: Supply voltage (Vsupply), load currents (Iload(j))

Locations of voltage supplies (Nsupply(i)),
current loads (Nload(j)), and Node1.

2. for each voltage supply, Vsupply(i), do
3. for each current load, Iload(j), do
4. Calculate the effective resistances between

Nsupply(i) and Iload(j), R(i,j).
5. for each voltage supply, Vsupply(i), where i=1, do
6. for each current load, Iload(j), do
7. Find the corresponding current, Isupply(i,j), (23.12).
8. Sum up Isupply(i,j) for all j to calculate Isupply(i), (23.16).
9. Replace Vsupply(i) with Isupply(i).
10. for each current load, Iload(j), do
11. Remove all current supplies, Isupply(i).
12. Calculate the effective resistances between

a) Nsupply(1) and Node1, Rsn

b) Node1 and Nload(j), Rnl(j)

c) Nsupply(1) and Nload(j), Rsl(1,j).
13. Calculate the IR drop at Node1 due to all Iload(j), (23.9).
14. for each current supply, Isupply(i), do
15. Remove all other current supplies, Isupply(k), where k=1.
16. Remove all current loads, Iload(j).
17. Calculate the effective resistances between

a) Nsupply(1) and Node1, Rsn

b) Node1 and Nsupply(i), Rnl(i)

c) Nsupply(1) and Nsupply(i), Rsl(i).
18. Calculate the voltage difference at Node1 due to Isupply(i), (23.9).
19. Calculate the total IR drop at Node1 by subtracting

the result of step 18 from the result of step 13, (23.18).
20. Calculate the voltage at Node1, Vnode1 , (23.19).

Fig. 23.10 Algorithm IV. IR voltage drop at an arbitrary node Node1 within a power grid with
multiple power supplies and current loads, as shown in Fig. 23.9a

VNode1 D Vsupply.1/

� 1

2

mX
iD1

ŒIload.i/ � .Rsn.1/ C Rsl.1/ � Rnl/�

C 1

2

nX
iD2

ŒIsupply.i/ � .Rsn.1/ C Rsl.i/ � Rnl.i//�; (23.19)

where m is the number of current loads and n is the number of voltage supplies.
Pseudo-code of the algorithm to determine the IR voltage drop at an arbitrary
node for multiple voltage supplies and current loads is provided in Fig. 23.10
(Algorithm IV).
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23.3 Locality in Power Grid Analysis

Practical power grids in high performance integrated circuits can be treated as
locally uniform, globally non-uniform. To apply these algorithms to the analysis of
practical power grids, the principle of spatial locality [300, 435, 469] is applied. This
principle for a resistive power grid is described in Sect. 23.3.1. The effect of utilizing
spatial locality on the power grid analysis process is explained in Sect. 23.3.2. In
Sect. 23.3.3, the principle of spatial locality is exploited and integrated into FAIR.
The advantages of utilizing spatial locality in the power grid analysis process are
also explored. An error correction technique is described in Sect. 23.3.4.

23.3.1 Principle of Spatial Locality in a Power Grid

Flip-chip packages are widely used in high performance integrated circuits, increas-
ing the number of voltage supply connections to the integrated circuit. C4 bumps
(controlled collapse chip connect) connect the integrated circuit to external circuitry
from the top side of the wafer using solder bumps. A large number of power
supply connections are provided to the power grid via these C4 bumps. Most of
the current to the load devices is provided from those power supply connections in
close proximity due to the smaller effective impedance. This phenomenon can be
explained using the principle of spatial locality in a power grid [300, 435, 469].

A power grid for a flip-chip package with C4 connections is illustrated in
Fig. 23.11. To exemplify the principle of spatial locality in a power grid, two current
loads are connected to the power grid as depicted in Fig. 23.11 to analyze the current
contributions from each supply connection. With only one current load L1 connected
to the power grid, the current contributed from each of the C4 connections to L1

is as illustrated in Fig. 23.12. Most of the current is provided by the close power
supplies. The current contribution of a supply connection decreases significantly
with distance. The current contribution from most of the supply connections within
the third ring is less than 1 % of the total load current. The current contribution from
each supply connection is also analyzed with only the current load L2 connected
to the power grid. More than 40 % of the total current is provided by the closest
power supply connection, V21. The current contribution of all of the connections
is illustrated in Fig. 23.13. Most of the power supply connections within the third
ring contribute less than 1 % of the current to the load. When the load circuit is
close to the boundary of the power supply ring, the current provided by some power
supply connections within the outer ring can be higher than the current contributed
by the connections forming the inner ring. For instance, since L2 is close to the
first ring boundary, the current contribution from V27 which is in the second ring
is higher than the current contributed by V16 which is in the first ring. The reason
is that V27 is physically closer to L2 than V16. The principle of locality is therefore
applicable to power grids with multi-power supply connections such as flip-chip
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Fig. 23.11 A portion of a typical power grid with C4 bumps illustrated with light dots and load
devices with dark dots. Most of the current to the load devices, L1 and L2, is provided by the supply
connections forming the first ring. Power supply connections within the third ring contribute less
than 1 % of the total current to these load devices

packages. Locality can also be applied to power distribution networks with tens of
on-chip voltage regulators. In this case, most of the current is supplied by the closest
on-chip power supplies rather than the closest C4 connections.

23.3.2 Effect of Spatial Locality on Computational Complexity

The computational complexity of the power grid analysis process can be sig-
nificantly reduced by introducing spatial locality since the voltage fluctuations
at a specific node are primarily determined by the power grid impedance and
placement of those supply connections in close proximity [469]. The complex global
interactions among distant circuit components, which typically have a negligible
effect on the IR drop, is not considered with spatial locality.
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Fig. 23.12 Per cent current provided to the current load L1 placed in the middle of a uniform
power grid from the power supplies, as illustrated in Fig. 23.11. Note that most of the current is
provided by the power supplies within the closest two rings whereas the current provided by the
power supplies within the third ring is less than 1 %
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Fig. 23.13 Per cent current provided to the current load L2 placed within a uniform power grid via
the power supply connections, as illustrated in Fig. 23.11. Note that more than 40 % of the current
is provided by the closest power supply connection, V21. The current contribution of a supply
connection is significantly lower with distance

23.3.3 Exploiting Spatial Locality in FAIR

An infinite grid is assumed to determine the effective resistances of a finite power
grid in these algorithms. This assumption introduces a significant approximation
error to the power grid analysis process with small power grids. When the size of
the power grid increases, the error converges to zero. The maximum error for various
grid sizes is illustrated in Fig. 23.14. When the grid size is larger than 30 � 30, the
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error is less than 0.5 % of the supply voltage. Modern power grids can contain more
than a million nodes. The size of these grids typically exceed 1000 � 1000, making
the approximation error effectively zero.

A power grid should be divided into smaller partitions [435, 469] to exploit the
principle of spatial locality. Each partition is analyzed individually and a complete
solution is obtained by combining the results of each partition. The ideal solution
is obtained with only one partition (i.e., no partitioning) considering all of the
interactions between each power supply connection and load circuit. This approach
suffers from long computational time. The fastest solution is obtained when the
power grid is divided into the smallest possible partitions. This analysis, however,
introduces significant error. A tradeoff in partition size therefore exists between
computational complexity and accuracy.

For each partition, the error is smallest in the middle of the partition and increases
towards the boundaries. A partitioning approach divides the power grid into several
overlapping windows where only the middle of each window is analyzed. The
boundaries of each partition overlap with the adjacent partitions. This method of
overlapping windows has been shown to be effective in industrial power grids to
accelerate the power grid analysis process [469]. Some redundancy is applied during
the analysis process which significantly reduces the error from spatial locality. This
partitioning approach is illustrated in Fig. 23.15 where a flip-chip power grid with
several C4 connections is partitioned into four overlapping windows. Each window
consists of an analysis partition and an overlapping boundary. The size of each
partition and overlapping boundary is chosen sufficiently large to minimize the error
in the analysis partition. A tradeoff therefore also exists between computational
complexity and induced error in the size of the overlapping boundary. When the
size of the overlapping boundary is sufficiently large, the effect of the adjacent
power grid partition is minimized. Alternatively, the computational complexity of
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Fig. 23.15 Power grid divided into smaller partitions. Each partition consists of an analysis
partition and overlapping boundary

the analysis process decreases when the size of the overlapping boundary is small.
In this chapter, the size of each partition and the overlapping boundary is maintained
larger than 100 � 100 and 20, respectively, making the approximation error less
than 0.1 %. The partitioning approach also considers the locally uniform, globally
non-uniform nature of the power grid. Each partition is treated as a uniform power
grid. Different partitions can exhibit different impedance characteristics. Parallel
computation of the IR drop analysis algorithm can also be implemented, further
reducing the overall runtime of the analysis process.

23.3.4 Error Correction Windows

Several error reduction techniques can be used within this algorithm. One technique
is the use of error correction windows, as illustrated in Fig. 23.16, where the
supply connections, load circuits, error correction window, and analysis window
are shown with, respectively, light dots, dark dots, light pink box, and green box.
Since the voltage at each supply connection is known a priori, the induced error
at a supply connection is the difference between the ideal supply voltage and the
voltage determined from FAIR. This error primarily occurs when determining the
current contribution of a power supply connection to the power grid. A correlation
exists between the error at the supply connection node and the nodes within close
proximity of the power supply. The error is generally maximum at the supply
connection node and is lower with increasing distance from the supply connection.
An error correction window for each supply connection is constructed based upon
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Power supply connection 

Current load 

Error correction window

Analysis partition

Fig. 23.16 Partition of a resistive flip-chip power grid with supply connections and load circuits
denoted with, respectively, light and dark dots. The error correction windows are shown with small
light pink boxes around each supply connection node

the error at the supply connection node. With the introduction of this error correction
technique, the maximum error reduces to less than 0.3 % of the supply voltage, as
described in Sect. 23.4.

23.4 Experimental Results

The validity of these algorithms to efficiently analyze a power grid for several
scenarios is presented in this section. The algorithms are implemented using
MATLAB and the computations are performed on a Unix workstation with a 3 GHz
CPU and 10 GB of RAM. The accuracy of Algorithms I–III is compared with SPICE
simulations. For simplicity, the resistance between two adjacent nodes in the power
grid is assumed to be 1� and the voltage sources are assumed to be 1 V. The current
loads are between 1 and 100 mA.

The validity of FAIR for one voltage supply and one current load is analyzed
with a 1 V power supply connected at N3;3 and the load sinking 100 mA at N5;4.
The maximum error is 1:44 mV, less than 0.2 % of the supply voltage. The error of
the corresponding node voltages as compared to SPICE is listed in Table 23.2. The
light gray box is the supply node and the dark gray box is the node connected to the
current load.
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Table 23.2 Error of Algorithm I as compared to SPICE. The voltage supply is
connected at N3;3 (light gray) and the load device is connected at N5;4 (dark gray).
The maximum error is less than 0.2 % of the supply voltage

1 2 3 4 5 6 7 8

1 �0:12 �0:05 0:46 �0:27 �0:49 �0:26 �0:125 �0:15

2 �0:09 �0:55 0:79 0:152 �0:68 �0:37 �0:554 �0:14

3 0:33 0:62 0 1:13 �0:52 0:52 0 �0:26

4 �0:31 �0:83 0:21 �1:44 �0.31 �0:93 �0:64 �0:41

5 �0:25 �0:27 0:37 0:24 �1:10 0:24 �0:22 �0:38

6 �0:18 �0:04 0:18 �0:04 �0:77 �0:25 �0:18 �0:30

7 �0:13 �0:01 0 �0:23 �0:50 �0:36 �0:28 �0:30

8 �0:14 �0:04 �0:08 �0:27 �0:32 �0:34 �0:34 �0:34

Table 23.3 Error of Algorithm II as compared to SPICE. The voltage supply
is connected at N4;4 (light gray) and the load devices are connected at N1;7,
N2;3, N6;6, and N2;7 (dark gray). The maximum error is less than 0.2 % of the
supply voltage

1 2 3 4 5 6 7 8

1 �0:17 �0:24 �0:06 0.07 �0:16 �0:38 �0.19 �0:30

2 0:01 �0:40 �0:06 0.32 �0:20 �0:14 �0:36 �0:03

3 �0:23 �0.25 �0:80 0.60 �0:64 �0:25 �0:18 �0:02

4 0:28 0:11 0:76 0 0:69 0:18 0:05 0:02

5 0:01 �0:40 �0:64 0.75 �0:50 �0:42 �0:06 �0:04

6 0 �0:49 �0:08 0.28 �0:39 �0.31 �0:36 �0:23

7 �0:40 �0.25 �0:32 0.12 �0:04 �0:45 �0:07 �0:13

8 �0:05 �0:35 1:11 0.08 �0:02 �0:29 �0:16 �0:17

Nodal voltage analysis of a power grid with one voltage supply and multiple
current loads is evaluated when the voltage supply is connected to N4;4 and four
current loads are arbitrarily placed at N1;7, N2;3, N6;6, and N2;7. In this case, each
load sinks 25 mA from the power grid. The error of Algorithm II as compared to
SPICE is listed in Table 23.3. The maximum error of Algorithm II as compared to
SPICE is 1.1 mV (less than 0.2 %).

The validity of Algorithm III is analyzed with three voltage supplies and a current
load connected arbitrarily to the power grid. The current load sinks 100 mA current
and the voltage supplies are 1 V. The maximum voltage drop is less than 100 mV.
The error of Algorithm III as compared to SPICE is listed in Table 23.4. The
maximum error is 1:41 mV which is smaller than 0.2 % of the supply voltage.

The complete algorithm, Algorithm IV, is validated for a larger power grid with
multiple voltage supplies and multiple current loads arbitrarily placed within a 17 �
17 power grid. The results of Algorithm IV are compared with SPICE and the error
is listed in Table 23.5. The current loads sink between 1 and 100 mA from the grid
and the voltage supplies are 1 V. The maximum error is 4:03 mV which is less
than 0.5 % of the supply voltage. When error correction is applied to Algorithm IV,
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Table 23.4 Error of Algorithm III as compared to SPICE. Power supplies
are connected at N1;2, N6;8, and N8;1 (light gray) and current load is
connected at N5;4 (dark gray). The maximum error is 1.41 mV (less than
0.2 % of the power supply voltage)

1 2 3 4 5 6 7 8

1 1:33 0:67 0:75 0:62 0:31 0:6 0:71 0

2 1.24 1:33 1:11 0:87 �0:07 0:54 0:23 0.63

3 1:21 0:49 0:83 1:41 �0:61 1:2 0:45 0.47

4 0:77 0:32 �0:09 �0:58 0.44 �0:63 �0:27 0.15

5 0:67 0:62 0:65 1:36 �0:62 1:42 0:62 0.35

6 0:74 0:69 0:7 0:62 �0:3 0:8 0:57 0.41

7 0:65 0:68 0:6 0:4 �0:15 0:78 0:27 0.42

8 0:68 0:7 0:6 0:68 0:71 0.34 0:87 0.72

the maximum error is reduced to 2:35 mV, which is less than 0.3 % of the supply
voltage, as listed in Table 23.6. Note that the nodes are shown in italic font if error
correction has been applied.

The computational complexity of the random walk method is O(LMN) [437],
where N is the number of nodes without power supply connections, L is the number
of steps in a single walk, and M is the number of walks to determine the voltage at
a node. The random walk method is faster for flip chip power grids as compared to
wire bonded power grids or power grids with a limited number of on-chip power
supplies since M is significantly larger. However, the computational complexity of
the random walk method can be decreased with hierarchical methods [437, 473],
although the property of locality is sacrificed.

Alternatively, the computational complexity of FAIR is linear with the size of
the power grid. Since no iterations are required (i.e., L D 1) and the voltage
is determined with closed-form expressions (i.e., M D 1), the computational
complexity is O(N). The computational complexity does not depend on the type
of power grid (e.g., the same computational complexity for flip chip, wire bonded
power grids, and power grids with on-chip power supplies).

To compare the computational runtime of FAIR with existing power grid analysis
techniques, five differently sized circuits with evenly distributed C4 bumps 25 nodes
from each other are considered. The runtime of FAIR is compared with the random
walk method in [474], as shown in Table 23.7. The partition size for all of the circuits
when utilizing locality is larger than 100 � 100 to maintain an approximation error
of less than 0.1 %. The random walk method is applied for 20,000 iterations on
each circuit to accurately determine the node voltages. The number of iterations
of the random walk method is chosen to maintain a maximum error of less than
10 mV as compared to the algorithm with 20,000 iterations. The error of this method
is also less than 10 mV for each circuit. This method without utilizing locality is
over 26 times faster than the random walk method for circuits smaller than five
million nodes. FAIR, when utilizing locality, is over 60 times faster for power grids
smaller than five million nodes. For circuit sizes greater than 25 million nodes (e.g.,
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Table 23.7 Runtime comparison between FAIR and random walk method

Random FAIR
# of walk [474] No partitioning Speed Locality and error Speed
nodes (min:s) (min:s) enhancement correction (min:s) enhancement

Circuit I 250 K 4:22 0:10 26� 0:03 87�
Circuit II 1 M 15:08 0:32 28� 0:13 70�
Circuit III 4 M 59:46 2:19 26� 0:58 62�
Circuit IV 25 M 1156:14 17:13 67� 6:33 176�
Circuit V 49 M 3418:05 38:55 88� 13:09 260�

Circuit IV and Circuit V in Table 23.7), FAIR with locality is over 175 times faster
than the random walk method. The runtime of the random walk method depends
strongly upon the number of power supply connections. When the number of power
supply connections decreases, the runtime of the random walk method dramatically
increases. Alternatively, the runtime of FAIR is lower with fewer number of power
supply connections.

23.5 Summary

Closed-form expressions and related Fast Algorithms for fast IR (FAIR) voltage
drop analysis are provided in this chapter. The physical distance between circuit
components and the principal of spatial locality are exploited within FAIR. The
primary conclusions can be summarized as follows.

• Significant computational time is required for power grid analysis when the size
of the grid is large. Efficient algorithms are therefore required to reduce the
computational runtime of the power grid analysis process

• A novel algorithm, fast algorithms based on an effective resistance for IR drop
analysis, is described for analyzing locally uniform, globally non-uniform power
grids with non-uniform current loads and non-uniform voltage supplies

• The power grid impedance characteristics and the Euclidean distance between
the circuit components are utilized to develop the closed-form expressions

• Local analyses of power distribution networks can be performed with FAIR
• The principle of spatial locality is exploited to improve the accuracy and runtime

of FAIR. Parallel computation of the IR drop analysis algorithm can also be
implemented

• A novel error correction technique exploiting the principle of spatial locality is
described to improve the accuracy of FAIR

• FAIR is more computationally efficient than existing IR drop analysis techniques
since no iterations are required



Chapter 24
Stability in Distributed Power Delivery Systems

Delivering high quality power to support power efficient systems is a fundamental
requirement of all ICs. While the quality of the power supply can be efficiently
addressed with a point-of-load power delivery system [187, 191, 475–477], the
complexity of a dynamically controllable distributed POL power supply system
is a significant design issue. Hundreds of on-chip power regulators need to be
co-designed with billions of nonlinear current loads within a power domain, impos-
ing a critical stability challenge on distributed power delivery systems. To cope with
the design complexity of complex analog systems, modeling, optimization, and
synthesis techniques are typically used [478]. To automate the design of a power
delivery system, accurate methods to evaluate performance metrics (e.g., quality of
transient response, stability, and power) are required.

With the increasing diversity of modern systems, dynamic voltage scaling and
fine grain power management are becoming increasingly common. These modern
heterogeneous systems are typically partitioned into a fine grain structure, where
the power is individually delivered and dynamically managed within each domain.
With dynamic voltage scaling, maintaining the stability of these distributed power
delivery systems has become highly challenging.

Low dropout regulators suitable for on-chip integration have recently been
described [303, 316, 318, 333, 364–366, 375, 379–386, 479–485], exhibiting fast
load regulation, high power efficiency, as well as stability over a wide range of
current loads and process, voltage, and temperature (PVT) variations. The LDO is
therefore a key component in on-chip power management. A distributed system with
multiple LDO regulators delivering power to a single grid may exhibit instability
due to complex interactions among the LDO regulators, power distribution network,
and current loads. The stability of these parallel connected voltage regulators
is therefore a primary performance concern and requires accurate evaluation.
To provide a stable distributed power delivery system, a stability analysis criterion
is necessary.

© Springer International Publishing Switzerland 2016
I.P. Vaisband et al., On-Chip Power Delivery and Management,
DOI 10.1007/978-3-319-29395-0_24
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The stability of a single closed loop system is traditionally determined by the
phase margin of the open loop response of a system. In systems with multiple
dependent loops, the open loop approach is, however, impractical because no
straightforward method exists to identify unstable loops [486]. A computer-aided
design framework based on the passivity and gain of a power grid has recently
been described for evaluating the stability of distributed power delivery systems
with LDO regulators [332, 334]. While recognizing stability challenges is an
important cornerstone to the distributed power grid design process, the accuracy and
efficiency of the stability analysis process requires demonstration on practical power
delivery systems. In this chapter, an alternative passivity-based stability criterion
(PBSC) is described for use with existing CAD tools and design flows, and is
not limited to LDO based power delivery systems. Based on this passivity-based
criterion, accurate system level requirements for evaluating the exponential and
marginal stability of distributed power delivery systems are provided. Automating
the design process of a power delivery system based on this stability criterion is also
demonstrated by a parametric circuit performance modeling technique [478].

A distributed power delivery system with six ultra-small LDO regulators based
on this stability criterion has been fabricated in an advanced 28 nm CMOS
technology, and exhibits stable voltage regulation. The system is the first successful
silicon demonstration of stable parallel analog LDO regulators without off-chip
compensation.

The rest of the chapter is organized as follows. The stability criterion is described
in Sect. 24.1. A distributed power delivery system is evaluated in Sect. 24.2 based
on the stability criterion. Simulation and test results exhibit strong correlation
between the stability of a distributed power delivery system and the PBSC criterion.
Automated design with the stability criterion is described in Sect. 24.3. The chapter
is concluded in Sect. 24.4.

24.1 Passivity-Based Stability of Distributed Power
Delivery Systems

Understanding the effects of the frequency domain parameters on the time domain
characteristics provides significant insight into the analysis and transient behavior
of complex systems [487–491]. Traditionally, the phase margin of the open loop
transfer function can be used to determine the stability of a single LDO regulator.
Similarly, a straightforward criterion is required for determining the stability of a
distributed power delivery system.

A distributed power delivery system with more than two power supplies driving
a single power grid is depicted in Fig. 24.1a. In this distributed system, the
power supplies can be combined into a single power delivery system, yielding
an equivalent single port network, as shown in Fig. 24.1b. Note that the output
impedance of the equivalent single port network, ZTOT in Fig. 24.1b, is the parallel
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Fig. 24.1 Power delivery system (a) with n � 2 distributed power supplies, and (b) reduced single
port network

combination of all of the output impedances Zi; i D 1; : : : ; N of the individual
power supplies shown in Fig. 24.1a. The output impedance of a distributed power
delivery system is, therefore, straightforward to evaluate based on the individual
output impedance of the parallel connected components. Alternatively, there is
no straightforward method to identify the single loop that causes instability in a
system with multiple interacting feedback paths. The open loop transfer function,
traditionally used to determine the stability of a lumped power delivery system,
cannot be applied to a distributed power delivery system with multiple control
loops [370]. A criterion for evaluating the stability of a multi-feedback path system
composed of distributed power regulators is therefore needed.

Sufficient conditions for a stable distributed power delivery system are described
in this section. These conditions are based on the observation, proven in [492], that
a linear, time-invariant (LTI) system is stable when coupled to an arbitrary passive
environment if and only if the driving point impedance is a passive system. Thus,
a distributed power delivery system is stable if and only if the equivalent output
impedance ZTOT satisfies passivity requirements. The passivity of a linear time-
invariant (LTI) system is described here in terms of frequency domain parameters.

An LTI system is passive if the system can only absorb energy, yielding, in
mathematical terms [493],

TZ

�1
v.t/i.t/dt � 0; 8 T; (24.1)

where v.t/ and i.t/ are, respectively, the voltage across the system and current
flowing through the system. The total energy delivered to a passive system is
determined from (24.1) based on the Parseval Theorem, exhibiting, for all positive
currents,

1

�

C1Z

0

ReŒZ.j!/�jI.j!/j2d! � 0; (24.2)
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where Z.s/ D V.s/=I.s/ is the system impedance, and V.s/ and I.s/ are,
respectively, the phasor voltage and current of the system. The passivity condition
based on (24.2), {ReŒZ.	 C j!/� � 0; 8	 > 0}, can be simplified based on [494]
and specialized for a particular frequency range of interest S, yielding the following
sufficient conditions for passivity of an LTI system: Z.s/ has no right half plane
(RHP) poles, and the phase of Z.s/ is within the .�90ı; C90ı/ range 8s 2 S.

A distributed system is, therefore, exponentially stable (converges within an
exponential envelope) if the impedance of the system satisfies these passivity
requirements, marginally stable (oscillates with constant amplitude) if the voltage
and current phasors are shifted by precisely 90ı, and unstable otherwise. The phase
of the output impedance is an efficient alternative to determine the stability of these
distributed systems, since the traditional phase margin approach is not practical due
to the multiple control loops.

24.2 Passivity Analysis of a Distributed Power
Delivery System

In a distributed power delivery system, the total current load is shared among all
of the power supplies. Voltage regulators in close proximity with the current load
supply the greatest portion of the total current, which can be significantly higher
than the average current supplied by a single regulator [191]. In addition, certain
small signal parameters, such as the output resistance and output transconductance
of individual regulators, are affected by the DC load current, changing the stability
characteristics of each LDO regulator and the overall system. The stability of a
distributed system is therefore a strong function of the local current shared among
the distributed regulators.

To demonstrate the concept of a stable distributed power delivery system based
on the passivity-based stability criterion, a power delivery system with six parallel
connected LDO regulators is evaluated. A model of the power delivery system
with six LDO regulators and a distributed power delivery network is shown in
Fig. 24.2. Each power supply in the power delivery system is a standard LDO
regulator [289] composed of an error amplifier (EA), output device (MP), and
compensation network RCCC , as depicted in Fig. 24.3. A three current mirror
operational transconductance amplifier (OTA) topology [370] is used within each
error amplifier.

The output impedance of parallel connected voltage regulators is a primary factor
in determining the stability of a distributed power delivery system, and is a strong
function of the poles and zeros of the individual LDO regulators. To maintain
stability in a distributed power delivery system with n LDO regulators, the poles
of the output impedance ZTOT

OUT.s/ must be left plane poles and the phase of ZTOT
OUT.s/

must be within the .�90°; 90°/ range 8 s.
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Fig. 24.3 Standard LDO
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The stability of the power delivery system is demonstrated on an example system
assuming a total current load of 300 mA. Load sharing among the LDO regulators
in the system exhibits a wide range of LDO currents (between 20 and 100 mA
for an individual LDO regulator). The LDO in closest proximity with the current
load supplies the largest portion (100 mA) of the total current requirements, which
is higher by a factor of 2 than the average current load (52 mA) supplied by a
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single LDO. Alternatively, remote LDOs supply significantly less current (down to
20 mA), only half of the average LDO load current. The output impedance of the
system under this load sharing scenario is evaluated here for each of the LDO
regulators and the combined distributed power delivery system.

The phase, gain, poles, and zeros within the range of interest are shown in
Fig. 24.4, demonstrating a passive parallel combination of individually passive imp-
edances. Note that the poles of the combined system output impedance are limited
by the frequency range of the individual LDO poles. Thus, a distributed power
delivery system with individually stable LDO regulators under all feasible load
currents exhibits no right half plane poles (RHP). The stability of a multi-feedback
system with individually stable power supplies is therefore limited by the phase of
the combined output impedance of the system.

To demonstrate the effect of the phase of the output impedance on the stability
of a distributed system, the transient response and phase of the output impedance
†ZOUT of the distributed system with six LDO regulators are shown in Fig. 24.5.
In agreement with the passivity-based stability criterion, the output response
diverges (oscillates with increasing amplitude), and converges within an exponential
envelope for, respectively, j†ZOUT j > 90ı and j†ZOUT j < 90ı. Note that the
system with CC D 0:5 pF and max8f f†ZOUTg D 89ı slowly converges to the
steady-state solution, exhibiting an underdamped response inappropriate for voltage
regulation in power delivery systems. Alternatively, a system with CC D 5 pF and
max8f f†ZOUTg D 70ı exhibits an overdamped response with a significant stability
margin. A strong correlation therefore exists between the phase shift of the output
voltage and load current, and the effective stability margin of the system. Based on
this observation, the phase margin of the output impedance for a distributed power
delivery system is

PM.Zout/ D 90ı � max8f
f†ZOUTg: (24.3)

A distributed power delivery system is therefore unstable, stable, or marginally
stable if the phase margin of the output impedance is, respectively, negative,
positive, or zero. A safe phase margin of the output impedance should be determined
based on specific design criteria to avoid excessively underdamped and overdamped
voltage regulation systems.

A power delivery system with six LDO regulators has been designed and
evaluated based on this passivity-based stability criterion. The system is fabricated
in an advanced 28 nm CMOS technology. A die microphotograph of the LDO
regulator is illustrated in Fig. 24.6. The area occupied by the LDO with all capacitors
is 85 � 42 �m. The measured transient response is illustrated in Fig. 24.7 for
nominal input and output voltages of, respectively, 1.0 and 0:7 V, and a load current
step (stepped from 52 to 788 mA in 5 ns). Based on these experimental results, the
system of six parallel LDO regulators yields a stable response and voltage droop
of 0:1 V.
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Fig. 24.4 Output impedance of individual LDO regulators loaded by different currents (between
20 and 100 mA) and the combined system output impedance, (a) phase †ZOUT , (b) gain jZOUT j,
and (c) poles and zeros
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Fig. 24.5 Output response of a distributed power delivery system with different compensation
capacitors (CC D 0:4 pF, CC D 0:5 pF, CC D 1 pF, and CC D 5 pF), illustrating the correlation
between the (a) transient response, and (b) phase of the output impedance

24.3 Model of Parametric Circuit Performance

Existing automated techniques for designing analog circuits are based on numerical
optimization and evaluation engines [478]. Parametric models characterize the
performance of an analog circuit (e.g., gain, bandwidth (BW), slew rate (SR), or
phase margin (PM)) based on certain circuit design variables (e.g., device sizes and
voltage biases) [478]. The performance of an individual power supply is typically
determined by a set of parameters, such as the DC gain, phase margin, DC offset,
slew rate, and power. Alternatively, a distributed power delivery system should be
evaluated based on both the performance of the individual power regulators and
additional performance metrics characterizing the combined system, such as the
phase margin of the output impedance. To reduce the design complexity of modern
distributed power delivery systems, the passivity-based stability criterion should be
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Fig. 24.6 Die microphotograph of an LDO regulator and current generating circuit

Fig. 24.7 Measured transient
response for a load current
step from 52 to 788 mA
in 5 ns

integrated within existing automated design methodologies. An automated flow for
designing a stable distributed power delivery system is shown in Fig. 24.8. The
first stage of the flow is based on a standard parametric performance modeling
technique [478]. During this stage, an LDO regulator is synthesized based on
the specific LDO topology and design objectives. The output of the first stage is
used during the second stage to determine the number and location of the parallel
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Fig. 24.8 Automated PBSC-based design flow for a distributed power delivery system

connected power supplies within a distributed power delivery system. During this
second stage, a power delivery system, composed of distributed voltage regulators,
is iteratively evaluated based on the passivity-based stability criterion and placement
algorithms [191, 459]. During each iteration, the worst case load sharing scenario is
determined for the specific power delivery system. The passivity-based stability of
the distributed system is evaluated based on the individual current loads. If required,
the number and location of the power supplies are updated. Finally, the number and
location of the parallel connected power supplies that satisfies the quality of power
and stability requirements of the distributed power delivery system are determined.

The operation of the second stage of the automated PBSC-based design flow is
demonstrated based on the ISPD’11 placement benchmark suite of circuits [495].
The floorplan of the superblue5 (sb5), superblue10 (sb10), superblue12 (sb12),
and superblue18 (sb18) circuits is illustrated in Fig. 24.9. Each of the circuits is
composed of thousands of fine grain rectangular shapes. To reduce the complexity
of the circuit evaluation process, the fine grain shapes are combined into larger
rectangular nodes. Of the combined nodes, only the largest nodes are considered,
exhibiting a reduced floorplan. The magnitude of the distributed current loads is
proportional to the size of these nodes with a total load current of 1 A. The location
of each of the current loads is in the center of the corresponding rectangular node.
The number of fine grain shapes, large combined nodes, coverage of the reduced
floorplan, and power grid data are listed in Table 24.1. Note that the nodes in the
reduced floorplan occupy more than 85 % of the total active circuit area.

A constant voltage is ideally distributed to all of the current loads within a circuit.
Practically, the quality of power is degraded in modern circuits due to parasitic
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Fig. 24.9 Floorplan of ISPD’11 circuits [495] (a) superblue5, (b) superblue10, (c) superblue12,
and (d) superblue18

Table 24.1 Properties of ISPD benchmark circuits

Circuit
Fine grain
shapes

Large
combined
nodes

Coverage of
reduced floorplan
(%)

Power grid
size

Nodes in
power grid

sb5 29;736 129 85:0 774� 713 551;862

sb10 2318 30 89:2 638� 968 617;584

sb12 3578 15 98:4 444� 518 229;992

sb18 6776 71 99:5 381� 404 153;924

on-chip impedances. A voltage drop map of the superblue5 circuit without on-chip
power supplies is shown in Fig. 24.10, yielding a maximum voltage drop of 23.4 %,
assuming an off-chip voltage supply of 1 V. To address the quality of on-chip power,
power delivery systems with a single on-chip power supply (case 1), three on-chip
power supplies (case 2), and twelve on-chip power supplies (case 3) are considered.
For each of the three cases, the IR drops of the distributed power delivery system
is analyzed based on the IR drop algorithm for a power grid with multiple power
supplies and current loads (see Chap. 23) [458]. The location of the power supplies
in cases 1 and 2 is modeled as a mixed integer nonlinear programming problem
[191], and optimized based on a general algebraic modeling system (GAMS) [496].
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Fig. 24.10 Voltage drop map of superblue5 circuit

In case 3, the power supplies are uniformly distributed on-chip. The stability is
evaluated for each of the three cases based on the passivity-based criterion. A map
of the voltage drops and phase of the output impedance within superblue5 with a
different number of on-chip power supplies is shown in Fig. 24.11. The maximum
voltage drop is less with increasing number of power supplies, exhibiting a reduction
in the maximum voltage drop of, respectively, 14.23 %, 20.29 %, and 22.29 % with a
single, three, and twelve on-chip power supplies. Alternatively, the output current of
the individual regulators changes with the number of power supplies, affecting the
phase of the output impedance and stability characteristics of the distributed system.
Based on the stability criterion, the superblue5 circuit is stable with a single power
supply and three power supplies (the phase of the output impedance is within the
.�90°; 90°/ range), and unstable with twelve power supplies (the minimum phase
of the output impedance is �95:1° which is less than �90°). While the distributed
power delivery system with twelve power supplies exhibits a higher quality of
power than systems with fewer power supplies, this system is shown to be unstable
under an aggressive transient load response. Thus, a stable system with fewer power
supplies is preferable to deliver power to the superblue5 circuit when considering
both quality of power and stability challenges.

The second stage of the automated PBSC-based design flow, shown in Fig. 24.8,
has been implemented in Matlab. Pseudo-code of the Matlab algorithm is summa-
rized in Algorithm 24.1. A model of the LDO circuit is used to describe the small
signal response of the on-chip power supplies, and evaluate the output impedance
of the power supplies and overall power delivery system. The power delivery
system for the ISPD’11 benchmark circuits, superblue5 (sb5), superblue10 (sb10),
superblue12 (sb12), and superblue18 (sb18), has been evaluated based on this
PBSC-based LDO placement algorithm. The maximum IR drop and stability results
are listed in Table 24.2.
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Fig. 24.11 Superblue5 circuit with a single, three, and twelve on-chip power supplies, (a) map of
voltage drops, and (b) phase of the output impedance

Based on the evaluation of the benchmark circuits, the maximum voltage drop is
significantly less with increasing number of on-chip power supplies. Alternatively,
the stability of the distributed power delivery system is a function of the specific load
distribution, and is affected by characteristics of the POL power delivery system.
The automated PBSC-based design flow generates a distributed power delivery
system that addresses both quality of power and stability requirements.
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Algorithm 24.1 Automated PBSC-based design flow
1: LDOModel; % // A typical LDO model [497]
2: CircInfo; % // Supply voltages, load currents and locations
3: CircNodes; % // All nodes in the evaluated circuit
4: NumRegsList; % // List of numbers of LDOs to evaluate
5: PreferredNumRegs 0; % // Preferred number of LDOs
6: PreferredLocs N=A; % // Preferred location of LDOs
7: PreferredIRDrop 1; % // Maximum allowed IR drop
8:
9: for all NumRegs NumRegsList do

10: for all RefNode CircuitNodes do
11: % // Find optimal LDO locations [496]
12: OptLocs OPT_LOC.CircInfo; NumRegs/;
13:
14: % // Analyze IR drop in a power grid [458]
15: IRDrop.RefNode/ CALC_IRDROP.CircInfo; : : :

16: OptLocs; : : :

17: RefNode/;
18:
19: % // Calculate the output impedance of the LDOs
20: for all LDO LDOs do
21: ISupply Current delivered by the LDO;
22: ZLDO

OUT.LDO/ CALC_ZOUT.LDOModel; : : :

23: ISupply/;
24: end for
25:
26: % // Calculate the output impedance of the system

27: ZSYS
OUT  

� P
LDOs

1

ZLDO
OUT .LDO/

�
�1

;

28:
29: if maxfj†ZSYS

OUT jg < 90° then
30: if maxfIRDropg < PreferredIRDrop then
31: PreferredIRDrop maxfIRDropg;
32: PreferredNumRegs NumRegs;
33: PreferredLocs OptLocs;
34: end if
35: end if
36: end for
37: end for

24.4 Summary

Distributed on-chip power regulation and delivery are necessary for delivering high
quality power to modern high performance integrated circuits. Significant load
sharing and PVT variations however pose stability challenges on the co-design of
these multiple on-chip voltage regulators. Thus, the design complexity of parallel
voltage regulators driving the same power grid is traded off for high power quality.

To design a stable closed loop regulator, sufficient phase margin in the open loop
transfer function is required. Phase margin is therefore a sufficient parameter for



24.4 Summary 411

Table 24.2 Maximum IR drop and stability in ISPD benchmark circuits

Circuit sb5 sb10 sb12 sb18

No

regulators

Maximum
23.4 23.0 23.6 22.7

IR drop (%)

Stability N/A N/A N/A N/A

A single

regulator

Maximum
9.17 10.8 10.7 10.7

IR drop (%)

Stability Stable Stable Stable Stable

Three

regulators

Maximum
3.11 4.75 6.39 4.43

IR drop (%)

Stability Stable Stable Stable Stable

Twelve

regulators

Maximum
1.11 2.43 4.88 1.54

IR drop (%)

Stability Unstable Unstable Unstable Unstable

determining the stability of a single LDO. Evaluating the open loop characteristics
is however not practical with parallel LDO regulators due to the multiple regulation
loops. Evaluating the stability of a distributed power delivery system is therefore not
possible with the traditional phase margin criterion.

• An alternative passivity-based stability criterion is described for evaluating the
stability of parallel voltage regulators driving a single power grid

• Based on this criterion, a distributed power delivery system is stable if and only
if the total output impedance of the parallel connected LDOs exhibits no right
half plane poles and a phase between �90ı and C90ı

• Similar to a single voltage regulator, the phase margin of the output impedance
(the difference between the maximum phase and 90ı) determines the stability of
a distributed power delivery system

• A distributed system with six LDO regulators is used to demonstrate the
application of the PBSC method to determine the stability of a distributed power
delivery system

• Feasible load sharing variations are evaluated based on system specifications, and
upper and lower limits for load sharing variations are described

• Each of the LDO regulators is designed with sufficient phase margin to deliver
stable power while satisfying any load sharing limitations

• The system, fabricated in a 28 nm CMOS process, exhibits a stable response
with excellent load regulation

• Integration of the stability criterion within an existing design automation flow is
demonstrated on a set of benchmark circuits, yielding an efficient technique for
the automated design of stable, distributed power delivery systems

• The passivity-based stability criterion is a simple and efficient method to evaluate
the stability of distributed power delivery systems



Chapter 25
Power Optimization Based on Link Breaking
Methodology

A change in voltage at the power node of a gate can significantly increase the delay
of a logic gate [32, 498, 499], degrading the overall performance of a system [34].
Since different circuits are affected differently by a drop in the power supply voltage,
the power distribution network should be designed to satisfy multiple constraints.
The voltage level for those gates along the critical path can tolerate the least voltage
degradation, whereas the gates along a noncritical path may satisfy speed constraints
despite a higher voltage drop [289]. Circuits, such as a phase-locked loops and
voltage controlled oscillators (VCOs), are highly sensitive to changes in the power
supply voltage [500]. Alternatively, digital logic circuits can tolerate much higher
variations in the power supply voltage. The voltage level of a power distribution
network across an entire IC is typically maintained within 10 % degradation, while
for a PLL, the voltage level should satisfy a maximum 2 % voltage degradation. To
satisfy these constraints, the current supplied to the PLL is filtered by a DC-to-DC
converter or a large on-chip decoupling capacitance placed near the PLL [501]. The
decoupling capacitors and DC-to-DC converters however consume large area and
can dissipate significant power [338].

Separate power networks can be designed to independently supply current to
different parts of a circuit, thereby shielding different parts of an IC from each other.
Separate power networks are widely used in mixed-signal circuits, where the current
is supplied to the analog and digital circuits by different power networks [502].
For systems requiring the same voltage, this approach may, however, inefficiently
utilize metal resources due to additional area and routing constraints [289]. I/O pads
are also a limited resource, preventing the use of an excessive number of separate
power networks [115]. In Fig. 25.1, a single and multiple separate power networks
are illustrated. With a single network, as shown in Fig. 25.1a, the sensitive circuit
(e.g., a PLL) and aggressor circuit (exemplified by a large digital logic circuit) share
the same power network, lowering the network impedance. A sensitive circuit can,
however, be highly affected by the noise generated from the aggressor circuit. With
multiple power networks, as shown in Fig. 25.1b, one network can be dedicated

© Springer International Publishing Switzerland 2016
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Fig. 25.1 Mesh structured power distribution network. (a) Single power distribution network
focused on reducing the network impedance. (b) Multiple power distribution networks lower the
noise at the expense of increasing the network impedance

to the aggressor circuit while another network can be dedicated to the sensitive
circuits, minimizing noise coupling between the aggressor and sensitive circuits.
This approach, however, results in an increase in the power network impedance
and additional routability constraints. The methodology described in this chapter
utilizes a single power network to provide a low network impedance and reduced
routability constraints while disconnecting (or breaking) links within the on-chip
power network between the aggressor and sensitive circuits, thereby reducing the
noise coupling to the sensitive circuits.

This chapter is organized as follows. The primary design objective for reducing
voltage variations is formulated in Sect. 25.1. An example where links within the
on-chip mesh structured power distribution network are disconnected is described
in Sect. 25.2. The sensitivity of the victim circuits to variations in the voltage within
the power network is characterized in Sect. 25.3. In Sect. 25.4, the link breaking
methodology is described. An algorithm for breaking links for a large number of
aggressor and victim circuits connected to a common on-chip power distribution
network is also described in this section. In Sect. 25.5, several design cases are
evaluated. Degradation in the supply voltage and propagation delay before and
after applying the link breaking methodology is summarized. Additional discussion
related to enhancing the voltage levels within an on-chip power distribution network
and the computational runtime of the algorithm is presented in Sect. 25.6. Finally,
the conclusions are summarized in Sect. 25.7.
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25.1 Reduction in Voltage Variations

The voltage drop �Vx at node x within a mesh structured power network, illustrated
in Fig. 25.2, is a superposition of the voltage drop independently produced by each
current source. Disconnecting a link on a mesh structured network increases the
voltage drop at node x produced by current Ix. The voltage drop at node x produced
by other currents Ij;j¤x is however reduced. If only a single node x is considered, the
objective is to minimize the overall voltage drop �Vx.

Consider the case where circuits A and B are connected to a simple power
distribution network, as illustrated in Fig. 25.3a. The current sunk by circuits A and
B is, respectively, IA and IB. The impedance from the power supply to the circuit is,
respectively, ZA and ZB. The impedance of the power network between circuits A
and B is denoted as ZAB.

The voltage drop on the power distribution network at node A (the location where
circuit A is connected to the power network) due to the current sunk by circuit A is

Fig. 25.2 Mesh structured
power network with current
sources

+
−

+
−VddVdd IA IB

ZA ZBZAB

+
−

+
−VddVdd IA IB

ZA ZB

Fig. 25.3 Two circuits connected to a simple power distribution network, (a) common power
network for both circuits, and (b) separate power networks for each circuit
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�VA D IA � ŒZAk.ZAB C ZB/� : (25.1)

The voltage drop on the power distribution network at node A due to the current
sunk by circuit B is treated as noise injected by circuit B at circuit A. This voltage
drop is

�VA D IB � Œ.ZA C ZAB/kZB� � ZA

ZA C ZAB
: (25.2)

The overall voltage drop at node A is the superposition of (25.1) and (25.2),

�VA DIA � ŒZAk.ZAB C ZB/� C

IB � Œ.ZA C ZAB/kZB� � ZA

ZA C ZAB
: (25.3)

Similarly, the voltage drop at node B is

�VB DIB � ŒZAk.ZAB C ZB/� C

IA � Œ.ZA C ZAB/kZB� � ZB

ZB C ZAB
: (25.4)

Assuming circuit B is an aggressor (IB � IA) and circuits A and B are located in
close physical proximity (ZAB 	 ZA and ZB), the voltage drop at nodes A and B is
dominated by the voltage drop �VB. To protect circuit A from circuit B, link ZAB

should be disconnected, as illustrated in Fig. 25.3b, resulting in a voltage drop at
nodes A and B, of respectively,

�VA D IAZA; (25.5)

and

�VA D IBZB: (25.6)

In this example, the objective is to determine if the link ZAB needs to be broken.
If the voltage drop at node A is lower when link ZAB is disconnected as compared
with the configuration where ZAB is connected, link ZAB should be broken. Note that
by disconnecting link ZAB, the voltage drop at node B also changes, requiring the
voltage drop at node B to be evaluated and maintained below some limit.

Since every circuit is an aggressor and a victim, the problem formulation and
objective needs to be generalized. Two parameters are therefore assigned to each
circuit, one characterizing the aggressiveness and the second the sensitivity of a
circuit. The aggressor parameter is directly related to the current sunk by a circuit.
Simultaneously, every circuit exhibits a different sensitivity to variations in the
power network voltage. For example, a PLL is highly sensitive to voltage variations
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as compared to digital logic. Two circuits with a different critical path may also
exhibit a different sensitivity to voltage variations: a slower critical path requires
a smaller power drop, while a fast critical path can better tolerate a large voltage
drop on the power network. A sensitivity factor is therefore assigned to each circuit
connected to the power network. A more detailed discussion of the sensitivity factor
is presented in Sect. 25.3.

In a system with multiple aggressors and victims, the objective is to minimize the
effect of the voltage drop over the entire system. To improve the performance of an
IC, the voltage drop is reduced in those circuits with high sensitivity at the expense
of increasing the voltage drop in the less sensitive circuits.

Breaking a link between two circuits in a mesh structured power distribution
network does not however completely isolate these circuits, rather resulting in
an increase in the impedance between the two circuits. The larger impedance
between the circuits lowers the noise coupling between the two nodes. Three specific
nodes, the victim, aggressor, and power supply, within a mesh structured power
distribution network, are illustrated in Fig. 25.4. The objective is to increase the
network impedance between the victim and the aggressor nodes (ZAB), reduce the
influence of the aggressor on the victim node, while only minimally increasing
the effective impedance between the aggressor and the power supply (ZA).

The normalized effective resistance between the left and right nodes as a function
of a specific disconnected link at a particular location (along the x-axis) is depicted
in Fig. 25.5. A 20 � 20 node mesh structured network is illustrated in Fig. 25.6.
The x-axis describes the location (or link number depicted in Fig. 25.6) of the
disconnected link between two nodes. The largest increase in the effective resistance
is achieved when breaking the link closest to either node. An 11 % increase in
the resistance is caused by breaking a single link. This change confirms that
breaking links within a mesh structured power distribution networks may result in
a large change in the effective impedance; effectively shielding the victim from the
aggressor.

Fig. 25.4 Aggressor and
victim circuits sharing a mesh
structured power distribution
network. The objective is to
increase ZAB, while
insignificantly increasing ZA,
resulting in shielding the
victim from an aggressor



418 25 Power Optimization Based on Link Breaking Methodology

0
0

2

4

6

8

10

12

5 10
Removed links

C
ha

ng
e 

in
 e

ff
ec

ti
ve

 r
es

is
ta

nc
e 

[%
]

15 20 25

Fig. 25.5 A change in the effective resistance between the left and right nodes within a 20 � 20

mesh structured power distribution network (see Fig. 25.6) as a function of a specific location of a
disconnected link between two nodes

Fig. 25.6 20� 20 node mesh structured network. The effective resistance is between the two bold
nodes. The links are numbered based on the location along the horizontal path

25.2 Single Aggressor and Victim Example

A single aggressor and single victim example is provided in this section, intuitively
illustrating the problem and solution. A 25 � 25 node mesh structured power
network is illustrated in Fig. 25.7a. Two power pads are located at the top/right and
bottom/left nodes. The aggressor, a large current sink, is connected in the left/center
region of the mesh network, while the victim circuit is connected in the right/center
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Fig. 25.7 Two circuits, an aggressor and a victim, are connected to a 25�25 node mesh structured
power distribution network. (a) Schematic of the power network, and (b) map of voltage drops
within the power distribution network before disconnecting any links

region. The current sunk from the power network by an aggressor is two orders
greater than the current sunk by the victim circuit. A 1 V power supply voltage
is assumed. The voltage drop is shown in Fig. 25.7b as a shade of color, where
the darker shade represents a higher voltage drop. The aggressor and victim nodes
exhibit, respectively, a 96 and 47 mV voltage drop.

As discussed previously, the design objective is to reduce the voltage drop at the
victim node, while insignificantly increasing the voltage drop at the aggressor node.
The disconnected links are therefore required to be far from the aggressor and close
to the victim. The links are removed around the victim node, isolating the victim
from the rest of the network while maintaining a single connection to the power
supply (the lowest voltage drop). A large number of additional connections may
also be provided based on reliability and current density constraints. The procedure
is repeated until the target low voltage drop at the victim node is achieved. Note
that the voltage drop at the aggressor node is simultaneously monitored while
disconnecting links. The procedure is discontinued once the voltage drop at the
aggressor node exceeds the target limit or the desired voltage drop at the victim
node is achieved.

The voltage drop for the revised 25 � 25 node mesh structured network is
illustrated in Fig. 25.8a. Nine sets of links have been disconnected, producing a
20 mV voltage drop at the victim node, while the voltage drop at the aggressor
node has increased from 96 to 98 mV, as depicted in Fig. 25.8b. The improvement
in the variation of the power voltage at the victim node is 135 %, while a voltage
degradation of only 2.1 % is observed at the aggressor node. Since in practical
applications each node within the network can be simultaneously both an aggressor
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Fig. 25.8 Two circuits, an aggressor and a victim circuit, are connected to a 25 � 25 node mesh
structured power distribution network. (a) Schematic of the power network, and (b) map of voltage
drops within the power distribution network after disconnecting nine pairs of links. Note that the
voltage drop for the victim circuit is significantly lower after disconnecting the links

and a victim, the methodology addresses this issue based on maximizing the overall
performance of a circuit.

25.3 Sensitivity Factor

The sensitivity factor describes the relative importance of a change in voltage on
the performance of a circuit. A method to describe the sensitivity factor is to
investigate the sensitivity of the supplied voltage on the performance (for example,
the propagation delay) of a particular circuit. The sensitivity factor is [503]

s D
�delay
delay.x/

�V
V.x/

ˇ̌
ˇ̌
ˇ
xDVdd

D �delay

�V
� Vdd

delaymin
; (25.7)

where �delay and delaymin are, respectively, the change in the delay and the
minimum delay. The minimum delay is achieved assuming a full Vdd at the power
rail of the circuit. �V is the change in the supply voltage at the node supplied to the
circuit. The sensitivity factor is dependent on the type of circuit.

Consider an example where two circuits are connected to the power network, as
depicted in Fig. 25.9. With a power supply of 1 V (full Vdd) applied to nodeA and
nodeB, the propagation delay of the critical path within circuit A is 150 ps, while
the propagation delay of the critical path within circuit B is 90 ps. Reducing the
power level by 10 %, the delay of circuits A and B is, respectively, degraded to
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+
−

+
−Vdd Vdd

sA=3.33

IA

sB=1.11

IB
Circuit BCircuit A

delay @ 1V = 150 ps
delay @ 0.9V = 200 ps

delay @ 1V = 90 ps
delay @ 0.9V = 100 ps

nodeA nodeB

Fig. 25.9 Example of determining the sensitivity factor, where two circuits have different
propagation delays

200 and 100 ps. The resulting sensitivity factor for circuits A and B is therefore,
respectively,

SA D 200 � 150 ps

1 � 0:9

1

200 ps
D 3:33; (25.8)

and

SA D 100 � 90 ps

1 � 0:9

1

200 ps
D 1:11: (25.9)

25.4 Link Breaking Methodology

An algorithm for determining which links should be removed, thereby shielding
the sensitive circuits, is described in this section. Since each circuit within a
network can be characterized as both an aggressor and a victim, each node of
interest is associated with a matrix composed of two parameters Œi; s�. Parameter
i is an aggressor related parameter, which is equal to the current sunk from the
network. Parameter s is related to the victim, expressing the sensitivity of the circuit
connected to the node. The objective is to enhance overall performance, such as
minimize the average (25.10) or worst case (25.11) delay.

delayaverage D 1

k

kX
jD1

�
delayj

	
; (25.10)

delayworst D max .delay1; delay2; : : : ; delayk/ ; (25.11)
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LINK-BREAKING
1. Determine voltage drops at all k nodes
2. Calculate initial delayinitial function based on (25.11)
3. Generate x randomly perturbed systems
4. Determine voltage drops at k nodes for x systems
5. Calculate delay function based on (25.11) for x systems
6. For every x systems
7. Generate six different networks,

where a link is broken at every direction
8. Determine new delay values, maintaining network

with lowest delay
9. Goto 7, if enchantment is achieved
10. Select system with lowest delay
11. If delayinitial > delay, delayinitial ← delay and goto 3

Fig. 25.10 Pseudocode for link breaking algorithm

where

delayj D delaymin�j �
�

sj

Vdd
� �Vj C 1

�
: (25.12)

�Vj is a change in the voltage at node j due to load currents i1; i2; : : : ; ik and the
impedance of the mesh structured power distribution network. delaymin�j is the
minimum propagation delay of circuit j achieved by applying the maximum supply
voltage Vdd. sj is the sensitivity factor of circuit j.

Pseudocode of the LINK-BREAKING algorithm is provided in Fig. 25.10, with
the objective of minimizing the worst case propagation delay. Other algorithms can
be used which may yield enhanced computational efficiency or a global solution
to the link breaking methodology. In line 1, the voltage drop at k nodes (all
aggressor/sensitive nodes) is determined. Based on the voltage and sensitivity of
the circuits, the initial value of the delay function delayinitial is determined, as listed
in line 2. The revised number of power networks x is generated, where each network
is perturbed by removing a random link. In lines 4 and 5, the voltage drop and delay
function are determined for each of the perturbed networks. A search for a local
minimum is evaluated for each perturbed system in lines 6–9. The network with the
lowest delay is selected in line 10. The process is repeated until the value of the
delay function cannot be further reduced.

Since k nodes of interest are typically lower than the overall number of nodes
in a system, a random walk procedure can be used to efficiently determine the
voltages [504], trading off accuracy with runtime. The number of parallel random
walk procedures is based on the target accuracy.
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25.5 Case Studies

Five study cases are presented in this section. In each of the cases, the circuit is
composed of nine blocks. In the first case study, the current sunk by every block is
maintained equal. The sensitivity factor and critical delay of each block are however
assumed different. For the following two cases, one block sinks significantly greater
current, representing the case of a single dominant aggressor. In the final two cases,
the current and delay of the nine blocks are varied, representing general circuits.
The design objective is to minimize the worst case propagation delay; (25.11) is
therefore used for all of the five case studies.

A mesh structured power distribution network with 20 � 20 number of nodes is
considered. A block diagram of the circuit is schematically illustrated in Fig. 25.11.
Four one volt power supplies are connected at the center of the four edges (left,
right, top, and bottom). The maximum permitted degradation in supply voltage is
0:3 V.

For Case 1, a map illustrating the variation in voltage over the mesh structured
power network is shown in Fig. 25.12a. A darker shaded color represents a lower
voltage within the power network. After applying the link breaking methodology,
38 links are disconnected from 760 possible links within the power network. The
voltage map after the link breaking methodology is shown in Fig. 25.12a. The

VddVdd

Vdd

Vdd

Block 8
s = 1.2
d = 670

Block 7
s = 3
d = 300

Block 4
s = 2
d = 710

Block 5
s = 2
d = 200

Block 6
s = 1.3
d = 690

Block 1
s = 5
d = 670

Block 2
s = 1
d = 300

Block 3
s = 1
d = 650

Block 9
s = 4
d = 300

Fig. 25.11 Nine circuit blocks are connected to a mesh structured power distribution network.
Four power supplies provide the current. The numbers within the blocks represent the sensitivity
factor (s) and propagation delay in ps (d) when applying 1 V to the block. Note that the minimum
propagation delay is achieved when applying a full power supply
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Case 1: Supply voltage after applying the link
breaking methodology.

Fig. 25.12 Supply voltage before and after the link breaking methodology for Case 1. The
diamond shapes represent the location of the aggressor/victim circuit blocks. In this example, the
current sunk by each of the nine blocks is assumed equal. The voltage drop is reduced in the more
sensitive circuit blocks (resulting in a smaller delay), while increased in the less sensitive circuit
blocks (resulting in a higher delay). (a) Case 1: Supply voltage before applying the link breaking
methodology. (b) Case 1: Supply voltage after applying the link breaking methodology

resulting power network is illustrated in Fig. 25.13. Note that the power supply
voltage is increased at the lower left corner due to the high sensitivity factor (s D 5)
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Fig. 25.13 Resulting power
network after applying the
link breaking methodology
for Case 1

and propagation delay assigned to the block located in the lower left corner. The
supply voltage is reduced at the other locations due to a lower sensitivity factor or
small delay assigned to the block.

The voltage and propagation before and after application of the link breaking
methodology for each block are listed in Table 25.1.

The sensitivity factor, current, minimum delay, and improvement or degradation
in the voltage and delay are also listed. A close to 4 % improvement in the supply
voltage, 95 % of the ideal power supply, is achieved for block 1. Note that the

Table 25.1 Case 1. Sensitivity factor, sunk current, minimum delay (achieved with 1 V at the
power rail of the block), supply voltage, and propagation delay before and after the link breaking
methodology for the nine circuit blocks. The improvement or degradation in the supply voltage,
propagation delay, and maximum operating frequency are also listed. A 1 V power supply is used

Block number 1 2 3 4 5 6 7 8 9 fmax

Sensitivity factor (s) 5 1 1 2 2 1.3 3 1.2 4 N/A

Sunk current (A) 1 1 1 1 1 1 1 1 1 N/A

Delay (ps) @ Vdd D 1 V 670 300 650 710 200 690 300 300 300 N/A

Voltage
Before (mV) 914 914 913 914 900 910 913 910 912 N/A

After (mV) 949 840 877 909 829 880 912 864 891 N/A

Improvement (%) 3.8 �8.1 �3.9 �0.5 �7.9 �3.3 0.1 �5.1 �2.3 N/A

Delay
Before (ps) 1024 334 723 880 249 785 393 348 430 0:98 GHz

After (ps) 861 372 760 892 274 816 387 357 440 1:16 GHz

Improvement (%) 15.9 �11.4 �5.1 �1.4 �10.0 �3.9 1.5 �2.6 �2.3 15.9
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maximum improvement in the supply voltage is 9 %, producing a supply voltage
of 1 V. The improvement in voltage is achieved at the expense of a lower supply
voltage at the other blocks. The performance of the overall circuit is increased since
the worst case propagation delay at block 1 is reduced. Due to the higher supply
voltage, the propagation delay at block 1 is lowered from 1 ns to 861 ps, permitting
an increase in the maximum operating frequency.

For Cases 2, 3, 4, and 5, the current is different among the circuit blocks. The
supply voltage map before and after application of the link breaking methodology,
as well as the resulting power network, is illustrated in Fig. 25.14.

The current sunk for each of the cases, voltage before and after application of the
methodology, sensitivity, propagation delay, and improvement in the supply voltage
and propagation delay are listed in Table 25.2.

Case 2 (Fig. 25.14a, b) and Case 3 (Fig. 25.14d, e) illustrate those cases where
the current sunk by a circuit (the aggressor) is significantly higher as compared to
the other circuit blocks. The sensitivity factors and minimum delay are the same
as in Case 1. The highest degradation in the supply voltage is within the aggressor
circuit; however, the supply voltage is greater in those circuit blocks with a higher
sensitivity and minimum delay, resulting in a reduction in the worst case delay
and a higher maximum operating frequency. The increase in the supply voltage at
block 1 is 5 %, achieving 97 % of the ideal power supply voltage and resulting in
an improvement in the propagation delay of 16 %. Note that the improvement in the
propagation delay is greater than the supply voltage due to the high sensitivity factor.
After applying the link breaking methodology, blocks 1, 4, and 6 exhibit a similar
worst case propagation delay, demonstrating the effectiveness of the methodology.
In Case 3, the voltage at block 1 is increased by 2 %, achieving 96 % of the ideal
power supply voltage and resulting in an improvement in the propagation delay of
5 %.

Case 4 (Fig. 25.14g, h) and Case 5 (Fig. 25.14j, k) represent cases where different
current is sunk. After applying the link breaking methodology, the supply voltage
at block 1 is increased by, respectively, 3 % and 5 %. The maximum operating
frequency is enhanced by, respectively, 8 % and 17 %.

25.6 Discussion

The voltage drop within a power distribution network is evaluated for circuit blocks
with different current levels and sensitivities. The minimum propagation delay
(delaymin) is maintained the same. A 20 � 20 mesh structured power distribution
network with two power supplies and two current sources (one aggressor and one
victim) is considered. The voltage improvement at the victim and degradation at
the aggressor are illustrated, respectively, in Fig. 25.15a, b. Note that by assigning a
higher sensitivity to the victim circuit, the voltage drop on the power network at the
victim is reduced. Simultaneously, the voltage drop at the aggressor is increased,
while the aggressor is less sensitive to voltage variations. The tradeoff between
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Fig. 25.14 Map of voltage variations before and after application of the link breaking methodol-
ogy for Cases 2, 3, 4, and 5. The diamond shapes represent the location of the aggressor/victim
circuit blocks. The resulting power network after the link breaking methodology is also illustrated.
Cases 2 and 3 represent the cases where a single block sinks significantly higher current as
compared to the other blocks. In Cases 4 and 5, the sunk current, sensitivity factor, and delay are
different for different blocks, representing general design cases. (a) Pre-optimized voltage map (2).
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reducing the voltage drop at the victim while increasing the voltage drop at the
aggressor is an important aspect of the link breaking methodology.

The improvement and degradation of the voltage drop at, respectively, the victim
and aggressor are depicted in Fig. 25.16 for different ratios of the current sunk by
the victim and aggressor, assuming the two circuits have equal sensitivity. Note that
a higher change in voltage is achieved at the victim when the current sunk by the
aggressor is greater. This effect is due to the dominance of the aggressor on the
victim circuit before applying the link breaking methodology. The link breaking
methodology can therefore be used to reduce the voltage drop at the victim.

The computational runtime of the algorithm, depicted in Fig. 25.10, is evaluated
for differently sized power distribution networks. The algorithm has been executed
on a Linux eight-core with 8 GB RAM system. The runtime as a function of the
number of nodes in the power network is depicted in Fig. 25.17. The runtime
of the link breaking methodology can also be accelerated by utilizing multigrid-
like techniques [505] and ignoring those current sources located farther from the
target nodes. The number of aggressor and/or victim circuits is not a dominant
factor affecting the runtime of the algorithm, as illustrated in Fig. 25.18. Initially,
the runtime increases exponentially with the number of aggressor and victim
circuits. With a further increase in the number of circuits, the computational runtime
decreases due to the smaller number of links that can be disconnected. For those
cases where only a small number of circuits are evaluated within a large power
distribution network, the random walk method [504] can be used to estimate the
voltage variations, significantly accelerating the link breaking methodology.

The worst case voltage drop (located at the aggressor) cannot be reduced by
utilizing the link breaking methodology, since the methodology always increases the
worst case impedance of the power network. However, the effect of the aggressor
on other circuits with a higher sensitivity and propagation delay can be reduced,
resulting in enhanced overall system performance.

25.7 Summary

The design of the power distribution network is an essential part of an IC design
flow. The network is typically designed as a single network or multiple separate
networks. The advantages of a single network are a reduced network impedance and
fewer routability constraints, while multiple separate networks have the advantage
of lower noise coupling. The link breaking methodology utilizes a single network,

J
Fig. 25.14 (b) Post-optimized voltage map (2). (c) Post-optimized power network (2). (d) Pre-
optimized voltage map (3). (e) Post-optimized voltage map (3). (f) Post-optimized power network
(3). (g) Pre-optimized voltage map (4). (h) Post-optimized voltage map (4). (i) Post-optimized
power network (4). (j) Pre-optimized voltage map (5). (k) Post-optimized voltage map (5). (l) Post-
optimized power network (5)
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Table 25.2 Sensitivity factor, sunk current, minimum delay, supply voltage, and propagation
delay before and after application of the link breaking methodology for the nine circuit blocks.
The improvement or degradation in the supply voltage, propagation delay, and maximum
operating frequency are also listed. Cases 2 and 3 represent the cases where a single block sinks
significantly higher current as compared to the other blocks. In Cases 4 and 5, the sunk current,
sensitivity factor, and delay are different for different blocks, representing general design cases

Block number 1 2 3 4 5 6 7 8 9 fmax

Sensitivity factor (s) 5 1 1 2 2 1.3 3 1.2 4 N/A

Delay (ps) @ Vdd D 1 V 670 300 650 710 200 690 300 300 300 N/A

Case 2 (see Fig. 25.14a, b)

Sunk current (A) 1 10 1 1 1 1 1 1 1 N/A

Voltage
Before (mV) 924 850 924 936 920 933 943 940 942 N/A

After (mV) 973 702 861 965 896 921 921 925 931 N/A

Improvement (%) 5.3 �17.4 �6.8 3.0 �2.6 �1.3 �2.3 �1.6 -1.2 N/A

Delay
Before (ps) 988 369 748 856 248 803 376 343 395 1:01 GHz

After (ps) 829 422 807 834 263 828 403 356 417 1:20 GHz

Improvement (%) 16.0 �15.0 �7.8 2.6 �5.8 �3.2 �7.4 �3.7 -5.7 15.8
Case 3 (see Fig. 25.14d, e)

Sunk current (A) 1 1 1 1 1 1 1 10 1 N/A

Voltage
Before (mV) 945 944 944 937 922 934 925 850 924 N/A

After (mV) 966 934 924 947 936 906 939 700 909 N/A

Improvement (%) 2.1 �1.1 �2.0 �1.0 1.6 �3.0 1.5 �17.6 �1.6 N/A

Delay
Before (ps) 904 336 727 847 245 794 390 375 413 1:11 GHz

After (ps) 855 349 762 857 243 844 387 445 446 1:17 GHz

Improvement (%) 5.4 �3.9 �4.8 �1.2 0.8 �6.3 0.8 �18.7 �8.0 5.4

Case 4 (see Fig. 25.14g, h)

Sunk current (A) 5 1 1 2 2 1.3 3 12 4 N/A

Voltage
Before (mV) 939 949 949 930 924 914 850 899 927 N/A

After (mV) 967 953 959 950 938 898 700 775 923 N/A

Improvement (%) 3.0 0.4 1.0 2.1 1.5 �1.7 �17.6 �13.7 �0.4 N/A

Delay
Before (ps) 929 334 724 858 244 814 461 357 411 1:08 GHz

After (ps) 851 332 712 853 243 851 621 415 428 1:17 GHz

Improvement (%) 8.3 0.6 1.7 0.7 0.4 �4.5 �34.7 �16.2 �4.1 7.8
Case 5 (see Fig. 25.14j, k)

Sunk current (A) 1 5 5 2 2 3 1.3 4 1.2 N/A

Voltage
Before (mV) 907 861 850 901 874 875 907 876 901 N/A

After (mV) 958 825 781 928 838 864 852 716 890 N/A

Improvement (%) 5.5 �4.3 �8.1 2.9 �4.1 �1.2 �6.1 �18.2 -1.3 N/A

Delay
Before (ps) 1050 366 800 910 268 860 411 369 448 0:95 GHz

After (ps) 870 378 847 870 283 869 463 430 463 1:15 GHz

Improvement (%) 17.1 �3.2 �5.8 4.5 �6.0 �1.1 �12.7 �16.5 -3.3 17.1
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Fig. 25.15 Change in voltage drop at the (a) victim, and (b) aggressor circuit. The darker shade
represents a greater reduction in the voltage drop at the victim and a lower increase in the voltage
drop at the aggressor

disconnecting links between the aggressive and sensitive circuits; thereby isolating
the victim from the aggressor. This approach reduces the noise, while maintaining a
low network impedance.

• Sensitivity to changes in the supply voltage varies for different circuits
• Voltage variations at the more sensitive circuits need to be reduced at the expense

of increased voltage variations at the less sensitive circuits
• A smaller voltage drop is also important in long critical paths as compared to

shorter less critical logic paths
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Fig. 25.17 Computational runtime of the link breaking methodology as a function of the number
of nodes within the power distribution network

• The aggressiveness and sensitivity of circuits are considered during the link
breaking process.

• The methodology is evaluated for two cases, targeting the reduction in the worst
case propagation delay by increasing the supply voltage at blocks with a high
propagation delay
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Fig. 25.18 Computational runtime of the link breaking methodology as a function of the number
of victim and aggressor circuits. The runtime initially increases with a higher number of circuits.
After reaching a peak, the runtime decreases due to the smaller number of links that can be removed

• An average enhancement of 4 % in power supply voltage at nodes with high
sensitivity and high propagation delay is achieved, resulting in, on average, 96 %
of the ideal power supply voltage at these nodes

• An average improvement of 11 % in the maximum operating frequency is
achieved when utilizing the link breaking methodology



Chapter 26
Power Supply Clustering in Heterogeneous
Systems

On-chip power integration is necessary for delivering high quality power to modern
high performance circuits. The tradeoff between power efficiency and area for
switching and linear power supplies is discussed in Chap. 16. To optimize the
power efficiency of a system with existing power supplies, the power should be
primarily converted with a few power efficient switching supplies, delivered to
on-chip voltage clusters, and regulated with linear low dropout regulators within
the individual power domains. This principle with multiple voltage clusters is
illustrated in Fig. 26.1 by a heterogeneous power delivery system with multiple
power domains, off-chip/in-package/on-chip SMPS power converters, and on-chip
LDO power regulators.

Several schemes for heterogeneous power delivery [191, 310, 362, 476, 506, 507]
that consider tens to hundreds of on-chip power regulators have recently been
described. Optimizing the power delivery process in terms of the co-design of the
on-chip voltage regulators, decoupling capacitors, and current loads is described
in [191, 310, 362, 476, 507]. The co-design of hundreds to thousands of on-chip
regulators with multiple switching converters is a new design objective. In energy
efficient systems, the voltage and current are dynamically scaled within the individ-
ual power domains, affecting the voltage drop across the LDO regulators and the
overall efficiency of the power delivery system. Optimal real-time clustering of the
power supplies decreases the voltage drop within the LDO regulators, increasing
overall power efficiency. Exhaustive approaches for clustering power supplies are
computationally impractical in DVS systems with hundreds to thousands of power
domains. Other existing approaches for on-chip power delivery are ad hoc in nature
and not optimal. A computationally efficient methodology to co-design in run time
switching converters and on-chip LDO regulators within a heterogeneous system is
described in this chapter, achieving high quality power and efficiency within limited
on-chip area. The power savings with this approach are evaluated with IBM power

© Springer International Publishing Switzerland 2016
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Fig. 26.1 Heterogeneous power delivery with multiple power domains

grid benchmark circuits, demonstrating up to 24 % increase in power efficiency with
the voltage clusters [508, 509]. Significant speedup is exhibited with the recursive
clustering algorithm, exhibiting polynomial computational complexity.

The rest of the chapter is organized as follows. Heterogeneous power delivery
is described in Sect. 26.1 to both decrease the noise and increase the efficiency of
the supplied power. The effects of the number of power supplies, on-chip power
supply voltages, and clustering topology on the power efficiency of a dynami-
cally controlled heterogeneous power delivery systems is described in Sect. 26.2.
Computationally efficient algorithms for optimal and near-optimal clusters of
power supplies are demonstrated in Sect. 26.3. Separation of power conversion
and regulations in benchmark circuits is evaluated in Sect. 26.4. The chapter is
concluded in Sect. 26.5.

26.1 Heterogeneous Power Delivery System

Both linear and switching power regulators are characterized by an undesirable
power-area tradeoff, exhibiting either high power in compact linear regulators or
large area in power efficient SMPS, as depicted in Fig. 26.2. Thus, the overhead
of a power delivery system composed of only switching or linear regulators is
significant. Several power delivery solutions exist that exhibit intermediate power
losses and area as compared to either linear or traditional SMPS systems. For
example, in a PSiP system, lower power losses as compared to a linear system,
and smaller area as compared to a traditional off-chip SMPS system, are traded off
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Fig. 26.3 Power delivery system with four voltage domains, utilizing (a) off-chip power supplies,
(b) distributed POL power supplies, and (c) a heterogeneous system with off-chip converters and
on-chip regulators

for greater design complexity. A desirable power delivery system minimizes power
losses while satisfying on-chip area constraints, yielding both high power efficiency
and small area, as depicted in Fig. 26.2.

To exploit the advantages of switching and linear converters, a heterogeneous
power delivery system is considered that converts the power in off-chip switching
power supplies and regulates the on-chip power with compact linear power supplies,
minimizing LDO voltage drops and on-chip power losses. In a heterogeneous
power delivery system, the area overhead is primarily constrained by the compact
LDOs that regulate the on-chip power, while the power overhead is dictated by
the power efficient switching converters. Power conversion is therefore decoupled
from power regulation, lowering the power and area overhead of the overall power
delivery system. A heterogeneous power delivery system moderates the drawbacks
and exploits the advantages of the historically power efficient power supplies that
both convert and regulate the power off-chip with more recent trends for area
efficient distributed power supplies that both convert and regulate the power on-chip.
Off-chip, on-chip distributed, and heterogeneous power delivery topologies are
illustrated in Fig. 26.3.

Consider a heterogeneous power delivery system with L on-chip LDOs and S
off-chip SMPSs that deliver power to N voltage domains f.V.i/

DD; I.i/
DD/gN

iD1 with an

operating voltage V.i/
DD and current I.i/

DD. To supply the required voltages, V.i/
DD ¤

V.j/
DD 8i ¤ j, the number of on-chip power supplies L should be equal to or greater
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than the number of voltage domains N 
 L. Alternatively, each SMPS drives one
or more LDOs, yielding the relation, S 
 L. The effects of the number of on-chip
power regulators, off-chip power converters, and distribution of the on-chip power
supplies in a heterogeneous power delivery system are described, respectively, in
Sects. 26.1.1, 26.1.2, and 26.1.3.

26.1.1 Number of On-Chip Power Regulators

The area of an LDO is proportional to the current load (see (16.18)), and the power
efficiency is primarily dictated by the current load and voltage drop VDrop across the
power transistor within the LDO (see (16.19)). Thus, a single LDO that provides a
specific current and voltage to a load consumes approximately the same area and
dissipates similar power as numerous LDOs providing the same total current and
voltage to a load. Consider lk on-chip distributed LDOs to maintain a regulated
voltage VDD and load current IDD within a specific voltage domain .VDD; IDD/. Let
Ii .i D 1; : : : ; lk/ be a local current load supplied by a single LDO within a domain,
such that

P
Ii D IDD. The LDO area Ai is assumed here to be linearly proportional

to the supply current Ii within a specific current range (see (16.18)), Ai D ˛ � Ii.
The lk LDOs form a distributed on-chip power regulation system with a total size,
A D P

Ai D ˛ �P Ii D ˛ � IDD. Therefore, the total area of the distributed regulation
system does not strongly depend on lk, the number of LDOs. To maximize the power
efficiency of a system, all of the LDOs operate at the minimum voltage drop VDrop,
exhibiting a total power loss VDrop � P Ii D VDrop � IDD which is independent of lk.
Alternatively, the distance between an LDO and a current load is reduced at higher
values of lk, decreasing the on-chip voltage drops and increasing the quality of the
supplied power.

26.1.2 Number of Off-Chip Power Converters

Intuitively, the number of off-chip voltage levels increases with the larger number
of off-chip converters, increasing the granularity of the voltage levels supplied to
the on-chip regulators and lowering the voltage drop across the hundreds of ultra-
small regulators distributed on-chip. To minimize the voltage drop across an on-
chip linear regulator, each off-chip SMPS converter should drive a single on-chip
LDO. In practice, however, the number of power converters that can be placed off-
chip is limited. Thus, each off-chip SMPS supplies power to several on-chip LDOs
within an SMPS cluster. As a result, the voltage drop across the on-chip regulators is
greater, degrading the overall power efficiency of the system. The upper and lower
bounds of the power efficiency of a heterogeneous system for a specific number of
SMPS are described in this section.
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Given N power domains f.V.i/
DD; I.i/

DD/gN
iD1 sorted by the supply voltages V.i/

DD <

V.j/
DD 8i < j, and lk power supplies in the kth power domain, L D

kDNP
kD1

lk linear power

supplies should be distributed on-chip to deliver high quality power to the load
circuitry. To explore the area-power efficiency tradeoff in a heterogeneous power
delivery system, a single linear regulator is assumed capable of providing sufficient
high quality current within a power domain, yielding lk D 1 8k and L D N. The
voltage supplied by an LDO to a power domain cannot be stepped up by an LDO.
The output voltage of each SMPS is therefore higher than the voltage within the
individual power domains, increasing the voltage drop across the LDOs within an
SMPS cluster, degrading power efficiency.

An expression for determining the optimal LDO clustering within the SMPS
clusters is presented below. Consider a system with S off-chip or in-package SMPS
converters and L on-chip LDOs, delivering power to L power domains with N
different supply voltages f.V.i/

DD; I.i/
DD/gN

iD1. Intuitively, the LDOs that regulate power
domains with similar supply voltages should be assigned to the same voltage cluster.
Thus, to explore the power efficiency of a heterogeneous power delivery system,
L D N � S is assumed. The ith SMPS supplies power to li LDOs .˙ li D L D N/,
forming the ith voltage cluster. The heterogeneous system is illustrated in Fig. 26.4
with off-chip converters. Note that the SMPS, LDO, and supply voltages are
assumed to be ordered such that

V.i/
SMPS < V.j/

SMPS if fi < jg; (26.1)

V.i;m/
LDO < V.j;n/

LDO if fi < jg or fi D j; m < ng; (26.2)

V.i/
DD < V.j/

DD if fi < jg; (26.3)
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Fig. 26.4 Heterogeneous power delivery system with S off-chip switching converters, L D N D
˙ li on-chip linear regulators, and N on-chip power domains
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where V.i/
SMPS is the output voltage of the SMPS in the ith cluster, V.i;m/

LDO is the output

voltage of the mth LDO in the ith cluster, and V.j/
DD is the voltage supplied to the jth

power domain.
To increase the power efficiency of a heterogeneous power delivery system, the

voltage drops across the distributed on-chip LDOs should be reduced. The gran-
ularity of the converted voltage levels supplied on-chip increases with additional
off-chip SMPS converters, reducing the power losses within the on-chip LDOs. At
the limit, S D L D N switching power converters are placed off-chip, providing
voltages fV.i/

SMPSgN
iD1 at the I/O power pins. In the configuration with S D L D N,

the on-chip LDOs operate with a minimum output voltage drop VDrop, yielding

V.i/
SMPS D V.i/

DD C VDrop; i D 1; : : : ; N; (26.4)

where VDrop is the voltage dropout of the output transistor within the LDO.
Assuming ideal power efficiency of the off-chip SMPS, the power efficiency of a
system with the maximum number of SMPS converters .S D L/ is

'SDLDN D PLoad

PIN
D

NP
iD1

V.i/
DDI.i/

DD

SP
iD1

V.i/
SMPSI.i/

SMPS

D

NP
iD1

V.i/
DDI.i/

DD

NP
iD1



V.i/

DD C VDrop

�
I.i/
DD

: (26.5)

In this case, the power efficiency is only limited by the dropout voltage across the
transistor, and exhibits a high power efficiency for low VDrop devices.

Area and I/O power pin constraints exist, however, that limit the number of off-
chip power supplies, degrading the overall power efficiency. Let S be the maximum
number of off-chip switching power converters in a heterogeneous power delivery
system. To minimize the voltage drop across the on-chip LDOs for the worst case
power efficiency scenario where S D 1, the off-chip SMPS produces a voltage V.1/

SMPS
that is higher than the maximum domain voltage by one dropout voltage VDrop,

V.1/
SMPS D max

1�i�N

n
V.i/

DD

o
C VDrop; (26.6)

exhibiting a power efficiency,

'SD1;LDN D PLoad

PIN
D

NP
iD1

V.i/
DDI.i/

DD

V.1/
SMPSI.1/

SMPS

D

NP
iD1

V.i/
DDI.i/

DD

max
1�i�N

n
V.i/

DD C VDrop

o NP
iD1

I.i/
DD

: (26.7)

In a system with a single off-chip SMPS, the power loss within each domain, in
addition to the output voltage drop VDrop, is determined by the difference between
the domain voltage and maximum voltage in the system. Those power domains
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with lower voltages exhibit greater power losses, significantly degrading the power
efficiency of a heterogeneous system. The upper and lower bounds of the power
efficiency of a heterogeneous system for a specific number of switching power
converters are given, respectively, by (26.7) and (26.5), yielding

NP
iD1

V.i/
DDI.i/

DD

max
1�i�N

n
V.i/

DD C VDrop

o NP
iD1

I.i/
DD


 ' 


NP
iD1

V.i/
DDI.i/

DD

NP
iD1



V.i/

DD C VDrop

�
I.i/
DD

: (26.8)

Thus, the power efficiency of a heterogeneous system is a strong function of the
number of off-chip power converters.

26.1.3 Power Supply Clusters

In a practical heterogeneous power delivery system, the number of SMPS con-
verters is smaller than the number of on-chip LDO regulators .S < L/. Several
options therefore exist to include the on-chip LDOs within SMPS clusters, affect-
ing the power efficiency of the overall power delivery system. To illustrate the
effects of the clustering topology on the power efficiency of a power delivery
system, a heterogeneous system is considered with two switching converters
and three linear regulators, supplying equal current IDD to three power domains
fV.i/

DDg D f1:8 V; 1:1 V; 1:0 Vg. Assume VDrop D 0:1 V. The power supply clus-
terings K1 D f1; 2g and K2 D f2; 1g for the heterogeneous system with S D 2

and L D N D 3 are shown in Fig. 26.5. The voltage at the output of the switching
converters is determined from (26.10), yielding a power efficiency, '.K1/ D
PLoad=PIN D 91 % and '.K2/ D PLoad=PIN D 80 %. Determining the optimal
clustering of the on-chip power supplies is a primary challenge in heterogeneous
power efficient systems.

The power efficiency of a general heterogeneous power delivery system, as
illustrated in Fig. 26.4, is

' D

NP
iD1

V.i/
DDI.i/

DD

SP
iD1

�
V.i/

SMPS �
liP

mD1

I.i;m/
LDO

� : (26.9)

The voltage supplied by an LDO to a power domain cannot be stepped up. The
output voltage of each SMPS is therefore higher than the output voltage of the LDOs
within an SMPS cluster, yielding V.i/

SMPS � V.i;m/
LDO ; 81 
 m 
 li. Alternatively, the

power efficiency of a power delivery system increases with smaller LDO dropout
voltages .V.i/

SMPS � V.i;m/
LDO ; 81 
 m 
 li/. Thus, to minimize the power loss within

the ith SMPS cluster, the output voltage of an SMPS is
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Fig. 26.5 Power supply clusterings for a heterogeneous power delivery system with S D 2 and
L D N D 3, (a) K1 D f1; 2g, and (b) K2 D f2; 1g

V.i/
SMPS D max

1�m�li
V.i;m/

LDO C VDrop: (26.10)

The preferred SMPS output voltage in (26.10) with power efficiency ' described
by (26.9) yields the optimum power efficiency for a specific choice of clusters,

' D

NP
iD1

V.i/
DDI.i/

DD

SP
iD1

�
max

1�m�li
V.i;m/

LDO C VDrop

�
liP

mD1

I.i;m/
LDO

: (26.11)

For each SMPS converter, the voltage drop across the driven LDOs increases
with a wider range of voltages included within that SMPS cluster, increasing overall
power dissipation. Intuitively, for any power supply cluster, adding a power domain
with a specific voltage within a SMPS cluster that includes a similar voltage range
results in a lower voltage drop and power loss than including the same power
domain in a SMPS cluster with a significantly different range of voltages. Thus,
the choice of power clustering directly affects the efficiency of the power delivery
system. To minimize power losses in a heterogeneous power delivery system, a
power distribution network with a higher ' is preferred. The optimal solution
with minimum power losses can be obtained by comparing the power efficiency
' (see (26.14)) for all possible clusters fKig, and choosing the configuration with
the maximum efficiency 'OPT ,

'OPT D max
fKig

f'g D max
fKig

8̂
ˆ̂<
ˆ̂̂:

NP
iD1

V.i/
DDI.i/

DD

SP
iD1

�
max

1�m�li
V.i;m/

LDO C VDrop

�
liP

mD1

I.i;m/
LDO

9>>>=
>>>;

: (26.12)
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The power efficiency of a heterogeneous system is also a strong function of the cur-
rent distribution, which is not necessarily equally distributed to the individual power
domains. Optimizing the power efficiency of a heterogeneous system based on the
current distribution within the power domains requires additional assumptions or
knowledge of the behavior and specifications of the currents. The purpose here is to
provide a framework for an efficient system-wide power delivery methodology and
specific rules for delivering power.

26.2 Dynamic Control in Heterogeneous Power Delivery
Systems

DVS is a primary objective for efficiently managing the power budget in 100-
and 1000-core ICs, further increasing the design complexity of the power delivery
system. As the voltage supplied by an LDO to a power domain changes, the voltage
dropout within the LDO varies. As a result, the power saved during low power
operation is dissipated within the regulators. Varying the load currents affects the
efficiency of the power supplies in a similar way. Thus, in a system with fixed power
supply clusters, the energy efficiency of the power delivery system is not optimal.
To avoid excessive dissipation of power, SMPS clusters should be dynamically
reconfigured in every time slot �t based on the temporarily required voltage and
current levels within the individual power domains. A heterogeneous system for
real-time power management in modern high performance integrated circuits is
illustrated in Fig. 26.6.

Fig. 26.6 Heterogeneous power delivery with multiple dynamically controllable power domains
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The optimal power supply clusters need to be determined during each control
time slot, decreasing the voltage dropout within the regulators and increasing the
overall energy efficiency within shorter time slots. Alternatively, the duration of the
control time slot �t is inversely proportional to the power dissipated by an MOSFET
switch in the ith power domain,

P.i/
SW D fsw � tave � VOff � I.i/

DD; (26.13)

where fsw D 1=�t is the system switching frequency, tave is the MOSFET average
on/off time, VOff is the switch off voltage, and I.i;m/

LDO C I.i;m/
LDO;Q � I.i;m/

LDO . Power
losses of this system, therefore, increase with higher switching frequencies, and
are considered here to determine the preferred duration of the control time slot
�t D 1=fsw. In a power efficient system, power switching losses should not exceed
the power savings due to dynamic control over the power delivery process. The
optimal power efficiency in (26.9) with switching power losses is

' D

NP
iD1

V.i/
DDI.i/

DD

SP
iD1



V.i/

SMPS C fsw � tave � VOff

� liP
mD1

I.i;m/
LDO

: (26.14)

Both analog and digitally controlled LDO regulators with voltage drops as low as
0.15 V down to 0.05 V have recently been reported [358, 365, 386, 510], yielding
VDrop � VOff . Thus, for a sufficiently long control time slot �t D 1=fsw >> tave, the
power dissipated within the switches is significantly lower than the power dissipated
within the LDO and can therefore be neglected. Modern MOSFET switches are
capable of switching within tens of nanoseconds [511], exhibiting a practical target
for the �t >> tave requirement in dynamically controlled heterogeneous systems.
Alternatively, a real-time power delivery management system poses a significant
computational challenge. Thus, a computationally efficient method to co-design the
on-chip power supplies in modern high performance circuits is required.

26.3 Computationally Efficient Power Supply Clustering

The optimal clustering topology with minimum power losses can be obtained
by exhaustively comparing the power efficiency ' (see (26.14)) for all possible
clusterings, and choosing the configuration with the maximum efficiency. The
number of possible clusterings, however, grows exponentially with S, producing
a computationally infeasible solution. To efficiently determine the preferable power
supply clusters, an alternative computationally efficient solution is required. Binary
and linear near-optimal power supply clusterings with, respectively, O.S/ and O.N/

are described in Sect. 26.3.1. An optimal power supply clustering with dynamic
programming with O.N2 � S/ is described in Sect. 26.3.2.
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26.3.1 Near-Optimal Power Supply Clustering

Intuitively, to reduce the voltage drop across the on-chip LDOs, LDOs that regulate
the voltage domains with a small difference in voltage levels should be assembled
into a voltage cluster driven by the same SMPS, minimizing the voltage range
within each cluster. A binary power supply clustering, based on a greedy algorithm,
identifies in each step the voltage cluster with the widest voltage range and
distributes the LDOs into two separate clusters. Pseudo-code of the algorithm is
provided in Algorithm 26.1. The algorithm produces a set of S SMPS voltage
clusters List_of _Clusters with a binary clustering of power supplies. The third step
is executed S times, yielding an algorithm that exhibits linear complexity O.S/ with
the number of switching converters. The primary weakness of the binary power
supply clustering algorithm is the greedy nature of the algorithm. The number of
voltage clusters S is only considered when the algorithm is terminated, reducing the
power efficiency of the overall power delivery system. Consider a heterogeneous
power delivery system with three switching converters and four LDO regulators
that supply power to four voltage domains. The voltage and current levels within
the voltage domains are (1 V, 1 A), (1:49 V, 1 A), (1:51 V, 1 A), and (2 V, 1 A). The
optimal and binary power supply clusterings, SMPS output voltages, and power
efficiency are listed in Table 26.1, exhibiting, respectively, 93 % and 87 % power
efficiency for VDrop D 0:1 V.

Algorithm 26.1 Algorithm for binary power supply clustering

1: procedure BINARY_CLUSTERING(
n
V.i/

DD j i D 1 : : : N
o
)

2: List_of _Clusters fg;
3: Next_Cluster 

n
V.i/

DD j i D 1 : : : N
o
;

4: .Low_Cluster; High_Cluster/ DISTRIBUTE_A_CLUSTER.Next_Cluster/;
5: List_of _Clusters fList_of _Clusters; Low_Cluster; High_Clusterg;
6: if .number of clusters in List_of _Clusters < S/ then
7: for all .Cluster’s in List_of _Clusters/ do
8: Find Cluster such that .max fClusterg �min fClusterg/ is maximal;
9: end for

10: Next_Cluster Cluster;
11: Return to line 4;
12: end if
13: return List_of _Clusters;
14: end procedure

15: procedure DISTRIBUTE_A_CLUSTER(Next_Cluster)
16: VMean 1=2 .min fNext_Clusterg Cmax fNext_Clusterg/;

17: Low_Cluster 
n
V.i/

DD 2 Next_Cluster j V.i/
DD � VMean

o
;

18: High_Cluster 
n
V

.i/
DD 2 Next_Cluster j V.i/

DD > VMean

o
;

19: return .Low_Cluster; High_Cluster/;
20: end procedure
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Table 26.1 Power supply clustering for a heterogeneous power delivery
system with S D 3, L D N D 4, VDrop D 0:1 V, and voltage domains
(1 V, 1 A), (1:49 V, 1 A), (1:51 V, 1 A), and (2 V, 1 A)

Clustering Power supply clustering SMPS voltages (V) Efficiency

type K D fl1; l2; l3g
n
V.i/

SMPS j i D 1; 2; 3
o

(%)

Binary f2; 1; 1g f1:59; 1:61; 2:10g 87

Optimal f1; 2; 1g f1:10; 1:61; 2:10g 93

Algorithm 26.2 Algorithm for linear power supply clustering

1: procedure LINEAR_CLUSTERING(sorted supply voltages
n
V

.i/
DD j i D 1 : : : N

o
)

2: List_of _Clusters fg;
3: Cluster_Range 



max fV.i/

DD j i D 1 : : : Ng �min fV.i/
DD j i D 1 : : : Ng

�
=S;

4: for each



VDD 2
n
V.i/

DD j i D 1 : : : N
o�

do

5: k 
j


VDD �min
n
V.i/

DD j i D 1 : : : N
o�

=Cluster_Range
k
C 1;

6: Add VDD to the kth cluster in List_of _Clusters;
7: end for
8: if .number of clusters in List_of _Clusters < S/ then
9: for all .Cluster’s in List_of _Clusters/ do

10: Find Cluster such that .max fClusterg �min fClusterg/ is maximal;
11: end for
12: Next_Cluster Cluster;
13: .Low_Cluster; High_Cluster/ DISTRIBUTE_A_CLUSTER.Next_Cluster/;
14: List_of _Clusters fList_of _Clusters; Low_Cluster; High_Clusterg;
15: Return to line 8;
16: end if
17: return List_of _Clusters;
18: end procedure

Alternatively, a linear power supply clustering produces a topology by linearly
distributing the LDOs within S voltage clusters, as described by the algorithm
represented by the pseudo-code provided in Algorithm 26.2. If less than S SMPS
voltage clusters are produced within steps 1 through 3 in the linear power supply
clustering algorithm, the linearly generated clusters are distributed into additional
clusters using a binary algorithm. This algorithm produces a set of S SMPS voltage
clusters List_of _Clusters with a linear power supply clustering. In the worst case,
the third and fourth steps are executed, respectively, N and S times, yielding an
algorithmic complexity O.N/ that is linear with the number of voltage domains.

To compare the power efficiency of the near-optimal and optimal power deliv-
ery networks, a heterogeneous power delivery system with a small number of
voltage domains is initially considered due to the computational complexity of
the exhaustive optimal algorithm. The exhaustive algorithm determines the most
power efficient clustering by comparing the power efficiency of all possible
clusterings. The efficiency of the optimal power network produced by the exhaustive
algorithm is compared here to the power efficiency of the near-optimal clustering



26.3 Computationally Efficient Power Supply Clustering 445

Fig. 26.7 Heterogeneous power delivery system (a) standard deviation, and (b) average efficiency
using an exhaustive power supply clustering algorithm

algorithm. To estimate the power efficiency of the optimal power supply clusters, a
heterogeneous power delivery system SH with ten voltage domains .N D 10/ and
ten on-chip linear regulators .L D 10/ is considered. The maximum number of off-
chip switching converters is evaluated for one to ten converters .1 
 S 
 10/.
A voltage threshold of VDrop D 0:1 V, and domain voltages and currents of,
respectively, 0.5–2 V and 0.5–3:5 A, are considered. Simulation results are sampled
for 100 iterations. The power efficiency of a heterogeneous power delivery system
with the power supply clusters, determined by an exhaustive analysis, is presented
in Fig. 26.7a. A power efficiency above 80 % is demonstrated for S � 2, and a
maximum 93 % power efficiency is achieved for S D N. Thus, the power efficiency
of a heterogeneous power delivery system with an optimal power clustering exhibits
a reasonable power efficiency of 80 %, using only two off-chip switching converters.
The efficiency increases rapidly with additional off-chip converters. Based on the
Monte Carlo integration technique [512], the average error in the efficiency is
bounded by 	M=

p
M, where 	M is the standard deviation of a power efficiency

sample and M is the number of samples. The standard deviation of the power
efficiency is shown in Fig. 26.7b for 2 
 S 
 9. Values of 	M range from 3.7
for S D 2–0.9 for S D 9, bounding the power efficiency error for M D 100

by, respectively, 0.37–0.09 %. Power supply clustering for S D 1 and S D N is
explicit, yielding no error in the power efficiency. To evaluate the power efficiency
of the near-optimal power supply clustering topologies described in Sect. 26.4,
algorithms for binary and linear power supply clusterings have also been evaluated
in Matlab. The same heterogeneous system SH is considered for both linear and
binary distributed power supplies. For a heterogeneous system with a single off-
chip SMPS converter .S D 1/ or maximum number of off-chip SMPS converters
.S D L/, the linear, binary, and optimal clustering of the on-chip LDO regulators
is identical. For S D 1, all of the LDOs are driven by a single SMPS converter,
while for S D L, each LDO is driven by a different SMPS converter. Thus, the
power efficiency of a heterogeneous system with S D 1 or S D L is optimal with
either a linear or binary power supply clustering. Alternatively, for S < L, a linear
and binary clustering of the power supplies may differ from the exhaustive optimal
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solution, exhibiting a lower than optimal power efficiency. Due to the uniform
nature of the linear approach, a linear clustering of the on-chip LDO regulators
within the off-chip SMPS converters exhibits near optimal efficiency for power
delivery systems with near uniformly distributed domain voltages. Alternatively, for
a power delivery system with domain voltages that exhibit significant deviation from
a uniform distribution, the power efficiency with the binary power supply clustering
may be higher than with the linear clustering. This behavior is due to the greedy
nature of the binary approach that iteratively identifies the on-chip power supply
cluster with the lowest power efficiency and splits the cluster, increasing the overall
efficiency of the system.

To demonstrate the power efficiency of the binary and linear clusterings, the
reduction in efficiency in both the binary and linear power supply clusterings is
simulated for two different power profiles, exhibiting a maximum 4 % drop in
power efficiency. The optimal solution with zero reduction in power efficiency is
demonstrated for both power profiles in Fig. 26.8 for S D 1 and S D L. In the first
power profile, the voltage levels are assumed to be randomly distributed between 0.5
and 2 V, yielding an average power efficiency generated from over 100 iterations, as
depicted in Fig. 26.8a. In this case, for 1 < S < L, the exhaustive optimal solution
produces a power supply that is uniformly distributed, while the linear power supply
clustering yields a higher power efficiency. In the second power profile, the voltage
levels are assumed to be normally distributed within each of the [0.5, 1.5), [1.5,
1.8), and [1.8, 2] ranges, prioritizing the mean value of the groups. Due to the non-
uniform clustered nature of the voltage domain profile, for a heterogeneous system
with three off-chip SMPS converters, intuitively, the on-chip LDO regulators should
be non-uniformly distributed into three clusters covering the ranges [0.5, 1.5), [1.5,
1.8), and [1.8, 2]. In this case, a system with uniformly distributed clusters with
voltage ranges [0.5, 1), [1, 1.5), [1.5, 2) is less power efficient. This heterogeneous
system is therefore more suitable for a binary power supply clustering rather than a
linear power supply clustering. The average power efficiency for the second power
profile, generated from over 100 iterations, is depicted in Fig. 26.8b. In this case,
specifically for S D 3, the optimal solution produces three non-uniform SMPS
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Fig. 26.8 Decrease in linear and binary power efficiency from the optimal power efficiency for
(a) randomly distributed voltage levels, and (b) voltage levels grouped within three voltage ranges
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clusters, covering the three ranges, [0.5, 1.5), [1.5, 1.8), and [1.8, 2]. The binary
power supply clustering with S D 3 also produces three SMPS clusters with voltage
ranges, [0.5, 1.25), [1.25, 1.625), and [1.625, 2], exhibiting a higher power efficiency
than the efficiency produced by a linear power supply clustering. Based on a Monte
Carlo integration technique, the error in estimating the drop in power efficiency,
illustrated in Fig. 26.8, is smaller than 0.63 % for all values of S.

Due to the greedy nature of the binary power supply clustering algorithm,
the binary clustering algorithm is better for those voltage domain levels grouped
near specific voltage levels. Alternatively, the number of SMPS clusters S is only
considered at the termination of the binary clustering algorithm, potentially reducing
the effectiveness of the binary clustering algorithm in those systems with uniformly
distributed voltage domains. As expected, for most values of S and power supply
specifications, the drop in power efficiency for the linear power supply clustering
algorithm is lower than with the binary clustering algorithm. However, the second
power profile that forms three non-uniform voltage groups is better addressed by the
binary power supply clustering algorithm, producing a more efficient heterogeneous
power delivery system for S D 3. Thus, a heterogeneous power delivery system
with a higher power efficiency is usually produced with a linear power supply
clustering algorithm. However, for certain power profiles, a binary power supply
clustering is preferable. To increase the power efficiency of a heterogeneous power
delivery system, a combined hybrid approach should be employed. The power
efficiency should be evaluated with both the binary and linear algorithms, and the
configuration with the higher power efficiency should be employed. Considering
the results depicted in Fig. 26.8 based on this combined hybrid approach, the
drop in power efficiency from the optimal solution is reduced to 1.5 %, yielding
a computationally efficient O.S C N/ complexity, near-optimal, and high fidelity
power supply clustering.

26.3.2 Power Supply Clustering with Dynamic Programming

Determining the optimal clusters of the on-chip power supplies is an important
challenge in a heterogeneous power efficient system. An optimal power supply
clustering algorithm with O.N2 � S/ is described in this section. A recursive analytic
expression is provided for power supply clustering with L LDO regulators and
S SMPS in smaller power delivery systems (l < L LDO regulators and s D
S � 1 SMPS). Power supply clusters are determined recursively with dynamic
programming. Recursive power supply clustering, similar to exhaustive power
supply clustering, yields the optimal set of power supply clusters.

The key idea behind the algorithm is determining the number of voltage
regulators within a high voltage SMPS cluster in O.N/. Once the number of
LDO regulators in a high voltage SMPS cluster is determined, the problem of
power supply clustering is reformulated for the remaining LDO regulators and a
smaller number of SMPS clusters. To exemplify this solution, consider a hetero-
geneous system with three switching converters .S D 3/ and five linear regulators
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Fig. 26.9 A single step of the recursive power supply clustering algorithm for a heterogeneous
power delivery system with S D 3 and L D N D 5, (a) a single LDO .l3 D 1/, (b) two LDO
regulators .l3 D 2/, and (c) three LDO regulators .l3 D 3/ in a high voltage SMPS cluster

.L D 5/, supplying equal current IDD to five power domains .N D 5/ fV.i/
DDg D

f3.3 V, 2.6 V, 1.8 V, 1.6 V, 1.0 Vg. Dynamic programming is used to determine the
optimum set of power supply clusters. The optimum clustering KOPT.5; 3/ D
fl1; l2; l3g, ˙ li D 5 is recursively determined based on the number of LDO
regulators in the high voltage cluster l3, and lower order optimal supply clustering
KOPT.4; 2/, KOPT.3; 2/, and KOPT.2; 2/. A single recursive step is illustrated in
Fig. 26.9, demonstrating three possible alternatives for clustering with one .l3 D 1/,
two .l3 D 2/, and three .l3 D 3/ LDO regulators within the high voltage SMPS
cluster. Given the lower order clustering KOPT.4; 2/, KOPT.3; 2/, and KOPT.2; 2/,
the optimum clustering KOPT.5; 3/ is determined with linear computational com-
plexity by comparing the power efficiencies 'fKOPT.4; 2/; 1g, 'fKOPT.3; 2/; 2g, and
'fKOPT.2; 2/; 3g, and choosing the clustering topology that minimizes the power
losses.

For a general clustering algorithm, consider clustering L on-chip LDO regulators
within S SMPS clusters to deliver power to L power domains with N D L different
supply voltages. The optimal clustering topology of a system with N different supply
voltages and S SMPS KOPT.N; S/ D fligS

iD1,
P

li D N is determined recursively by

KOPT.N; S/ D fKOPT.N � n0; S � 1/; lSg; (26.15)

with the initial conditions,

KOPT.N; 2/ D fN � lS; lSg; (26.16)

KOPT.N; S D N/ D f1; 2; : : : ; Ng; (26.17)

where 1 
 lS 
 .N � S/ is the number of LDO regulators in the high voltage SMPS
cluster. To maximize the overall power efficiency of the system, the number of LDO
regulators in the last SMPS cluster is

'.KOPT.N; S// D max
lS

' .fKOPT.N � lS; S � 1/; lSg/ : (26.18)
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Once the power supply clusters are recursively determined with dynamic program-
ming, the maximum voltage level within each SMPS cluster determines the SMPS
output and LDO input voltage based on (26.10). Pseudo-code of the algorithm for
determining the LDO input voltages based on the clustering algorithm is shown in
Algorithm 26.3.

Algorithm 26.3 Dynamic programming algorithm to determine LDO input voltages
for power efficient clustering

1: procedure DP_CLUSTERING(
n
V.i/

DD; I.i/
DD j i D 1 : : : N

o
,S,VDrop )

2: if S DD 1 then
3: % There is only one cluster
4: VLDO.W/ max VDD.W/C VDrop;
5: else if S DD N then
6: % The number of clusters equals the number of voltage levels
7: VLDO.W/ VDD.W/C VDrop;
8: else
9: % Initiate a matrix to store all the clusters for lower order systems

10: all_VLDO.W/ zeros.S; L D N; N/;
11: % Update initial conditions based on (26.16) and (26.17)
12: for l D 1 to N do
13: all_VLDO.1; l; 1 W l/ ones.1; l/ � �VDD.l/C VDrop

	
;

14: end for
15: for s D 1 to S do
16: all_VLDO.s; s; 1 W s/ VDD.1 W s/C VDrop;
17: end for
18: % Find all the lower order (s � S and l � L) clusters
19: for .s D 2 to S/ do
20: for .l D sC 1 to N/ do
21: all_VLDO;OPT.W/ zeros.1; N/;
22: 'OPT  0;
23: for .ls D 1 to l� sC 1/ do
24: % ls and .l� ls/ are the number of LDO regulators in, respectively,
25: % the highest voltage cluster and the rest .s� 1/ clusters
26: VLDO;TMP.1 W l� ls/ all_VLDO.s� 1; l� ls; W/;
27: VLDO;TMP.1� ls C 1 W l/ VDD.l/C VDrop;

28: 'TMP  100 �
P

VDD.1Wl/�IDD.1Wl/P
VLDO;TMP.1Wl/�IDD.1Wl/ ;

29: if .'TMP > 'OPT/ then
30: % Store the clustering with the highest efficiency
31: VLDO;OPT  VLDO;TMP;
32: 'OPT  'TMP;
33: end if
34: end for
35: % Update all_VLDO with the optimal clusters
36: all_VLDO.s; l; W/ VLDO;OPT ;
37: end for
38: end for
39: VLDO.W/ all_VLDO.S; L D N; W/;
40: end if
41: return VLDO;
42: end procedure
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The LDO input voltages in a system with a single .S D 1/ switching converter
and the maximum number of SMPS .S D N/ are determined, respectively, at
lines 2–4 and 5–7. To determine the optimal clustering of a general system with
.1 < S < N/ switching converters, lines 8 through 42 are executed. The LDO input
voltages for all of the systems with s 
 S SMPS and l 
 L LDO regulators are
determined progressively and stored in matrix all_VLDO. The matrix is allocated
and initiated based on (26.16) and (26.17) at lines 9–17. The voltage levels at
the LDO input voltages are determined in a loop (see lines 19–20) for systems
with a progressively increasing number of power supplies. All of the high voltage
cluster configurations with a different number of LDO regulators are determined
at lines 26–28. The power efficiency of different configurations is compared at
lines 29–33, determining the most power efficient system. The number of efficiency
comparisons required to determine the optimal set of clusters KOPT.N; S/ given
all of the optimal clusterings of lower order KOPT.n < N; s < S/ is N � S. The
computational complexity to determine the most power efficient clusters with N D L
LDO regulators and S SMPS converters is therefore

SX
sD1

 
NX

nDs

O.n � s/

!
D O.N2 � S/; N � S: (26.19)

To estimate the power efficiency of the recursive power supply clustering
algorithm, a heterogeneous power delivery system with 25 supply voltage levels
.N D 25/ and 25 on-chip linear regulators .L D 25/ is considered. The number
of off-chip switching converters is evaluated for 1–25 converters .1 
 S 
 25/.
A voltage drop of VDrop = 0.1 V and 100 random profiles of domain voltages and
currents of, respectively, 0.5–2 V and 0.5–3.5 A are considered. The maximum
power efficiency with an average domain voltage and current of, respectively, 1.25 V
and 2 A is evaluated based on (26.5), yielding 93 % power efficiency for S D 25. The
power efficiency of a heterogeneous power delivery system with the power supply
clusters determined by a recursive analysis is illustrated in Fig. 26.10. As expected,
a maximum 93 % power efficiency is achieved for S D N. An average power
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efficiency above 82 % is demonstrated for S � 3. Thus, the power efficiency of a
heterogeneous power delivery system with an optimal voltage clustering exhibits a
reasonable power efficiency, despite only three switching converters. The efficiency
increases rapidly and saturates with additional SMPS converters. An excessive
number of off-chip or in-package converters is therefore avoided with the power
supply clustering algorithm, producing a power and area efficient system of power
converters and regulators.

26.4 Demonstration of Co-design of Power Delivery System

The optimal exhaustive power delivery network, the hybrid near-optimal, and
the recursive (based on dynamic programming) optimal solutions described in
Sect. 26.3 are evaluated in Matlab. To determine the power efficiency with and
without power separation, several test cases are evaluated based on IBM power
grid benchmark circuits [192]. The test cases and simulation results with the linear,
binary, and recursive clustering algorithms are described in Sect. 26.4.1. Power
delivery with on-chip regulation in circuits with multiple power domains [476] is
considered in Sect. 26.4.2.

26.4.1 Power Supply Clustering of IBM Power Grid
Benchmark Circuits

Five test cases have been considered based on IBM power grid benchmark
circuits [192] to evaluate the efficiency of the power separation principle in circuits
with hundreds of power domains and tens of different supply voltages. The voltage
map of a VDD and VGND M6 metal layer at normalized .x; y/ locations is presented
in Fig. 26.11a. The actual voltage drop in the metal layer M6 is VDD � VGND, as
shown in Fig. 26.11b for the ibmpg1 benchmark circuit. Different circuits in ibmpg1
operate with different supply voltages, varying from 0.5 to 1.5 V. A total number of
66 voltage domains with voltage levels ranging from 0.5 to 1:8 V with a 0.02 voltage
shift fV.i/

DD D 0:5V C i � 0:02VgiD65
iD0 is considered in this analysis. Each of the

benchmark circuits is partitioned into voltage domains based on the voltage maps,
and the area of each domain is determined. The current within a benchmark circuit
is assumed to be uniformly distributed. The current load of a domain is therefore
assumed to be proportional to the area of the domain. The voltage within each
domain is regulated by an LDO, ensuring that the total number of on-chip LDO
regulators is the same as the number of voltage domains. To illustrate the process in
which a test case is generated, specifications for several voltage domains in ibmpg1
are listed in Table 26.2. The total number of nodes processed in ibmpg1 is 30,027.
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Fig. 26.11 Test case ibmpg1 with (a) VDD and VGND voltage map, and (b) VDD � VGND voltage
drop across the circuits in metal layer M6

Table 26.2 Power grid specifications for 0.8, 1.0, 1.2, 1.4, and 1.6 V
domains based on ibmpg1 test case

Voltage domain id 15 25 35 45 55

Supply voltage (V) 0.8 1.0 1.2 1.4 1.6

Number of nodes 636 820 1297 19 0

Area (%) 2.12 2.73 4.320 0.062 0

Supply current (mA) 212 273 432 6.2 0

A total current of 10 A is assumed to be consumed by the circuits represented by
ibmpg1.

Test cases for the IBM benchmark circuits, ibmpg2, ibmpg3, ibmpgnew1, and
ibmpgnew2, are generated in a similar way. The power supply clustering algorithm
is demonstrated in Matlab and applied to the test cases on a multi-core system
with four Intel(R) Core(TM) i3-2120 CPU @ 3:30 GHz processors and 2:498 MB
memory. A voltage drop of 0:1 V within an LDO is assumed. The power grid
specifications and simulation results with and without power supply clustering are
listed in Table 26.3.

Power clustering with the algorithms exhibits orders of magnitude shorter CPU
time than the exhaustive approach. Those power grids with a range of LDO
output voltages up to 0:2 V (ibmpgnew1 and ibmpgnew2) exhibit a high power
efficiency of 93 % despite only two SMPS clusters. The power efficiency of these
grids increases by 2.5 % as compared to a power delivery system without power
separation. Increasing the power efficiency in those power grids with a large number
of SMPS clusters (94 % with ten switching converters) requires excessive area.
Alternatively, the ibmpg1 benchmark circuit exhibits a wider range of LDO output
voltages, 0.5–1:5 V, and therefore, a low power efficiency of 68 % without power
supply clustering. The effectiveness of power separation is shown to be significant
in ibmpg1 with a 10.2 % and 21.1 % increase in power efficiency with, respectively,
S D 2 and S D 10 SMPS clusters as compared to S D 1. Separation of
power conversion and regulation is therefore particularly important in those systems
with a wide range of on-chip supply voltages and voltage drops. To provide high
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Table 26.3 Power efficiency in circuits with and without separation of power conversion and
regulation. CPU time for hybrid (with near-optimal efficiency), dynamic programming (DP)
based, and exhaustive clustering is provided

Benchmark ibmpg1 ibmpg2 ibmpg3 ibmpgnew1 ibmpgnew2
Voltage
domains/
LDOs

Number 49 21 15 11 11

Voltage (0.50,1.46) (1.12,1.52) (1.44,1.70) (1.52,1.72) (1.52,1.72)

range (V)

Power
efficiency
with S voltage
clusters (%)

Without
power
separation

68.1 77.2 88.6 90.3 90.4

S D 2 78.3 87.0 91.9 92.9 92.9

S D 3 82.4 89.2 92.8 93.5 93.5

S D 5 86.5 91.0 93.6 94.1 94.1

S D 10 89.2 92.1 94.1 94.3 94.3

CPU time
(s) (S D
1=2N)

Hybrid 0.023 0.018 0.022 0.022 0.02

DP 0.299 0.038 0.012 0.011 0.011

Exhaustive >2000 >2000 >2000 5.537 5.477

quality power in dynamically scaled multi-voltage circuits, the efficiency of the
power supply clustering algorithm is dynamically evaluated. The power supply
clustering DP algorithm exhibits an order of magnitude smaller CPU run time as
compared with the exhaustive method, while providing identical clusters. Additional
clustering speedup is achieved with the hybrid approach with near-optimal power
efficiency. With this approach, the switching converters and linear regulators can
be co-designed in run time for power and area efficient management of the energy
budget.

26.4.2 Power Supply Clustering and Existing Power
Delivery Solutions

The separation principle is illustrated in circuits C1 and C2 with multiple power
domains V.A/

DD D 1:4 V, V.B/
DD D 1:2 V, and V.C/

DD D 1:0 V, and the on-chip voltage
conversion and regulation scheme used in [476]. A maximum voltage drop .VDrop/

of 5 % of the input voltage at the I/O interface .VSMPS/ is allowed at POLs within
all of the power domains .VDrop 
 0:05VSMPS/. The total area of the circuits, C1

and C2, is similar. The area of C1 is dominated by the low power domain C,
while the area of C2 is dominated by the high performance power domain A. The
current density J and normalized area per power domain are listed in Table 26.4
for both circuits. To support on-chip voltage conversion and regulation within the
power domains A, B, and C in C1 (C2), a single input voltage VSMPS D 1:45 V
(VSMPS D 1:50V) is used in the original configuration without power separation
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Table 26.4 Parameter setup
for circuits C1 and C2 Power domain J (A/unit area)

Normalized area
Circuit C1 Circuit C2

A 2=3 V 1 6

B 1=2 V 2 2

C 1=3 V 6 1

Table 26.5 On-chip voltage
regulation with and without
separation of power
conversion and regulation

Without power With power

separation [476] separation (current work)

Circuit VSMPS ' (%) V
.A/
SMPS , V

.B/
SMPS, V

.C/
SMPS ' (%)

C1 1:45 V 77.3 1:47 V, 1:26 V, 1:05 V 95.2

C2 1:50 V 90.7 1:47 V, 1:26 V, 1:05 V 95.2

[476]. Note that the input voltage VSMPS D 1:45 V (VSMPS D 1:50 V) is higher than
the highest supply voltage V.A/

DD D 1:4 V to maintain the required margin for on-chip
voltage regulation with a reasonable number of 50 (60) on-chip LDO regulators
in C1 (C2). Alternatively, the power can be converted separately off-chip or in-
package for each power domain and regulated on-chip within each power domain.
The input voltages and power efficiency for on-chip voltage regulation with and
without separation of power conversion and regulation is listed in Table 26.5 for
both circuits. In this configuration, three off-chip or in-package SMPS supply three
different voltages, V.A/

SMPS D 1:47 V, V.B/
SMPS D 1:26 V, and V.C/

SMPS D 1:05 V to,
respectively, power domains A, B, and C, yielding a power efficiency as high as
95.2 %. To regulate the on-chip voltage with the required number of LDO regulators,
the voltage at the output of each SMPS is designed with a margin of 5 % of
the required on-chip supply voltage (V.i/

DD D1.05V.i/
DD). Without separating power

conversion and regulation, the choice of off-chip supply voltage is determined by the
supply voltage in the high performance power domain, exhibiting a higher voltage
drop (VSMPS � V.C/

DD D 0:45 V in C1) and a lower power efficiency (77.3 % in C1) in

low power circuits. Alternatively, an enhanced choice of V.i/
SMPS voltages is possible

by separating power conversion and regulation, exhibiting a lower voltage drop
(V.i/

SMPS � V.i/
DD 
 0:07 V in C1) and a higher power efficiency (95.2 % in C1).

26.5 Summary

A heterogeneous power delivery system is described in this chapter. A computa-
tionally efficient method to co-design the on-chip power supplies in modern high
performance circuits is described. The primary conclusions can be summarized as
follows.

• To achieve a power efficient system, power should be primarily converted off-
chip, in-package, and/or on-chip with power efficient switching supplies, and
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regulated with ultra-small linear low dropout regulators at the point-of-load,
exhibiting a heterogeneous power delivery system

• To avoid excessive usage of switching converters, the preferred number of power
converters should be determined based on application-specific minimum power
efficiency requirements

• Dynamically co-designing (clustering) tens of power converters with hundreds to
thousands of on-chip regulators is a primary concern in an energy efficient power
delivery system

• Algorithms to cluster a heterogeneous power supply system with polynomial
computational complexity are described. An order of magnitude speedup is
exhibited with the clustering algorithms as compared with an exhaustive clus-
tering algorithm

• With clustering algorithms, switching converters and linear regulators can be
co-designed in run time for power and area efficient management of the energy
budget

• A clustering approach is evaluated based on partitioned IBM benchmark circuits
• Power grids with a narrow range of supply voltages (within a range of up

to 0:2 V) exhibit a high power efficiency despite a small number of clusters
(90.5 % without power supply clustering and 93 % with two clusters). Additional
clusters do not significantly increase power efficiency in these power grids, while
requiring excessive physical and design resources

• Power grids with a wider range of supply voltages, (within a range of at least 1 V)
exhibit a low power efficiency of 68 % without power supply clustering. Power
supply clusters are particularly effective in these power grids, increasing system
power efficiency by 10.2 % and 21.1 % with, respectively, two and ten power
supply clusters
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Conclusions

As the power delivery system transforms from a lumped network with a few off-chip
converters into a heterogeneous, distributed, dynamically controlled system with
many thousands of on-chip power components, the design, synthesis, and control
objectives of the power delivery process need to be rethought at the system level. To
cope with the complexity of system-wide power optimization, efficient techniques
to model, analyze, and optimize a power delivery system are required.

The generation and distribution of high quality power to the load circuitry are
two primary issues in the power delivery process. The interconnect network dis-
tributing power within a modern microprocessor typically contains many millions
(to several billions) of nodes. The design of power distribution networks is typically
performed at several design stages, iteratively increasing the accuracy of the current
flow estimate while reducing the granularity of the power distribution network.
Furthermore, the power distribution network is allocated over a large area with
the entire network interacting, requiring near full scale simulation. Efficient and
accurate analysis is therefore a key factor in the design of high performance power
delivery systems. A number of synthesis and analysis algorithms are available to
enhance the power delivery design process. Accuracy and computational efficiency
is the primary tradeoff within these design algorithms and tools. A methodology
is described based on a model of a two-port infinite mesh, providing both high
accuracy and computational efficiency when analyzing large scale power networks.

While the quality of the power supply can be efficiently addressed with dis-
tributed on-chip power supplies, the stability of these parallel connected voltage
regulators is also a primary concern. To maintain a stable power delivery system
composed of multiple parallel connected regulators, a passivity-based stability
criterion can be used. A distributed power delivery system is stable if the total output
impedance of the parallel connected LDOs exhibits no right half plane poles and a
phase between �90ı and C90ı. This PBSC-based approach is evaluated on a fully
integrated power delivery system with distributed on-chip low dropout regulators,
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fabricated in a 28 nm CMOS process. The experimental results of a distributed
power delivery system satisfy this passivity-based criterion, yielding a stable system
response.

An additional objective is the development of design methodologies to efficiently
utilize the available resources, such as area, metal, and power. A novel link breaking
methodology is discussed to optimize a mesh structured power distribution network.
The resulting power distribution network is a combination of a single power
distribution network to lower the network impedance, and multiple networks to
reduce noise coupling among the circuits. Since the sensitivity to supply voltage
variations within a power distribution network can vary among different circuits, this
methodology reduces the voltage drop at the more sensitive circuits while penalizing
the less sensitive circuits. This methodology is evaluated for multiple case studies,
reducing voltage drops in the sensitive circuits (the critical paths).

The parasitic impedance of the interconnects, decoupling capacitances, load
circuits, and on-chip power regulators are computationally expensive to simultane-
ously analyze. The distinctive properties of a power network have been exploited
to develop closed-form expressions for the effective resistance between circuit
components. This effective resistance model is based on the physical distance
between circuit components within a two layer mesh where the horizontal and
vertical unit resistances may be different. This effective resistance model is utilized
in the development of a power grid analysis algorithm to compute the node voltage
without requiring any iterations. This algorithm drastically improves computational
efficiency since the iterative procedures commonly used to determine IR drop and
L di/dt noise are no longer needed. The symmetric nature of the power and ground
distribution networks and the principle of spatial locality are also exploited to further
enhance the computational efficiency and accuracy of the analysis process.

Exhaustive ad hoc approaches for co-designing power supplies at different levels
of hierarchy within a power delivery system exhibit significant design complexity
and are computationally impractical in DVS/DVFS systems with hundreds to
thousands of power domains. A computationally efficient methodology to co-design
switching converters and on-chip linear regulators within a heterogeneous system is
described, achieving high quality power and efficiency within limited on-chip area.
Dynamically clustering a heterogeneous power delivery system is demonstrated on
a suite of IBM benchmark circuits, exhibiting a computationally and power efficient
alternative to existing ad hoc methodologies that employ either switching or linear
on-chip power supplies.



Part VI
Noise in Power Distribution Networks

Several aspects of noise within power distribution networks are described in Part VI.
The noise is primarily affected by the impedance of the power distribution network;
focus is therefore placed on the impedance characteristics of the network. With
increasing frequency, the inductive portion of the network impedance plays a
significant role, requiring enhanced understanding of the inductive properties of
power distribution networks. A variety of design tradeoffs is presented in Part VI.
Noise reduction techniques are also described in this part. A summary of the
chapters within this part is presented below.

An analysis of the inductive properties of power distribution grids is presented in
Chap. 28. Three types of power grids are considered. The dependence of the grid
inductance on grid type, grid line width, and grid dimensions is discussed. The
concept of a sheet inductance to characterize the inductive properties of a power
grid is described.

The variation of the inductance of power distribution grids with frequency
is discussed in Chap. 29. The physical mechanisms underlying the dependence
of inductance on frequency are discussed. The variation of the inductance of
the power grids is interpreted in terms of these mechanisms. The variation of
inductance with frequency in paired, interdigitated, and non-interdigitated grid
types is compared. The dominant mechanisms for the variation of inductance
with frequency are identified for each grid type. The dependence of the frequency
variation characteristics on grid type and line width is reviewed.

Inductance/area/resistance tradeoffs in high performance power distribution grids
are analyzed in Chap. 30. Two tradeoff scenarios are considered. In the first scenario,
the area overhead of a power grid is maintained constant and the resistance versus
inductance tradeoff is explored as the width of the grid lines is varied. In the second
scenario, the total metal area occupied by the grid lines (and, consequently, the
grid resistance) is maintained constant and the area versus inductance tradeoff is
explored as the width of the grid lines is varied.

The effect of the on-chip interconnect inductance on the high frequency imped-
ance characteristics of a power distribution system is discussed in Chap. 31. Scaling
trends of the chip-package resonance is described. The propagation of the power
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noise through an on-chip power distribution network is discussed. The significance
of the inductance of on-chip power lines in nanometer circuits is demonstrated.

On-chip power noise reduction techniques in high performance ICs are the
primary subject of Chap. 32. A design technique to lower ground bounce in noise
sensitive circuits is described. An on-chip noise-free ground is added to divert
ground noise from the sensitive nodes. An on-chip decoupling capacitor tuned in
resonance with the parasitic inductance of the interconnects is shown to provide an
additional low impedance ground path, reducing the power noise. The dependence
of ground noise reduction mechanisms on various system parameters is also
discussed.

A shielding technique to reduce crosstalk noise is presented in Chap. 33. The
deleterious effects of power noise on the power lines utilized as shield lines are
analytically evaluated. Design guidelines for inserting shield lines for different
technology nodes and noise levels are provided based on practical power/ground
noise models.



Chapter 28
Inductive Properties of On-Chip Power
Distribution Grids

The inductive properties of power distribution grids are evaluated in this chapter.
As discussed in Sect. 1.3, the inductance of power grids is an important factor in
determining the impedance characteristics of a power distribution network operating
at high frequencies.

This chapter is organized as follows. In Sect. 28.1, the inductive characteristics of
a current loop formed by a power transmission circuit are established. The analysis
approach is outlined in Sect. 28.2. The three types of grid structures considered in
this study and analysis setup are described in Sect. 28.3. The dependence of the
grid inductance characteristics on the line width is discussed in Sect. 28.4. The
differences in the inductive properties among the three types of grids are reviewed
in Sect. 28.5. The dependence of the grid inductance on the grid dimensions is
described in Sect. 28.6. The chapter concludes with a summary.

28.1 Power Transmission Circuit

Consider a power transmission circuit as shown in Fig. 28.1a. The circuit consists
of the forward current (power) path and the return current (ground) path forming a
transmission current loop between the power supply at one end of the loop and a
power consuming circuit at the other end. In a simple case, the forward and return
paths each consist of a single conductor. In general, a “path” refers to a multi-
conductor structure carrying current in a specific direction (to or from the load),
which is the case in power distribution grids. The circuit dimensions are assumed to
be sufficiently small for a lumped circuit approximation to be valid. The inductance
of both terminating devices is assumed negligible as compared to the inductance of
the transmission line. The inductive characteristics of the current loop are, therefore,
determined by the inductive properties of the forward and return current paths.
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Fig. 28.1 A simple power
transmission circuit; (a) block
diagram, (b) equivalent
inductive circuit
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The power transmission loop consists of forward and return current paths. The
equivalent inductive circuit is depicted in Fig. 28.1b. The partial inductance matrix
for this circuit is

Lij D
�

Lpp �Lpg

�Lgp Lgg

�
; (28.1)

where Lpp and Lgg are the partial self-inductance of the forward and return current
paths, respectively, and Lpg is the absolute value of the partial mutual inductance
between the paths. The loop inductance of the power transmission loop is

Lloop D Lpp C Lgg � 2Lpg: (28.2)

The mutual coupling Lpg between the power and ground paths reduces the loop
inductance. This behavior can be formulated more generally: the greater the mutual
coupling between antiparallel (flowing in opposite directions) currents, the smaller
the loop inductance of a circuit. The effect is particularly significant when the
mutual inductance is comparable to the self-inductance of the current paths. This
is the case when the line separation is comparable to the dimensions of the line
cross section.

The effect of coupling on the net inductance is reversed when currents of the two
inductive coupled paths flow in the same direction. For example, in order to reduce
the partial inductance L11 of line segment 1, another line segment 2 with partial self-
inductance L22 and coupling L12 is placed in parallel with segment 1. A schematic
of the equivalent inductance is shown in Fig. 28.2. The resulting partial inductance
of the current path is

L1k2 D L11L22 � L2
12

L11 C L22 � 2L12

: (28.3)

For the limiting case of no coupling, this expression simplifies to L11L22

L11CL22
. In the

opposite case of full coupling of segment 1, L11 D L12 (L11 
 L22) and the total
inductance becomes L11. For two identical parallel elements, (28.3) simplifies to
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Fig. 28.2 Two parallel
coupled inductors

L22
i2

L11 i1

Lpg

Lk D .LselfCLmutual/=2. In general, the greater the mutual coupling between parallel
(flowing in the same directions) currents, the greater the loop inductance of a circuit.
To present this concept in an on-chip perspective, consider a 1000 �m long line
with a 1 � 3 �m cross section, and a partial self-inductance of 1.342 nH (at 1 GHz).
Adding another identical line in parallel with the first line with a 17 �m separation
(20 �m line pitch) results in a mutual line coupling of 0.725 nH and a net inductance
of 1.033 nH (� 55 % higher than Lself=2 D 0:671 nH).

Inductive coupling among the conductors of the same circuit can, therefore,
either increase or decrease the total inductance of the circuit. To minimize the circuit
inductance, coupling of conductors carrying current in the same direction can be
reduced by increasing the distance between the conductors. Coupling of conductors
carrying current in opposite directions should be increased by physically placing the
conductors closer to each other.

This optimization naturally occurs in grid structured power distribution networks
with alternating power and ground lines. Three types of power distribution grid are
analyzed to demonstrate this effect, as described in Sect. 28.3.

28.2 Simulation Setup

The inductance extraction program FastHenry [70] is used to explore the inductive
properties of grid structures. FastHenry efficiently calculates the frequency depen-
dent self- and mutual impedances, R.!/ C !L.!/, in complex three-dimensional
interconnect structures. A quasi-magnetostatic approximation is assumed, meaning
the distributed capacitance of the line and any related displacement currents
associated with the capacitance are ignored. The accelerated solution algorithm
employed in the program provides approximately a 1 % worst case accuracy as
compared with the direct solution of the system of linear equations characterizing
the system [70].

A conductivity of 58 S=�m ' .1:72 �� � cm/�1 is assumed for the interconnect
material. The inductive portion of the impedance is relatively insensitive to the
interconnect resistivity in the range of 1.7–2:5 �� � cm (typical for advanced
processes with copper interconnect [97], [513, 514]). A conductivity of 40 S=�m
.2:5 �� � cm/�1 yields an inductance that is less than 4 % larger than the inductance
obtained for a conductivity of 58 S=�m.
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A line thickness of 1 �m is assumed for the interconnect structures. In the
analysis, the lines are split into multiple filaments to account for skin and proximity
effects, as discussed in Sect. 2.2. The number of filaments is chosen to be sufficiently
large to achieve a 1 % accuracy of the computed values. Simulations are performed
at three frequencies, 1, 10, and 100 GHz. Typical simulation run times for the
structures are under 1 min on a Sun Blade 100 workstation.

28.3 Grid Types

To assess the dependence of the inductive properties on the power and ground
lines, the coupling characteristics of three types of power/ground grid structures
have been analyzed. In the grids of the first type, called non-interdigitated grids,
the power lines fill one half of the grid and the ground lines fill the other half of
the grid, as shown in Fig. 28.3a. In interdigitated grids, the power and ground lines
are alternated and equidistantly spaced, as shown in Fig. 28.3b. The grids of the
third type are a variation of the interdigitated grids. Similar to interdigitated grids,
the power and ground lines are alternated, but rather than placed equidistantly, the
lines are placed in equidistantly spaced pairs of adjacent power and ground lines, as
shown in Fig. 28.3c. These grids are called paired grids. Interdigitated and paired
grids are grids with alternating power and ground lines.

The number of power lines matches the number of ground lines in all of the
grid structures. The number of power/ground line pairs is varied from one to ten.
The grid lines are assumed to be 1 mm long and are placed on a 20 �m pitch. The
specific line length is unimportant since at these high length to line pitch ratios the
inductance scales nearly linearly with the line length, as discussed in Sect. 28.6.

An analysis of these structures has been performed for two line cross sections,
1 � 1 �m and 1 � 3 �m. For each of these structures, the following characteristics
have been determined: the partial self-inductance of the power (forward current) and
ground (return current) paths Lpp and Lgg, respectively, the power to ground path
coupling Lpg, and the loop inductance Lloop. When determining the loop inductance,
all of the ground lines at one end of the grid are short circuited to form a ground
terminal, all of the power lines at the same end of the grid are short circuited to form
a power terminal, and all of the lines at the other end of the grid are short circuited
to complete the current loop. This configuration assumes that the current loop is
completed on-chip. This assumption is valid for high frequency signals which are
effectively terminated through the on-chip decoupling capacitance which provides
a low impedance termination as compared to the inductive leads of the package.
The on-chip inductance affects the signal integrity of the high frequency signals.
If the current loop is completed on-chip, the current in the power lines is always
antiparallel to the current in the ground lines.

The loop inductance of the three types of grid structures operating at 1 GHz is
displayed in Fig. 28.4 as a function of the number of lines in the grid. The partial
self- and mutual inductance of the power and ground current paths is shown in
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a

b

c

Fig. 28.3 Power/ground grid structures under investigation; (a) non-interdigitated grid, (b) grid
with the power lines interdigitated with the ground lines, (c) paired grid, the power and ground
lines are in close pairs. The power lines are gray colored, the ground lines are white colored

Fig. 28.5 for grid structures with 1 � 1 �m cross section lines and in Fig. 28.6 for
grids with 1 � 3 �m cross section lines. The inductance data for 1 and 100 GHz
are summarized in Table 28.1. The data depicted in Figs. 28.4, 28.5, and 28.6 are
discussed in the following three sections.

The signal lines surrounding the power grids are omitted from the analysis. This
omission is justified by the following considerations. First, current returning through
signal lines rather than the power/ground network causes crosstalk noise on the
lines. To minimize this undesirable effect, the circuits are designed in such a way
that the majority of the return current flows through the power and ground lines.
Second, the signal lines provide additional paths for the return current and only
decrease the inductance of the power distribution network. The value of the grid
inductance obtained in the absence of signal lines can therefore be considered as an
upper bound.
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Fig. 28.4 Loop inductance of the power/ground grids as a function of the number of power/ground
line pairs (at a 1 GHz signal frequency)
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Fig. 28.5 Loop and partial inductance of the power/ground grids with 1 � 1 �m cross section
lines (at a 1 GHz signal frequency)

28.4 Inductance Versus Line Width

The loop inductance of the grid depends relatively weakly on the line width. Grids
with 1 � 3 �m cross section lines have a lower loop inductance than grids with
1 � 1 �m cross section lines. This decrease in inductance is dependent upon the grid
type, as shown in Fig. 28.4. The largest decrease, approximately 21 %, is observed
in interdigitated grids. In non-interdigitated grids, the inductance decreases by
approximately 12 %. In paired grids, the decrease in inductance is limited to 3–4 %.
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Table 28.1 Inductive characteristics of power/ground grids with a 1000 �m length and a 40 �m
line pair pitch operating at 1 and 100 GHz

# of P/G
pairs

Cross section
(�m)

Lpp; Lgg (nH) Lpg (nH) Lloop (nH)

N/int Int Paired N/int Int Paired N/int Int Paired

1 GHZ

1 1� 1 1.481 1:481 1:481 0:724 0:724 1:181 1:513 1:513 0:599

1 1� 3 1.342 1:342 1:342 0:725 0:725 1:053 1:235 1:235 0:579

2 1� 1 1.102 1:035 1:035 0:604 0:671 0:886 0:996 0:726 0:299

2 1� 3 1.031 0:963 0:966 0:604 0:672 0:822 0:853 0:582 0:288

3 1� 1 0.945 0:856 0:857 0:530 0:619 0:757 0:829 0:474 0:199

3 1� 3 0.894 0:807 0:810 0:531 0:618 0:714 0:726 0:377 0:192

4 1� 1 0.851 0:753 0:753 0:478 0:577 0:678 0:745 0:351 0:149

4 1� 3 0.809 0:714 0:717 0:479 0:575 0:645 0:658 0:279 0:144

5 1� 1 0.785 0:682 0:682 0:439 0:542 0:622 0:693 0:279 0:120

5 1� 3 0.748 0:649 0:652 0:440 0:539 0:594 0:614 0:221 0:115

6 1� 1 0.735 0:628 0:629 0:407 0:513 0:579 0:656 0:231 0:100

6 1� 3 0.700 0:600 0:602 0:409 0:509 0:555 0:582 0:183 0:096

7 1� 1 0.694 0:586 0:587 0:380 0:488 0:544 0:628 0:197 0:085

7 1� 3 0.661 0:561 0:563 0:383 0:483 0:522 0:557 0:156 0:082

8 1� 1 0.660 0:552 0:552 0:357 0:466 0:515 0:606 0:172 0:075

8 1� 3 0.629 0:529 0:531 0:361 0:461 0:495 0:536 0:136 0:072

9 1� 1 0.631 0:523 0:523 0:338 0:446 0:490 0:588 0:152 0:066

9 1� 3 0.601 0:502 0:504 0:342 0:441 0:472 0:518 0:120 0:064

10 1� 1 0.606 0:497 0:498 0:321 0:429 0:468 0:571 0:137 0:060

10 1� 3 0.577 0:478 0:480 0:326 0:424 0:451 0:503 0:108 0:057

100 GHZ

1 1� 1 1.468 1:468 1:457 0:724 0:724 1:181 1:486 1:486 0:551

1 1� 3 1.315 1:315 1:291 0:725 0:725 1:062 1:180 1:180 0:457

2 1� 1 1.088 1:022 1:023 0:604 0:670 0:886 0:968 0:703 0:275

2 1� 3 1.010 0:945 0:940 0:605 0:670 0:826 0:810 0:548 0:228

3 1� 1 0.928 0:845 0:848 0:533 0:616 0:756 0:789 0:458 0:183

3 1� 3 0.873 0:793 0:792 0:534 0:615 0:716 0:678 0:355 0:152

4 1� 1 0.830 0:741 0:745 0:483 0:571 0:676 0:695 0:340 0:138

4 1� 3 0.788 0:702 0:702 0:484 0:570 0:645 0:607 0:263 0:114

5 1� 1 0.762 0:671 0:674 0:444 0:536 0:619 0:634 0:270 0:110

5 1� 3 0.727 0:639 0:640 0:446 0:535 0:594 0:560 0:208 0:091

6 1� 1 0.710 0:618 0:621 0:414 0:506 0:575 0:591 0:224 0:092

6 1� 3 0.680 0:591 0:592 0:416 0:505 0:554 0:527 0:173 0:076

7 1� 1 0.668 0:576 0:579 0:389 0:480 0:540 0:559 0:191 0:079

7 1� 3 0.641 0:553 0:554 0:391 0:479 0:522 0:501 0:147 0:065

8 1� 1 0.633 0:542 0:545 0:367 0:458 0:510 0:533 0:167 0:069

8 1� 3 0.609 0:522 0:523 0:369 0:457 0:494 0:480 0:128 0:057

9 1� 1 0.604 0:513 0:516 0:348 0:439 0:485 0:511 0:148 0:061

9 1� 3 0.582 0:495 0:496 0:351 0:438 0:471 0:463 0:114 0:050

10 1� 1 0.578 0:488 0:491 0:332 0:422 0:463 0:493 0:133 0:055

10 1� 3 0.558 0:472 0:473 0:334 0:421 0:450 0:448 0:102 0:045

N/int – non-interdigitated grids; Int – interdigitated grids; Paired – paired grids
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Fig. 28.6 Loop and partial inductance of the power/ground grids with 1 � 3 �m cross section
lines (at a 1 GHz signal frequency)

This behavior can be explained in terms of the partial inductance, Lpp and
Lpg [72, 73]. Due to the symmetry of the power and ground paths, Lgg D Lpp, the
relation of the loop inductance to the partial inductance (28.2) simplifies to

Lloop D Lpp C Lgg � 2Lpg D 2.Lpp � Lpg/: (28.4)

According to (28.4), Lloop increases with larger Lpp and decreases with larger
Lpg. That is, decreasing the self-inductance of the forward and return current
paths forming the current loop decreases the loop inductance, while increasing the
inductive coupling of the two paths decreases the loop inductance. The net change
in the loop inductance depends, therefore, on the relative effect of increasing the
line width on Lpp and Lpg in the structures of interest.

The self-inductance of a single line is a weak function of the line cross-sectional
dimensions, see (3.1) [44]. This behavior is also true for the complex multi-
conductor structures under investigation. Comparison of the data shown in Fig. 28.5
with the data shown in Fig. 28.6 demonstrates that changing the line cross section
from 1 � 1 �m to 1 � 3 �m decreases Lpp by 4–6 % in all of the structures under
consideration.

The dependence of inductive coupling Lpg on the line width, however, depends on
the grid type. In non-interdigitated and interdigitated grids, the line spacing is much
larger than the line width and the coupling Lpg changes insignificantly with the line
width. Therefore, the loop inductance Lloop in non-interdigitated and interdigitated
grids decreases with line width primarily due to the decrease in the self-inductance
of the forward and return current paths, Lpp and Lgg.

In paired grids, the line width is comparable to the line-to-line separation and
the dependence of Lpg on the line width is non-negligible: Lpg decreases by 4–6 %,
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as quantified by comparison of the data shown in Fig. 28.5 with the data shown in
Fig. 28.6. In paired grids, therefore, the grid inductance decreases more slowly with
line width as compared with interdigitated and non-interdigitated grids, because a
reduction in the self-inductance of the current paths Lpp is significantly offset by a
decrease in the inductive coupling of the paths Lpg.

28.5 Dependence of Inductance on Grid Type

The grid inductance varies with the configuration of the grid. With the same number
of power/ground lines, grids with alternating power and ground lines exhibit a lower
inductance than non-interdigitated grids; this behavior is discussed in Sect. 28.5.1.
The inductance of the paired grids is lower than the inductance of the interdigitated
grids; this topic is discussed in Sect. 28.5.2.

28.5.1 Non-interdigitated Versus Interdigitated Grids

The difference in inductance between non-interdigitated and interdigitated grids
increases with the number of lines, reaching an approximately 4.2 difference for
ten power/ground line pairs for the case of a 1 � 1 �m cross section line, as shown
in Fig. 28.4 (� 4.7 difference for the case of a 1 � 3 �m cross section line). This
difference is due to two factors.

First, in non-interdigitated grids the lines carrying current in the same direction
(forming the forward or return current paths) are spread over half the width of the
grid, while in interdigitated (and paired) grids both the forward and return paths
are spread over the entire width of the grid. The smaller the separation between
the lines, the greater the mutual inductive coupling between the lines and the
partial self-inductance of the forward and return paths, Lpp and Lgg, as described in
Sect. 28.1. This trend is confirmed by the data shown in Figs. 28.5 and 28.6, where
interdigitated grids have a lower Lpp as compared to non-interdigitated grids.

Second, each line in the interdigitated structures is surrounded with lines carrying
current in the opposite direction, creating strong coupling between the forward and
return currents and increasing the partial mutual inductance Lpg. Alternatively, in
the non-interdigitated arrays (see Fig. 28.3a), all of the lines (except for the two
lines in the middle of the array) are surrounded with lines carrying current in the
same direction. The power-to-ground inductive coupling Lpg is therefore lower in
non-interdigitated grids, as shown in Figs. 28.5 and 28.6.

In summary, the interdigitated grids exhibit a lower partial self-inductance Lpp

and a higher partial mutual inductance Lpg as compared to non-interdigitated
grids [72, 73]. The interdigitated grids, therefore, have a lower loop inductance Lloop

as described by (28.4).
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28.5.2 Paired Versus Interdigitated Grids

The loop inductance of paired grids is 2.3 times lower than the inductance of the
interdigitated grids for the case of a 1 � 1 �m cross section line and is 1.9 times
lower for the case of a 1 � 3 �m cross section line, as shown in Fig. 28.4. The
reason for this difference is described as follows in terms of the partial inductance.
The structure of the forward (and return) current path in a paired grid is identical to
the structure of the forward path in an interdigitated grid (only the relative position
of the forward and return current paths differs). The partial self-inductance Lpp is
therefore the same in paired and interdigitated grids; the two corresponding curves
completely overlap in Figs. 28.5 and 28.6. The values of Lpp and Lgg for the two
types of grids are equal within the accuracy of the analysis. In contrast, due to the
immediate proximity of the forward and return current lines in the paired grids, the
mutual coupling Lpg is higher as compared to the interdigitated grids, as shown in
Figs. 28.5 and 28.6. Therefore, the difference in loop inductance between paired and
interdigitated grids is due to the difference in the mutual inductance [72, 73].

Note that although the inductance of a power distribution network (i.e., the
inductance of the power-ground current loop) in the case of paired power grids
is lower as compared to interdigitated grids, the signal self-inductance (i.e., the
inductance of the signal to the power/ground loop) as well as the inductive coupling
of the signal lines is higher. The separation of the power/ground line pairs in paired
grids is double the separation of the power and ground lines in interdigitated grids.
The current loops formed between the signal lines and the power and ground lines
are therefore larger in the case of paired grids. Interdigitated grids also provide
enhanced capacitive shielding for the signal lines, as each power/ground line has
the same number of signal neighbors as a power/ground line pair. Thus, a tradeoff
exists between power integrity and signal integrity in the design of high speed
power distribution networks. In many circuits, signal integrity is of primary concern,
making interdigitated grids the preferred choice.

28.6 Dependence of Inductance on Grid Dimensions

The variation of grid inductance with grid dimensions, such as the grid length and
width (assuming that the width and pitch of the grid lines is maintained constant)
is considered in this section. The dependence of the grid loop inductance on the
number of lines in the grid (i.e., the grid width) is discussed in Sect. 28.6.1. The
dependence of the grid loop inductance on the length of the grid is discussed
in Sect. 28.6.2. The concept of sheet inductance is described in Sect. 28.6.3.
A technique for efficiently and accurately calculating the grid inductance is outlined
in Sect. 28.6.4.
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28.6.1 Dependence of Inductance on Grid Width

Apart from a lower loop inductance, paired and interdigitated grids have an
additional desirable property as compared to non-interdigitated grids. The loop
inductance of paired and interdigitated grids depends inversely linearly with the
number of lines, as shown in Fig. 28.4. That is, for example, the inductance of
a grid with ten power/ground line pairs is half of the inductance of a grid with
five power/ground line pairs, all other factors being the same. For paired grids,
this inversely linear dependence is exact (i.e., any deviation is well within the
accuracy of the inductance extracted by FastHenry). For interdigitated grids, the
inversely linear dependence is exact within the extraction accuracy at high numbers
of power/ground line pairs. As the number of line pairs is reduced to two or
three, the accuracy deteriorates to 5–8 % due to the “fringe” effect. The electrical
environment of the lines at the edges of the grid, where a line has only one neighbor,
is significantly different from the environment within the grid, where a line has two
neighbors. The fringe effect is insignificant in paired grids because the electrical
environment of a line is dominated by the pair neighbor, which is physically much
closer as compared to other lines in the paired grid.

As discussed in Sect. 28.1, the inductance of conductors connected in parallel
decreases slower than inversely linearly with the number of conductors if inductive
coupling of the parallel conductors is present. The inversely linear decrease of
inductance with the number of lines may seem to contradict the existence of
significant inductive coupling among the lines in a grid. This effect can be explained
by (28.4). While the partial self-inductance of the power and ground paths Lpp and
Lgg indeed decreases slowly with the number of lines, so does the power to ground
coupling Lpg, as shown in Figs. 28.5 and 28.6. The nonlinear behavior of Lpp and the
nonlinear behavior of Lpg effectively cancel each other (see (28.4)), resulting in a
loop inductance with an approximately inversely linear dependence on the number
of lines [71, 73].

From a circuit analysis point of view this behavior can be explained as follows.
Consider a paired grid. The coupling of a distant line to a power line in any
power/ground pair is nearly the same as the coupling of the same distant line to
a ground line in the same pair due to the close proximity of the power and ground
lines within each power/ground pair. The coupling to the power line counteracts
the coupling to the ground line. As a result, the two effects cancel. Applying the
same argument in the opposite direction, the effect of coupling a specific line to a
power line is canceled by the line coupling to the ground line immediately adjacent
to the power line. Similar reasoning is applicable to interdigitated grids, however,
due to the equidistant spacing between the lines, the degree of coupling cancellation
is lower for those lines at the periphery of the grid. The lower degree of coupling
cancellation is the cause of the aforementioned “fringe” effect.
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Fig. 28.7 Grid inductance
versus grid length
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28.6.2 Dependence of Inductance on Grid Length

The length of the grid structures described in Sect. 28.3 is varied to characterize the
variation in the grid inductance with grid length. The results are shown in Fig. 28.7.
The grid inductance varies virtually linearly over a wide range of grid length. This
behavior is due to the cancellation of long distance inductive coupling, as described
in Chap. 3. The linear dependence of inductance on length is analogous to the
dependence of inductance on the number of lines [71]. Similar to the variation in the
loop inductance, illustrated in Fig. 3.4, the variation in the grid inductance deviates
from the linear behavior at grid lengths comparable to the separation between the
forward and return current paths. In non-interdigitated grids, the effective separation
between the forward and return currents is greatest. The range of the linear variation
of the inductance with grid length is therefore limited as compared to paired and
interdigitated grids, as shown in Fig. 28.7.

28.6.3 Sheet Inductance of Power Grids

As discussed in this section, the inductance of grids with alternating power and
ground lines is linearly dependent upon the grid length and number of lines.
Furthermore, the grid inductance of interdigitated grids is relatively constant with
frequency, as described in Chap. 29. These properties of the grid inductance greatly
simplify the procedure for evaluating the inductance of power distribution grids,
permitting the efficient assessment of design tradeoffs.

The resistance of the grid increases linearly with grid length and decreases
inversely linearly with grid width (i.e., the number of parallel lines). Therefore,
the resistive properties of the grid can be conveniently described as a dimension
independent grid sheet resistance R�, similar to the sheet resistance of an intercon-
nect layer. The linear dependence of the grid inductance on the grid dimensions is
similar to that of the grid resistance. As with resistance, it is convenient to express
the inductance of a power grid as a dimension independent grid sheet inductance
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L� (i.e., Henrys per square), rather than to characterize the grid inductance for a
particular grid with specific dimensions. Thus,

L� D Lgrid � PN

l
; (28.5)

where l is the grid length, P is the line (or line pair) pitch, and N is the number
of lines (line pairs). This approach is analogous to the plane sheet inductance of
two parallel power and ground planes (e.g., in a PCB stack), which depends only
on the separation between the planes, not on the specific dimensions of the planes.
Similarly, the grid sheet inductance reflects the overall structural characteristics of
the grid (i.e., the line width and pitch) and is independent of the dimensions of a
specific structure (i.e., the grid length and the number of lines in the grid). The sheet
inductance is used as a dimension independent measure of the grid inductance in
the discussion of power grid tradeoffs in Chap. 30.

28.6.4 Efficient Computation of Grid Inductance

The linear dependence of inductance on the grid length and width (i.e., the
number of lines) has a convenient implication. The inductance of a large paired
or interdigitated grid can be extrapolated with good accuracy from the inductance
of a grid consisting of only a few power/ground pairs.

For an accurate extrapolation of the interdigitated grids, the line width and pitch
of the original and extrapolated grids should be maintained the same. For example,
for a grid consisting of 2N lines (i.e., N power-ground line pairs) of length l, width
W, and pitch P, the inductance L2N can be estimated as

L2N � L2

N
; (28.6)

where L2 is the inductance of a loop formed by two lines with the same dimensions
and pitch. The inductance of a two-line loop L2 can be calculated using (3.4). The
power grid is considered to consist of uncoupled two-line loops. The accuracy of
the approximation represented by (28.6) is about 10 % for practical line geometries.
Alternatively, the grid inductance L2N can be approximated as

L2N � L4

2

N
; (28.7)

where L4 is the inductance of a power grid consisting of four lines of the original
dimensions and pitch. A grid consisting of four lines can be considered as two
coupled two-line loops connected in parallel. The loop inductance of a four-
line grid can be efficiently calculated using analytic expressions (28.3) and (3.4).
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For practical geometries, a four-line approximation (see (28.7)) offers an accuracy
within 5 % as compared to the two-line approximation (see (28.6)), as the coupling
to non-neighbor lines is partially considered.

In paired grids, the effective inductive coupling among power/ground pairs is
negligible and (28.6) is practically exact. The effective width of the current loop
in paired grids is primarily determined by the separation between the power and
ground lines within a pair. The spatial separation between pairs has (almost) no
effect on the grid loop inductance. Expression (3.4) should be used with caution in
estimating the inductance of adjacent power and ground lines. Expression (3.4) is
accurate only for low frequencies and moderate W/T ratios; (3.4) does not consider
proximity effects in paired grids at high frequencies.

Alternatively, the grid sheet inductance L� can be determined based on (28.6)
and (28.7). For example, using (3.4) to determine the loop inductance of a line pair
Lpair, the grid sheet inductance of a paired grid becomes

L� D Lpair
P

l
� 0:4P

�
ln

S

H C W
C 3

2

�
�H

� ; (28.8)

where P is the line pair pitch, and S is the separation between the line centers in the
pair. The inductance of grids with the same line width and pitch is

Lgrid D L� � l

PN
: (28.9)

To summarize, the inductance of regular grids with alternating power and ground
lines can be accurately estimated with analytic expressions.

28.7 Summary

The inductive properties of single layer regularly structured grids have been
characterized. The primary results are summarized as follows.

• The inductance of grids with alternating power and ground lines varies linearly
with grid length and width

• The inductance of grids with alternating power and ground lines varies relatively
little with the cross-sectional dimensions of the lines and the signal frequency

• The inductance of grids with alternating power and ground lines can be con-
veniently expressed in a dimension independent form described as the sheet
inductance

• The grid inductance can be analytically calculated based on the grid dimensions
and the cross-sectional dimensions of the lines



Chapter 29
Variation of Grid Inductance with Frequency

The variation of inductance with frequency in high performance power distribution
grids is discussed in this chapter. As discussed in Chap. 7, the on-chip inductance
affects the integrity of the power supply in high speed circuits. The frequency of
the currents flowing through the power distribution networks in high speed ICs
varies from quasi-DC low frequencies to tens of gigahertz. Thus, understanding the
variation of the power grid inductance with frequency is important in order to built
a robust and efficient power delivery system.

This chapter is organized as follows. A procedure for analyzing the inductance
as a function of frequency is described in Sect. 29.1. The variation of the power grid
inductance with frequency is discussed in Sect. 29.2. The chapter concludes with a
summary.

29.1 Analysis Approach

The variation of the grid inductance with frequency is evaluated for the three types
of power/ground grids: non-interdigitated, interdigitated, and paired. These types
of grid structures are described in Sect. 28.3. The grid structures are depicted in
Fig. 29.1.

The analysis is analogous to the procedure described in Sect. 28.3. The induc-
tance extraction program FastHenry [70] is used to explore the inductive properties
of these interconnect structures. A conductivity of 58 S=�m ' .1:72 �� � cm/�1 is
assumed for the interconnect material.

The inductance of grids with alternating power and ground lines, i.e., interdigi-
tated and paired grids, behaves similarly to the grid resistance. With the width and
pitch of the lines fixed, the inductance of these grid types increases linearly with the
grid length and decreases inversely linearly with the number of lines, as discussed
in Chap. 28. Consequently, the inductive and resistive properties of interdigitated

© Springer International Publishing Switzerland 2016
I.P. Vaisband et al., On-Chip Power Delivery and Management,
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a

b

c

Fig. 29.1 Power/ground grid structures under investigation; (a) non-interdigitated grid, (b) inter-
digitated grid, the power lines are interdigitated with the ground lines, (c) paired grid, the power
and ground lines are in close pairs. The power lines are gray colored, the ground lines are white
colored

and paired grids with a specific line width and pitch can be conveniently expressed
in terms of the sheet inductance L�, henrys per square, and the sheet resistance
R�, ohms per square [125]. As with the sheet resistance, the sheet inductance is
convenient since it is independent of a specific length and width of the grid; this
quantity depends only on the pitch, width, and thickness of the grid lines. The
impedance properties of interdigitated and paired grids can therefore be studied on
structures with a limited number of lines. These results are readily scaled to larger
structures, as described in Sect. 28.6.

The grid structures consist of ten lines, five power lines and five ground lines. The
power and ground lines carry current in opposite directions, such that a grid forms
a complete current loop. The grid lines are assumed to be 1 mm long and are placed
on a 10 �m pitch (20 �m line pair pitch in paired grids). The specific grid length
and the number of lines is not significant. As discussed in Sect. 28.6 and Chap. 3,
the inductance scales linearly with the grid length and the number of lines, provided
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the line length to line separation ratio is high and the number of lines exceeds eight
to ten. An analysis of the aforementioned grid structures has been performed for line
widths W of 1, 3, and 5 �m. The line thickness is 1 �m. The line separation within
power-ground pairs in paired grids is 1 �m.

29.2 Discussion of Inductance Variation

The variation of grid inductance with frequency is presented and discussed in this
section. Simple circuit models are discussed in Sect. 29.2.1 to provide insight into
the variation of inductance with frequency. Based on this intuitive perspective, the
data are analyzed and compared in Sect. 29.2.2.

29.2.1 Circuit Models

As discussed in Sect. 2.2, there are two primary mechanisms that produce a signifi-
cant decrease in the on-chip interconnect inductance with frequency, the proximity
effect and multi-path current redistribution. The phenomenon underlying these
mechanisms is, however, the same. Where several parallel paths with significantly
different electrical properties are available for current flow, the current is distributed
among the paths so as to minimize the total impedance. As the frequency increases,
the circuit inductance changes from the low frequency limit, determined by the
ratio of the resistance of the parallel current paths, to the high frequency value,
determined by the inductance ratio of the current paths. At high signal frequencies,
the inductive reactance dominates the interconnect impedance; therefore, the path of
minimum inductance carries the largest share of the current, minimizing the overall
impedance (see Fig. 2.10). Note that parallel current paths can be formed either
by several physically distinct lines, as in multi-path current redistribution, or by
different paths within the same line, as in the proximity effect, as shown in Fig. 29.2.
A thick line can be thought of as being composed of multiple thin lines bundled
together in parallel. The proximity effect in such a thick line can be considered as a
special case of current redistribution among multiple thin lines forming a thick line.

2 1 Return
path

Fig. 29.2 A cross-sectional view of two parallel current paths (gray circles) sharing the same
current return path (gray rectangle). The path closest to the return path, path 1, has a lower
inductance than the other path, path 2. The parallel paths can be either two physically distinct
lines, as shown by the dotted line, or two different paths within the same line, as shown by the
dashed line
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Fig. 29.3 A circuit model of
two current paths with
different inductive properties
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Fig. 29.4 Impedance
magnitude versus frequency
for two paths with dissimilar
impedance characteristics
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Consider a simple case with two current paths with different inductive properties.
The impedance characteristics are represented by the circuit diagram shown in
Fig. 29.3, where the inductive coupling between the two paths is neglected for
simplicity. Assume that L1 < L2 and R1 > R2.

For the purpose of evaluating the variation of inductance with frequency, the
electrical properties of the interconnect are characterized by the inductive time
constant 
 D L=R. The impedance magnitude of these two paths is schematically
shown in Fig. 29.4. The impedance of the first path is dominated by the inductive
reactance above the frequency f1 D 1

2�
R1

L1
D 1

2�
1
. The impedance of the

second path is predominantly inductive above the frequency f2 D 1
2�

R2

L2
D 1

2�
2
,

f2 < f1. At low frequencies, i.e., from DC to the frequency f1, the ratio of
the two impedances is constant. The effective inductance at low frequencies is
therefore also constant, determining the low frequency inductance limit. At high
frequencies, i.e., frequencies exceeding f2, the ratio of the impedances is also
constant, determining the high frequency inductance limit, L1L2

L1CL2
. At intermediate

frequencies from f1 to f2, the impedance ratio changes, resulting in a variation of
the overall inductance from the low frequency limit to the high frequency limit. The
frequency range of inductance variation is therefore determined by the two time
constants, 
1 and 
2. The magnitude of the inductance variation depends upon both
the difference between the time constants 
1 and 
2 and on the inductance ratio
L1=L2. Analogously, in the case of multiple parallel current paths, the frequency
range and the magnitude of the variation in inductance is determined by the
minimum and maximum time constants as well as the difference in inductance
among the paths.
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The decrease in inductance begins when the inductive reactance j!L of the path
with the lowest R=L ratio becomes comparable to the path resistance R, R � j!L.
The inductance, therefore, begins to decrease at a lower frequency if the minimum
R=L ratio of the current paths is lower.

Due to this behavior, the proximity effect becomes significant at higher frequen-
cies than multi-path current redistribution. Significant proximity effects occur in
conductors containing current paths with significantly different inductive charac-
teristics. That is, the inductive coupling of one edge of the line to the “return”
current (i.e., the current in the opposite direction) is substantially different from
the inductive coupling of the other edge of the line to the same “return” current.
In geometric terms, this characteristic means that the line width is larger than or
comparable to the distance between the line and the return current. Consequently,
the line with significant proximity effects is typically the immediate neighbor of
the current return line. A narrower current loop is therefore formed with the current
return path as compared to the other lines participating in the multi-path current
redistribution. A smaller loop inductance L results in a higher R=L ratio. Referring to
Fig. 2.10, current redistribution between paths one and two proceeds at frequencies
lower than the onset frequency of the proximity effect in path one.

29.2.2 Analysis of Inductance Variation

The inductance of non-interdigitated grids versus signal frequency is shown in
Fig. 29.5. At low frequencies, the forward and return currents are uniformly
distributed among the lines. The two lines in the center of the grid form the smallest
current loop while the lines at the periphery of the grid form wider current loops.
The effective width of the current loop at low frequencies is relatively large, approx-
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Fig. 29.5 Loop inductance of non-interdigitated grids versus signal frequency
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Fig. 29.6 Loop inductance of paired grids versus frequency

imately half of the grid width. Non-interdigitated grids, therefore, have a relatively
large inductance L and a low R=L ratio as compared to the other two grid types,
interdigitated and paired. Consequently, the onset of a decrease in inductance occurs
at a comparatively lower frequency, as illustrated in Figs. 29.5, 29.6, and 29.7. As
the signal frequency increases, the current redistributes toward the center of the grid
to decrease the grid inductance. Since the width of the grid is much larger than
the width of the grid line, the decrease in inductance is primarily due to multi-
path current redistribution among the different lines while current redistribution
within the line cross sections (the proximity effect) is a secondary effect. The low
frequency inductance of a non-interdigitated grid increases with grid width. As the
grid width (i.e., the number of lines) increases, the decrease in inductance with
frequency becomes more significant and begins at a lower frequency [73].

In power grids with alternating power and ground lines (such as the interdigitated
and paired grid structures illustrated in Fig. 29.1b, c, respectively), each line has
the same resistance and self-inductance per length, and almost the same inductive
coupling to the rest of the grid. As discussed in Chap. 30, long distance inductive
coupling is cancelled out in grids with a periodic structure, such that the lines are
inductively coupled only to the immediate neighbors, making inductive coupling
effectively a local phenomenon. As a result, the distribution of the current among
the lines at low frequencies (where the current flows through the path of lowest
resistance) practically coincides with the current distribution at high frequencies
(where the current flows through the path of lowest inductance). That is, the line
resistance has a negligible effect on the current distribution within the grid, i.e.,
multi-path current redistribution is insignificant. Consequently, the decrease in
inductance at high frequencies is caused primarily by the proximity effect which
depends upon the line width, spacing, and material resistivity.

This situation is exemplified by paired grids, where multi-path current redis-
tribution is insignificant and the proximity effect is more pronounced due to the
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Fig. 29.7 Loop inductance of interdigitated grids versus frequency

small separation between adjacent power and ground lines. The loop inductance
versus signal frequency for paired grids is shown in Fig. 29.6. The wider the line,
the lower the frequency at which the onset of the proximity effect occurs and the
larger the relative decrease in inductance [515, 516], as depicted in Fig. 29.6. Thus,
the primary mechanism for a decrease in inductance in paired grids is the proximity
effect.

The loop inductance versus signal frequency for interdigitated grids is shown
in Fig. 29.7. As in paired grids, multi-path current redistribution is insignificant in
interdigitated grids. However, the separation between grid lines is large as compared
to the line width (unless the line width is comparable to the line pitch) and the
proximity effect is, therefore, also insignificant [515, 516]. As shown in Fig. 29.7,
the inductance of interdigitated grids is relatively constant with frequency, the
decrease being limited to 10–12% of the low frequency inductance except for the
case of very wide lines where the proximity effect becomes significant.

29.3 Summary

The variation of inductance with frequency in high performance power distribution
grids is evaluated in this chapter. The variation of inductance with frequency in
three types of power grids is analyzed in terms of the mechanisms of inductance
variation, as discussed in Sect. 2.2. These results support the design of area efficient
and robust power distribution grids in high speed integrated circuits. The chapter
results are summarized as follows.

• The inductance of power distribution grids decreases with increasing signal
frequency
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• The decrease in the inductance of non-interdigitated grids is primarily due to
multi-path redistribution of the forward and return currents

• Multi-path current redistribution is greatly minimized in interdigitated and paired
grids due to the periodic structure of these grids

• The smaller the separation between the power and ground lines and the wider
the lines, the more significant the proximity effects become and the greater the
relative decrease in inductance with frequency

• The wider the grid lines, the lower the frequency at which the onset of the
decrease in inductance occurs



Chapter 30
Inductance/Area/Resistance Tradeoffs

Tradeoffs among inductance, area, and resistance of power distribution grids are
evaluated in this chapter. As discussed in Sect. 1.3, design objectives, such as low
impedance (low inductance and resistance), small area, and low current densities
(for improved reliability), are typically in conflict. It is therefore important to
make a balanced compromise among these design goals based upon application-
specific constraints. A quantitative model of the inductance/area/resistance tradeoff
in high performance power distribution networks is therefore necessary to achieve
an efficient power distribution network. Another important goal is to provide
quantitative guidelines to these tradeoffs and to bring intuition to the design of high
performance power distribution networks.

Two tradeoff scenarios are considered in this chapter. The inductance versus
resistance tradeoff under a constant grid area constraint in high performance power
distribution grids is analyzed in Sect. 30.1. The inductance versus area tradeoff
under a constant grid resistance constraint is analyzed in Sect. 30.2. The chapter
concludes with a summary.

30.1 Inductance vs. Resistance Tradeoff Under a Constant
Grid Area Constraint

In the first tradeoff scenario, the fraction of the metal layer area dedicated to the
power grid, called the grid area ratio and denoted as A, is assumed fixed, as shown
in Fig. 30.1. The objective is to explore the tradeoff between grid inductance and
resistance under the constraint of a constant area [125]. The area dedicated to
the grid includes both the line width W and the minimum spacing S0 necessary
to isolate the power line from any neighboring lines; therefore, the grid area ratio
can be expressed as A D WCS0

P , where P is the line pitch.

© Springer International Publishing Switzerland 2016
I.P. Vaisband et al., On-Chip Power Delivery and Management,
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W + S0

W + S0

W + S0

P

P

A =
P

= const

Fig. 30.1 Inductance versus resistance tradeoff scenario under a constant area constraint. As the
line width varies, the grid area, including the minimum line spacing S0, is maintained the same

The inductance of paired grids is virtually independent of the separation between
the power/ground line pairs. The effective current loop area in paired grids is
primarily determined by the line spacing within each power/ground pair, which is
much smaller than the separation between the power/ground pairs [72]. Therefore,
only paired grids with an area ratio of 0.2 (i.e., one fifth of the metal resources are
allocated to the power and ground distribution) are considered here; the properties
of paired grids with a different area ratio A (i.e., different P/G separation) can
be linearly extrapolated. In contrast, the dependence of the inductance of the
interdigitated grids on the grid line pitch is substantial, since the effective current
loop area is strongly dependent on the line pitch. Interdigitated grids with area ratios
of 0.2 and 0.33 are analyzed here.

To investigate inductance tradeoffs in power distribution grids, the dependence
of the grid inductance on line width is evaluated using FastHenry. Paired and
interdigitated grids consisting of ten P/G lines are evaluated. A line length of
1000 �m and a line thickness of 1 �m are assumed. The minimum spacing between
the lines S0 is 0.5 �m. The line width W is varied from 0.5 to 5 �m.

The grid inductance Lgrid versus line width is shown in Fig. 30.2 for two signal
frequencies: 1 GHz (the low frequency case) and 100 GHz (the high frequency case).
The high frequency inductance is within 10 % of the low frequency inductance for
interdigitated grids, as mentioned previously. The large change in inductance for
paired grids is due to the proximity effect in closely spaced, relatively wide lines.

With increasing line width W, the grid line pitch P (and, consequently, the grid
width) increases accordingly so as to maintain the desired grid area ratio A D WCS0

P .
Therefore, the inductance of a grid with a specific line width cannot be directly
compared to the inductance of a grid with a different line width due to the difference
in grid width. To perform a meaningful comparison of the grid inductance, the
dimension specific data shown in Fig. 30.2 is converted to a dimension independent
sheet inductance. The sheet inductance of a grid with a fixed area ratio A, LA

�, can
be determined from Lgrid through the following relationship,

LA
�.W/ D Lgrid

NP

l
D Lgrid

N

l

W C S0

A
; (30.1)
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Fig. 30.2 The grid inductance versus line width under a constant grid area constraint for paired
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versus line width under a constant grid area constraint

where N is the number of lines (line pairs), P is the line (line pair) pitch in an
interdigitated (paired) grid, and l is the grid length. For each of the six Lgrid data
sets shown in Fig. 30.2, a correspondent LA

� versus line width data set is plotted
in Fig. 30.3. As illustrated in Fig. 30.3, the sheet inductance LA

� increases with line
width; this increase with line width can be approximated as a linear dependence
with high accuracy.

The low frequency sheet resistance of a grid is R� D ��
P
W . The grid resistance

under a constant area ratio constraint, A D WCS0

P D const, can be expressed as a
function of only the line width W,

RA
� D ��

A

W C S0

W
: (30.2)
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a constant grid area constraint

This expression shows that as the line width W increases from the minimum line
width Wmin D S0 ( WCS0

W D 2) to a large width (W � S0, WCS0

W ' 1), the resistance
decreases twofold. An intuitive explanation of this result is that at the minimum line
width Wmin D S0, only half of the grid area used for power routing is filled with
metal lines (the other half is used for line spacing) while for large widths W � S0,
almost all of the grid area is metal.

In order to better observe the relative dependence of the grid sheet inductance
and resistance on the line width, LA

� and RA
� are plotted in Fig. 30.4 normalized

to the respective values at a minimum line width of 0.5 �m (such that LA
� and RA

�
are equal to one normalized unit at 0.5 �m). As shown in Fig. 30.4, five out of six
LA

� lines have a similar slope. These lines depict the inductance of a paired grid at
1 GHz and the inductance of two interdigitated grids (A D 0:2 and A D 0:33) at 1
and 100 GHz. The line with a lower slope represents a paired grid at 100 GHz. This
different behavior is due to pronounced proximity effects in closely placed wide
lines with very high frequency signals.

The dependence of the grid sheet inductance on line width is virtually linear and
can be accurately approximated by

LA
�.W/ D LA

�.Wmin/ � f1 C K � .W � Wmin/g ; (30.3)

where LA
�.Wmin/ is the sheet inductance of a grid with a minimum line width and K

is the slope of the lines shown in Fig. 30.4. Note that while LA
�.Wmin/ depends on

the grid type and area ratio (as illustrated in Fig. 30.3), the coefficient K is virtually
independent of these parameters (with the exception of the special case of paired
grids at 100 GHz).

The grid inductance increases with line width, as shown in Fig. 30.4. The
inductance increases eightfold (sixfold for the special case of a paired grid at
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100 GHz) for a tenfold increase in line width [125]. The grid resistance decreases
nonlinearly with line width. As mentioned previously, this decrease in resistance is
limited to a factor of 2.

The inductance versus resistance tradeoff has an important implication in the case
where at the minimum line width the peak power noise is determined by the resistive
voltage drop IR, but at the maximum line width the inductive voltage drop L dI=dt is
dominant. As the line width decreases, the inductive L dI=dt noise becomes smaller
due to the lower grid inductance L while the resistive IR noise increases due to the
greater grid resistance R, as shown in Fig. 30.4. Therefore, a minimum total power
supply noise, IR C L dI=dt, exists at some target line width. The line width that
produces the minimum noise depends upon the ratio and relative timing of the peak
current demand I and the peak transient current demand dI

dt . The optimal line width
is, therefore, application dependent. This tradeoff provides guidelines for choosing
the width of the power grid lines that produces the minimum noise.

30.2 Inductance vs. Area Tradeoff Under a Constant Grid
Resistance Constraint

In the second tradeoff scenario, the resistance of the power distribution grid is
fixed (for example, by IR drop or electromigration constraints) [125], as shown in
Fig. 30.5. The grid sheet resistance is

R� D ��
P

W
D ��

M
D const; (30.4)

where �� is the sheet resistivity of the metal layer and M D W
P is the fraction of

the area filled with power grid metal, henceforth called the metal ratio of the grid.
The constant resistance R� infers a constant grid metal ratio M. The constraint of
a constant grid resistance is similar to that of a constant grid area except that the
line spacing is not considered as a part of the grid area. The objective is to explore

W P

W P

A = W
P

= const

Fig. 30.5 Inductance versus area tradeoff scenario under a constant resistance constraint. As the
line width varies, the metal area of the grid and, consequently, the grid resistance are maintained
constant
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versus line width under a constant grid resistance constraint

tradeoffs between the grid inductance and area under the constraint of a constant
grid resistance. This analysis is conducted similarly to the analysis described in the
previous section. The grid inductance LR

grid versus line width is shown in Fig. 30.6.
The corresponding sheet inductance LR

� versus line width data set is plotted in
Fig. 30.7. The normalized sheet inductance and grid area data, analogous to the data
shown in Fig. 30.4, is depicted in Fig. 30.8.

As shown in Fig. 30.8, under a constant resistance constraint, the grid inductance
increases linearly with line width. Unlike in the first scenario, the slope of the
inductance increase with line width varies with the grid type and grid metal ratio.
Paired grids have the lowest slope and interdigitated grids with a metal ratio of 0.33
have the highest slope. A slower increase in inductance with line width is preferable,
as, under a target resistance constraint, the power network is either smaller and/or
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Fig. 30.8 Normalized sheet inductance LR
�

and grid area ratio AR versus the width of the P/G line
under a constant grid resistance (i.e., constant grid metal ratio M) constraint

less inductive. The slope of the inductance increase with line width is independent
of frequency in interdigitated grids (the lines for 1 and 100 GHz coincide and are
not discernible in the figure), while in paired grids the slope decreases significantly
at high frequencies (100 GHz). The inductance increase varies from 8 to 16-fold,
depending on grid type and grid resistance (i.e., grid metal ratio), for a tenfold
increase in line width. A reduction in the grid area is limited by a factor of 2, similar
to the decrease in resistance in the first tradeoff scenario.

30.3 Summary

Inductance/area/resistance tradeoffs in single layer power distribution grids are
explored in this chapter. The primary conclusions can be summarized as follows.

• The grid inductance can be traded off against the grid resistance as the width of
the grid lines is varied under a constant grid area constraint

• The grid inductance can be traded off against the grid area as the width of the
grid lines is varied under a constant grid resistance constraint

• The grid inductance varies linearly with line width when either the grid resistance
or the grid area is maintained constant

• The associated penalty in grid area (or resistance) is relatively small as long as
the line width remains significantly greater than the minimum line spacing



Chapter 31
Noise Characteristics of On-Chip Power
Networks with Decoupling Capacitors

The high frequency response of a power distribution system is the focus of this
chapter. The impedance of the power distribution system at high frequencies is
determined by the characteristics of the on-chip power distribution network. The
impedance of a power system at a specific on-chip location is determined by the
local resistive, inductive, and capacitive characteristics of the on-chip network. In
this chapter, the impedance characteristics of both the on-chip power interconnect
and the decoupling capacitors are combined to evaluate the noise characteristics of a
power network. The inductance of an on-chip power distribution network is shown
under specific conditions to be a significant design issue in high speed integrated
circuits.

As discussed in Chap. 7, the inductance of the on-chip power and ground
interconnect affects the impedance characteristics at relatively high frequencies;
specifically, from the chip-package resonance to the highest frequencies of interest.
The on-chip interconnect is a part of the current loop from the on-chip decoupling
capacitors to the package decoupling capacitors. Typically, the inductance of
this current loop is dominated by other parts of the loop—the bonding solder
bumps, package conductors, and package decoupling capacitors. This situation is
changing with technology scaling, as discussed in Sect. 31.1. The propagation of
the power supply noise through the on-chip power distribution network is discussed
in Sect. 31.2. The on-chip interconnect also provides a current path between the
on-chip decoupling capacitors and the load. As the switching speed of the load
increases, the inductance of the on-chip power lines can degrade the effectiveness
of the on-chip capacitors, as discussed in Sect. 31.3. The chapter concludes with a
summary.
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31.1 Scaling Effects in Chip-Package Resonance

The continuous improvement in the performance characteristics of integrated
circuits is primarily due to decreasing feature sizes, as discussed in Chap. 1. Tech-
nology scaling, however, has highly unfavorable implications for the impedance
characteristics of a power distribution system. The manner in which these scaling
trends affect the impedance characteristics of a power distribution system are
described in this section. Specifically, the impedance characteristics near the chip-
package resonance is the topic of primary concern.

Ideal scaling theory is briefly reviewed in Sect. 5.1. The current density increases
as S and the supply voltage decreases as 1=S in the ideal scaling scenario, as
discussed in Chap. 5. To maintain the power noise margin at the same fraction
of the power supply voltage, the impedance of the power distribution system will
decrease as

Zpds / V

I
D 1

S2S2
C

; (31.1)

assuming that the circuit area increases by a factor SC.
Power supply scaling is impeded in sub-100 nm technologies by the difficulties in

reducing the transistor threshold voltages. A decrease in the power supply voltage
therefore significantly deviates from the ideal scaling scenario [124]. Consider a
scenario where the voltage levels are scaled by a factor SV (SV < S). The power
supply Vdd decreases as 1=SV , while the transistor current Itr scales as S=S2

V . The
current per circuit area Ia increases by a factor of S2 � Itr D S3=S2

V . The impedance
of the power supply system therefore decreases as

Zpds / V

I
/ 1

SV

1

S2
CS3=S2

V

/ SV

S

1

S2S2
C

: (31.2)

This rate of decrease in the impedance is greater by a factor of S=SV as compared to
the ideal scaling scenario represented by (31.1).

The evolution of the impedance of a power distribution system in micro-
processors is illustrated in Fig. 31.1. The rate of decrease in the impedance is
approximately 2.7 times per technology generation (there are approximately four
technology generations per decade). This rate is significantly greater than the dimen-
sion scaling factor

p
2, in good agreement with the scaling analysis characterized

by (31.1) and (31.2). As described in Chap. 1, the rate of decrease in the target
impedance has recently saturated (1.25 times per computer generation [286]). This
decrease is due to the limited power dissipation capabilities of traditional air cooled
packaging.

Consider the magnitude of the impedance at the frequency of the chip-package
resonance, where the impedance is typically the greatest. The minimum impedance
at the resonant frequency is the characteristic impedance of the tank circuit,

Z0 D
q

L
C , where C is the on-chip decoupling capacitance and L is the inductance
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Fig. 31.1 Evolution of the impedance of a power distribution system in microprocessors. Several
families of microprocessors and ITRS predictions [124] are shown in different shades of gray. The
power supply noise margin is assumed to be 10 % of the power supply voltage

of the current loop from the on-chip load to the package decoupling capacitance,
as discussed in Sect. 7.6. The decoupling capacitance per circuit area increases by
a factor of S, and the overall capacitance of a circuit increases as S2

CS. The flip-
chip contact density increases by a factor of S, assuming a contact pitch scaling
factor of

p
S, as discussed in Chap. 5. Assuming a proportional decrease in the other

components of the resonant inductance L, such as the inductance of the package
conductors and the series inductance of the package capacitors, the overall loop
inductance L decreases by a factor of S. Including an increase in the chip area as
a factor of S2

C, the inductance decreases by a factor of 1=S2
CS. In this scenario, the

resonant impedance only decreases by a factor of

r
1=S2

CS

S2
CS

D 1=S2
CS, which is smaller

than the requirements determined by (31.1) and (31.2). This reduction in impedance
is therefore insufficient to satisfy a target noise margin. Further improvements in
the circuit characteristics are necessary to approach the target specifications. The
on-chip decoupling capacitance C is expensive to increase. When the available on-
chip area is filled with decoupling capacitors, any additional decoupling capacitors
increase die area and, consequently, the overall cost. Furthermore, in sub-100 nm
technologies, the on-chip decoupling capacitors increase the static power consump-
tion due to gate tunneling leakage current [517, 518].

The inductance of the current loop between the on-chip circuits and the package
capacitors should be decreased to achieve the target impedance. The required
decrease in inductance is particularly significant due to the square root dependence
of the impedance on inductance. The inductance is reduced in advanced packaging
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technologies through improvements in the structure of the package and package
decoupling capacitors. Application of finely spaced metal layers and replacing the
solder bump connections with denser microvia contacts have been described to
achieve this objective [143].

Due to the aggressive reduction in the package inductance, the inductance of the
off-chip portion of the current loop becomes comparable to the inductance of the
on-chip power interconnect structures. This trend is in agreement with the general
approach of using a system of hierarchical decoupling capacitors to achieve a
low impedance power distribution system. The upper frequency limit of the low
impedance characteristics of a power distribution system should be extended as
the switching speed of the on-chip circuitry increases with technology scaling.
Exclusively using on-chip capacitors to improve the high frequency impedance
characteristics is a relatively expensive solution. Reducing the package inductance
typically offers a more economical alternative by extending the frequency range of
the package decoupling capacitors, thereby relaxing the requirements placed on the
on-chip decoupling capacitors.

31.2 Propagation of Power Distribution Noise

The one-dimensional model described in Chap. 7 is inadequate to accurately
describe the high frequency operation of a distributed circuit. As discussed in
Chap. 8, the high frequency behavior of the on-chip power distribution network
cannot be adequately described by a lumped model. A disturbance in the power
supply voltage due to switching a local load propagates relatively slowly through
the on-chip power distribution network. The power supply voltage is consequently
non-uniform across the circuit die. These important effects are absent in a one-
dimensional model. A two-dimensional model of the power distribution network is
essential to accurately capture the high frequency impedance characteristics. The
propagation of the power distribution noise through the on-chip power distribution
network based on a simplified circuit model is discussed in this section.

The speed of noise propagation is an important characteristic of a power distri-
bution network. The propagation speed of an undamped signal can be estimated
using an idealized model of an on-chip power distribution network, where the
decoupling capacitance is assumed to be uniformly distributed across a uniform
power distribution grid. Assuming one-dimensional signal propagation, the power
distribution grid is analogous to a capacitively loaded transmission line. The
corresponding velocity of the signal propagation is

v D 1p
L�Ca

; (31.3)

where L� is the sheet inductance of the power distribution grid (as described in
Chap. 28) and Ca is the area density of the on-chip decoupling capacitance.
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As a practical example, assume a global power distribution grid consists of
two layers with mutually perpendicular lines. The width and pitch of the grid
lines are 50 and 100 �m, respectively, similar to the characteristics of the upper
layer of the two layer grid considered in Sect. 35.2. The corresponding sheet
inductance is approximately 0.2 nH

� . A typical decoupling capacitance density Ca

in high performance digital circuits manufactured in a 130 nm CMOS process is
approximately 2 nF2/mm. The velocity of the signal propagation based on these
characteristics is approximately 1.6 mm/ns. This velocity is two orders of magnitude
smaller than the speed of light in the circuit dielectric—approximately 150 mm/ns
in silicon dioxide. The low velocity of the signal propagation is due to the high
capacitance across the power and ground interconnect. This estimate is the upper
bound on the signal velocity, as the resistance of the grid is neglected in (31.3).
The resistance of the power lines further reduces the velocity of the signal. In
overdamped power distribution networks, the signal propagation is determined by
an RC rather than an LC time constant and approaches a diffusive RC-like signal
behavior.

The relatively slow propagation of the power distribution noise has important
circuit implications. From the perspective of a switching circuit, the low velocity
noise propagation means that only the decoupling capacitance in the immediate
proximity of the switching load is effective in limiting power supply variations at
the load terminals. No charge sharing occurs during the switching transient between
the load and the decoupling capacitors located farther than the propagation velocity
times the switching time of the load, as described in Chap. 12. Alternatively, from
the perspective of a quiescent circuit, the low propagation velocity means that the
power supply level of the circuit is only affected by the switching loads that are
located in close proximity to the circuit.

The idealized uniform model can also be used to estimate the inductive behavior
of the on-chip power distribution grid. For one-dimensional signal propagation,
the metric of inductive behavior for transmission lines described by (2.40) can be
applied, yielding

tr
2
p

L�Ca
< l <

2

R�

s
L�
Ca

; (31.4)

where R� is the sheet resistance of the grid. Assuming a sheet resistance of 0.2 �=�
and a signal rise time tr of the load current of 100 ps,

0:1 mm < l < 3 mm; (31.5)

the power supply noise exhibits a significant inductive component only within a
limited distance from the switching load. In other terms, the damping factor � of the
current path within a power distribution grid,

� D R�l

2

s
Ca

L�
; (31.6)
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is smaller than unity if the path length is smaller than 3 mm. Within this distance
from the load, the response of a power distribution network is underdamped and
the power supply noise can exhibit significant ringing. At greater distances from
the load, the propagation of the power supply noise approaches a diffusive RC-like
behavior.

The inductance of a pair of wide global power and ground lines is comparable
to that of an on-chip signal line. The capacitive load of the power lines, however,
is approximately three orders of magnitude greater, while the resistance is ten to
a hundred times lower. The range of length where the power interconnect exhibits
inductive behavior, as indicated by (31.5), is similar to that of an on-chip signal line.

Note, however, that the characteristic impedance of a power-ground line pair is
approximately two orders of magnitude lower than the characteristic impedance of
an on-chip signal path. The magnitude of the power distribution noise induced by
switching an on-chip signal line is therefore two orders of magnitude smaller than
the swing of a signal line transition.

31.3 Local Inductive Behavior

The idealized model used in the preceding section provides a reasonable approxi-
mation of the noise propagation at a relatively large geometric scale, i.e., where the
wavelength of the signal is significantly larger than the pitch of the power lines. At
smaller scales (and, consequently, shorter propagation times), the discrete nature of
both the power load and the decoupling capacitors may be significant under certain
conditions. Particularly, the high frequency characteristics of the power distribution
interconnect become crucial. These local effects are discussed in this section.

A low impedance power distribution system during and immediately after the
switching of an on-chip load is maintained using on-chip decoupling capacitors.
The on-chip decoupling capacitance limits the variation of the power supply until
the package decoupling capacitors become effective. As discussed in Sect. 11.3, the
intrinsic parasitic capacitance of the load circuit typically provides a small fraction
of the required decoupling capacitance. The intrinsic capacitance is embedded in
the circuit structure. Consequently, the impedance between the intrinsic capacitance
and the switching load capacitance is small. The intentional decoupling capacitors
augment the intrinsic capacitance of the circuit to reach the required level of capac-
itance. The intentional capacitance, however, is typically added at the final stages
of the circuit design process and is often physically located at a significant distance
from the switching load. As the switching time of the load decreases, the impedance
of the power interconnect becomes increasingly important. The significance of the
power line impedance on the efficacy of the decoupling capacitors is demonstrated
in the following example.

Consider an integrated circuit manufactured in a sub-100 nm CMOS technology.
A high power local circuit macro, 200 � 200 �m in size, switches a 20 pF load
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capacitance Cload within a 100 ps time period tr . Assuming a 1 V power supply, the
maximum power current of the circuit is estimated as

Imax � CloadVdd

tr=2
D 20 pF � 1 V

100 ps=2
D 400 mA; (31.7)

and the maximum current transient as
�

dI

dt

�
max

� Imax

tr=2
D 400 mA

100 ps=2
D 8 � 109 A

s
: (31.8)

The decoupling capacitance embedded within the circuit is assumed to be insuffi-
cient, supplying only half of the required current. The rest of the current is supplied
by the nearest on-chip decoupling capacitor. To limit the resistive and inductive
voltage drops to below 100 mV, 10 % of the power supply in this 1 V system,
the resistance and inductance of the current path between the load circuit and the
decoupling capacitor should be smaller than, respectively,

Rmax D 0:1Vdd

0:5Imax
D 0:1 V

0:2 A
D 0:5 � (31.9)

and

Lmax D 0:1Vdd

0:5 .dI=dt/max
D 0:1 V

4 � 109 A=s
D 25 pH: (31.10)

These impedance specifications are demanding. Assume that the physical distance
between the load and the capacitor is 100 �m. Consider a scenario where the load
and capacitor are connected by two global power and ground lines that are 50 �m
wide, 1 �m thick, and are placed on a 100 �m pitch, as illustrated in Fig. 31.2a.
The resistance of the current path is approximately 0:08 �, well below the limit set
by (31.9). The inductance of the path, however, is approximately 80 pH, exceeding
the limit set by (31.10).

50 μm

100 μma

b
1 μm 6 μm

Fig. 31.2 Cross section of a current path connecting the load and decoupling capacitance. The
power lines are shown in a darker gray, while the ground lines are shown in a lighter gray. The
connection between the load and decoupling capacitance can be made using either (a) thick and
wide global power lines or (b) finer local power lines. The dimensions are drawn to scale
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Alternatively, if the load and decoupling capacitors are connected by fine lines of
a local distribution network, for example, by 32 interdigitated power and ground
lines with a 0.4 � 1 �m cross section and a 6 �m line pitch, as illustrated in
Fig. 31.2b, the inductance of the current path is reduced to 7 pH, well below the
limit set by (31.10). The resistance in this case, however, is approximately 0:63 �,
exceeding the limit set by (31.9). The high current density in these fine lines is also
likely to violate existing electromigration reliability constraints.

The target impedance characteristics are therefore more readily achieved if both
wide and thick lines in the upper metal layers and fine lines in the lower metal layers
are used. The superior impedance characteristics of such interconnect structures are
described in Chap. 35. Alternatively, the width of the global power and ground lines
in the upper metal layers should be greatly decreased. This approach will decrease
the inductance of the grid, at the expense of a moderate increase in resistance, as
discussed in Chap. 30.

Due to the limitations of the power interconnect, the on-chip decoupling capac-
itance should be placed in the immediate vicinity of the switching load in order to
be effective. This requirement necessitates novel approaches to allocating the on-
chip decoupling capacitance, as described in Chap. 12. A common design approach,
where the bulk of the decoupling capacitance is placed among the circuit blocks
after the initial design of the blocks has been completed, as shown in Fig. 11.18,
does not permit placing the decoupling capacitors sufficiently close to the circuits
far from the block boundary. As the feature size of the on-chip circuits decreases,
the capacitance allocation process should be performed at a commensurately finer
scale, as schematically illustrated in Fig. 31.3.

Fig. 31.3 The effect of circuit scaling on allocation of the on-chip decoupling capacitance. The
circuit blocks are shown in darker gray, the decoupling capacitors are shown in lighter gray. As
the circuit feature sizes decrease, the allocation of the on-chip decoupling capacitance should be
performed at a commensurately finer scale. If the size of the circuit blocks does not decrease in
proportion to the feature size, the decoupling capacitors are placed within the circuit blocks, as
shown on the right
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The high frequency characteristics of the on-chip power interconnect are partic-
ularly important when the power load is non-uniformly distributed. Those circuits
with the greatest peak power consumption require a significant decoupling capaci-
tance in close proximity while the surrounding lower power circuits tend to require
a relatively low decoupling capacitance.

The power consumption is particularly non-uniform in high performance digital
circuits with a highly irregular structure, such as microprocessors, which are com-
prised of both low and high power circuit blocks. More than half of the die area in
state-of-the-art microprocessors is occupied by memory circuit structures, which are
characterized by a low switching activity and, consequently, low power consump-
tion. The power density of a microprocessor core can be an order of magnitude
higher as compared to the memory arrays; the core and synchronization circuits
dissipate the dominant share of the overall circuit power. The distribution of the
power consumption within the high power blocks is also typically non-uniform. The
peak power demand circuitry with high load capacitances and switching activities,
such as the arithmetic units and bus drivers, can exceed severalfold the worst case
requirements of the surrounding circuits.

Contemporary trends in circuit design exacerbate the uneven distribution of the
dissipated power. Similar to microprocessors, system-on-chip circuits integrate
diverse circuit structures and also tend to exhibit a highly non-uniform power dis-
tribution pattern. Since the power consumption of integrated circuits has become a
primary design priority, as described in Chap. 1, aggressive power saving techniques
have become mandatory. Clock and power gating have gained wider use in order
to decrease dynamic and leakage power consumption, respectively, in idle circuit
blocks [308, 519–531]. While the power consumed by the circuit blocks is greatly
reduced in the gated mode, abrupt transients in the power current are induced when a
circuit block transitions from a power saving mode to active operation or vice versa.
Power gating presents particular challenges to the analysis and verification of power
distribution networks. A significant share of the decoupling capacitance is often
disconnected from the global network during a power-down mode. This change in
the decoupling capacitance can potentially cause power integrity problems in the
surrounding circuits.

31.4 Summary

The effect of the decoupling capacitance and the inductance of on-chip interconnect
on the high frequency impedance characteristics of a power distribution system is
discussed in this chapter. The primary conclusions are summarized as follows.

• The inductance of the on-chip interconnect becomes more significant as the induc-
tance of the package conductors is reduced

• The power noise propagates through the on-chip power distribution network at a
relatively low velocity
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• The response of the on-chip power distribution network is underdamped in close
proximity to the load

• The impedance of the current path between the on-chip load and the on-chip
decoupling capacitors becomes a critical design parameter as the power supply
and circuit switching times decrease

• Allocating the on-chip decoupling capacitance should be performed at a finer
scale as the feature size of the on-chip circuits decreases



Chapter 32
Power Noise Reduction Techniques

Future generations of integrated circuit technologies are trending toward higher
speeds and densities. The total capacitive load associated with the internal cir-
cuitry has been increasing for several generations of high complexity integrated
circuits [149, 243]. As the operating frequencies increase, the average on-chip
current required to charge and discharge these capacitances also has increased, while
the switching time has decreased. As a result, a large change in the total on-chip
current can occur within a brief period of time.

Due to the high slew rate of the currents flowing through the bonding wires,
package pins, and on-chip interconnects, the ground and supply voltage can fluctuate
(or bounce) due to the parasitic impedances associated with the package-to-chip and
on-chip interconnects. These voltage fluctuations on the supply and ground rails,
called ground bounce, � I noise, or simultaneous switching noise (SSN) [118], are
larger since a significant number of the I/O drivers and internal logic circuitry switch
close in time to the clock edges. SSN generates glitches on the ground and power
supply wires, decreasing the effective current drive of the circuits, producing output
signal distortion, thereby reducing the noise margins of a system. As a result, the
performance and functionality of the system can be severely compromised.

In the past, research on SSN has concentrated on transient power noise caused
by current flowing through the inductive bonding wires at the I/O buffers. SSN
originating from the internal circuitry, however, has become an important issue in
the design of nanoscale high performance ICs, such as systems-on-chip, mixed-
signal circuits, and microprocessors. This increased importance is due to fast
clock rates, large on-chip switching activities and currents, and increased on-chip
inductance, all of which are increasingly common characteristics of nanoscale
synchronous ICs.

Most of the work in this area falls into one of two categories: the first category
includes analytic models that predict the behavior of the SSN, while the second
category describes techniques to reduce ground bounce. A number of approaches
have previously been described to analyze power and ground bounce and the effect
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of SSN on the performance of high complexity integrated circuits. Senthinathan et
al. described an accurate technique for estimating the peak ground bounce noise by
observing negative local feedback present in the current path of the driver [532].
This work suffers from the assumption that the switching currents of the output
drivers are modeled as a triangular shape. In [533], Vaidyanath, Thoroddsen, and
Prince relaxed this assumption by deriving an expression for the peak value of the
ground bounce under the more realistic assumption that the ground bounce is a
linear function of time during the output transition of the driver. Other research
has considered short-channel effects in CMOS devices on the ground bounce
waveform [534–536]. While most prior research has concentrated on the case where
all of the drivers switch simultaneously, the authors in [535] consider the more
realistic scenario when the drivers switch at different times. The idea of considering
the effects of ground bounce on a tapered buffer has been presented in [537]. Tang
and Friedman developed an analytic expression characterizing the on-chip SSN
voltage based on a lumped RLC model characterizing the on-chip power supply
rail rather than a single inductor to model a bonding wire [23]. In [538], Heydari
and Pedram addressed ground bounce with no assumptions about the form of the
switching current or noise voltage waveforms. The effect of ground bounce on
the propagation delay and the optimum tapering factor of a multistage buffer is
discussed. An analytic expression for the total propagation delay in the presence of
ground bounce is also developed.

A number of techniques have been described to reduce SSN. In [539], a voltage
controlled output buffer is described to control the slew rate. Ground bounce
reduction is achieved by lowering the inductance in the power and ground paths by
utilizing substrate conduction. An algorithm based on integer linear programming to
skew the switching of the drivers to minimize ground bounce is presented in [540].
An architectural approach for reducing inductive noise caused by clock gating
through gradual activation/deactivation units has been described in [541]. In [542], a
routing method is described to distribute the ground bounce among the pads under a
constraint of constant routing area. The total P/G noise of the system, however, is not
reduced. Decoupling capacitors are often added to maintain the voltage on the P/G
rails within specification, providing charge for the switching transients [538, 543].
Recently, several methods for reducing ground bounce have been suggested, such
as bounce pre-generator circuits [544], supply current shaping, and clock frequency
modulation [545].

Design techniques to reduce P/G noise in mixed-signal power distribution
systems is the primary focus of this chapter. The efficiency of these techniques is
based on the physical parameters of the system. This chapter is organized as follows.
Ground noise reduction through the addition of a noise-free on-chip ground is
described in Sect. 32.1. The efficiency of the technique as a function of the physical
parameters of the system is evaluated in Sect. 32.2. Some specific conclusions are
summarized in Sect. 32.3.
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32.1 Ground Noise Reduction Through an Additional Low
Noise On-Chip Ground

An equivalent circuit of an SoC-based power delivery system is shown in Fig. 32.1.
Traditionally, noisy digital circuits share the power and ground supply with noise
sensitive analog circuits (see Chap. 41). If a number of digital blocks switch
simultaneously, the current ID drawn from the power distribution network can
be significant. This large current passes through the parasitic resistance Rp

Gnd and
inductance Lp

Gnd of the package, producing voltage fluctuations on the ground
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Fig. 32.1 An equivalent circuit for analyzing ground bounce in an SoC. The power distribution
network is modeled as a series resistance and inductance. The superscripts p and c denote
the parasitic impedance of, respectively, the package and on-chip power delivery systems. The
subscript Vdd denotes the power supply voltage and the superscript Gnd denotes the ground
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terminal (point A). As a result, ground bounce (or voltage fluctuations) appears at
the ground terminal of the noise sensitive circuits.

To reduce voltage fluctuations at the ground terminal of the noise sensitive
blocks, an on-chip low noise ground is added, as shown in Fig. 32.2. This approach
utilizes a voltage divider formed by the impedance between the noisy ground
terminal and the quiet ground terminal and the impedance of the path from the
quiet ground terminal to the off-chip ground. The value of the capacitor is chosen to
cancel the parasitic inductance of the additional low noise ground, i.e., the ESL of
the capacitor Ld and the on-chip and package parasitic inductances of the dedicated
low noise ground, respectively, L3

c and L3
p. Alternatively, the capacitor is tuned in

resonance with the parasitic inductances at a frequency that produces the greatest
reduction in noise. The impedance of the additional ground path, therefore, behaves
as a simple resistance.

The same technique can be used to reduce voltage fluctuations on the power
supply. Based on the nature of the power supply noise, an additional ground path or
power supply path can be provided. For instance, to ensure that the voltage does not
drop below the power supply level, an on-chip path to the power supply is added. In
the case of an overshoot, an additional ground path can be provided.
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Fig. 32.3 Simplified circuit of the ground bounce reduction technique. The ground bounce due
to simultaneously switching the digital circuits is modeled by a voltage source. The Noisy Gnd
denotes an on-chip ground for the simultaneously switching digital circuits. The Quiet Gnd denotes
a low noise ground for the noise sensitive circuits

32.2 Dependence of Ground Bounce Reduction on System
Parameters

To determine the efficiency in reducing ground bounce, a simplified circuit model
of the technique is used, as shown in Fig. 32.3. The ground bounce caused by
simultaneously switching within the digital circuitry is modeled as a voltage source.
A sinusoidal voltage source with an amplitude of 100 mV is used to determine the
reduction in ground bounce at a single frequency. A triangular voltage source with
an amplitude of 100 mV, rise time of 50 ps, and fall time of 200 ps is utilized to
estimate the reduction in ground noise.

The dependence of the noise reduction technique on the physical separation
between the noisy and noise sensitive circuits is presented in Sect. 32.2.1. The
sensitivity of this technique to frequency and capacitance variations is discussed
in Sect. 32.2.2. The dependence of ground noise on the impedance of an additional
on-chip ground path is analyzed in Sect. 32.2.3.

32.2.1 Physical Separation Between Noisy and Noise Sensitive
Circuits

To determine the dependence of the noise reduction technique on the physical
separation between the noise source and noise receiver, the impedance of the ground
path between the noisy and quiet terminals is modeled as a series RL, composed of
the parasitic resistance and inductance per unit length. The peak voltage at the quiet
ground is evaluated using SPICE where the distance between the digital and analog
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Table 32.1 Ground bounce reduction as a function of the separation
between the noisy and noise sensitive circuits

R5
c L5

c Vquiet (mV) Noise reduction (%)
(m�) (fH) Sinusoidal Triangular Sinusoidal Triangular

13 7 90.81 97.11 9.2 2.9

26 14 82.99 94.68 17.0 5.3

39 21 76.30 92.63 23.7 7.4

52 28 70.54 90.55 29.5 9.5

65 35 65.53 89.36 34.5 10.6

78 42 61.16 88.06 38.8 11.9

91 49 57.33 86.93 42.7 13.1

104 56 53.94 85.93 46.1 14.1

117 63 50.91 85.05 49.1 15.0

130 70 48.23 84.28 51.8 15.7

Vnoise D 100 mV, f D 1 GHz, R3
p D 10 m�,

L3
p D 100 pH, R3

c D 100 m�, L3
c D 100 fH, Rd D 10 m�,

Ld D 10 fH, CSin
d D 253 pF, C

Triang
d D 63 pF

circuits is varied from one to ten unit lengths. The reduction in ground bounce
as seen from the ground terminal of the noise sensitive circuit for sinusoidal and
triangular noise sources is listed in Table 32.1.

Note that the reduction in ground noise increases linearly as the physical separa-
tion between the noisy and noise sensitive circuits becomes greater. A reduction in
ground bounce of about 52 % for a single frequency noise source and about 16 % for
a random noise source is achieved for a ground line (of ten unit lengths) between the
digital and analog blocks. Enhanced results can be achieved if the impedance of the
additional ground is much smaller than the impedance of the interconnect between
the noisy and noise sensitive modules. From a circuits perspective, the digital and
analog circuits should be placed sufficiently distant and the additional low noise
ground should be composed of multiple parallel lines. Moreover, the additional
ground should be placed close to the multiple ground pins.

Note that since this noise reduction technique utilizes a capacitor tuned in
resonance with the parasitic inductance of an additional ground path, this approach
is frequency dependent and produces the best results for a single frequency noise
source. In the case of a random noise source, the frequency harmonic with the
highest magnitude should be significantly reduced, thereby achieving the greatest
reduction in noise. For example, the second harmonic is selected in the case of a
triangular noise source.
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Fig. 32.4 Ground bounce reduction as a function of noise frequency. The reduction in noise drops
linearly as the frequency varies from the target resonant frequency. The ground noise is modeled
as a sinusoidal voltage source

32.2.2 Frequency and Capacitance Variations

To determine the sensitivity of the ground bounce reduction technique on frequency
and capacitance variations, the frequency is varied by ˙50 % from the resonant
frequency and the capacitor is varied by ˙10 % from the target value. The range
of capacitance variation is chosen based on typical process variations for a CMOS
technology. The efficiency of the reduction in ground bounce for a sinusoidal noise
source versus frequency and capacitance variations is illustrated, respectively, in
Figs. 32.4 and 32.5.

Note that the noise reduction drops linearly as the noise frequency varies from
the target resonant frequency. The reduction in noise is slightly greater for higher
frequencies. This phenomenon is due to the uncompensated parasitic inductance
of the ground connecting the digital circuits to the analog circuits. As a result, at
higher frequencies, the impedance of the ground path of a power delivery network
increases, further reducing the noise. In general, the technique results in lower noise
at higher frequencies. As illustrated in Fig. 32.5, the reduction in ground bounce is
almost insensitive to capacitance variations. The efficiency of the technique drops
by about 4 % as the capacitance is varied by ˙10 %.
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Fig. 32.5 Reduction in ground bounce as a function of capacitance variations. The reduction in
ground bounce is almost insensitive to capacitance variations. The ground bounce is modeled as a
sinusoidal voltage source

32.2.3 Impedance of an Additional Ground Path

As described in Sect. 32.1, the noise reduction technique utilizes a voltage divider
formed by the ground of an on-chip power distribution system and an additional
low noise ground. To increase the efficiency of the technique, the voltage transfer
function of the voltage divider should be lowered, permitting a greater portion of
the noise voltage to be diverted through the additional ground. As demonstrated in
Sect. 32.2.1, placing the noisy and noise sensitive blocks farther from each other
lowers the bounce at the ground terminal of the analog circuits. The ground noise
can also be reduced by lowering the impedance of the low noise ground. The
parasitic inductance of the additional ground is canceled by the capacitor tuned
in resonance to the specific frequency. The impedance of the additional ground
is therefore purely resistive at the resonant frequency. The reduction in noise for
different values of the parasitic resistance of the low noise ground is listed in
Table 32.2.

Note from Table 32.2 that by reducing the parasitic resistance of an on-chip low
noise ground, the ground bounce can be significantly lowered. Noise reductions of
about 68 % and 22 % are demonstrated for, respectively, sinusoidal and triangular
noise sources. The results listed in Table 32.2 are determined for an average
resistance and inductance of the on-chip power distribution ground of five unit
lengths (see Table 32.1). Thus, the ground bounce can be further reduced if the
analog and digital circuits are placed farther from each other. Even better results
can be achieved if the parasitic resistance of the package pins R3

p and decoupling
capacitor Rd are lowered. From a circuits perspective, the low noise on-chip ground
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Table 32.2 Ground bounce
reduction for different values
of parasitic resistance of the
on-chip low noise ground

R3
c Vquiet (mV) Noise reduction (%)

(m�) Sinusoidal Triangular Sinusoidal Triangular

100 60.54 87.88 39.5 12.1

80 56.52 86.57 43.5 13.4

60 51.67 84.98 48.3 15.0

40 45.79 83.03 54.2 17.0

20 38.59 80.60 61.4 19.4

10 34.37 79.15 65.6 20.9

5 32.08 78.37 67.9 21.6

Vnoise D 100 mV, f D 1 GHz, R3
p D 10 m�, L3

p D 100 pH,
L3

c D 100 fH, R5
c D 80 m�, L5

c D 40 fH, Rd D 10 m�,

Ld D 10 fH, CSin
d D 253 pF, CTriang

d D 63 pF

should be composed of many narrow lines connected in parallel to lower the
parasitic resistance and inductance. A number of package pins should therefore be
dedicated to the noise-free ground to lower the package resistance. A decoupling
capacitor with a low ESR is also recommended.

32.3 Summary

Design techniques to reduce ground bounce in SoC and mixed-signal ICs are
presented in this chapter and can be summarized as follows.

• A noise reduction technique with an additional on-chip ground is described to
divert ground noise from the sensitive analog circuits

• The technique utilizes a decoupling capacitor tuned in resonance with the
parasitic inductance of an additional low noise ground, making the technique
frequency dependent

• The reduction in ground bounce, however, is almost independent of capacitance
variations

• Noise reductions of 68 % and 22 % are demonstrated for, respectively, a single
frequency and random ground noise

• The noise reduction efficiency can be further enhanced by simultaneously
lowering the impedance of the additional noise-free ground and increasing the
impedance of the ground path between the digital (noisy) and analog (noise
sensitive) circuits



Chapter 33
Shielding Methodologies in the Presence
of Power/Ground Noise

In highly scaled integrated circuits, crosstalk between adjacent interconnect has
become a primary design issue. With aggressive technology scaling, the local
interconnect has become more resistive and capacitive. The global interconnect has
become more inductive. Capacitive and inductive coupling is therefore a significant
design issue in global interconnects [546–548].

Shielding is widely used in integrated circuits to mitigate crosstalk between
coupled lines. Two types of shielding methods have been developed, passive
shielding [547–553] and active shielding [554–556]. In passive shielding, the
power/ground lines are routed as shield lines between the critical interconnect to
minimize the noise coupled from an aggressor to a victim line. Alternatively, active
shielding [554–556] uses dedicated shield lines with switching signals rather than
P/G lines. Although the performance of active shielding in reducing crosstalk noise
voltage is superior to passive shielding, active shielding requires additional area and
consumes greater power.

Power and ground networks are routed as shield lines in passive shielding to mit-
igate coupling noise. These P/G shield lines themselves can however be noisy. This
noise, typically neglected in existing shielding methodologies, is due to inductive
L dI/dt noise and resistive IR voltage drops. With increasing device densities, the
P/G noise voltage can be more than 20 % of the supply voltage [538, 557, 558].
Since the distance between the shield and victim lines is smaller than the distance
between the aggressor and victim lines, the P/G noise on the shield line can produce
more noise on the victim line than the crosstalk noise coupled from the aggressor
to the victim. Hence, while a shield line reduces noise coupling from the aggressor
interconnect, the shield line can also increase noise coupling due to P/G noise.

Although P/G noise has received significant attention in the design of robust
power distribution networks [305, 538, 557, 558], existing works do not consider
the deleterious effects of P/G noise on shielding methodologies [547–552, 554–
556, 559]. P/G lines routed as shield lines have typically been treated as ideal
ground or supply voltage connections, which do not accurately model the effects
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of noise on the shield line. Recently, noise on the P/G lines is mentioned in [553]
without describing the effect of this noise on the victim line and related shielding
methodologies. P/G noise on the shield lines is considered in this chapter to provide
practical and more effective shielding methodologies.

An alternative method to reduce crosstalk is to increase the distance between the
aggressor and victim lines without inserting a shield line. Tradeoffs between the two
methods, shield insertion and physical spacing, are discussed in [549, 550] without
considering P/G noise on the shield lines. P/G noise can however significantly
affect the decision criteria between shielding and spacing, as discussed throughout
this chapter. The primary objective here is to discuss the effects of P/G noise on
shield lines within a passive shielding methodology. Comparisons between physical
spacing and shield insertion techniques are provided. Boundary conditions are also
identified to determine the efficacy regions of spacing and shield insertion. Once
P/G noise is considered, spacing alone can be more useful than shield insertion
under specific conditions, as described in this chapter. These results provide decision
criteria in choosing between spacing or shielding in a noisy environment [560, 561].

The rest of the chapter is organized as follows. Background material is provided
in Sect. 33.1. In Sect. 33.2, the effects of several technology and design parameters
characterizing the interconnect and shield lines in terms of crosstalk noise on the
victim line are discussed. In Sect. 33.3, a decision criterion for the critical intercon-
nect length and width is provided to choose between shield insertion and physical
spacing. The chapter is summarized in Sect. 33.4. Closed-form expressions for the
interconnect resistance, capacitance, and inductance are provided in Appendix I.

33.1 Background

Background material is provided in this section for evaluating the effects of P/G
noise on passive shielding methodologies. Specifically, an overview of crosstalk
reduction techniques is provided in Sect. 33.1.1. An interconnect model and the
design criterion used throughout this chapter are described in Sect. 33.1.2. The
P/G noise model and the effects of this noise on crosstalk noise are described in
Sect. 33.1.3.

33.1.1 Crosstalk Noise Reduction Techniques

Several techniques can be used to mitigate the effects of crosstalk noise in high
complexity integrated circuits [546–552, 554–556, 559]. A brief overview of these
techniques is provided in this section.

Increasing the physical distance between the aggressor and victim lines can
reduce the coupling capacitance and mutual inductance between adjacent lines. The
reduction in crosstalk capacitance is approximately inversely proportional with the
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increase in spacing. The mutual inductance, however, is not significantly reduced
with increasing distance since the mutual inductance is a long range phenomenon.
To reduce the mutual inductance, additional return paths should be provided for the
current to flow.

Inserting shield lines between the aggressor and victim lines reduces the capac-
itive and inductive coupling between adjacent blocks [547–552]. Shield insertion
significantly reduces capacitive coupling between the aggressor and victim lines
because capacitive coupling is a short range phenomenon and is significantly
reduced in non-adjacent lines. Shield insertion moderately reduces the mutual
inductance due to the current return path formed by the inserted shield line for both
the aggressor and victim lines [552]. The difficulty in forcing the current return path
complicates the inductive shielding process.

Active shielding is another shielding technique in which the shield line switches
depending upon the switching pattern of the adjacent bus lines [554–556]. Capac-
itive (inductive) coupling is reduced with active shielding when the shield line is
switched in the same (opposite) direction as the signal line [555]. The switching
activity of the shield lines should therefore be tuned to the switching pattern which
is different for RC dominated and LC dominated interconnect lines. The primary
drawback of active shielding is increased power consumption and additional area
of the logic circuitry controlling the active shield lines. Furthermore, process and
environmental variations may unexpectedly affect the signal arrival times, degrading
the efficiency of active shielding.

Sizing the buffer driving the aggressor and victim lines is another technique
to reduce crosstalk noise [551]. The effective conductance of the driver increases
with larger drivers. For the victim line, a larger driver can be used to maintain
the victim line at a constant voltage by increasing the driver conductance. For the
aggressor line, using a smaller driver decreases the crosstalk noise since the signal
transition is slower due to the increased RC time constant, decreasing the induced
noise on the victim line [551]. Proper sizing of the driver on the aggressor and victim
lines can therefore produce lower crosstalk noise. This technique is however subject
to delay constraints since a smaller driver increases the gate delay. Wire sizing can
also be used to modify the line resistance, coupling capacitance, line-to-substrate
capacitance, and self-inductance [562].

Repeater insertion is used to reduce the length of the long interconnect, decreas-
ing the line resistance, and coupling capacitance and mutual inductance between
lines [563]. Since the length of the switching portions of the adjacent lines decreases
with additional inserted repeaters, the crosstalk noise on the victim line is reduced.
The switching portions of the adjacent lines can be further reduced by interleaved
repeater insertion [564]. Repeaters, however, consume power and area. Additionally,
the jitter induced from each repeater can degrade the performance of certain
sensitive signals such as the clock.

The primary focus of this chapter is to investigate passive shielding method-
ologies in the presence of P/G noise. Design guidelines are provided for choosing
between spacing and shield insertion to enhance signal integrity under different
conditions, as described in the following sections.
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Fig. 33.1 Global interconnect model for (a) shield line between an aggressor and victim line, and
(b) physical spacing between an aggressor and victim line. The aggressor and victim lines are
modeled with a driver resistance at the near end and terminated with a load capacitance at the far
end. P/G noise is modeled as a single voltage source at the near end of the shield line

33.1.2 Coupled Interconnect Model and Decision Criterion

A typical interconnect model with a shield line inserted between the aggressor and
victim lines is depicted in Fig. 33.1a [549, 550]. The noise on the shield line is
modeled as a single voltage source at the near end. The interconnect model used for
physical spacing is depicted in Fig. 33.1b.
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The objective is to compare the effect of inserting a shield line and physical
spacing on the coupling noise at the far end of a victim line (sense node). The
ratio K of the coupling noise at the sense node when only a shield line is
present, Vsense_with_shielding, to the coupling noise when only physical spacing is used,
Vsense_with_spacing, is the decision criterion used to determine the boundary conditions,

K D Vsense_with_shielding

Vsense_with_spacing
: (33.1)

If K < 1, inserting a shield line between the aggressor and victim lines is
preferable because the crosstalk noise at the sense node is smaller with a shield
than with additional spacing. Alternatively, if K > 1, increasing the spacing is a
more effective technique. K D 1 is therefore treated as a design threshold. Spacing
is more efficient above the threshold while shield insertion is more efficient below
the threshold. Note that the area is maintained the same for both shield insertion and
physical spacing to provide a fair comparison. The distance between the aggressor
and victim lines is the same for both shield insertion and physical spacing, as
depicted in Fig. 33.1. For instance, when the width of the shield line increases
by �w, the distance between the aggressor and victim lines increases by �w/2
to maintain unaltered the distance between the shield line and the aggressor and
victim lines. When comparing the effectiveness of shield insertion with physical
spacing for a specific example, the distance between the aggressor and victim lines
is increased by �w to satisfy the same area constraints for both the shielding and
spacing methods. Alternatively, when the distance between the aggressor and victim
lines is increased using the spacing method, the distance between the shield line and
the aggressor and victim lines is also increased with the shield insertion method to
maintain the same area constraints.

To accurately evaluate the effects of inductive and capacitive coupling, the 2�

RLC interconnect model [549] shown in Fig. 33.2 is used. The aggressor and victim
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Fig. 33.2 2� RLC interconnect model with coupling capacitances and mutual inductances



516 33 Shielding Methodologies in the Presence of Power/Ground Noise

Table 33.1 Interconnect parameters for 65 nm [405], 45 nm [567],
and 32 nm [568] technology nodes

W (�m) S (�m) T (�m) H (�m) � (10�8) �m

65 nm 0.45 0.45 1.2 0.2 2.2

45 nm 0.40 0.40 0.72 0.2 2.2

32 nm 0.30 0.30 0.504 0.2 2.2

line parameters, Rs, R, Cs, Cc, Cl, and Ls, represent, respectively, the interconnect
driver resistance, line resistance, line-to-substrate capacitance, coupling capaci-
tance, load capacitance, and self-inductance. Additional parameters, Rsh, Lsh, Css,
Lm, and Lm2, represent, respectively, the shield resistance, shield self-inductance,
shield line-to-substrate capacitance, mutual inductance between the shield line
and the aggressor and victim lines, and mutual inductance between the aggressor
and victim lines. These circuit parameters have been extracted using the IBM
Electromagnetic Field Solver Suite Tools (EIP) [565] for the 32 , 45 , and 65 nm
technology nodes [405, 566–568] for the parameters listed in Table 33.1. The
operating frequency is 1 GHz with 100 ps rise and fall transition times. The supply
voltage is 1 , 0:95 , and 0:9 V for, respectively, the 65 , 45 , and 32 nm technology
nodes.

33.1.3 Power/Ground Noise Model

P/G noise has become an important issue in the design of power distribution
networks with technology scaling [23, 299, 538, 557, 558]. The effect of P/G noise
on the uncertainty of the data signal delay, clock jitter, noise margin, and gate oxide
reliability has been well studied [299]. The effect of noise coupling from the power
and ground lines used for shielding sensitive data and clock lines, however, has not
received significant attention. In this section, the detrimental effects of P/G noise on
the shield insertion method is discussed.

To exemplify the detrimental effects of P/G noise on shield insertion, a repre-
sentative noisy ground network is considered, as illustrated in Fig. 33.3. The power
and ground networks are modeled as an inductive-resistive (RL) mesh structure.
The active devices are modeled as current sources, and the corresponding current
profile is modeled as a triangular waveform. Multiple ground connections and active
devices are included to more accurately model the ground distribution network.
65 nm technology parameters are assumed.

Due to the resistive and inductive nature of the P/G distribution networks, IR and
L dI/dt voltage drops degrade the signal integrity. The noise at a particular node
strongly depends upon the distance among that node and the location of the ground
connections and active devices. The maximum noise of the ground distribution
network is maintained below 10 % of the supply voltage (i.e., the maximum ground
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Fig. 33.3 The ground distribution network used as shield lines to evaluate the effect of P/G noise
on crosstalk noise at the sense node for passive shielding. The ground distribution network consists
of multiple ground connections, and the current loads are modeled as active devices connected to
the ground network
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Fig. 33.4 Crosstalk noise at the sense node with a noisy shield line and a noise free shield line.
Note that the crosstalk noise increases dramatically when P/G noise is present on the shield line

noise is less than 100 mV since, in this case, VDD is 1 V). An arbitrary ground line
is used as a shield. The crosstalk noise at the sense node is analyzed assuming a
noisy and noise free shield line. The crosstalk noise is approximately five times
larger when the shield line is noisy as compared to a noise free shield line, as
illustrated in Fig. 33.4. Note that the detrimental effect of the P/G noise is significant
for a system even when the ground noise is less than 10 % of the supply voltage.
With continuous scaling of the supply voltage with each technology generation, the
relative magnitude of the P/G noise to the supply voltage makes the victim lines
increasingly sensitive to noise on the shield line.

33.2 Effects of Technology and Design Parameters
on the Crosstalk Noise Voltage

Interconnect capacitance, inductance, and resistance increase with the length of
the interconnect. The substrate and coupling capacitances increase and the self-
inductance slightly decreases for wider interconnect. The coupling capacitance
increases and the self-inductance slightly decreases for thicker interconnects. When
the distance between adjacent interconnects increases, the coupling capacitance and
mutual inductance decrease and the substrate capacitance increases. These trends
are listed in Table 33.2.

The effects of technology scaling on the crosstalk noise voltage and the shield
insertion process are discussed in Sect. 33.2.1. The effects of the interconnect line
length and shield line width on the crosstalk noise are discussed, respectively, in
Sects. 33.2.2 and 33.2.3. In Sect. 33.2.4, the effects of the ratio of the interconnect
line resistance Rline to the interconnect driver resistance Rs on the coupling noise
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Table 33.2 Effect of technology
and design parameters on the
resistance, capacitance, and
inductance of the interconnect.
Double arrows illustrate a
significant change, single arrows
illustrate a minor change, and �
illustrates no (or minimal) change

L * W * S * T *
R * + � +
Cs * * * "
Cc * * + *
Ls * + � +
Lm * � + �

voltage are explored. The effects of the ratio of the line-to-substrate capacitance Cs

to the coupling capacitance Cc on the coupling noise are discussed in Sect. 33.2.5.
The effects of the interconnect self- and mutual inductance on crosstalk noise are
reviewed in Sect. 33.2.6.

33.2.1 Effect of Technology Scaling on the Crosstalk Noise
Voltage

The interconnect line parameters change with each technology generation, as listed
in Table 33.1. In more advanced technologies, the interconnect is more resistive
and the coupling between neighboring lines increases due to higher interconnect
densities. A threefold challenge with technology scaling exists in terms of reducing
crosstalk noise with shield insertion. First, the P/G network becomes more resistive
due to interconnect scaling, increasing the IR voltage drop. The larger IR voltage
drop increases the P/G noise on the shield line. Second, supply voltages scale
with technology. P/G noise, however, does not scale significantly with technology,
increasing the effects of P/G noise on circuit performance. Lastly, since the distance
between adjacent interconnects also scales, the coupling capacitance and mutual
inductance between the interconnect lines increase.

The crosstalk noise voltage is evaluated for different driver resistances, as
illustrated in Fig. 33.5. When the P/G noise on the shield line is below 2–7 % of
the supply voltage, a higher driver resistance is preferable to minimize the coupling
noise at the sense node. When the P/G noise is greater than 2–7 % of the supply
voltage, a lower driver resistance is preferable to minimize the crosstalk noise.
Alternatively, when the P/G noise is greater than 7 % of the supply voltage, P/G
noise is dominant whereas when the P/G noise is lower than 2 % of the supply
voltage, the dominant noise source is the noise coupled from the aggressor line.
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Fig. 33.5 Crosstalk noise at the sense node as the P/G noise is varied from 0 % to 10 % of
the supply voltage for different driver resistances. Note that a noise floor exist for each driver
resistance. This noise floor is due to the noise coupled from the aggressor line to the victim line
when P/G noise is less than 7 % of the supply voltage with a small driver (i.e., driver resistance is
400 �) and less than 2 % with a large driver (i.e., driver resistance is 100 �)

The effect of the magnitude of the P/G noise on the crosstalk noise for different
technology nodes is illustrated in Fig. 33.6. As expected, crosstalk noise is greater in
more advanced technologies. Note that the noise floor when the P/G noise is below
3 % of the supply voltage is due to the noise coupled from the aggressor.

33.2.2 Effect of Line Length on Crosstalk Noise

The length of the global interconnect typically increases with technology scaling,
causing greater signal noise [559, 563, 569]. The global interconnect can be longer
than 4 mm [559, 563, 569]. Repeater insertion reduces the crosstalk noise and
delay of the long interconnect. Inserting repeaters along the wide and thick global
interconnects, however, can cause wire and via congestion as well as dissipate
significant power [563]. The wire resistance, substrate capacitance, self-inductance
of a wire, coupling capacitance, and mutual inductance between neighboring wires
increase with longer line length.

For the interconnect model shown in Fig. 33.2, the coupling noise voltage at
the sense node is compared to shield insertion and physical spacing for different
interconnect lengths and driver resistances. These results are illustrated in Fig. 33.7,
where K D 1 is the threshold (the same noise at the sense node occurs for both
physical spacing and shield insertion).
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Fig. 33.6 Crosstalk noise at the sense node for several technology nodes when the P/G noise is
varied from 0 % to 10 % of the supply voltage. The effects of P/G noise on the crosstalk noise
increase with each technology generation. The noise floor is due to noise coupling from the
aggressor to the victim. The P/G noise is dominant when the P/G noise is greater than 3 % of
the supply voltage. Alternatively, the noise coupled from the aggressor is dominant when the P/G
noise is less than 3 % of the supply voltage

At the 65 nm technology node, the peak value of K occurs at an interconnect
length of 1:4 mm. K monotonically increases for interconnect lines shorter than
1:4 mm and monotonically decreases for interconnect lines longer than 1:4 mm.
The crosstalk noise occurring at the sense node with physical spacing and shield
insertion is shown, respectively, in Fig. 33.8a, b. The crosstalk noise at the sense
node with physical spacing monotonically decreases with longer interconnect
length. The crosstalk noise with shield insertion, however, exhibits a non-monotonic
behavior since for a short interconnect line, the coupling capacitance and mutual
inductance between adjacent lines dominate the line resistance. The crosstalk noise
at the sense node, as shown in Fig. 33.8b, begins to decrease once the distance
between the near and far end of the interconnect line is longer than the length where
the effect of the line resistance dominates the effect of the coupling capacitance and
mutual inductance (i.e., 1:4 mm for a 65 nm technology). Also note in Fig. 33.8 that
inserting a shield line mitigates the effect of the driver resistance on the crosstalk
noise, as discussed in Sect. 33.2.4. As a result, shield insertion is preferable for
shorter lines and spacing is preferable for longer lines.

The effect of interconnect length is considered for different technology nodes.
The critical interconnect length is determined for different driver resistances, as
listed in Table 33.3. With each technology generation, the width and thickness of the
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Fig. 33.7 Effect of interconnect length on crosstalk noise at the sense node for several driver sizes

interconnect scale with the minimum feature size. Since the line resistance increases
with each technology generation, larger drivers (e.g., drivers with lower resistance)
should be used to drive long victim lines. As listed in Table 33.3, shield insertion is
more effective when both the aggressor and victim lines are driven by a large driver.

33.2.3 Effect of Shield Line Width on Crosstalk Noise

The effect of the cross-sectional area of the shield line on the coupling noise is
discussed in this subsection. As the lines become more narrow and thin, the line
resistance increases and the self-inductance decreases, making the lines more
resistive. The coupling capacitance and mutual inductance between the shield
line and the adjacent interconnect do not change significantly. To determine the
effect of the cross-sectional area of the shield line on the crosstalk noise, the width
of the shield line is evaluated for several driver resistances and interconnect lengths.
A comparison of shield insertion and physical spacing is illustrated in Fig. 33.9 for
a 1 mm long interconnect. Note that the distance between the aggressor and victim
lines remains the same for both the physical spacing and shield insertion methods.

As the shield line width increases, shield insertion becomes less effective.
Although increasing the width lowers the coupling from the aggressor to the sense
node, P/G noise coupling to the sense node increases due to the lower resistance of
the shield line and the higher mutual inductance. The P/G noise on the shield line
propagates from the near end to the far end with less attenuation.
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Fig. 33.8 Crosstalk noise occurring at the sense node for (a) physical spacing, and (b) shield
insertion. Note that the behavior of the crosstalk noise with shield insertion is non-monotonic with
increasing length

33.2.4 Effect of Rline/Rs on Crosstalk Noise

The driver resistance has a substantial effect on the behavior of global intercon-
nects [570–572]. The driver resistance is less affected with technology scaling [114]
because the oxide capacitance (Cox) increases and the overdrive voltage (Vgs � Vth)
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Table 33.3 Critical line length and driver resistance for several advanced technology nodes. Below
the critical line length, shield insertion is preferable. Physical spacing is preferable for those
interconnect lines longer than the critical line length

65 nm 45 nm 32 nm

Driver 100 200 300 400 100 200 300 400 100 200 300 400

resistance (ohm)

Critical line 1.4 1.3 1 0.8 1.3 1.1 0.9 0.8 1.3 0.8 0.2 0.1

length (mm)
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Fig. 33.9 Effect of shield line width on crosstalk noise for a 1 mm interconnect line. Note that
signal integrity with shield insertion is degraded above the threshold K D 1

is lower with technology scaling. The line resistance, however, is a strong function
of technology, increasing with each technology generation. The ratio of the line
resistance to the driver resistance (Rline/Rs) therefore increases with each technology
generation.

The effect of Rline/Rs on the crosstalk noise voltage is shown in Fig. 33.10 for
several interconnect line lengths (for the 65 nm technology node). As mentioned
previously, with increasing driver resistance, physical spacing becomes more
efficient than shield insertion since coupling from the shield line is greater than
coupling from the aggressor. The shield line exhibits no driver resistance so the P/G
noise propagates to the sense node through the shield line whereas the aggressor
noise voltage is attenuated by the large driver resistance at the near end of the
aggressor. Alternatively, when the driver resistance is small, coupling from the
aggressor dominates the P/G noise, making shield insertion preferable. Another
observation is that the length of the interconnect significantly affects the speed,
power, and area characteristics when choosing between spacing and shielding
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Fig. 33.10 Effect of Rline/Rs on the crosstalk noise voltage. The length of the interconnect line is
0:5 , 1 , and 2 mm

methodologies in a noisy environment. Spacing is preferable when the interconnect
is longer whereas shielding is preferable for shorter interconnect lines, as shown in
Fig. 33.10. Additionally, the Rline/Rs ratio increases in more advanced technologies.
The crosstalk noise voltage is therefore more sensitive to P/G noise on the shield
line. Either the driver resistance or the line width should be reduced in more
advanced technologies.

33.2.5 Effect of the Ratio of Substrate Capacitance to Coupling
Capacitance on Crosstalk Noise

The coupling capacitance between adjacent interconnect strongly depends upon the
switching activity of the wires [573]. When the signals driving the adjacent lines
switch in the same direction, the coupling capacitance is the same as the coupling
capacitance between two adjacent quiet lines. When the signals driving the adjacent
lines switch in the opposite direction, the coupling capacitance between the
adjacent lines is two times the capacitance when only one of the adjacent lines is
switching [573, 574].

The effect of the ratio of the line-to-substrate capacitance to the coupling capaci-
tance has been evaluated for active and passive shielding structures [556], but with-
out considering P/G noise on the shield lines. The effect of this ratio on the crosstalk
noise at the sense node for different driver resistances is depicted in Figs. 33.11
and 33.12 for, respectively, interconnect line lengths of 0:5 and 1 mm. When the
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Fig. 33.11 Ratio of substrate capacitance to coupling capacitance versus normalized crosstalk
noise when a P/G line is routed as a shield line. The interconnect length is 0:5 mm
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Fig. 33.12 Ratio of substrate capacitance to coupling capacitance versus normalized crosstalk
noise when a P/G line is routed as a shield line. The interconnect length is 1 mm

coupling capacitance is greater than the line-to-substrate capacitance, shield inser-
tion is more effective than additional spacing. As the line-to-substrate capacitance
becomes greater than the coupling capacitance, physical spacing becomes more
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efficient than shield insertion. For example, when Rs is equal to 300 �, spacing
is preferable when Cs/Cc is greater than 2.3 for a 0:5 mm long line whereas for a
1 mm long line, spacing is preferable when Cs/Cc is greater than 0.9. The Cs/Cc

ratio decreases with technology scaling, making shield insertion more effective than
spacing in reducing crosstalk noise.

33.2.6 Effect of Self- and Mutual Inductance
on Crosstalk Noise

The self- and mutual interconnect inductance strongly depends upon the technology
and design parameters, as listed in Table 33.2. The effect of changes in the width,
thickness, and spacing between the interconnects differs significantly for self- and
mutual inductance. The self-inductance is constant for a range of mutual inductance
between 0.5Ls to 1.2Ls for different driver resistances. When the ratio of Lm/Ls

increases, spacing is more effective in reducing crosstalk noise, as depicted in
Fig. 33.13. The crosstalk noise voltage generated at the sense node increases for both
physical spacing and shield insertion when the Lm/Ls ratio increases. The increase in
crosstalk noise voltage with shield insertion is however relatively high as compared
to the increase in crosstalk noise voltage with physical spacing. The reason is that
the noise coupled from the shield line is physically closer to the victim line than
the noise coupled from the aggressor line. The relative effect of the change in the
mutual inductance is therefore higher in shield insertion than physical spacing. This
result is in good agreement with the results described in Sect. 33.2.3.

33.2.7 Effect of Distance Between Aggressor and Victim Lines
on Crosstalk Noise

The crosstalk noise at the sense node is inversely proportional to the distance
between the aggressor and victim lines since the coupling capacitance and mutual
inductance decreases with increasing separation between lines. In this section, the
effectiveness of shield insertion in a noisy environment is discussed. Lm decreases
with greater separation between adjacent wires, lowering the Lm/Ls ratio. Alterna-
tively, the Cs/Cc ratio increases with higher separation. Shield insertion is more
efficient with a smaller Lm/Ls ratio. Conversely, additional spacing is preferable
with a higher Cs/Cc ratio. The ratio Vsense_with_shielding/Vsense_with_spacing, denoted as
K, therefore does not change significantly with increasing separation between the
aggressor and victim lines. The distance between the aggressor and victim lines is
varied from 0.8 to 2 �m, where the ratio of the crosstalk noise generated at the sense
node with both shield insertion and spacing is shown in Fig. 33.14. Note that when
comparing the effectiveness of shield insertion to physical spacing, the separation
between the aggressor and victim lines is the same for both techniques.
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Fig. 33.13 Ratio of self-inductance to mutual inductance versus normalized crosstalk noise when
a P/G line is routed as a shield line. The interconnect length is 1 mm
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33.3 Shield Insertion or Physical Spacing in a Noisy
Environment

The decision criterion to choose between shield insertion and physical spacing in
a noisy environment is summarized in this section. Shield insertion and physical
spacing between adjacent interconnect are evaluated for several interconnect lengths
and shield widths. Shield insertion is shown to be more efficient for shorter
and narrower lines while additional space is preferable for longer and thicker
lines. The effect of the driver resistance of the victim and aggressor lines on the
crosstalk noise is also evaluated. Shielding is preferable for smaller driver resistance,
and physical spacing is preferable for higher driver resistance. The ratio of the
substrate capacitance to the coupling capacitance is explored in terms of mitigating
coupling noise. Shield insertion is preferable for those lines with higher coupling
capacitance than the line-to-substrate capacitance. Furthermore, when the mutual
inductance between adjacent lines becomes higher than the self-inductance of the
line, physical spacing becomes more efficient as compared to shield insertion in a
noisy environment. A summary of the decision criteria is listed in Table 33.4 for
different technology nodes.

A practical design example is analyzed that exemplifies the importance of P/G
noise on the shield line when choosing between shield insertion and spacing. The
circuit is shown in Fig. 33.3. Four different scenarios is considered: (1) a noise-
free shield line, (2) a shield line with 40 mV peak noise, (3) a shield line with
100 mV peak noise, and (4) no shield line (physical spacing). The distance between
the aggressor and victim lines is the same for shield insertion and physical spacing.
The results are illustrated in Figs. 33.15 and 33.16 for, respectively, 0:5 and 1 mm
interconnect lengths. For both cases, the crosstalk noise is greatest with a shield
line with 100 mV P/G noise. The decision criteria, however, change when the P/G
noise is 40 mV. For a 0:5 mm line length, the maximum noise with a shield line is

Table 33.4 Decision criterion for the critical interconnect length (width),
Rs = 300 �. Shield insertion is preferable when the interconnect length
(width) is smaller than the critical length (width). Spacing is preferable
when the interconnect length (width) is greater than the critical length
(width)

Technology node Shielding Critical dimension Spacing

Lengtha 65 nm X < 1 mm <X
45 nm X < 0.9 mm <X
32 nm X < 0.2 mm <X

Widthb 65 nm X < 0.7 �m <X
45 nm X < 0.9 �m <X
32 nm X < 1.2 �m <X

aWidth is maintained at 1 �m
bLength is maintained at 1 mm
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Fig. 33.15 Crosstalk noise at the sense node with an inserted shield line with different noise
profiles (noise free, 40 , and 100 mV P/G noise on the shield line), and without a shield line
(physical spacing). The interconnect length is 0:5 mm
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Fig. 33.16 Crosstalk noise at the sense node with an inserted shield line with different noise
profiles (noise free, 40 , and 100 mV P/G noise on the shield line), and without a shield line
(physical spacing). The interconnect length is 1 mm

greater than the noise without a shield line. The maximum noise with a 1 mm line is
however greater without a shield line as compared to a shield line with 40 mV P/G
noise. Additionally, when no P/G noise is present on the shield line, shield insertion
is the preferred design method to mitigate crosstalk noise.
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Two of the most important parameters to consider when choosing between shield
insertion and physical spacing is the interconnect line length and the size of the
transistors driving the aggressor and victim lines. For short interconnect lines, shield
insertion is preferable while physical spacing is preferable for longer lines. This
decision, however, also strongly depends upon the output resistance of the driver
transistors and the width of the interconnect lines, as explained in Sect. 33.2. When
Rs becomes smaller (i.e., a stronger driver strength), shield insertion is more efficient
in reducing crosstalk noise.

33.4 Summary

With technology scaling, P/G noise has become a significant design issue. The P/G
network has become more resistive, increasing the noise within the P/G distribution
network. Additionally, with supply voltage scaling, the noise of the P/G network
is more significant. Several solutions exist to mitigate this noise. Shield insertion
and physical spacing of adjacent interconnect are described in this chapter. The
efficiency of these noise mitigation methodologies is evaluated in the presence
of P/G noise for different interconnect and shield parameters. The effects of the
victim/aggressor driver resistance and line-to-substrate capacitance on crosstalk
noise are evaluated. The decision criteria is illustrated based on a practical design
example. The primary conclusions can be summarized as follows.

• Crosstalk noise is greater in more advanced technologies
• P/G noise on the shield line reduces the efficiency of shielding because this noise

also couples to the victim lines
• P/G noise is the dominant source of crosstalk noise when the noise is greater than

7 % of the supply voltage
• Coupling from the aggressor to the victim is the dominant source of noise when

P/G noise is less than 2 % of the supply voltage
• The length of the interconnect line and size of the transistors driving the lines are

primary factors that determine the preferable technique for noise mitigation
• Shield insertion is preferable for shorter and narrower lines, and smaller driver

resistance
• Physical spacing is preferable for longer and thicker lines and higher driver

resistance
• When the line capacitance is dominated by coupling capacitance, shielding is

more effective than additional spacing. Alternatively, physical spacing is prefer-
able when line-to-substrate capacitance is greater than the coupling capacitance

• When the inductance of the adjacent lines is dominated by mutual inductance,
physical spacing is more efficient as compared to shield insertion in a noisy
environment
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• Mitigation of crosstalk noise within a noise-free, low noise, and high noise
environment is evaluated with and without shielding

• Shield insertion is less effective in a noisy environment
• Shield insertion efficiently mitigates crosstalk noise in distantly spaced adjacent

lines under low P/G noise



Chapter 34
Conclusions

Noise is a fundamental issues in power supply networks, greatly degrading the
performance of integrated circuits. These noise issues are discussed in Part VI. The
impedance of a network is directly related to the noise in the power networks. IR
and L dI=dt voltage drops are produced, respectively, by the resistive and inductive
portion of the network impedance. Determining the grid inductance, however, is
a complicated task since crosstalk coupling between every line within a network
needs to be evaluated.

In a commonly used interdigitated structure, the inductance can be treated as a
local phenomenon, permitting the grid inductance to be efficiently and accurately
estimated. A variety of tradeoffs among the inductance, resistance, and grid area is
reviewed in this part. With increasing frequency, the inductive portion of the network
impedance becomes more important than the resistive portion. Efficient and accurate
models of the network inductance are therefore necessary when estimating the noise
and applying noise reduction techniques.

A number of noise reduction techniques are reviewed. Physical separation of the
power networks, local shielding, and decoupling capacitors are important techniques
for reducing noise in modern ICs. The noise characteristics of the on-chip power
supply networks are strongly affected by the location of the decoupling capacitors.

Noise evaluation, resistive and inductive impedance estimation, and noise reduc-
tion techniques are the primary foci of this part. These models and methodologies
are evaluated, exhibiting good accuracy and computational efficiency.

© Springer International Publishing Switzerland 2016
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DOI 10.1007/978-3-319-29395-0_34

533



Part VII
Multi-layer Power Distribution Networks

Power distribution networks are typically allocated across a number of metal layers
to enhance the performance characteristics of the network. These networks are
reviewed in Part VII, with an emphasis on providing design intuition. The effects of
multi-layer power distribution networks and tradeoffs among different properties of
these networks are described in this part.

The impedance characteristics of on-chip multi-layer power distribution grids are
described in Chap. 35. A circuit model of a multi-layer power distribution grid is
reviewed. Analytic expressions describing the variation in the resistance and induc-
tance of multi-layer grids with frequency are described. An intuitive explanation of
the electrical behavior of power grids is offered. The results are supported with a
case study.

Due to the large number of interconnect in interdigitated power and ground net-
works, excessive time is required to determine the inductance from electromagnetic
simulation tools. In Chap. 36, a closed-form expression is described to accurately
estimate the effective inductance of a single layer within an interdigitated power and
ground distribution network. This expression is compared with previous models and
FastHenry, exhibiting accurate and computationally efficient results. The inductance
of a single layer within an interdigitated power and ground distribution network is
bounded for any number of lines. The error of this expression decreases rapidly with
increasing number of pairs within the network. The upper bound for the error of the
closed-form model is also provided.

Two methods for optimizing a multi-layer interdigitated power and ground net-
work are presented in Chap. 37. Based on the resistive and inductive (both self- and
mutual) impedance, a closed-form expression for determining the optimal power
and ground wire width that produces the minimum impedance for a single metal
layer is described. Electromigration is also considered, permitting the appropriate
number of metal layers to be determined. A tradeoff between the network impedance
and current density is discussed. The optimal width as a function of metal layer is
determined for different frequencies, suggesting important trends for interdigitated
power and ground networks.
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The global networks within conventional integrated circuits consists of three
major types: power, ground, and clock distribution networks. These three networks
consume most of the metal resources in the highest metal layers. The signals
traversing the power and clock distribution networks are fundamentally different in
terms of signal frequency and current flow. Combining the power and clock network
into a multi-layer, globally integrated network is therefore possible. In Chap. 38,
this general concept of a globally integrated power and clock (GIPAC) network is
reviewed. The circuitry supporting this GIPAC system is also discussed.



Chapter 35
Impedance Characteristics of Multi-layer Grids

The power distribution network spans many layers of interconnect with disparate
electrical properties. The impedance characteristics of multi-layer power distribu-
tion grids and the relevant design implications are the subject of this chapter.

Decoupling capacitors are an effective technique to reduce the effect of the
inductance on power distribution networks operating at high frequencies. The
efficacy of decoupling capacitors depends on the impedance of the conductors
connecting the capacitors to the power load and source. The optimal allocation of
the on-chip decoupling capacitance depends on the impedance characteristics of
the interconnect. Robust and area efficient design of multi-layer power distribution
grids therefore requires a thorough understanding of the impedance properties of
the power distributing interconnect structures.

Power distribution networks in high performance digital ICs are commonly
structured as a multi-layer grid, as shown in Fig. 35.1. The inductive properties
of single layer power grids have been described in Chap. 28. In grid layers with
alternating power and ground lines, long distance inductive coupling is greatly
diminished due to cancellation, turning inductive coupling in single layer power
grids into, effectively, a local phenomenon. The grid inductance, therefore, behaves
similarly to the grid resistance: increases linearly with grid length and decreases
inversely linearly with grid width (i.e., the number of lines in the grid). The electrical
properties of power distribution grids can therefore be conveniently expressed by
a dimension-independent sheet resistance R� and sheet inductance L� [125]. The
inductance of the power grid layers can be efficiently estimated using simple models
comprised of a few interconnect lines.

Area/inductance/resistance tradeoffs in power distribution grids have also been
evaluated in Chap. 30. The sheet inductance of power distribution grids is shown to
increase linearly with line width under two different tradeoff scenarios. Under the
constraint of constant grid area, a tradeoff exists between the grid inductance and
resistance. Under the constraint of a constant grid resistance, the grid inductance
can be traded off against grid area.

© Springer International Publishing Switzerland 2016
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Fig. 35.1 A multi-layer power distribution grid. The ground lines are light gray, the power lines
are dark gray

The variation of inductance with frequency in single layer power grids has been
characterized in Chap. 29. This variation is relatively moderate, typically less than
10 % of the low frequency inductance. An exception from this behavior is power
grids with closely spaced power and ground lines where the inductance variation
with frequency is greater due to significant proximity effects.

Power distribution grids in modern integrated circuits typically consist of many
grid layers, spanning an entire stack of interconnect layers. The objective of the
present investigation is to characterize the electrical properties of these multi-layer
grids, advancing the existing work beyond individual grid layers.

This chapter is organized as follows. The impedance characteristics of multi-
layer power distribution grids are discussed in Sect. 35.1. A case study of a two
layer power grid is presented in Sect. 35.2. The design implications of the impedance
properties of a multi-layer grid are discussed in Sect. 35.3. The chapter concludes
with a summary.

35.1 Electrical Properties of Multi-layer Grids

A circuit model of multi-layer power distribution grids is developed in this section.
The impedance characteristics of multi-layer grids are determined based on this
model. The impedance characteristics of individual layers of multi-layer power
distribution grids are discussed in Sect. 35.1.1. The variation with frequency of
the impedance characteristics of several grid layers forming a multi-layer grid is
analyzed in Sect. 35.1.2.

35.1.1 Impedance Characteristics of Individual Grid Layers

The power and ground lines within each layer of a multi-layer power distribution
grid are orthogonal to the lines in the adjacent layers. Orthogonal lines have
zero mutual partial inductance as there is no magnetic linkage [45]. Orthogonal
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Fig. 35.2 A multi-layer grid consists of two stacks of layers. The lines in each stack are parallel to
each other. The layers in one stack determine the resistive and inductive characteristics of the multi-
layer grid in the direction of the lines in that stack, while the layers in the other stack determine the
impedance characteristics in the orthogonal direction

grid layers can therefore be evaluated independently. A multi-layer grid can be
considered to consist of two stacks of layers, with all of the lines in each stack
parallel to each other, as shown in Fig. 35.2. Grid lines in one stack are orthogonal to
the lines in the other stack. Grid layers in each stack only affect the grid inductance
in the direction of the lines in the stack. This behavior is analogous to the properties
of the grid resistance. The problem of characterizing a multi-layer grid is thereby
reduced to determining the impedance characteristics of a stack of several individual
grid layers with lines in the same direction.

The power and ground lines in power distribution grids are connected to the lines
in the adjacent layers through vias. The vias (or clusters of vias) are distributed along
a power line at a pitch equal to the power line pitch in the adjacent layer. The line
pitch is much larger than the via length. The inductance and resistance of the two
close parallel power lines in different metal layers are therefore much larger than the
resistance and inductance of the connecting vias. The effect of vias on the resistance
and inductance of a power grid is therefore negligible. This property is a direct
consequence of the characteristic that the distance of the lateral current distribution
in power grids (hundreds or thousands of micrometers) is much larger than the
distance of the vertical current distribution (several micrometers). The power current
is distributed among the metal layers over a distance comparable to a line pitch. The
power and ground lines are effectively connected in parallel.

Each layer of a typical multi-layer power distribution grid has significantly
different electrical properties. Lines in the upper layers tend to be thick and wide,
forming a low resistance global power distribution grid. Lines in the lower layers
tend to be thinner, narrower, and have a smaller pitch. The lower the metal layer,
the smaller the metal thickness, width, and pitch. The upper grid layers therefore
have a relatively high inductance and low resistance, whereas the lower layers
have a relatively low inductance and high resistance [73, 125]. The lower the
layer, the higher the resistance and the lower the inductance. In those circuits
employing flip-chip packaging with a high density area array of I/O contacts, the
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Fig. 35.3 Impedance of the individual grid layers comprising a multi-layer grid

interconnect layers in the package are tightly coupled to the on-chip interconnect,
effectively extending the on-chip interconnect hierarchy. The difference in the
electrical properties across the interconnect hierarchy is particularly significant in
nanoscale circuits. While the cross-sectional dimensions of local on-chip lines are
measured in tens of nanometers, the dimensions of package lines are of the order
of tens of micrometers. The three orders of magnitude difference in dimensions
translates to six orders of magnitude difference in resistance (proportional to the
cross-sectional area of the grid lines) and to three orders of magnitude difference in
inductance (proportional to the grid line density).

The variation with frequency of the impedance of each layer in a grid stack
comprised of N grid layers is schematically shown in Fig. 35.3. The layers are
numbered from 1 (the uppermost layer) to N (the lowest layer). The grid layer
resistance increases with layer number, R1 < R2 < : : : < RN , and the inductance
decreases with layer number L1 > L2 > : : : > LN . At low frequencies, the
uppermost layer has the lowest impedance as the layer with the lowest resistance.
This layer, however, has the highest inductance and, consequently, the lowest
transition frequency f1 D 1

2�
R1

L1
, as compared to the other layers (see Fig. 35.3).

The transition frequency is the frequency at which the impedance of the grid layer
changes in character from resistive to inductive. At this frequency, the inductive
impedance of a grid layer is equal to the resistive impedance (neglecting skin and
proximity effects), i.e., R1 D !L1. The grid impedance increases linearly with
frequency above f1. The lowest grid layer has the highest resistance and the lowest
inductance; therefore, this layer has the highest transition frequency fN . As the
inductance of the upper layers is higher than the lower layers, the impedance of
an upper layer exceeds the impedance of any lower layer above a certain frequency.
For example, the impedance of the first layer R1 C!L1 � !L1 equals the magnitude
of the second layer impedance R2 C !L2 � R2 and exceeds the impedance of the
second layer above frequency f1�2 D 1

2�
R2

L1
, as shown in Fig. 35.3. Similarly, the

impedance of layer k exceeds the impedance of layer l, k < l, at fk�l D 1
2�

Rl
Lk

.
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Fig. 35.4 Equivalent circuit
of a stack of N grid layers

R1 i1
L1

R2 i2
L2

RN
iN LN

...
...

35.1.2 Impedance Characteristics of Multi-layer Grids

An entire stack of grid layers cannot be accurately described by a single RL
circuit due to the aforementioned differences among the electrical properties of the
individual grid layers. A stack of multiple grid layers can, however, be modeled by
several parallel RL branches, each branch characterizing the electrical properties of
one of the comprising grid layers, as shown in Fig. 35.4.

Due to the difference in the electrical properties of the individual layers, the
magnitude of the current in each grid layer varies significantly with frequency. At
low frequencies, the low resistance uppermost layer is the path of lowest impedance,
as shown in Fig. 35.3. The uppermost layer has the greatest effect on the low
frequency resistance and inductance of the grid stack, as the largest share of the
overall current flows through this layer. As the frequency increases to f1-2 D 1

2�
R2

L1

and higher, the impedance of the uppermost layer !L1 exceeds the impedance
of the second uppermost layer R2, as shown in Fig. 35.3. The second uppermost
layer, therefore, carries the largest share of the overall current and most affects the
inductance and resistance within this frequency range. As the frequency exceeds
f2-3 D 1

2�
R3

L2
, the next layer in the stack becomes the path of least impedance and

so on. The process continues until at very high frequencies the lowest layer carries
most of the overall current.

As the frequencies increase, the majority of the overall current is progressively
transferred from the layers of low resistance and high inductance to the layers
of high resistance and low inductance. The overall grid inductance, therefore,
decreases with frequency and the overall grid resistance increases with frequency. A
qualitative plot of the variation of the grid inductance and resistance with frequency
is shown in Fig. 35.5. At low frequency, all of the layers exhibit a purely resistive
behavior and the current is partitioned among the layers according to the resistance
of each layer. The share ik of the overall current flowing through layer k is

ik D IkPN
nD1 In

D
Q

n¤k RnPN
mD1

Q
n¤m Rn

: (35.1)

Note that i1 > i2 > : : : > iN as R1 < R2 < : : : < RN . The resistance of a multi-layer
grid RLF

0 at low frequency is therefore determined by the parallel connection of all
of the individual layer resistances,
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Fig. 35.5 Variation of the
grid inductance and resistance
of a multi-layer stack with
frequency. As the signal
frequency increases, the
current flow shifts to the high
resistance, low inductance
layers, decreasing the
inductance and increasing the
resistance of the grid
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RLF
0 D R1kR2k : : : kRN D

QN
nD1 RnPN

mD1

Q
n¤m Rn

: (35.2)

The low frequency inductance of a multi-layer grid LLF
0 is, however,

LLF
0 D L1i21 C L2i22 C : : : C LNi2N � L1; (35.3)

due to L1 > Lk and i1 > ik for any k ¤ 1.
At very high frequencies, the resistance and inductance exchange roles. All of the

grid layers exhibit a purely inductive behavior and the current is partitioned among
the layers according to the inductance of each layer. The share of the overall current
flowing through layer n is

ik D IkPN
nD1 In

D
Q

n¤k LnPN
mD1

Q
n¤m Ln

: (35.4)

The relation among the currents of each layer is reversed as compared to the low
frequency case: i1 < i2 < : : : < iN . The inductance of a multi-layer grid at
high frequency LHF

0 is determined by the parallel connection of the individual layer
inductances,

LHF
0 D L1kL2k : : : kLN D

QN
nD1 LnPN

mD1

Q
n¤m Ln

: (35.5)

The high frequency resistance of a multi-layer grid RHF
0 is

RHF
0 D R1i21 C R2i22 C : : : C RNi2N � RN ; (35.6)

due to RN > Rk and iN > ik for any k ¤ N.
The grid resistance and inductance vary with frequency between these limiting

low and high frequency cases. If the difference in the electrical properties of
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the layers is sufficiently high, the variation of the grid inductance and resistance
with frequency has a staircase-like shape, as shown in Fig. 35.5. As the frequency
increases, the grid layers consecutively serve as the primary current path, dominat-
ing the overall grid impedance within a specific frequency range [131].

35.2 Case Study of a Two Layer Grid

The electrical properties of a two layer grid are evaluated in this section to
quantitatively illustrate the concepts described in Sect. 35.1. The grid parameters
are described in Fig. 35.6.

The analysis approach used to determine the electrical characteristics of a grid
structure is described in Sect. 35.2.1. Magnetic coupling between grid layers is
discussed in Sect. 35.2.2. The inductive characteristics of a two layer grid are dis-
cussed in Sect. 35.2.3. The resistive characteristics of a two layer grid are discussed
in Sect. 35.2.3. The impedance characteristics of a two layer grid are summarized in
Sect. 35.2.5.

35.2.1 Simulation Setup

The inductance extraction program FastHenry [70] is used to explore the induc-
tive properties of grid structures. FastHenry efficiently calculates the frequency
dependent impedance R.!/ C !L.!/ of complex three-dimensional interconnect
structures under a quasi-magnetostatic approximation. In the analysis, the lines are
split into multiple filaments to account for skin and proximity effects, as discussed
in Sect. 2.2. A conductivity of 58 S=�m ' .1:72 �� � cm/�1 is used in the analysis
where an advanced process with copper interconnect is assumed [514].

0.5 μm

2 μm

10 μm

1 μm
50 μm

150 μm

Fig. 35.6 General view of a two layer grid. The ground lines are white colored, the power lines
are gray colored
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When determining the loop inductance, all of the ground lines at one end of
the grid are short circuited to form a ground terminal and all of the power lines
at the same end of the grid are short circuited to form a power terminal. All of
the lines at the other end of the grid are short circuited to complete the current
loop. This configuration assumes that the power current loop is completed on-chip.
This assumption is valid for high frequency signals which are effectively terminated
through the on-chip decoupling capacitance which acts as a low impedance termi-
nation as compared to the inductive off-chip leads of the package. If the current loop
is completed on-chip, the current in the power lines and the current in the ground
lines always flow in opposite directions.

35.2.2 Inductive Coupling Between Grid Layers

An equivalent circuit diagram of a two layer power distribution grid is shown in
Fig. 35.7. The partial mutual inductance between the lines in the two grid layers is
significant as compared to the partial self-inductance of the lines. Therefore, the two
grid layers are, in general, magnetically coupled, as indicated in Fig. 35.7. It can be
shown, however, that for practical geometries, magnetic coupling is significant only
in interdigitated grids under specific conditions.

The specific conditions are that the line pitch in both layers is the same and the
separation between the two layers is smaller than the line pitch. The two layers with
the same line pitch are spatially correlated, i.e., the relative position of the lines in
the two layers is repeated throughout the structure. The net inductance of such grids
depends upon the mutual alignment of the two grid layers. For example, consider
a two layer grid with each layer consisting of ten interdigitated power and ground
lines with a 1 � 1 �m cross section on an 8 �m pitch, as in the cross section shown
in Fig. 35.8. The separation between the layers is 4 �m. The variation of inductance
of this two layer grid structure as a function of the physical offset between the two
layers is shown in Fig. 35.9.

At 1 GHz, each of the layers has a loop inductance of 206 pH. The inductance of
two identical parallel coupled inductors is

L1k2 D L11L22 � L2
12

L11 C L22 � 2L12

D L11 C L12

2
: (35.7)

Fig. 35.7 An equivalent
circuit diagram of a two layer
grid

R2
i2 L22

L11
R1 i1

L12
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a

b

Fig. 35.8 Alignment of two layers with the same line pitch in a two layer grid resulting in the
minimum and maximum grid inductance. The ground lines are white colored, the power lines
are gray colored; (a) configuration with the minimum grid inductance: ground lines of one layer
are aligned with the power lines of the other layer, (b) configuration with the maximum grid
inductance: the ground lines of both layers are aligned with each other

In the case of zero coupling between the two grid layers, the net inductance of
the two layer grid is approximately 206 pH=2 D 103 pH since the two grids are
in parallel. If the ground lines in the top layer are placed immediately over the
power lines of the bottom layer, as shown in Fig. 35.8a, a close return path for
the power lines is provided as compared to the neighboring ground lines of the
bottom layer. The magnetic coupling between the two grid layers is negative in
this case, resulting in a net inductance of 81 pH for the two layer grid (which is
lower than the uncoupled case of 103 pH), in agreement with (35.7). A two layer
interdigitated grid effectively becomes a paired grid, as shown in Fig. 35.8a. (Rather
than equidistant line spacing, in paired grids the lines are placed in close power-
ground line pairs [72].) If, alternatively, the ground lines of the top layer are aligned
with the ground lines of the bottom layer, as shown in Fig. 35.8b, the magnetic
coupling between the two layers is positive and the net inductance of the two layer
grid is 124 pH, higher than the uncoupled case, also in agreement with (35.7). As the
offset between the grid layers changes between these two limits, the total inductance
varies from a minimum of 81 pH to a maximum of 124 pH, passing a point where
the effective coupling between the two layers is zero and the total inductance is
103 pH. The inductance at a 100 GHz signal frequency closely tracks this behavior
at low frequencies.

If the layer separation is greater than the line pitch in either of the two layers, the
net coupling from the lines in one layer to the lines in the other layer is insignificant.
Coupling to the power lines is nearly cancelled by the coupling to the ground lines,
carrying current in the opposite direction. This coupling cancellation is analogous
to the cancellation of the long distance coupling within the same grid layer [72].
This cancellation also explains why two grid layers are effectively uncoupled if one
of the layers is a paired grid. The power to ground line separation in a paired grid
is smaller than the separation between two metalization layers with the grid lines in
the same direction.

It is possible to demonstrate that in the case where the line pitch is not matched,
as shown in Fig. 35.10, the layer coupling is effectively cancelled, and the grid
inductance is independent of the layer alignment, as shown in Fig. 35.9. Metalization
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Fig. 35.9 Inductance of a two layer grid versus the physical offset between the two layers. The
inductance of the grid with matched line pitch of the layers (black line) depends on the layer offset.
(The low inductance alignment shown in Fig. 35.8a is chosen as the zero offset.) The inductance
of the grid is constant where the line height, width, and pitch of the lower layer are twice as small
as compared to the upper layer (the gray line)

Fig. 35.10 The cross section of a two layer grid with the line pitch of the upper layer a fractional
multiple (5/4 in the case shown) of the line pitch in the bottom layer. Both effects illustrated
in Fig. 35.8 occur at different locations (circled). The ground lines are white colored, the power
lines are gray colored

layers in integrated circuits typically are of different thickness, line width, and line
spacing. Therefore, unless intentionally designed otherwise, different grid layers
typically have different line pitch and can be considered uncoupled, as has been
implicitly assumed in Sect. 35.1.

35.2.3 Inductive Characteristics of a Two Layer Grid

The variation of the sheet inductance with signal frequency in the two layer grid
is shown in Fig. 35.11. Note that the inductance of the individual grid layers,
also shown in Fig. 35.11, is virtually constant with frequency [72, 515]. The sheet
inductance of the upper layer L1 is 268 pH=� at 1 MHz (247 pH=� at 100 GHz).
The sheet inductance of the bottom layer L2 is 19.6 pH=� at 1 MHz (19 pH=� at
100 GHz). The inductance of the bottom grid layer is approximately fifteen times
lower than the inductance of the upper grid layer. This difference in inductance is
primarily due to the difference in the line density of the layers. The line density
of the bottom layer is fifteen times higher, as determined by the line pitch of the
layers (150=10 D 15). The inductance of a single line is relatively insensitive to the
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Fig. 35.11 Inductance of a two layer grid versus signal frequency. Both FastHenry data (solid
line) and the analytic model data (dotted line) are shown. The individual inductance of the two
comprising grid layers is shown for comparison (FastHenry data)

aspect ratio of the line cross section. The inductance of the two layer grid, however,
varies significantly with signal frequency due to current redistribution, as discussed
in Sect. 35.1.

The inductive characteristics of a two layer grid can also be analytically
determined based on the simple model shown in Fig. 35.7. Assuming L12 D 0 as
discussed in Sect. 35.2.2, the loop inductance of a two layer grid is

L0 D L1.R2
2 C !2L1L2/ C L2.R2

1 C !2L1L2/

.R1 C R2/2 C !2.L1 C L2/2
: (35.8)

At high frequencies, where the resistance of the grid layers has no influence on
the current distribution between the layers, the grid inductance described by (35.8)
asymptotically approaches the inductance of two ideal parallel inductors,

LHF
0 D L1L2

L1 C L2

; (35.9)

in agreement with (35.5). At low frequencies, the grid inductance described
by (35.8) approaches the low frequency limit of the grid inductance,

LLF
0 D L1

�
R2

R1 C R2

�2

C L2

�
R1

R1 C R2

�2

D 160 pH=�; (35.10)

in agreement with (35.3).
The variation of the grid inductance with frequency according to the analytic

model described by (35.8) is also illustrated in Fig. 35.11 by the dotted line.
The analytic model satisfactorily describes the variation of grid inductance with
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frequency. The discrepancy between the analytic and FastHenry data at high
frequencies is due to proximity effects which are not captured by the model shown
in Fig. 35.7.

35.2.4 Resistive Characteristics of a Two Layer Grid

The resistance of the two individual grid layers R1 and R2 and the resistance of the
combined two layer grid R0 are shown in Fig. 35.12. The resistance of the individual
grid layers remains constant up to high frequencies. The resistance of the upper
layer begins to moderately increase from approximately 0.5 GHz due to significant
proximity effects in very wide lines. The resistance of both layers sharply increases
above approximately 20 GHz due to significant skin effect. Note that the resistance
of the grid comprised of the two layers exhibits significantly greater variation with
frequency than either individual layer.

Similar to the grid inductance, the resistive characteristics of a two layer grid can
be analytically determined from the properties of the comprising grid layers,

R0 D R1.R1R2 C !2L2
2/ C R2.R1R2 C !2L2

1/

.R1 C R2/2 C !2.L1 C L2/2
: (35.11)

The grid resistance versus frequency data based on the analytic model described
by (35.11) is shown by the dotted line in Fig. 35.12. The analytic solution describes
well the general character of the resistance variation with frequency. At low
frequencies, the resistance of the two layer grid approaches the parallel resistance
of two grid layers,
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Fig. 35.12 Resistance of a two layer grid versus signal frequency. The individual resistance of the
two comprising grid layers and the parallel resistance of the individual layer resistances are shown
for comparison
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RLF
0 D R1kR2 D R1R2

R1 C R2

D 0:16 �=�; (35.12)

in agreement with (35.2). The high frequency grid resistance asymptotically
approaches

RHF
0 D R1

�
L2

L1 C L2

�2

C R2

�
L1

L1 C L2

�2

D 0:6 �=�; (35.13)

in agreement with (35.6). This analytically calculated high frequency resistance
overestimates the FastHenry extracted resistance of 0.48 �=� (at 10 GHz). The
discrepancy is due to pronounced proximity and skin effects at high frequencies.

35.2.5 Variation of Impedance with Frequency in a Two
Layer Grid

Having determined the variation with frequency of the resistance and inductance
in the previous sections, it is possible to characterize the frequency dependent
impedance characteristics of a two layer grid. The magnitude of the impedance
calculated from the analytic models (35.8) and (35.11) is shown in Fig. 35.13 by
the dotted line. Low frequency values of the individual layer inductance, L1 and
L2, and resistance, R1 and R2, are used in the analytic model. The impedance
magnitude based on FastHenry extracted data is shown by the solid line. The
extracted impedance of the individual grid layers is also shown for comparison.
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Fig. 35.13 Impedance magnitude of a two layer grid versus signal frequency. Both the extracted
(solid line) and analytic (dotted line) data are shown. The impedance of the two comprising grid
layers is also shown
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Note that the impedance characteristics of the individual layers shown in Fig. 35.13
bear close resemblance to the schematic graph shown in Fig. 35.3.

As discussed in Sect. 35.1, the low resistance upper grid dominates the imped-
ance characteristics at low frequencies, while the low inductance lower grid
determines the impedance characteristics at high frequencies [131]. The analytic
model satisfactorily describes the frequency dependent impedance characteristics.
The discrepancy between the analytic and extracted data at high frequencies is due
to overestimation of the high frequency inductance by the analytic model, as shown
in Fig. 35.11.

35.3 Design Implications

The variation with frequency of the electrical properties of a multi-layer grid has
several design implications. Modeling the resistance of a multi-layer grid as a
parallel connection of individual layer resistances underestimates the high frequency
resistance of the grid. The parallel resistance model, therefore, underestimates the
resistive IR voltage drops during fast current transients. Representing a multi-layer
grid inductance by the individual layer inductances connected in parallel is accurate
only at very high frequencies. At lower frequencies, this model underestimates the
grid inductance. Relatively low inductance and high resistance at high frequencies
increase the damping factor of the power distribution grid (proportional to R=

p
L),

thereby preventing resonant oscillations in power distribution networks at high
frequencies. Conversely, resonant oscillations are more likely at lower frequencies,
where the inductance is relatively high and the resistance is low.

Multi-layer grids with different grid layer impedance characteristics are well
suited to distribute power in high speed integrated circuits. At low frequencies,
where the grid impedance is dominated by the resistance, most of the current
flows through the less resistive upper grid layers, decreasing the grid impedance.
At high frequencies, where the grid impedance is dominated by the inductance,
most of the current flows through the low inductance lower layers. Over the entire
frequency range, the current flow changes so as to minimize the impedance of the
grid. These properties of multi-layer power distribution grids support the design of
power distribution networks with low impedance across a wide frequency range,
necessary in high performance nanoscale integrated circuits.

The inductive properties of the interconnect changes the metal allocation strategy
for global power distribution grids. In circuits based on resistance-only models,
all of the metal area for the global power distribution is allocated in the upper
layers with the lowest line resistance. The power interconnect in the lower metal
layers connects the circuits to the global power grid and typically do not form
continuous power grids. In multi-layer grids, however, significant metal resources
are required to form continuous grids in the lower metal layers. This difference is a
direct consequence of the inductive behavior of interconnect at high frequencies. A
significant fraction of the high density lower metal layers should be used to lower
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the high frequency impedance of the power grid. In this manner, the frequency range
of the grid impedance is extended to match the increased switching speeds of scaled
transistors.

Redistribution of the grid current toward the lower layers at high frequencies
increases the current density in the power and ground lines in the lower grid
layers, degrading the electromigration reliability of the power distribution grid. The
significance of these effects will increase as the frequency of the current delivered
through the on-chip power distribution grid increases with higher operating speeds.
An analysis of these effects is therefore necessary to ensure the integrity of high
speed nanoscale integrated circuits.

35.4 Summary

The electrical characteristics of multi-layer power distribution grids are evaluated in
this chapter. The primary results are summarized as follows.

• The upper metal layers comprised of thicker and wider lines have low resistance
and high inductance; the lower metal layers comprised of thinner and narrower
lines have relatively high resistance and low inductance

• Inductive coupling between grid layers is shown to be insignificant in typical
power distribution grids

• Due to this difference in electrical properties, the impedance characteristics of
multi-layer grids vary significantly with frequency

• The current distribution among the grid layers changes with frequency, minimiz-
ing the overall impedance of the power grid

• As signal frequencies increase, the majority of the current flow shifts from the
lower resistance upper layers to the lower inductance lower layers

• The inductance of a multi-layer grid decreases with frequency, while the
resistance increases with frequency

• An analytic model describing the electrical properties of a multi-layer grid based
on the inductive and resistive properties of the comprising grid layers is described

• A dense and continuous power distribution grid in the lower metal layers is
essential to reduce the impedance of a power distribution grid operating at high
frequencies



Chapter 36
Inductance Model of Interdigitated Power
and Ground Networks

With high operating frequencies and scaled geometries, the power and ground
distribution network requires greater design optimization to effectively provide
higher current flow with minimal voltage variations. Low supply voltages and
high currents in ICs place stringent constraints on the P/G distribution networks.
Higher frequencies and smaller transistors produce shorter transition times, such
that L .di=dt/ voltage drops can exceed IR voltage drops. All of these factors require
the inductance to be considered in the design of on-chip P/G distribution networks.
To optimize these large scale P/G distribution networks, the inductance needs to be
accurately and efficiently determined.

An interdigitated P/G distribution network structure, depicted in Fig. 36.1, where
a few wide lines are replaced by a large number of narrow lines, is often used to
reduce the inductance effect [150, 151]. The advantages of an interdigitated structure
are increased routing flexibility and reduced inductance effects. The current flow of
the power and ground lines within a layer is assumed to flow in opposite directions,
thereby reducing the loop inductance of the network [73].

The inductance is smaller with a large number of interdigitated pairs
[73, 150, 151]. The complexity to estimate the inductance however increases with
a large number of interdigitated pairs, since a larger number of mutual inductances
needs to be calculated. The effective inductance of a practical interdigitated P/G
distribution network is therefore a complex task.

This chapter is organized as follows. In Sect. 36.1, an estimate of the inductance
of a four-pair interdigitated structure is provided. Based on the self- and mutual
inductance, a closed-form expression for an interdigitated P/G distribution network
is determined in Sect. 36.2. The accuracy of this expression and a comparison
to other models are provided in Sect. 36.3. The upper bound of the error is also
provided. The chapter is summarized in Sect. 36.4.

© Springer International Publishing Switzerland 2016
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Fig. 36.1 A single metal layer of an interdigitated P/G distribution structure. The darker and
lighter lines represent, respectively, the power and ground lines

36.1 Basic Four-Pair Structure

The loop inductance of two parallel wires with opposite current flow is

Lloop D L11 C L22 � 2M12; (36.1)

where L11, L22, and M12 are, respectively, the self-inductance of the power and
ground lines, and the mutual inductance between these two wires.

The process of estimating the inductance becomes problematic with a large
number of wires. To calculate the loop inductance, the mutual inductance terms
among all of the wires need to be individually determined, a computationally
expensive process. A closed-form expression characterizing this inductance would
therefore be useful.

The inductance of a single layer within an interdigitated P/G distribution network
structure with four pairs (eight wires), shown in Fig. 36.2, is

1

Leff
D 1

L1

C 1

L2

C 1

L3

C 1

L4

; (36.2)

where L1, L2, L3, and L4 are, respectively, the inductance of the first, second, third,
and fourth pair of a single layer within a P/G distribution network. The inductance
of the first pair is

L1 D L1p C L1g C
4X

iD2

�
M1pip C M1gig

	�
4X

iD1

�
M1pig C M1gip

	
; (36.3)
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Pair 2 Pair 3 Pair 4Pair 1

Fig. 36.2 Four pairs of a single layer within an interdigitated P/G distribution network

where subscripts p and g represent, respectively, power and ground. In this case,
the overall inductance requires sixteen terms to determine each pair. For n pairs of
P/G distribution networks, 2 � 2n D 4n terms are required to characterize each pair,
making complexity O.n/ for a single pair. For n pairs, the complexity in estimating
the inductance of a single layer within a P/G network is O.n2/.

36.2 P/G Network with Large Number
of Interdigitated Pairs

The definition of the inductance between two loops, i and j, for a uniform current
density is presented by the Neumann equation,

Lij � �0�r

4�

I

Ci

I

Cj

dsidsj

jRijj ; (36.4)

where �0, �r, and Rij are, respectively, the vacuum and relative permeability, and
the distance between two loops. From [46], the mutual inductance between a pair of
two rectangular conductors is
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3
5 ; (36.5)

where l and d are, respectively, the length of the wire and pitch of two wires. If
l � d, an approximate expression based on a Taylor series expansion is [575]
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: (36.6)

The self-inductance is derived in a similar way. For those cases where the length
is larger than the width [48],

Ls D �0l

2�

�
ln

�
2l

w C t

�
C 1

2
C k.w C t/

l

�
; (36.7)
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where w, t, and k are, respectively, the wire width, wire thickness, and fitting
parameter (k � 0:22) for smaller length wires. In P/G distribution networks where
l � d and l � w C t, the last term characterizing the edge effect of the self- and
mutual inductance can be neglected, simplifying (36.6) and (36.7) to, respectively,
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� 1

�
; (36.8)
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The mutual component of the inductance within an interdigitated P/G distribution
network decreases with increasing distance between the wires and can be treated as a
local effect, according to [73]. In this case, the effective inductance of each pair is the
sum of the self-inductances and a single mutual inductance between the two wires in
the pair. This approach supports fast estimation of the effective inductance of a P/G
distribution network; however, suffers in accuracy since the mutual inductance terms
between all other parallel wires are neglected. Enhanced accuracy in estimating the
mutual inductance terms is required.

The effective inductance of an arbitrary pair of power and ground lines m within
an interdigitated P/G distribution network is presented in Fig. 36.3, and is

Lm D 2Lms � 2Mmpmg C
nX

iD1
i¤m

�
Mmpip � Mmpig � Mmgip C Mmgig

	
: (36.10)

The terms Mmpip D Mmgig are equal for any i in (36.10) since the distance between
the power lines of pair m and i and the ground lines of pair m and i is the same. In
addition, (36.10) can be rewritten as a function of distance d D w C s, where s is
the spacing.

Pair 1 Pair nPair m Pair (m+1)Pair (m−1)

Fig. 36.3 n pairs of an interdigitated P/G distribution network. The focus of (36.10) is on the
effective inductance of pair m
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Lm D 2Lms � 2M.d/C
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where
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Equation (36.11) consists of three terms: the self-inductance of two wires, the
mutual inductance between these two wires, and the sum of the mutual inductances
between all of the other wires. The third term is neglected in [73]. Substitut-
ing (36.12) into (36.11), the summation term is
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The sum of the logarithmic terms is the product of a single logarithm, permit-
ting (36.13) to be expressed as
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P/G distribution networks typically consist of a large number of interdigitated
pairs and, as shown in Fig. 36.4, the terms of (36.14) quickly decline in magnitude
to zero. The number of pairs on the left (and right) is therefore assumed to be infinite,
permitting (36.14) to be formulated as
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Fig. 36.4 Terms of (36.14). The values quickly decline in magnitude to zero

The factor of two originates from the two sides of the target pair. The infinite sum
of (36.15) is presented as an infinite product,
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The limit of the product can be solved using the Wallis formula [576],
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at x D �=2, leading to the equality,
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Based on (36.18), (36.10) may be presented in closed-form,
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To estimate the overall inductance of a structure with N power and ground
line pairs, the inductance of each pair is assumed to be equal. The mutual inductance
between all of the other P/G pairs converges to a constant, making the inductance
independent of the number of P/G pairs. The error is greatest in those cases
where the number of pairs is smallest; however, in these cases, the effective
inductance can be determined quickly with no approximation due to the small
number of pairs. For those cases where the number of pairs is sufficiently large
(eight pairs produce less than 10 % error), the effective inductance is
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2
C ln
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2

�

��
: (36.20)

Note than the effective inductance is described for a single layer within an
interdigitated P/G network, where it is assumed that no metal layers are above
or below the structure. In practical cases, the existence of different interconnect
structures above or below the structure may reduce the accuracy of the model. For
structures with large spacing, an interconnect structure below the target structure
reduces the accuracy of the estimated inductance [577]. Interdigitated P/G networks,
however, are designed with small spacing to exploit the available metal resources;
therefore, the accuracy of the effective inductance model is maintained.

Additionally, since the current is assumed to flow throughout the entire inter-
digitated structure, the inductance determined in (36.20) represents the worst case
effective inductance. Assuming that current is uniformly distributed throughout the
interdigitated structure, the worst case effective inductance produces the largest
voltage drop over the power and ground distribution network.

36.3 Comparison and Discussion

Three different models are compared in this section. The Grover model describes
the inductance of each pair based on (36.10), where every mutual component
is individually calculated [575]. While the individual inductance of each pair is
determined, the effective inductance of a single layer within an interdigitated P/G
network structure is estimated assuming the individual inductive lines are in parallel.
Hence, the Grover model refers to the evaluation of every mutual term among all of
the wires in a system. In [73], the effective inductance is determined based on an
approximation, where the inductance is treated as a local effect, and the mutual
inductance between other pairs is neglected. This model is called the Mezhiba
model. The model, represented by (36.20), determines the effective inductance
assuming the number of P/G pairs is infinite and named here the Jakushokas model.
Since the magnitude of the mutual terms quickly declines to zero as a function of
distance, this assumption is highly accurate.
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Fig. 36.5 Comparison of FastHenry, Grover, Mezhiba, and Jakushokas models for two different
design cases

A comparison among FastHenry [70], a multipole 3-D inductance extraction
program, the Grover, Mezhiba, and Jakushokas models, is summarized in this
section. In addition, the complexity and accuracy of the Grover, Mezhiba, and
Jakushokas models are compared. Two different structures of an interdigitated P/G
distribution network are evaluated. For both structures, the width and spacing are
maintained constant, w D 1 �m and s D 1 �m; however, the length and thickness
are different, l1 D 1 mm, t1 D 0:975 �m, and l2 D 100 �m, t2 D 0:17 �m.
The thickness is based on a 65 nm CMOS technology [566] for the top (M8)
and bottom (M1) metal layers. Both cases represent a single layer within a P/G
distribution network. In Fig. 36.5, two structures are extracted using FastHenry,
and compared to the Grover, Mezhiba, and Jakushokas models. The Grover and
Jakushokas models exhibit enhanced accuracy as compared to the Mezhiba model.
In Figs. 36.6 and 36.7, respectively, the accuracy and complexity are evaluated. The
accuracy is evaluated by comparing the results with FastHenry. The complexity of
FastHenry is, however, not evaluated since the required number of terms for the
simulator is excessively large as compared to the analytic model.

The complexity and error of the Grover, Mezhiba, and Jakushokas models
relative to FastHenry are evaluated. The Grover model considers all of the mutual
terms and exhibits the lowest error (less than 1 % error); however, the complexity of
the Grover model drastically increases for a large number of pairs. The complexity
of the Mezhiba and Jakushokas models is independent of the number of power and
ground pairs. The error of the Jakushokas model decreases with a larger number
of P/G pairs, while the error of the Mezhiba model increases. The highest error
(�30 %) of the Jakushokas model occurs with the fewest number of pairs, while
the error of the Mezhiba model is highest with the greatest number of P/G pairs.
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Hence, the error of the Jakushokas model can be reduced using the Grover model,
which is only computationally efficient for a few P/G pairs. Assuming the number
of power and ground pairs is infinite, the effect of the mutual inductance terms is
greater; therefore, the Jakushokas model underestimates the effective inductance.
The mutual inductance of only a single pair is considered by the Mezhiba model,
overestimating the inductance. The boundary conditions of the effective inductance
are determined from the Mezhiba and Jakushokas models. These conditions permit
the effective inductance of a single layer within an interdigitated P/G distribution
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network structure to be determined for any number of power and ground line
pairs. The boundary conditions for the effective inductance of an interdigitated
P/G distribution network structure are therefore determined by the Jakushokas and
Mezhiba models,
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where x represents any number of pairs within a single layer of an interdigitated P/G
distribution network. An expression is derived for the error between the Jakushokas
and Grover models. The normalized error is

error D
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ˇ̌LGrover � LJakushokas

LGrover
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ˇ̌ D
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ˇ̌ : (36.22)

Since the Grover model cannot be expressed by a single equation, only the worst
case error is determined. An assumption in the Jakushokas model is that the number
of interdigitated pairs is infinite; therefore, the error is highest when only a single
pair (N D 1) is present, expressing errorNDn 
 errorND1. For this case, the
inductance based on the Grover model is
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The inductance based on the Jakushokas model for N D 1 is
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Substituting (36.23) and (36.24) into (36.22), the error bound is
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Based on the parameters of width, spacing, and thickness provided earlier in this
chapter, the ErrorBound is less than 0.3 or 30 %. The error of the Jakushokas model
drastically decreases with higher number of pairs, as shown in Fig. 36.6. Similarly,
the ErrorBound can be expressed for those cases where N � 2,
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The ErrorBound is less than 0.23 or 23 % for those cases where N � 2 with the
aforementioned parameters of width, spacing, and thickness.
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36.4 Summary

A closed-form expression is described to accurately estimate the inductance (self
and mutual) of an interdigitated power and ground network. The primary results are
summarized as follows.

• Estimating the inductance of a complex network is a complicated task since every
mutual inductance element within a system must be considered

• An interdigitated power and ground distribution network reduces the effective
inductance as compared to other P/G distribution network structures

• The closed-form Jakushokas model determines the inductance of an interdigi-
tated P/G network, exhibiting good accuracy

• The error of the Jakushokas model is lower with higher number of interdigitated
pairs, leading to less than 10 % error for those cases with more than ten pairs
(typical interdigitated P/G networks are composed of 100’s of interdigitated
pairs)

• The Jakushokas model is compared with other models, demonstrating high
accuracy and computational efficiency



Chapter 37
Multi-layer Interdigitated Power Networks

An interdigitated P/G distribution network structure is the most common structure
in high complexity integrated circuits. Typically, a few wide lines are replaced by a
large number of narrow lines to reduce the effects of inductance [150, 151]. Different
P/G structures have been compared in [73], where the interdigitated structure is
shown to achieve the greatest reduction in inductance.

An interdigitated P/G distribution structure is typically located on several metal
layers. Each layer consists of interdigitated power and ground wires, where the
direction of the wires is perpendicular to the direction of the wires in the previous
layer, as depicted in Fig. 37.1. With advancements in technology, additional metal
layers are provided [24], permitting the dedication of several metal layers to the
P/G network. Due to electromigration, the maximum current is limited; therefore, a
larger number of metal layers passes higher current to the microelectronic system
while not surpassing any electromigration constraints.

The need for efficient P/G networks has been recognized, and several algorithms
and techniques to optimize the P/G distribution network have been reported [116,
578]. A routing tool for standard cell circuits to efficiently supply and distribute
power has been described in [579]. A typical high complexity IC however includes
a variety of circuits, therefore, routing the supply network within a standard cell
design flow can produce an ineffective network. To overcome this issue, several
algorithms based on different optimization strategies have been developed [580,
581]; however, only the package inductance is considered in [581], neglecting
the on-chip inductance. An algorithm based on partitioning the power/ground
network into smaller sections is described in [456], where IR voltage drops are
considered. With more advanced packaging techniques (such as flip-chip), the on-
chip inductive noise (L dI=dt) is also important [114, 129]. To consider on-chip
inductance in power/ground networks, a technique to simplify the mesh model of
an RLC power/ground network is described [582], assuming the loads are treated as
identical current sources. The significance of the on-chip inductance within paired
and interdigitated power/ground network structures is described in [583], where the

© Springer International Publishing Switzerland 2016
I.P. Vaisband et al., On-Chip Power Delivery and Management,
DOI 10.1007/978-3-319-29395-0_37
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Fig. 37.1 Global interdigitated P/G distribution structure. The darker and lighter lines represent,
respectively, the power and ground lines

inductance is treated as a local effect. In [412], the inductance model considers
the mutual inductance between close and distant power/ground wires in interdigi-
tated structures. Based on this model, a closed-form expression characterizing an
interdigitated P/G network structure is described, permitting the optimal width of
a power/ground network that minimizes the network impedance to be determined.
Based on the optimum width of the power/ground lines, a methodology is described
in this chapter to minimize the impedance under current density constraints for a
multi-layer metal system.

This chapter is organized as follows. A closed-form expression describing
the minimum impedance for a single metal layer is presented in Sect. 37.1. In
Sect. 37.2, several methods to lower the current density across multiple metal layers
are described. Two different approaches are suggested. The tradeoff between the
impedance of a P/G network and the current density is presented in Sect. 37.3. This
chapter is summarized in Sect. 37.4.

37.1 Single Metal Layer Characteristics

A single layer of a network is depicted in Fig. 37.2, which consists of N number
of parallel power and ground wire pairs. The effective inductance of a single metal
layer is

1

Leff
D 1

L1

C 1

L2

C 1

L3

C : : : C 1

LN
; (37.1)

where L1, L2, L3, and LN are, respectively, the effective inductance of the first,
second, third, and Nth pair of an interdigitated P/G distribution network. Assuming
the current flows in opposite directions in power and ground wires, the effective
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Pair 1 Pair 2 Pair 3 Pair N

Fig. 37.2 N pairs of a single layer within an interdigitated P/G distribution structure
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Fig. 37.3 Normalized effective inductance for each pair in a 100 pair interdigitated P/G distribu-
tion network

inductance of every pair can be determined based on [575]. In Fig. 37.3, the effective
inductance normalized to the lowest effective inductance in a structure is depicted
for each pair in a 100-pair interdigitated P/G distribution network.

The difference in inductance is small among all of the pairs, excluding those
pairs closest to the boundary. The effect of the boundary is neglected, assuming
each of the inductances is equal, permitting the effective inductance of a single layer
within an interdigitated P/G distribution network structure to be determined [412].
A similar assumption is considered in [73], neglecting the mutual terms between
the pairs, effectively treating the inductance as a local phenomenon. By not
neglecting distant mutual effects, the effective inductance can be estimated with
higher precision.

A derivation of the effective inductance expression is presented in Chap. 36 (also
in [412]), based on the Wallis formula [576], resulting in
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where N, �0, l, w, t, and s are, respectively, the number of power and ground pairs,
permeability of the vacuum, length, width, and thickness of a single power or ground
wire, and the spacing between the power and ground wires. The mutual inductance
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should be considered between all pairs, permitting the accuracy of the effective
inductance to be improved by up to 30 %. The accuracy and complexity comparison
of (37.2) and other models is provided in [412].

The area A allocated for a P/G network is typically constant,

A D l ŒN .w C s C w C s/� D 2lN .w C s/ ; (37.3)

where the first w C s term is the width and space of the power line, and the second
w C s term is for the ground line. Substituting (37.3) into (37.2), the effective
inductance is
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Note that (37.4) considers both the self- and mutual inductance, where the mutual
inductance is between an infinite number of pairs. This expression requires low
computational time while providing high accuracy when estimating the inductance
of an interdigitated power and ground distribution network.

The optimal width for minimizing impedance is discussed in the rest of the
section. The optimal line width for a single interdigitated metal layer is determined
in Sect. 37.1.1. The accuracy of the optimal line width and related issues are
discussed in Sect. 37.1.2.

37.1.1 Optimal Width for Minimum Impedance

An interdigitated P/G distribution network is typically allocated over an entire upper
metal layer, where the network is designed for lowest impedance. The resistance of
a single power and ground pair is

R D �
2l

tw
; (37.5)

where � is the metal resistivity. N pairs of power and ground wires are in parallel;
the effective resistance of the network is therefore

Reff D 1

N
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: (37.6)

Substituting (37.3) into (37.6), the effective resistance for constant area is

Reff D 4l2� .w C s/

Atw
: (37.7)
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Fig. 37.4 Two different interdigitated power/ground networks are presented for the same physical
area. The spacing s is maintained constant. The width w is different for each network, where the
width wa of network (a) is thinner than the width wb of network (b). Increasing the width requires
fewer interdigitated power/ground line pairs since the area is maintained constant

Under a constant area constraint, two interdigitated networks with different line
widths, shown in Fig. 37.4, produce different network impedances. For constant
area, according to (37.7), wider power and ground wires reduce the effective
resistance. With multiple thin lines, a large area is consumed by the line-to-line
spacing, increasing the effective resistance of the network. The inductance under
a constant area constraint has the opposite effect since the mutual inductance is
dominant in an interdigitated P/G distribution structure. A greater number of lines
increases the mutual inductance, reducing the effective inductance, as described
by (37.4).

The value of the effective impedance as a function of width (or number of pairs) is

Zeff .w/ D Reff .w/ C j2�fLeff .w/; (37.8)

where f is the target frequency. At 5 GHz, (37.4) and (37.7) are compared to
FastHenry, as shown in Fig. 37.5. A constant area of 1 � 1 mm at the top metal
layer for a 65 nm CMOS technology [566] is assumed.

Since the effect of the resistive and inductive impedance behaves inversely with
increasing width, the objective is to minimize the overall impedance at a specific
frequency. The absolute value of the effective impedance as a function of line
width is

jZeff .w/j D
q

R2
eff .w/ C 4�2f 2L2

eff .w/; (37.9)

as illustrated in Fig. 37.6.
Since the effective inductance in (37.4) is a transcendental function of width,

a closed-form analytic solution cannot be determined for the wire width that
minimizes the impedance. A closed-form expression can, however, be determined
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for the special case where the line-to-line spacing is equal to the thickness of the
metal in the effective inductance equation, resulting in

w.0/
opt � 3

s
0:91

s�2

�2
ot2f 2

: (37.10)

A detailed derivation of (37.10) is presented in the Appendix A. A numerical
solution based on n iterations of the Newton–Raphson method is used to determine
the optimal width for all other spacings,
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w.n/
opt D w.n�1/

opt � F0.w.n�1/
opt /

F00.w.n�1/
opt /

; (37.11)

where F � jZeff .w/j and w.n�1/
opt is the .n � 1/st estimate of the optimal wire width.

The initial estimate is based on (37.10). The number of iterations can be increased
to enhance the accuracy of the optimal width.

Considering the resistance and inductance (both self- and mutual) of a net-
work, (37.10) combined with (37.11) can be used to determine the optimal line
width of an interdigitated power/ground network. The optimal line width produces
the minimum impedance network at a target frequency.

37.1.2 Optimal Width Characteristics

A comparison among FastHenry, (37.10), and w.1/
opt based on the first iteration

of the Newton–Raphson method is shown in Fig. 37.7 for several different metal
thicknesses. The spacing is chosen as the midpoint between the thinnest and thickest
metal layers for a 65 nm CMOS technology. A 5 GHz frequency is assumed.
The error between FastHenry and (37.10) reaches 6 %, while the error between
FastHenry and w.1/

opt is below 1 %. For those cases where the target accuracy

is below the error of the initial estimate, the closed-form expression of w.0/
opt is

computationally efficient in determining the P/G line width. If higher accuracy is
required, the interdigitated P/G wire width can be determined according to (37.11).
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A comparison among FastHenry, (37.10), and w.1/
opt based on the first iteration

of the Newton–Raphson method is shown in Fig. 37.8 for different spacings. The
spacing ranges from 0:54 �m (the lowest permitted spacing) to 15 �m. When the
spacing is equal to the thickness, w.0/

opt and w.1/
opt are equal since the logarithmic

term of (37.4) is zero. At spacings below 7 �m, (37.10) exhibits an error below
9 % as compared to FastHenry. For spacings up to 15 �m, the error between
FastHenry and (37.10) reaches 26 %, while the error with only the first iteration
of the Newton–Raphson method is below 9 %. For spacings greater than 15 �m,
additional iterations of the Newton–Raphson method are necessary.

The different number of iterations to determine wopt are evaluated in Fig. 37.9.
The error is relative to FastHenry. Note that (37.10) assumes the spacing and
thickness are equal. The closed-form expression is therefore only accurate for
small spacings. For wider spacings, the Newton–Raphson method is preferred to
accurately determine the optimal width. A larger number of iterations is needed for
wider spacings since the error decreases significantly for large number of iterations.
Spacings up to 100 �m are evaluated, suggesting that four iterations are sufficient
to determine the optimal width within 10 % accuracy as compared to FastHenry.

Since the width is optimized for a target frequency, the effect on the frequency
range of interest (from DC to the target frequency) is important. In the following
discussion, a target frequency of 5 GHz is assumed. In Fig. 37.10, the impedance
of the network as a function of frequency is depicted. Three values of the width are
evaluated—the optimal width, a width four times greater than the optimal width, and
a width four times smaller than the optimal width. Note that the area is maintained
constant. An increasing width corresponds to a fewer number of interdigitated
pairs within the P/G network (a thinner line corresponds to a higher number of
interdigitated pairs).
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the frequency range of interest. Three different P/G network line widths are depicted. The
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As illustrated in Fig. 37.10, the minimum impedance at 5 GHz is achieved using
the optimal width, while a lower and higher line width increases, respectively, the
resistive and inductive component of the overall impedance. At low frequencies,
the P/G network with wider lines produces a lower impedance, although more than
the required impedance at the target frequency. In the example shown in Fig. 37.10,
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the network impedance with wider lines is below the target impedance only below
3.7 GHz. As depicted in Fig. 37.10, the P/G network with a smaller width satisfies
the impedance requirements only up to 2.5 GHz.

37.2 Multi-layer Optimization

Multi-layer systems can be approximated by the network shown in Fig. 37.11, where
the resistance and inductance is, respectively, the effective resistance and inductance
of a single layer within a P/G distribution network [73]. This model treats the system
as worse case since all of the current is assumed to flow through the entire layer.
Electromigration is considered when optimizing a multi-layer system.

The current density CD of an arbitrary layer m is

CDm D jimj
CroSecm

; (37.12)

where im and CroSecm are, respectively, the current and cross section of layer m.
The skin effect is considered in determining the cross-section of the layer,

CroSecm D

8̂
<
:̂

Nmwmtm 2ı > w (37.13)

Nmwmtm 2ı > t (37.14)

2ı ŒNm.wm C tm/ � 2ı� otherwise, (37.15)

Vdd

Iload

−

+

Fig. 37.11 Multi-layer P/G distribution network model. Each resistance and inductance represent,
respectively, the effective resistance and inductance of a single layer within a P/G network
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where ı is the skin depth. The skin depth is defined as

ı �
s

1

�f �0	
; (37.16)

where 	 is the conductivity of the material.
Allocating additional metal layers for the power and ground distribution network

distributes the overall current among a larger number of metal layers. The current
density of a particular metal layer is therefore lower.

Two different approaches are considered for optimizing a multi-layer P/G
network. In the first approach, the current density per layer is maintained equal
for all of the layers, while providing a low P/G network impedance. The second
approach minimizes the impedance, while considering electromigration. A tradeoff
exists between the current density and the impedance of a P/G distribution network.
A lower impedance reduces the voltage drop, providing a higher noise margin.

37.2.1 First Approach: Equal Current Density

The first optimization approach for an interdigitated P/G distribution network
structure is discussed in this section. The limiting current density is the highest
current density among the layers. In this approach, the current density among the
layers is maintained equal, minimizing the limiting current density of a P/G network.
A lower limiting current density enhances the reliability of a multi-layer system. The
current flowing through an arbitrary layer m is

jimj D Vdrop

jZmj ; (37.17)

where Vdrop and Zm are, respectively, the voltage across the entire P/G distribution
network and the impedance of the mth layer. Substituting (37.17) into (37.12), the
current density of the mth metal layer is

CDm D Vdrop

jZmj
1

CroSecm
: (37.18)

Two layers, m and n, provide the same current density when

jZmj CroSecm D jZnj CroSecn: (37.19)

While the width of a single metal layer is optimized for minimum impedance, the
width of the remaining metal layers is chosen to maintain equal current density,
as described by (37.19). Pseudo-code for determining the width of the individual
metal layers within a multi-layer system based on maintaining equal current density
among the metal layers is provided in Appendix B.
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Based on the this methodology, an eight layer P/G distribution network is
described for a 65 nm CMOS technology [584], where all of the metal layers are
available for the P/G distribution, although in practical cases some metal layers
are used for the signals, clock network, and shield lines. Based on a 65 nm CMOS
technology, a width of 1.66 �m is initially determined from (37.11) for the top
(eighth) metal layer to minimize the impedance of a single metal layer. The width of
the additional metal layers is based on maintaining equal current density according
to (37.19). The current density per multiple metal layers is depicted in Fig. 37.12.
Increasing the width of the lower metal layer affects the current density in the lower
layer as well as the upper metal layer. Increasing the width of the lower metal
layer changes the impedance of the lower metal layer (decreasing the resistance
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Table 37.1 Spacing,
thickness, width, and number
of interdigitated pairs for an
eight metal layer system. The
eighth metal layer is the top
metal layer. Since the lines
are wider, the number of
interdigitated pairs is lower
for a constant area

Metal Thickness Spacing Width Number
layer (�m) (�m) (�m) of pairs

8 0.975 0.540 1.66 227

7 0.650 0.360 2.36 183

6 0.430 0.240 3.56 131

5 0.300 0.165 5.11 94

4 0.250 0.140 6.13 79

3 0.200 0.110 7.67 64

2 0.190 0.105 8.07 61

1 0.170 0.105 9.02 54

and increasing the inductance). The current is distributed among the different metal
layers based on the relative impedance of the metal layers, resulting in larger current
in the metal layer with lower impedance while changing the current density in all of
the metal layers.

The width is determined at the intersection of the current density of multiple
metal layers. The intersection is the width where equal current density among
the multiple metal layers is maintained, lowering the limiting current density. As
inferred in Fig. 37.12, this intersection occurs at a greater width for the lower metal
layers, since the metal layers are thinner. This structure is therefore called the
pyramid structure. The spacing, thickness, width, and number of interdigitated pairs
for each metal layer in an eight layer P/G system is summarized in Table 37.1.

The normalized current density is shown in Fig. 37.13 for an eight metal layer
P/G network based on the equal current density methodology. While the maximum
current density for a specific technology, physical area, and current is known, the
required number of metal layers for an interdigitated P/G distribution network can
be determined, as illustrated in Fig. 37.13.

Two additional P/G network structures are compared with the pyramid structure.
These three structures are illustrated in Fig. 37.14. The width of the individual metal
layers for the pyramid structure is listed in Table 37.1. This structure is shown
in Fig. 37.14a. Note in the pyramid structure, the power and ground lines in the
lower metal layers are wider. In conventional metal systems, the power and ground
lines are wider at the higher metal layers, as illustrated in Fig. 37.14b. For this
structure, the width of the metal layers is the opposite of the pyramid structure,
and is therefore called the inverted pyramid (standard) structure. In Fig. 37.14c, the
width of each metal layer is maintained constant at 5.5 �m; therefore, this structure
is referred to as the equal width structure. The width, number of interdigitated pairs,
effective impedance, and limiting current density for these three structures are listed
in Table 37.2. For the current density evaluation, the metal layers are extracted
individually using FastHenry.

In the pyramid structure, the current density is maintained equal among the
layers, lowering the limiting current density. Since the thickness decreases with
lower metal layers, the lines are wider, maintaining a constant current density.
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Table 37.2 Three structures are compared for equal current density. The thickness, spacing,
width, and number of interdigitated pairs per metal layer for each structure are listed

Pyramid Inverted pyramid Equal width
structure structure structure

Metal Thickness Spacing Width Number Width Number Width Number
layer (�m) (�m) (�m) of pairs (�m) of pairs (�m) of pairs

8 0.975 0.540 1.7 227 9.0 52 5.5 82

7 0.650 0.360 2.4 183 8.1 59 5.5 85

6 0.430 0.240 3.6 131 7.7 63 5.5 87

5 0.300 0.165 5.1 94 6.1 79 5.5 88

4 0.250 0.140 6.1 79 5.1 95 5.5 88

3 0.200 0.110 7.7 64 3.6 136 5.5 89

2 0.190 0.105 8.1 61 2.4 202 5.5 89

1 0.170 0.105 9.0 54 1.7 280 5.5 89

Effective impedance
(m�) 30.6 46.0 38.2

Limiting current density
(mA=�m2) 0.766 1.400 1.044
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a

b

c

Fig. 37.14 Three P/G structures; (a) pyramid structure—the width decreases with higher metal
layers, (b) inverted pyramid (standard) structure—the width increases with higher metal layers,
(c) equal width structure—the width is maintained equal among all of the metal layers

In the inverted pyramid structure, the higher metal layers are wider, permitting
greater routing flexibility; the reliability of the metal, however, decreases since the
limiting current density is 82 % higher than the pyramid structure. In the inverted
pyramid structure, most of the current flows in the higher metal layers increasing the
effective impedance of the overall system. The impedance is 50 % higher than in the
pyramid structure. The equal width structure exhibits a higher effective impedance
and current density of 24 % and 36 %, respectively, as compared to the pyramid
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structure. This trend is consistent with the change in importance of the inductance
as compared to the resistance at higher frequencies.

37.2.2 Second Approach: Minimum Impedance

The focus of the second optimization approach is to minimize the impedance of
the overall P/G distribution network. Assuming the metal layers are in parallel
while optimizing each layer for minimum impedance, the lowest impedance of the
overall system is achieved. The number of required metal layers is based on the
current density constraint. Pseudo-code for this optimization algorithm is presented
in Appendix C. The impedance of each of the eight metal layers is illustrated in
Fig. 37.15.

Three different interdigitated P/G distribution structures, illustrated in Fig. 37.14,
are compared. The structures are referred to by the same names as in the previous
section, however, the widths are determined based on the minimum impedance
algorithm rather than the equal current density algorithm. The width of the power
and ground lines for the pyramid structure is based on the algorithm presented in
Appendix C. In the inverted pyramid (standard) structure, the width increases with
higher metal layers. The width of the metal layers is the opposite of the pyramid
structure. The width of all eight metal layers is maintained constant at 2.4 �m for
the equal width structure. In Table 37.3, the thickness, spacing, width, and number
of interdigitated pairs are listed for each structure. The effective impedance and
limiting current density for each structure are also summarized in Table 37.3.
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Fig. 37.15 Effective impedance as a function of width for each of eight metal layers within an
interdigitated P/G distribution network. The overall area of each metal layer is maintained constant
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Table 37.3 Three structures are compared for minimum impedance. The thickness, spacing,
width, and number of interdigitated pairs per metal layer for each structure are listed

Pyramid Inverted pyramid Equal width
structure structure structure

Metal Thickness Spacing Width Number Width Number Width Number
layer (�m) (�m) (�m) of pairs (�m) of pairs (�m) of pairs

8 0.975 0.540 1.7 227 2.9 144 2.4 170

7 0.650 0.360 1.9 225 2.7 162 2.4 181

6 0.430 0.240 2.1 212 2.7 172 2.4 189

5 0.300 0.165 2.3 199 2.5 187 2.4 194

4 0.250 0.140 2.5 189 2.3 201 2.4 196

3 0.200 0.110 2.7 180 2.1 225 2.4 199

2 0.190 0.105 2.7 177 1.9 254 2.4 199

1 0.170 0.105 2.9 165 1.7 283 2.4 199

Effective impedance
(m�) 29.5 31.5 30.5

Limiting current density
(mA=�m2) 0.843 0.909 0.875

The lowest effective impedance is achieved in the pyramid structure. The
effective impedance is 6 % and 3 % higher for the inverted pyramid and equal
width structures, respectively, as compared to the pyramid structure. The limiting
current density in the pyramid structure is enhanced, respectively, by 8 % and 4 % as
compared to the inverted pyramid and equal width structures. Hence, the effective
impedance achieved by the pyramid structure is lower. This improvement is due
to the relative importance of the inductance as compared to the resistance in high
frequency systems.

37.3 Discussion

The following discussion is divided into four sections: a comparison between the
two aforementioned design approaches (Sect. 37.3.1), a discussion of routability and
the grid area ratio (Sect. 37.3.2), an estimate of the optimal power/ground line width
for different frequencies and technologies (Sect. 37.3.3), and an investigation of the
critical frequency in the design of multi-layer power/ground networks (Sect. 37.3.4).

37.3.1 Comparison

Evaluating both approaches, a tradeoff is observed between the impedance (or
voltage drop) and the limiting current density of a P/G distribution network. When
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Table 37.4 Comparison between two optimization approaches for a one, two,
three, and eight metal layer system

Number
of metal
layers

First approach Second approach

Zeff .m�/
Limiting current
density (mA/�m2) Zeff .m�/

Limiting current
density (mA/�m2)

1 105.1 2.71 105.1 2.71

2 59.5 1.54 59.4 1.60

3 45.6 1.18 45.2 1.25

8 30.6 0.77 29.5 0.84

focusing only on the current density, the optimal solution suggests the P/G network
should be as wide as possible; however, at high frequencies, the effective impedance
increases significantly due to the higher inductance. Both approaches consider the
effective impedance and current density, while the current density is the focus of
the first approach, and the effective impedance is the focus of the second approach.
A comparison between both approaches for a one, two, three, and eight metal layer
system is listed in Table 37.4.

As observed from Table 37.4, the effective impedance is lowest using the second
approach, while the limiting current density is lowest if the first approach is used.
A tradeoff between the limiting current density and effective impedance is noted.
A difference of less than 10 % between the two approaches for the impedance
and current density is demonstrated. However, when additional constraints (such as
routability) are considered, the optimal width may not be available for that particular
layer of metal within the power/ground distribution network. In this situation, the
optimization process is focused on minimizing the impedance or current density,
resulting in a greater difference between the two approaches. These two approaches
are presented here to satisfy both optimization flows.

37.3.2 Routability

To develop the methodology, these examples assume all of the metal layers and
physical area can be used for the power/ground network. For a practical on-chip
power and ground distribution network, routability, cost, and other issues should
also be considered. Routability is an important issue primarily affecting the lower
metal layers. Global power/ground networks tend to utilize the higher metal layers.
To consider routability, a metric, the grid area ratio, is introduced as the ratio
of the metal resources occupied by the power/ground network to the total metal
area [299, 583],

A � w C s0

p
; (37.20)
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Fig. 37.16 Grid area ratio as a function of spacing between the lines for different metal layers.
The line width is based on (37.11) to minimize the network impedance

where w, so, and p are, respectively, the line width, minimal spacing between
power/ground lines, and the line pitch. The line pitch is the width and spacing
between the power and ground lines. If the spacing between the power and ground
lines is minimum, the grid area ratio is one. The grid area ratio is depicted in
Fig. 37.16 for different spacings. As anticipated, increasing the distance between
the lines reduces the grid area ratio. As illustrated in Fig. 37.16, the grid area ratio
is higher for the lower metal layers, resulting in reduced routability for the lower
metal layers as compared to the higher metal layers where routability is better.

In Fig. 37.17, several P/G networks with different line widths between the top
and bottom metal layers are evaluated. A 5 GHz target frequency and 10 �m line-
to-line spacing between the power and ground lines is chosen. Four interdigitated
metal layers are allocated for the power network. In Fig. 37.17, the x-axis is
wtop=wbottom, permitting a comparison between the impedance and grid area ratio
for several pyramid, equal width, and inverted pyramid structures. The vertical line
at wtop=wbottom D 1 represents the equal width structure. The region to the left of
the equal width structure represents pyramid structures with increasing width at the
bottom metal layers and decreasing width at the top layers. The region to the right
represents inverted pyramid structures with decreasing width at the bottom metal
layers and increasing width at the top layers. The lowest impedance among these
structures is the pyramid structure with a line width based on (37.11). The grid
area ratio however is lower in the inverted pyramid structure, indicating a tradeoff
between the impedance and routability. The primary disadvantage of the pyramid
structure is therefore a higher grid area ratio (lower routability) as compared to
the conventional inverted pyramid structure. A power network to the right of the
minimum impedance pyramid structure may therefore be a reasonable compromise
to provide effective routability while tolerating a reasonable increase in network
impedance.
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Fig. 37.17 Grid area ratio and increase in impedance for several interdigitated P/G structures.
Four metal layers are allocated for the power network. The vertical line represents the equal width
structure. The left region is for pyramid structures, while the right region is for inverted pyramid
structures. The minimum impedance is achieved by the pyramid structure, where the line width is
based on (37.11)

37.3.3 Fidelity

The required number of metal layers for the specified power levels is depicted in
Fig. 37.18. The technology parameters are chosen based on a 65 nm CMOS technol-
ogy with an area of 1�1 mm. The results are evaluated at three different frequencies,
indicating that an additional metal layer is required at higher frequencies.

The optimal width as a function of the number of metal layers at 3 and 10 GHz
is illustrated in Fig. 37.19 for a 65 nm, 45 nm [585], and 32 nm [586] CMOS
technology. The optimal width is determined based on the Newton-Raphson method
as described by (37.11). At higher frequencies, the optimal width is thinner since
the inductive impedance is greater. The optimal width increases with thinner,
less inductive metal layers to satisfy the minimum impedance constraint. With
technology scaling, metal thicknesses typically decrease, requiring wider lines to
compensate for the increase in resistivity.

The effect of frequency on the design of an interdigitated P/G distribution
network is significant. At lower frequencies, where the resistive impedance is
dominant, wide wires are used to reduce the impedance, while maintaining a
constant cross-section to satisfy equal current density. At higher frequencies, the
inductive impedance is dominant, suggesting that the power/ground lines should be
less wide.
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37.3.4 Critical Frequency

The relationship between the two highest metal layers is evaluated, permitting the
concept of a critical frequency to be defined. The critical frequency is described here
as the frequency at which the impedance of two metal layers is equal. Assuming
the width of both metal layers is the same, the critical frequency is determined for
a variety of spacings, as depicted in Fig. 37.20. The arrows indicate the direction
of decreasing grid area ratio A (increasing routability). The critical frequency is
evaluated for three different line widths.

The critical frequency for different grid area ratios is illustrated in Fig. 37.21.
A line width of 10 �m is assumed. The area above the target frequency is the
region where the higher metal layer is dominant (the impedance of the higher metal
layer is greater), while the area below the target frequency is the region where
the lower metal layer is dominant (the impedance of the lower layer is greater).
From Fig. 37.21, the higher metal layer is the dominant metal layer in terms of the
impedance for signal frequencies above 3 GHz (for high routability) and 16 GHz
(for low routability), assuming a 10 �m line width for both metal layers.
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37.4 Summary

A multi-layer interdigitated power and ground network is evaluated. The primary
results are summarized as follows.

• A single interdigitated metal layer is explored under a constant area constraint,
determining the optimal width of the power and ground lines that minimize the
network impedance

• A closed-form expression for the optimum width, providing comparable accu-
racy to FastHenry, is described. The optimum width is determined for each metal
layer based on 65, 45, and 32 nm CMOS technologies

• A pyramid shaped power/ground network structure is described for a multi-layer
metal system

• Two approaches for designing multi-layer interdigitated distribution networks are
presented

• With the first approach, the impedance of each metal layer is minimized,
providing the lowest effective impedance of the overall power network

• With the second approach, the current density of each metal layer is maintained
equal, providing the highest reliability of the overall power network

• Both multi-layer design approaches are compared among the pyramid, inverted
pyramid (standard), and equal width P/G structures, where the lowest effective
impedance and highest limiting current are demonstrated for the pyramid
structure
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• The frequency at which the higher metal layers is more dominant than the lower
metal layers is determined under different routability constraints

• Several pyramid, equal width, and inverted pyramid structures are compared in
terms of the impedance and grid area ratio, indicating a tradeoff between the
impedance and routability of the network



Chapter 38
Globally Integrated Power and Clock
Distribution Networks

Further increases in the density and performance of ICs require more complicated
global interconnects, such as power, ground, and clock networks. On-chip metal
resources are limited [299], further constraining the design of the global intercon-
nect networks. These global networks require a significant portion of the overall
metal resources [24].

The major networks, power, ground, and clock, consume most of the higher
level metal resources. Each network is carefully designed to provide optimal
circuit performance. These networks are typically designed independently of each
other (power/ground network and clock network) since each network has different
physical and electrical characteristics and constraints. These on-chip resources are
highly utilized since each network is typically routed to every individual block,
circuit, or gate within an IC.

For those circuits where the clock signal is generated on-chip, the clock and
power signals may be combined onto a single layer to eliminate the on-chip global
clock distribution network. This integrated network is named here as a globally
integrated power and clock (GIPAC) distribution network. The power and clock
signals are later separated from the GIPAC network into two different local networks
using passive filters.

Signal splitting is fairly common in electrical and communications systems.
Different signals are modulated, simultaneously transferring these signals over
a single medium, and later demodulated [587]. A typical home phone system
carries power and voice signals over the same network. Filters inside the device
demultiplex the signals, routing the signals accordingly. The internet infrastructure
also uses phone lines, sharing resources with the global phone network. Broadband
communication over the power lines [588] further supports this approach of sharing
a common global network.

The two signals, power and clock, are fundamentally different in nature. A
primary difference between the power and clock signals is the operating frequency.
While the clock signal exhibits a high frequency component, the power signal is

© Springer International Publishing Switzerland 2016
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Fig. 38.1 Globally integrated power and clock distribution network. Low and high pass filters can
be used to separate the GIPAC signal into local power and local clock signals

Table 38.1 Characteristics
of power and clock signals

Power signal Clock signal

Frequency Very low High

Current Very high Low

Load Very low resistance Highly capacitive

ideally DC. These two signals can therefore be separated with high and low pass
filters, as illustrated in Fig. 38.1. Additionally, the power signal carries high current,
while high current is not necessary for the clock signal. Different characteristics of
these two signals, listed in Table 38.1, distinguish the design of the high and low
pass filters (the splitting circuit).

Previous research on power and clock networks has typically considered a single
network at a time. Focusing on the power networks, the network impedance is
a primary issue [136, 299]. For clock networks, the focus is typically on power,
skew, and jitter [38]. In [589], the clock and power distribution networks are
simultaneously considered to enhance immunity to power supply noise. However,
no research on utilizing the same global network to distribute both power and clock
has been described in the literature. This novel concept of combining these global
networks is the focus of this chapter.

The chapter is organized as follows. The high level topology and related issues
are discussed in Sect. 38.1. In Sect. 38.2, the strategy and related circuits for
separating the power and clock signals are described. The circuit is evaluated in
Sect. 38.3, and summarized in Sect. 38.4.
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38.1 High Level Topology

The GIPAC structure is shown here to efficiently distribute power and clock within
an SoC. In Fig. 38.2, the GIPAC network is depicted within an SoC, where multiple
on-chip domains are characterized as a local network and the entire IC-based system
as a global network. In this case, the GIPAC network distributes the integrated power
and clock network over the entire circuit, while localized systems produce separate
local power and clock networks. The GIPAC structure lowers the requirement for
metal resources, supporting higher integration and functionality.

Noise is a primary issue in the design of a GIPAC network. The noise originates
from three primary sources, as illustrated in Fig. 38.3:

1. Noise from the GIPAC into the power network
2. Noise from the GIPAC into the clock network
3. Noise from the power network into the clock network

Since the GIPAC network combines the clock and power signals, a fraction of the
clock signal propagates through the low pass filter as noise into the power network.
Two strategies exist for reducing these noise sources, a more effective low pass filter
or a higher frequency clock signal. The disadvantage in a more effective low pass
filter is increased area. The disadvantage of providing a higher clock frequency is
the requirement for higher speed, thereby dissipating greater power.

Noise within the GIPAC also affects the clock network; however, only high
frequency noise is significant since a high pass filter eliminates low frequency noise.
The remaining noise, however, produces jitter in the clock signal.

The third noise path, noise propagation from the power network into the clock
network, also needs to be considered. The on-chip circuitry powered by the power
network switches at the same frequency as the clock signal, injecting high frequency

Fig. 38.2 Integrating GIPAC network within an SoC. The GIPAC network is represented by the
top layer, while the local separate power and clock networks are located on the bottom layer
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Fig. 38.3 Noise is a major issue for the GIPAC network. The three noise paths are shown. The first
path represents noise coupling from the GIPAC network into the local power network, the second
path indicates noise coupling from the GIPAC network into the local clock network, and the third
path is noise injected from the local power network into the clock network

noise from the power network into the clock network. The different current demands
from the power network also affect the clock network. A solution is therefore
required to eliminate this noise mechanism.

38.2 GIPAC Splitting Circuit

The GIPAC splitting circuit, called here a splitter, is the primary component of the
integrated power and clock network system. The function of the splitter is to separate
the clock and power signals using low and high pass RC filters, while minimizing
the noise between the global and local networks. Generation of the power and
clock signals is described in Sect. 38.2.1. The choice of RC filter is discussed in
Sect. 38.2.2.

38.2.1 Mathematical Perspective

A GIPAC splitter circuit is shown in Fig. 38.4. Each RC pair behaves as a low
pass filter, where the resistor is a polysilicon resistor and the capacitor is an MOS
transistor. The input signal supplied to the GIPAC network as a function of time t is

input D A C ˛ � sin .2�fclkt/ ; (38.1)
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Fig. 38.4 GIPAC splitter circuit. Each RC pair behaves as a low pass filter. R and C are determined
by the noise requirements, where the resistors are polysilicon resistors and the capacitors are MOS
transistors. Cclk and Iload are, respectively, the capacitive load of the clock network and total current
of the entire circuit

where A is the supply voltage, ˛ is the amplitude of the signal used to generate
the clock signal, and fclk is the clock signal frequency. The two subsections below
describe, respectively, the generation of the power and clock signals.

(1) Generating the power signal. The input signal propagates through the GIPAC
network and arrives at the splitter, as illustrated in Fig. 38.4. The R1C1 filter is
a low pass filter that removes the sinusoidal waveform from the input signal,
maintaining only the DC portion of the signal. The output signal from this filter
is Vdd�1. This filter can also be a higher order filter to improve the quality of
the Vdd�1 signal. Since a significant current typically propagates through this
filter, R1 is small, requiring a higher C1. A small R1 is necessary to maintain
a high voltage at Vdd�1, since a voltage divider is created between R1 and the
local power network.

The R2C2 filter is similar to the R1C1 low pass filter; however, due to the
lower current, R2 is significantly higher than R1, permitting C2 to be smaller.
The cutoff frequency for the second filter is lower than the first filter, reducing
the noise at the output of the second filter. The output signal of the second
low pass filter is called Vdd�2. The R1C1 and R2C2 filters can also be a single
low pass filter, reducing overall area. Switching noise on the power lines would
however be injected directly into the clock signal, significantly increasing the
clock jitter. Separate RC filters are therefore used to reduce the noise coupled
from the power network into the clock network (the third noise path depicted in
Fig. 38.3).
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(2) Generating the clock signal. The clock signal is produced in several stages. The
DC component of the signal Vm is initially divided by two (in Fig. 38.4, labeled
as the compn signal). The compp signal is generated by filtering the compn signal
with the R3C3 low pass filter. This configuration generates two signals with the
same DC level. Comparing (or amplifying the difference between) these two
signals produces a clock signal with a 50 % duty cycle. The C4 capacitor passes
an AC signal to the input of the comparator, creating a voltage divider at node
compn. By increasing C4, the AC signal is less attenuated; albeit, requiring more
area. The buffer at the output of the comparator adjusts the voltage to Vdd�1.
This buffer can be designed as cascaded buffers depending upon the load. The
comparator utilizes a self-biased structure [590].

38.2.2 RC Filter Values

The value of R and C for the low pass filters is based on the DC and AC noise
requirements,

noisedc D R � Imax

Vdd
� 100; (38.2)

where Vdd, Imax, and noisedc are, respectively, the required power supply voltage,
maximum current, and per cent of the allowed DC noise on the power network.

noiseac D
2˛
ˇ̌
ˇ 1

1Cj2� fclkRC

ˇ̌
ˇ

Vdd
� 100: (38.3)

By increasing C, enhanced noise reduction can be achieved; however, the penalty
is the area required for the capacitor, producing a tradeoff between noise and area.
The output buffer after the comparator is a cascaded buffer structure to drive a large
capacitive load.

38.3 Simulation Results

The GIPAC network and splitter are designed using a 90 nm CMOS technology
with a power supply voltage of 1:2 V and a clock signal frequency of 1 GHz. The
simulation is evaluated with the current switching with a normal random distribution
between 0 and 100 mA. A transient simulation of the input, Vdd�1 output (to power
the entire circuitry), and Vdd�2 output (to power the clock comparator) are illustrated
in Fig. 38.5. Power signal generation is accomplished by propagating the GIPAC
output signal Vm through the first low pass filter. Depending upon the current
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Fig. 38.5 Transient simulation of the GIPAC input, output Vdd�1, and output Vdd�2. The ripple on
the power lines is considered as noise

requirements, the DC level of the power network is shifted due to the resistive
voltage drop across the filter. The second low pass filter generating Vdd�2 only
passes a small current to the comparator, attenuating Vm. The Vdd�1 signal fluctuates
between 1:116 and 1:226 V (110 mV), creating less than 10 % error. The Vdd�2

signal fluctuates between 1:189 and 1:201 V (12 mV), within 1 % error.
To generate the clock signal, the GIPAC output signal Vm is divided by two

and filtered by the third low pass filter. The two input signals to the comparators
are illustrated in Fig. 38.6a. The compn signal swings between 559 and 637 mV,
while the compp signal only swings between 596 and 598 mV due to the third low
pass filter. The DC level of both signals is similar, producing a 50 % duty cycle
clock signal. After the comparator, the signal is amplified by the cascaded buffers,
generating the clock signal shown in Fig. 38.6b.

An eye diagram of the clock signal is depicted in Fig. 38.7. The impedance of the
global ground and power networks is assumed to be equal; therefore, the additional
noise on the high power rail shown in the eye diagram is a result of integrating the
power and clock signals. As depicted in the eye diagram, the voltage fluctuates on
the high power rail between 1:11 and 1:21 V, resulting in about 8 % error and a clock
jitter of 33 ps.
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38.4 Summary

A general approach for combining the global power and clock networks into a single
integrated network is discussed in this chapter.

• Replacing two global networks with one integrated network provides increased
integration and functionality

• The simulation results, based on a 90 nm CMOS technology, successfully
demonstrate splitting the GIPAC output signal into separate clock and power
signals

• Noise issues and different tradeoffs are evaluated for this integrated power and
clock network



Chapter 39
Conclusions

The focus of Part VII is on multi-layer power distribution networks. Due to
differences in the physical dimensions (thickness, width, spacing) among the metal
layers within multi-layer systems, the ratio of the grid resistive and inductive
impedance varies for each metal layer. The resistive impedance as compared to
the inductive impedance of the upper metal layers is typically lower, while at the
lower metal layers, the inductive impedance is lower. The high frequency current,
therefore, propagates in the lower metal layers, while the low frequency current
propagates in the higher metal layers. With advancements in technology and higher
frequencies, a greater amount of the current propagates in the lower metal layers,
requiring more careful design of the lower metal layers.

To fully utilize a multi-layer system, the current density needs to be maintained
relatively equal among the layers, providing higher reliability for every metal layer.
This objective can be achieved by widening the power lines of the lower metal
layers, producing a power/ground network similar to a pyramid shaped structure.
Other design issues, such as routability and heat removal, need to be simultaneously
considered when designing power delivery systems.

With recent integration trends in semiconductor technology, the complexity of
heterogeneous integrated circuits has significantly increased. Multiple structures,
in the past designed and analyzed independently, now need to be merged to more
accurately analyze performance. This integrated approach supports the development
of design methodologies and architectures for optimizing noise, power, area, and
other resources. As an example, a globally integrated power and clock distribution
network is described which utilizes a single network to distribute both global
signals; thereby reducing metal requirements. The power delivery network, clock
distribution network, and substrate need to be modeled as one integrated system to
more accurately characterize the noise signature and circuit performance.
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Part VIII
Multi-voltage Power Delivery Systems

Multi-voltage power supply systems are discussed in Part VIII. These systems are
commonly used in heterogeneous mixed-signal integrated circuits, such as systems-
on-chip. Design strategies are therefore required for these multi-voltage networks.
The interactions among the decoupling capacitances and multi-voltage systems are
also reviewed. The following two chapters discuss the design of multi-voltage power
systems.

In Chap. 40, systems with multiple power supply voltages are described. Several
multi-voltage structures are reviewed. Primary challenges in integrated circuits with
multiple power supplies are discussed. The power savings is shown to depend upon
the number and magnitude of the available power supply voltages. Rules of thumb
are presented to determine the appropriate number and magnitude of the multiple
power supplies to lower the power dissipated by the system.

On-chip power distribution grids with multiple power supply voltages are
discussed in Chap. 41. A power distribution grid with multiple power supplies
and multiple grounds is presented. This power distribution grid structure results in
reduced voltage fluctuations as seen at the terminals of the current load, as compared
to traditional power distribution grids with multiple supply voltages and a single
ground. It is noted that a multi-power and multi-ground power distribution grid can
be an alternative to a single supply voltage and single ground power distribution
system.

Decoupling capacitors for power distribution systems with multiple power supply
voltages is the topic of Chap. 42. With the introduction of a second power supply,
the noise at one power supply can propagate to another power supply, producing
power and signal integrity issues in the overall system. Interactions between the
two power distribution networks should therefore be considered. The dependence
of the impedance and magnitude of the voltage transfer function on the parameters
of the power distribution system is evaluated. Design techniques to cancel and shift
the antiresonant spikes out of the range of the operational frequencies are also
presented.



Chapter 40
Multiple On-Chip Power Supply Systems

With recent developments in nanometer CMOS technologies, excessive power
dissipation has become a limiting factor in integrating a greater number of transis-
tors onto a single monolithic substrate. With the introduction of systems-on-chip,
systems-in-package (SiP), and 3-D integrated technologies, the problem of heat
removal has further worsened [591–593]. Unless power consumption is dramatically
reduced, packaging and performance of ultra large scale integration (ULSI) circuits
will become fundamentally limited by heat dissipation.

Another driving factor behind the push for low power circuits is the growing
market for portable electronic devices, such as PDAs, wireless communications, and
imaging systems that demand high speed computation and complex functionality
while dissipating as little power as possible [594]. Design techniques and method-
ologies for reducing the power consumed by an IC while providing high speed
and high complexity systems are therefore required. These design technologies
will support the continued scaling of the minimum feature size, permitting the
integration of a greater number of transistors onto a single monolithic substrate.

The most effective way to reduce power consumption is to lower the supply
voltage. Dynamic power currently dominates the total power dissipation, quadrati-
cally decreasing with supply voltage [595]. Reducing the supply voltage, however,
increases the circuit delay. In [596], demonstrated that the increased delay can be
compensated by shortening the critical paths using behavioral transformations such
as parallelization and pipelining. The resulting circuit consumes less average power
while satisfying global throughput constraints; albeit, at the cost of increased circuit
area [597].

Power consumption can also be reduced by scaling the threshold voltage while
simultaneously reducing the power supply [598]. This approach, however, results in
significantly increased standby leakage current. To limit the leakage current during
sleep mode, several techniques have been described, such as multi-threshold voltage
CMOS [289, 521], variable threshold voltage schemes [599, 600], and circuits with
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an additional transistor behaving as a sleep switch [601]. These techniques, however,
require additional process steps and/or additional circuitry to control the substrate
bias or switch off portions of the circuit [600].

The total power dissipation can also be reduced by utilizing multiple power
supply voltages [289, 602, 603]. In this scheme, a reduced voltage VL

dd is applied
to the non-critical paths, while a higher voltage VH

dd is provided to the critical paths
so as to achieve the specified delay constraints [289]. Multi-voltage schemes result
in reduced total power without degrading the overall circuit performance. Multiple
on-chip power supply systems are the subject of this chapter. Various circuit
techniques exploiting multiple power supply voltages are presented in Sect. 40.1.
Challenges of ICs with multiple supply voltages are discussed in Sect. 40.2.
Choosing the optimum number and magnitude of the multi-voltage power supplies
is discussed in Sect. 40.3. Some conclusions are offered in Sect. 40.4.

40.1 ICs with Multiple Power Supply Voltages

The strategy of exploiting multiple power supply voltages consists of two steps.
Those logic gates with excessive slack (the difference between the required time
and the arrival time of a signal) is first determined. A reduced supply voltage VL

dd
is provided to those gates to reduce power. Note that in most practical applications,
the number of critical paths is only a small portion of the total number of paths
in a circuit. Excess slack therefore exists in the majority of paths within a circuit.
Determining those gates with excessive time slack is therefore an important and
complex task [289]. A variety of computer-aided design (CAD) algorithms and
tools have been developed to evaluate the delay characteristics of high complexity
ICs such as microprocessors [604, 605]. Multi-voltage low power techniques are
reviewed in this section. A low power technique with multiple power supply
voltages is presented in Sect. 40.1.1. Clustered voltage scaling (CVS) is presented in
Sect. 40.1.2. Extended clustered voltage scaling (ECVS) is discussed in Sect. 40.1.3.

40.1.1 Multiple Power Supply Voltage Techniques

A critical delay path between flip flops FF1 and FF2 in a single supply voltage,
synchronous circuit is shown in Fig. 40.1. Since the excessive slack remains in
those paths located off the critical path, timing constraints are satisfied if the gates
in the non-critical paths use a reduced supply voltage VL

dd. A dual supply voltage
circuit in which the original power supply voltage VH

dd of each of the gates along the
non-critical delay paths is replaced by a lower supply voltage VL

dd is illustrated in
Fig. 40.2. If a low voltage supply is available, the gates with VL

dd can be selected to
reduce the overall power using conventional algorithms such as gate resizing [606].
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Fig. 40.2 An example dual supply voltage circuit. The gates operating at a lower power supply
voltage VL

dd (located off the critical delay path) are shaded

A circuit with multiple power supply voltages, however, can result in DC current
flowing in a high voltage gate due to the direct connection between a low voltage
gate and a high voltage gate. If a gate with a reduced supply voltage is directly
connected to a gate with the original supply voltage, the “high” level voltage at node
A is not sufficiently high to turn off the PMOS device in a CMOS circuit, as shown
in Fig. 40.3. The PMOS device in the high voltage gate is therefore weakly “ON,”
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conducting static current from the power supply to ground. These static currents
significantly increase the overall power consumed by an IC, wasting the savings in
power achieved by utilizing a multi-voltage power distribution system.

Level converters are typically inserted at node A to remove the static current
path [607]. A simple level converter circuit is illustrated in Fig. 40.4. The level
converter restores the full voltage swing from VL

dd to VH
dd. Note that a great number of

level converters is typically required, increasing the area and power overhead. The
problem of utilizing a dual power supply voltage scheme is formulated as follows.

Problem formulation: For a given circuit, determine the gates and registers to
which a reduced power supply voltage VL

dd should be applied such that the overall
power and number of level converters are minimized while satisfying system-level
timing constraints [608].

40.1.2 Clustered Voltage Scaling (CVS)

The number of level converters can be reduced by minimizing the connections
between the VL

dd gates and the VH
dd gates. The CVS technique, described in [609],

results in a circuit structure with a greatly reduced number of level converters, as
shown in Fig. 40.5.

To avoid inserting level converters, the CVS technique exploits the specific
connectivity patterns among the gates, such as a connection between VH

dd gates,
between VL

dd gates, and between a VH
dd gate and a VL

dd gate. These connections do
not require level converters to remove any static current paths. Level converters are
only required at the interface between the output of a VL

dd gate and the input of a
VH

dd gate. The number of required level converters in the CVS structure shown in
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Fig. 40.5 A dual power supply voltage circuit with the clustered voltage scaling (CVS) tech-
nique [609]. The gates operating at a lower supply voltage are shaded. The level converters are
shown as black rectangles

Fig. 40.5 is almost the same as the number of VL
dd flip flops. The CVS technique

therefore results in fewer level converters, reducing the overall power consumed by
an integrated circuit.

40.1.3 Extended Clustered Voltage Scaling (ECVS)

The number of gates with a lower power supply voltage can be increased by
optimally choosing the insertion points of the level converters, further reducing
overall power. As an example, in the CVS structure shown in Fig. 40.5, the path
delay from flip flop FF3 to gate G2 is longer than the delay from FF1 to G2.
Moreover, applying a lower power supply to gate G2 can produce a timing violation.
A high power supply should therefore be provided to G2. From CVS connectivity
patterns described in Sect. 40.1.2, note that G3 also has to be supplied with VH

dd.
Alternatively, in a CVS structure, G3 cannot be supplied with VL

dd although excessive
slack remains in the path from FF1 to G2. Similarly, G4 and G5 should be connected
to VH

dd to satisfy existing timing constraints. If the insertion point of the level
converter adjacent to FF1 is moved to the interface between G3 and G2, gates
G3, G4, and G5 can be connected to VL

dd, as illustrated in Fig. 40.6. Note that the
structure shown in Fig. 40.6 is obtained from the CVS network by relaxing existing
limitations on the insertion positions of the level converters. Such a technique is
often referred to as the extended clustered voltage scaling technique [608, 610].
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Fig. 40.6 A dual power supply voltage circuit with the extended clustered voltage scaling (ECVS)
technique [608]. The gates operating at a lower supply voltage are shaded. The level converters are
shown as black rectangles

40.2 Challenges in ICs with Multiple Power Supply Voltages

The application of power reduction techniques with multiple supply voltages in
modern high performance ICs is a challenging task. Circuit scheduling algorithms
require complex computations, limiting the application of CVS and ECVS tech-
niques to specific paths within an IC. Primary challenges of multi-voltage power
reduction schemes are discussed in this section. The issues of area overhead and
related tradeoffs are described in Sect. 40.2.1. Power penalties are presented in
Sect. 40.2.2. The additional design complexity associated with level converters and
integrated DC–DC voltage converters is discussed in Sect. 40.2.3. Several placement
and routing strategies are described in Sect. 40.2.4.

40.2.1 Die Area

As described in Sect. 40.1, level converter circuits are inserted at the interface
between specific gates in power reduction schemes with multiple power supply
voltages to reduce static current. Multi-voltage circuits require additional power
connections, significantly increasing routing complexity and die area. Additional
area results in greater parasitic capacitance of the signal lines, increasing the
dynamic power consumed by an IC. As a result of the increased area, the time slack
in the critical paths is often significantly smaller, reducing the power savings of a



40.2 Challenges in ICs with Multiple Power Supply Voltages 609

multi-voltage scheme. A tradeoff therefore exists between the power savings and
area overhead in ICs with multiple power supply voltages. The critical paths should
therefore be carefully determined in order to reduce the overall circuit power.

40.2.2 Power Dissipation

Multi-voltage low power techniques require the insertion of level converters to
reduce static current. The number of level converters depends upon the connectivity
patterns at the interface between each critical and non-critical path. Improper
scheduling of the critical paths can lead to an excessive number of level converters,
increasing the power. The ECVS technique with relaxed constraints for level con-
verters should therefore be used, resulting in a smaller number of level converters.

Note that the magnitude of the overall reduction in power is determined by
the number and voltage of the available power supply voltages, as discussed
in Sect. 40.3. It is therefore important to determine the optimum number and
magnitude of the power supply voltages to maximize any savings in power. Also
note that lower power supply voltages are often generated on-chip from a high
voltage power supply using DC–DC voltage converters [611, 612]. The power
and area penalties of the on-chip DC–DC voltage converters should therefore be
considered to accurately estimate any savings in power.

Several primary factors, such as physical area, the number and magnitude of the
power supply voltages, and the number of level converters contribute to the overall
power overhead of any multi-voltage low power technique. Complex multi-variable
optimization is thus required to determine the proper system parameters in order to
achieve the greatest reduction in overall power [613].

40.2.3 Design Complexity

Note that while significantly reducing power, a multiple power supply voltage
scheme results in significantly increased design complexity. The complexity over-
head of a multi-voltage low power technique is due to two aspects. The level
converters not only dissipate power, but also dramatically increase the complexity of
the overall design process. A level converter typically consists of both low voltage
and high voltage gates, increasing the area and routing resources. Multiple level
converters also increase the delay of the critical paths. High speed, low power
level converters are therefore required to achieve a significant reduction in overall
power while satisfying existing timing constraints [607, 614]. Standard logic gates
with embedded level conversion as reported in [614] support the design of circuits
without the addition of level converters, substantially reducing power, area, and
complexity.
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Monolithic DC–DC voltage converters are often integrated on-chip to enhance
overall energy efficiency, improve the quality of the voltage regulation, decrease the
number of I/O pads dedicated to power delivery, and reduce fabrication costs [314].
To lower the energy dissipated by the parasitic impedance of the circuit board
interconnect, the passive components of a low frequency filter (e.g., the filter
inductor and filter capacitor) are also placed on-chip, significantly increasing both
the required area and design complexity. A great amount of on-chip decoupling
capacitance is also often required to improve the quality of the on-chip power
supply voltages [186]. The area and power penalty as well as the increased
design complexity of the additional on-chip voltage converters should therefore be
considered when determining the optimal number and magnitude of the multiple
power supply voltages.

40.2.4 Placement and Routing

To achieve the full benefit offered by multiple power supply voltage techniques, var-
ious design issues at both the high level and physical level should be simultaneously
considered. Existing electronic design automation (EDA) placement and routing
tools for conventional circuits with single power supply voltages, however, cannot
be directly applied to low power techniques with multiple power supply voltages.
Specific CAD tools, capable of placing and routing physical circuits with multiple
power supplies based on high level gate assignment information, are therefore
required. The placement and routing of ICs with multiple power supply voltages
is a complex problem. Three widely utilized layout schemes are described in this
section.

Area-by-Area Architecture

The simplest architecture for a circuit with dual power supply voltages is an area-
by-area architecture [608], as shown in Fig. 40.7. In this architecture, the VL

dd cells
are placed in one area, while the VH

dd cells are placed in a different area. The
area-by-area technique iteratively generates a layout with existing placement and
routing tools using one of the available power supply voltages. This architecture,
however, results in a degradation in performance due to the substantially increased
interconnect length between the VL

dd and VH
dd cells.

Row-by-Row Architecture

The layout architecture described in [615] is illustrated in Fig. 40.8. In this
architecture, the VL

dd cells and VH
dd cells are placed in different rows. Each row

only consists of VL
dd cells or VH

dd cells. This layout technique is therefore a
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Fig. 40.7 Layout of an area-by-area architecture with a dual power supply voltage. In this
architecture, the VL

dd cells are placed in one area, while the VH
dd cells are separately placed in a

different area

row-by-row architecture. Note that in this architecture, a VL
dd row is placed next

to a VH
dd row, reducing the interconnect length between the VL

dd cells and the VH
dd

cells. The performance of a row-by-row layout architecture is therefore higher
as compared to the performance of an area-by-area architecture. The row-by-
row technique also results in smaller area, further improving system performance.
Another advantage of this technique is that an original VH

dd cell library can be used
for the VL

dd cells. Since the layout of the VL
dd cells are the same as those of the VH

dd
cells, the original layout of the VH

dd cells can be treated as VL
dd cells. A lower power

supply voltage can be provided to the VL
dd cells.

In-Row Architecture

An improved row-by-row layout architecture is presented in [616]. This architecture
is based on a modified cell library [616]. Unlike conventional standard cells, the
new standard cell has two power rails and one ground rail. One of the power rails is
connected to VL

dd and the other power rail is connected to VH
dd. The modified library

supports the allocation of both VL
dd cells and VH

dd cells within the same row, as shown
in Fig. 40.9. This layout scheme is therefore referred to as an in-row architecture.
Note that the width of the power and ground lines in each cell is reduced, slightly
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Fig. 40.9 In-row dual power supply voltage scheme. This architecture is based on a modified cell
library with two power rails and one ground rail in each cell. The VH
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increasing the overall area (a 2.7 % area overhead as compared to the original
cell) [616]. Since the number of VL

dd cells is typically greater than the number of
VH

dd cells, the lower power supply provides higher current. The low voltage power
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rail is therefore wider than the high voltage power rail to maintain a similar voltage
drop within each power rail. Note that the in-row architecture results in a significant
reduction in the interconnect length between the VL

dd and VH
dd cells, as compared to a

row-by-row scheme [616]. An in-row layout scheme should therefore be utilized in
high performance, high complexity ICs to reduce overall power with minimal area
and complexity penalties.

40.3 Optimum Number and Magnitude of Available
Power Supply Voltages

In low power techniques with multiple power supply voltages, the power reduction
is primarily determined by the number and magnitude of the available power supply
voltages. The trend in power reduction with a multi-voltage scheme as a function of
the number of available supply voltages is illustrated in Fig. 40.10. Observe from
Fig. 40.10 that if fewer power supplies than the optimum number are available
(n < nopt), the savings in power can be fairly small. The maximum power savings
is achieved with the number of supply voltages close to the optimum number
(represented by region n D nopt in Fig. 40.10). If more than the optimum number
of power supplies are used, the savings in power becomes smaller, as depicted in
Fig. 40.10 for n > nopt. This decline in power reduction when the number of supply
voltages is greater than the optimum number is due to the increased overhead of
the additional power supplies (as a result of the increased area, number of level
converters, and design complexity). Any savings in power is also constrained by the
magnitude of the available power supplies. A tradeoff therefore exists between the
number and magnitude of the available power supplies and the achievable power
savings. A methodology is therefore required to estimate the optimum number and
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Number of available power supply voltages, n

Fig. 40.10 Trend in power reduction with multi-voltage scheme as a function of the number of
available supply voltages
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magnitude of the available power supply voltages in order to produce the greatest
reduction in power. Design techniques for determining the optimum number and
magnitude of the available power supplies are the subject of this section.

In systems with multiple power supply voltages (where V1 > V2 > � � � > Vn),
the power dissipation is [617]

Pn D f

( 
C1 �

nX
iD2

Ci

!
V2

1 C
nX

iD2

Ci V2
i

)
; (40.1)

where Ci is the total capacitance of the logic gates and interconnects operating at a
reduced supply voltage Vi and f is the operating frequency. The ratio of the power
dissipated by a system with multiple power supply voltages as compared to the
power dissipation in a single power supply system is

KVdd � Pn

P1

D 1 �
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iD2

"�
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�(
1 �

�
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V1

�2
)#
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Since delay is proportional to the total capacitance,
Ci

C1

is

Ci

C1

D

1R
0

p.t/ ti dt

1R
0

p.t/ t dt

; (40.3)

where p.t/ is the normalized path delay distribution function and ti is the total delay
of the circuits operating at Vi. For a path with a total delay ti;0 < t < ti�1;0, where ti;0
denotes the path delay at V1 (equal to the cycle time when all of the circuits operate
at Vi), the power dissipation is minimum when .Vi; Vi�1/ are applied. In this case, ti
is

ti D

8̂
<
:̂

ti;0
ti;0 � tiC1;0
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(40.4)

where ti;0 is

ti;0 D
�

V1

Vi

��
Vi � Vth

V1 � Vth

�˛

; (40.5)

Vth is the threshold voltage, and ˛ is the velocity saturation index [618]. Note that
tnC1;0 D 0. KVdd can be determined from (40.1), (40.2), (40.3), (40.4), and (40.5) for
a specific p.t/, V1, Vi, and Vth.
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Fig. 40.11 A lambda-shaped
normalized path delay
distribution function

p(t)

t

For a lambda-shaped normalized path delay distribution function p.t/ (see
Fig. 40.11) as determined from post-layout static timing analysis, approximate rules
of thumb for determining the optimum magnitude of the power supply voltages have
been determined by Hamada et al. [617],

for fV1; V2g V2

V1

D 0:5 C 0:5
Vth

V1

; (40.6)

for fV1; V2; V3g V2

V1

D V3

V2

D 0:6 C 0:4
Vth

V1

; (40.7)

for fV1; V2; V3; V4g V2

V1

D V3

V2

D V4

V3

D 0:7 C 0:3
Vth

V1

: (40.8)

Criteria (40.6), (40.7), and (40.8) can be used to determine the magnitude of
each power supply voltage based on the total number of available power supply
voltages. Note that these rules of thumb result in the optimum power supply voltages
where the maximum difference in power reduction is less than 1 % as compared to
the absolute minimum (as determined from an analytic solution of the system of
equations).

Note again that if a greater number of power supplies is used, the total power
can be further reduced, reaching a constant power level at some number of power
supplies (see Fig. 40.10). As determined in [617], up to three power supply voltages
should be utilized to reduce the power consumed by an IC. The reduction in power
diminishes as the power supply voltage is scaled and Vth

Vdd
increases.

A rule of thumb for two power supply voltages has been evaluated by simulations
in [608]. For VH

dd D 3:3 V, a VL
dd of 1.9 V is estimated, exhibiting good agreement

with (40.6). The dependence of the total power of a dual power supply media
processor as a function of the lower power supply VL

dd is depicted in Fig. 40.12.
Observe from Fig. 40.12 that the minimum overall power is achieved at VL

dd D 1:9 V.
The minimum overall power of a dual power supply system can be explained as

follows. In a dual power supply system, the power reduction is determined by two
factors: the reduction in power of a single logic gate due to scaling the power supply
voltage from VH

dd to VL
dd, and the number of original VH

dd gates replaced with VL
dd

gates. At lower VL
dd, the power dissipated by a VL

dd gate decreases, while the number
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Fig. 40.12 Dependence of the total power of a dual power supply system on a lower power supply
voltage VL

dd [608]. The original high power supply voltage VH
dd D 3:3 V

of original VH
dd gates replaced with VL

dd gates is reduced. This behavior is due to
the degradation in performance of the VL

dd gates at a lower VL
dd. As a result, fewer

gates can be replaced with lower voltage gates without violating existing timing
constraints. Conversely, at a higher VL

dd, the number of gates replaced with VL
dd gates

increases, while the reduced power in a single VL
dd gate decreases. The overall power

therefore has a minimum at a specific VL
dd voltage, as shown in Fig. 40.12.

Low power techniques with multiple power supply voltages and a single fixed
threshold voltage have been discussed in this chapter. Enhanced results are achieved
by simultaneously scaling the multiple threshold voltages and the power supply
voltages [289, 619, 620]. This approach results in reduced total power with
low leakage currents. The total power can also be lowered by simultaneously
assigning threshold voltages during gate sizing. Nguyen et al. [621] demonstrated
power reductions approaching 32 % on average (57 % maximum) for the ISCAS85
benchmark circuits. CVS with variable supply voltage schemes has been presented
in [622]. In this scheme, the power supply voltage is gradually scaled based on an
accurate model of the critical path delay. Up to a 70 % power savings has been
achieved as compared to the same circuit without these low power techniques.
In [623], a column-based dynamic power supply has been integrated into a high
frequency SRAM circuit. The power supply voltage is adaptively changed based on
the read/write mode of the SRAM, reducing the total power.

As described in this chapter, power dissipation has become a major factor, limit-
ing the performance of high complexity ICs. Multiple low power techniques should
therefore be utilized to achieve significant power savings in modern nanoscale ICs.
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40.4 Summary

The discussion of multiple on-chip power supply systems and different low power
design techniques can be summarized as follows.

• The total power consumed by an IC can be reduced by utilizing multiple power
supply voltages

• In multi-voltage low power techniques, a lower power supply voltage is applied
to those logic gates with excessive slack to reduce power consumption

• In a multi-voltage scheme, the gates and flip flops with a lower power supply
voltage should be determined such that the overall power and number of level
converters are minimized while satisfying existing timing constraints

• CVS and ECVS techniques exploit specific connectivity patterns, reducing the
number of level converters

• Various penalties, such as area, power, and design complexity, should be
considered during the system design process so as to maximize the savings in
power

• The in-row layout scheme reduces overall power with minimum area and design
complexity

• A maximum of two or three supply voltages should be employed in low power
applications

• Rules of thumb have been described for determining the optimum magnitude of
the multiple power supply voltages

• A greater savings in power can be achieved by simultaneously scaling the
multiple threshold voltages and power supply voltages



Chapter 41
On-Chip Power Grids with Multiple
Supply Voltages

With the on-going miniaturization of integrated circuit feature size, the design
of power and ground distribution networks has become a challenging task. With
technology scaling, the requirements placed on the on-chip power distribution
system have significantly increased. These challenges arise from shorter rise/fall
times, lower noise margins, higher currents, and increased current densities. Further-
more, the power supply voltage has decreased to lower dynamic power dissipation.
A greater number of transistors increases the total current drawn from the power
supply. Simultaneously, the higher switching speed of a greater number of smaller
transistors produces faster and larger current transients in the power distribution
network [286]. The higher currents produce large IR voltage drops. Fast current
transients lead to large L dI=dt inductive voltage drops (�I noise) within the power
distribution networks.

The lower voltage of the power supply level can be described as

Vload D Vdd � IR � L
dI

dt
; (41.1)

where Vload is the voltage level seen by a current load, Vdd is the power supply
voltage, I is the current drawn from the power supply, R and L are the resistance and
inductance of the power distribution network, respectively, and dt is the rise time of
the current drawn by the load. The power distribution networks must be designed to
minimize voltage fluctuations, maintaining the power supply voltage as seen from
the load within specified design margins (typically ˙5 % of the power supply level).
If the power supply voltage drops too low, the performance (delay) and functionality
of the circuit will be severely compromised. Excessive overshoots of the supply
voltage can also affect circuit reliability and should therefore be reduced.

With a new era of nanometer scale CMOS circuits, power dissipation has become
perhaps the critical design criterion. As described in Chap. 40, to manage the
problem of high power dissipation, multiple on-chip power supply voltages have
become commonplace [609]. This strategy has the advantage of permitting those
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modules along the critical paths to operate with the highest available voltage level
(in order to satisfy target timing constraints) while permitting modules along the
noncritical paths to use a lower voltage (thereby reducing energy consumption).
In this manner, the energy consumption is decreased without affecting the circuit
speed. This scheme is used to enhance speed in a smaller area as compared
to the use of parallel architectures. Using multiple supply voltages for reducing
power requirements has been evaluated in the area of high level synthesis for
low power [605, 624]. While it is possible to provide multiple supply voltages, in
practical applications, such a scenario is expensive. Practically, a small number of
voltage supplies (two or three) can be effective [289].

Power distribution networks in high performance ICs are commonly structured
as a multi-layer grid [30]. In such a grid, straight power/ground lines in each
metalization layer can span an entire die and are orthogonal to the lines in adjacent
layers. Power and ground lines typically alternate in each layer. Vias connect a
power (ground) line to another power (ground) line at the overlap sites. A typical
on-chip power grid is illustrated in Fig. 41.1, where three layers of interconnect are
depicted with the power lines shown in dark gray and the ground lines shown in
light gray.

An on-chip power distribution grid in modern high performance ICs is a complex
multi-level system. The design of on-chip power distribution grids with multiple
supply voltages is the primary focus of this chapter. This chapter is organized as
follows. Existing work on power distribution grids and related power distribution
systems with multiple supply voltages is reviewed in Sect. 41.1. The structure of
a power distribution grid and the simulation setup are reviewed in Sect. 41.2. The
structure of a power distribution grid with dual supply voltages and dual grounds
(DSDG) is discussed in Sect. 41.3. Interdigitated power distribution grids with
DSDG are described in Sect. 41.4. Paired power distribution grids with DSDG are
analyzed in Sect. 41.5. Simulation results are presented in Sect. 41.6. Circuit design
implications are discussed in Sect. 41.7. Some specific conclusions are summarized
in Sect. 41.8.

Fig. 41.1 A multi-layer on-chip power distribution grid [625]. The ground lines are light gray, the
power lines are dark gray. The signal lines are not shown
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41.1 Background

On-chip power distribution grids have traditionally been analyzed as purely resistive
networks [116]. In this early work, a simple model is presented to estimate the
maximum on-chip IR drop as a function of the number of metal layers and the
metal layer thickness. The optimal thickness of each layer produces the minimum
IR drops. Design techniques are provided to maximize the available signal wiring
area while maintaining a constant IR drop. These guidelines, however, have limited
application to modern, high complexity power distribution networks. The inductive
behavior of the on-chip power distribution networks has historically been neglected
because the network inductance has been to date dominated by the off-chip parasitic
inductance of the package. With the introduction of advanced packaging techniques
and the increased switching speed of integrated circuits, this situation has changed.
As noted in [150], by replacing wider power and ground lines with narrower
interdigitated power and ground lines, the partial self-inductance of the power
supply network can be reduced. The authors in [151] propose replacing the wide
power and ground lines with an array of interdigitated narrow power and ground
lines to decrease the characteristic impedance of the power grid. The dependence of
the characteristic impedance on the separation between the metal lines and the metal
ground plane is considered. The application of the power delivery scheme, however,
is limited to interdigitated structures.

Several design methodologies using multiple power supply voltages have been
described in the literature. A row-by-row optimized power supply scheme, pro-
viding a different supply voltage to each cell row, is described in [615]. The
original circuit is partitioned into two subcircuits by conventional layout methods.
Another technique, presented in [616], decreases the total length of the on-chip
power and ground lines by applying a multiple supply voltage scheme. A layout
architecture exploiting multiple supply voltages in cell-based arrays is described
in [608]. Three different layout architectures are analyzed. The authors show that
the power consumed by an IC can be reduced, albeit with an increase in area. In
previously reported publications, only power distribution systems with two power
supply voltages and one common ground have been described. On-chip power
distribution grids with multiple power supply voltages and multiple grounds are
discussed in this chapter.

41.2 Simulation Setup

The inductance extraction program FastHenry [70] is used to analyze the
inductive properties of on-chip power grids. FastHenry efficiently calculates the
frequency dependent self- and mutual impedances, R.!/ C !L.!/, in complex
three-dimensional interconnect structures. A quasi-magnetostatic approximation
is utilized, meaning the distributed capacitance of the line and any related
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displacement currents associated with the capacitances are ignored. The accelerated
solution algorithm employed in FastHenry provides approximately a 1 % worst
case accuracy as compared to directly solving the system of linear equations
characterizing the system.

Copper is assumed as the interconnect material with a conductivity of .1:72 �� �
cm/�1. A line thickness of 1 �m is assumed for each of the lines in the grids. In the
analysis, the lines are split into multiple filaments to account for the skin affect.
The number of filaments are estimated to be sufficiently large so as to achieve
a 1 % accuracy. Simulations are performed assuming a 1 GHz signal frequency
(modeling the low frequency case) and a 100 GHz signal frequency (modeling the
high frequency case). The interconnect structures are composed of interdigitated
and paired power and ground lines. Three different types of interdigitated power
distribution grids are shown in Fig. 41.2. The total number of lines in each power
grid is 24. Each of the lines is incorporated into a specific power distribution network
and distributed equally between the power and ground networks. The maximum
simulation time is under 5 min on a Sun Blade 100 workstation.

41.3 Power Distribution Grid with Dual Supply
and Dual Ground

Multiple power supply voltages have been widely used in modern high performance
ICs, such as microprocessors, to decrease power dissipation. Only power distribu-
tion schemes with dual supply voltages and a single ground (DSSG) have been
reported in the literature [28, 30, 276, 608, 615, 616]. In such networks, both power
supplies share the one common ground. The ground bounce produced by one of the
power supplies therefore adds to the power noise in the other power supply. As a
result, voltage fluctuations are significantly increased. To address this problem, an
on-chip power distribution scheme with DSDG is presented. In this way, the power
distribution system consists of two independent power delivery networks.

A power distribution grid with DSDG consists of two separate subnetworks with
independent power and ground supply voltages and current loads. No electrical
connection exists between the two power delivery subnetworks. In such a structure,
the two power distribution systems are only coupled through the mutual inductance
of the ground and power paths, as shown in Fig. 41.3.

The loop inductance of the current loop formed by the two parallel paths is

Lloop D Lpp C Lgg � 2M; (41.2)

where Lpp and Lgg are the partial self-inductance of the power and ground paths,
respectively, and M is the mutual inductance between these paths. The current
in the power and ground lines is assumed to always flow in opposite directions
(a reasonable and necessary assumption in large power grids). The inductance of the
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a

b

b

Fig. 41.2 Interdigitated power distribution grids under investigation. In all of the power distri-
bution structures, the power lines are interdigitated with the ground lines; (a) reference power
distribution grid with a single supply voltage and a single ground (SSSG) (the power lines are
gray colored and the ground lines are white colored), (b) power distribution grid with DSSG (the
power lines are light and dark gray colored and the ground lines are white colored), (c) the power
distribution grid with DSDG (the power lines are shown in black and dark gray colors and the
ground lines are shown in white and light gray colors)

current loop formed by the power and ground lines is therefore reduced by 2M. The
loop inductance of the power distribution grid can be further reduced by increasing
the mutual inductive coupling between the power and ground lines. As described
by Rosa in 1908 [46], the mutual inductance between two parallel straight lines of
equal length is
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Fig. 41.3 Circuit diagram of
the mutual inductive coupling
of the DSDG power
distribution grid. L11 and L33

denote, respectively, the
partial self-inductances of the
power lines and L22 and L44

denote the partial
self-inductances of the
ground lines

L22i

−
+

Vdd1

L11

Iload1 L12

L23

L44i

−
+

Vdd2

L33

Iload2 L34

L14

L24

L13

Mloop D 0:2l

�
ln

2l

d
� 1 C d

l
� ln  C ln k

�
�H; (41.3)

where l is the line length, and d is the distance between the line centers. This
expression is valid for the case where l � d. The mutual inductance of two straight
lines is a weak function of the distance between the lines [30].

Analogous to inductive coupling between two parallel loop segments as
described in [71], the mutual loop inductance of the two power distribution grids
with DSDG is

Mloop D L13 � L14 C L24 � L23: (41.4)

Note that the two negative signs before the mutual inductance components in (41.4)
correspond to the current in the power and ground paths flowing in opposite
directions. Also note that since the mutual inductance M in (41.2) is negative, Mloop

should be negative to lower the loop inductance. If Mloop is positive, the mutual
inductive coupling between the power/ground paths is reduced and the effective
loop inductance is therefore increased. If the distance between the lines making a
loop is much smaller than the separation between the two loops, L13 � L14 and
L23 � L24. This situation is the case for paired power distribution grids. In such
grids, the power and ground lines are located in pairs in close proximity. For the
interdigitated grid structure shown in Fig. 41.2c, the distance between the lines d12

is the same as an offset between the two loops d23, as illustrated in Fig. 41.4. In
this case, assuming d12 D d23 D d, from (41.3), Mloop between the two grids is
approximately

Mloop D 0:2l ln
3

4
�H: (41.5)
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Fig. 41.4 Physical structure
of an interdigitated power
distribution grid with DSDG.
The power delivery scheme
consists of two independent
power delivery networks

1

2

3

4

d12

d23

Thus, Mloop between the two grids is negative (with an absolute value greater than
zero) in DSDG grids. The loop inductance of the particular power distribution grid,
therefore, can be further lowered by 2M. Conversely, in grids with DSSG, currents
in both power paths flow in the same direction. In this case, the resulting partial
inductance of the current path formed by the two power paths is

Ljj D
L1

ppL2
pp � M2

L1
pp C L2

pp � 2M
; (41.6)

where L1
pp and L2

pp are the partial self-inductance of the two power paths, respec-
tively, and M is the mutual inductance between these paths. The mutual inductance
between the two loops is therefore increased. Thus, the loop inductance seen from
a particular current load increases, producing larger power/ground L dI=dt voltage
fluctuations.

41.4 Interdigitated Grids with DSDG

As shown in Sect. 41.3, by utilizing the power distribution scheme with DSDG,
the loop inductance of the particular power delivery network is reduced. In power
distribution grids with DSDG, the mutual inductance M between the power and
ground paths in (41.2) includes two terms. One term accounts for the increase (or
decrease) in the mutual coupling between the power and ground paths in a particular
power delivery network due to the presence of the second power delivery network.
The other term is the mutual inductance in the loop formed by the power and ground
paths of the particular power delivery network. Thus, the mutual inductance in
power distribution grids with DSDG is

M D M0 C Mloop; (41.7)
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where M0 is the mutual inductance in the loop formed by the power and ground lines
of the particular power delivery network and Mloop is the mutual inductance between
the two power delivery networks. M0 is always negative. Mloop can be either negative
or positive.

The loop inductance of a conventional interdigitated power distribution grid with
DSSG has recently been compared to the loop inductance of an example interdigi-
tated power distribution grid with DSDG [626]. In general, multiple interdigitated
power distribution grids with DSDG can be utilized, satisfying different design
constraints in high performance ICs. Exploiting the symmetry between the power
supply and ground networks, all of the possible interdigitated power distribution
grids with DSDG can be characterized by two primary power delivery schemes.
Two types of interdigitated power distribution grids with DSDG are described in this
section. The loop inductance in the first type of power distribution grids is presented
in Sect. 41.4.1. The loop inductance in the second type of power distribution grids
is discussed in Sect. 41.4.2.

41.4.1 Type I Interdigitated Grids with DSDG

In the first type of interdigitated power distribution grid, the power and ground lines
in each power delivery network and in different voltage domains (power and ground
supply voltages) are alternated and equidistantly spaced, as shown in Fig. 41.5. In
such power distribution grids, the distance between the lines inside the loop di

I is
equal to the separation between the two loops si

I . Such power distribution grids are
described here as fully interdigitated power distribution grids with DSDG.

Consistent with (41.4), the mutual inductive coupling of two current loops in
fully interdigitated grids with DSDG is

MintI
loop D LVdd1�Vdd2 � LVdd1�Gnd2 C LGnd1�Gnd2 � LVdd2�Gnd1; (41.8)

Fig. 41.5 Physical structure
of a fully interdigitated power
distribution grid with DSDG.
The distance between the
lines making the loops di

I is
equal to the separation
between the two loops si

I

Vdd1

Gnd1

Vdd2

Gnd2

di
I

si
I
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where Lij is the mutual inductance between the power and ground paths in the
two power distribution networks. In general, a power distribution grid with DSDG
should be designed such that Mloop is negative with the absolute maximum possible
value. Alternatively,

jLVdd1�Gnd2j C jLVdd2�Gnd1j > jLVdd1�Vdd2j C jLGnd1�Gnd2j: (41.9)

For fully interdigitated power distribution grids with DSDG, the distance between
the power and ground lines inside each loop di

I is the same as an offset between the
two loops si

I . In this case, substituting the mutual inductances between the power and
ground paths in the two voltage domains into (41.8), MintI

loop between the two grids
is determined by (41.5). Observe that MintI

loop is negative. A derivation of the mutual
coupling between the two current loops in fully interdigitated power distribution
grids with DSDG is provided in Appendix D.

41.4.2 Type II Interdigitated Grids with DSDG

In the second type of interdigitated power distribution grid, a power/ground line
from one voltage domain is placed next to a power/ground line from the other
voltage domain. Groups of power/ground lines are alternated and equidistantly
spaced, as shown in Fig. 41.6. In such power distribution grids, the distance between
the lines inside the loop di

II is two times greater than the separation between the
lines. Since one loop is located inside the other loop, the separation between the two
loops si

II is negative. Such power distribution grids are described here as pseudo-
interdigitated power distribution grids with DSDG.

The mutual inductive coupling of two current loops in pseudo-interdigitated grids
with DSDG is determined by (41.8). For pseudo-interdigitated power distribution
grids with DSDG, the distance between the power and ground lines inside each
loop di

II is two time greater than the offset between the two loops si
II . In this case,

substituting the mutual inductances between the power and ground paths in the
different voltage domains into (41.8), the mutual inductive coupling between the
two networks MintII

loop is

Fig. 41.6 Physical structure
of a pseudo-interdigitated
power distribution grid with
DSDG. The distance between
the lines making the loops di

II
is two times greater than the
separation between the lines

Vdd1

Vdd2

Gnd1

Gnd2

di
II

si
II
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MintII
loop D 0:2l

�
ln3 � 2d

l

�
; (41.10)

where d is the distance between the two adjacent lines. Observe that MintII
loop is

positive for l � d. The derivation of the mutual coupling between the two current
loops in pseudo-interdigitated power distribution grids with DSDG is presented in
Appendix E.

In modern high performance ICs, the inductive component of the power distribu-
tion noise has become comparable to the resistive noise [129]. In future nanoscale
ICs, the inductive L dI=dt voltage drop will dominate the resistive IR voltage
drop, becoming the major component in the overall power noise. The partial self-
inductance of the metal lines comprising the power distribution grid is constant for
fixed parameters of a power delivery system (i.e., the line width, line thickness,
and line length). In order to reduce the power distribution noise, the total mutual
inductance of a particular power distribution grid should therefore be negative with
an absolute maximum value.

Comparing (41.5) to (41.10), note that for a line separation d much smaller than
line length l, the mutual inductive coupling between different voltage domains in
fully interdigitated grids MintI

loop is negative with a nonzero absolute value, whereas
the mutual inductive coupling between two current loops in pseudo-interdigitated
grids MintII

loop is positive. Moreover, since the distance between the lines comprising
the loop in fully interdigitated power distribution grids is two times smaller than the
line separation inside each current loop in pseudo-interdigitated power distribution
grids, the mutual inductance inside the loop M0intI is larger than M0intII. Thus, the
total mutual inductance as described by (41.7) in fully interdigitated grids is further
increased by MintI

loop. Conversely, the total mutual inductance in pseudo-interdigitated
grids is reduced by MintII

loop, as shown in Fig. 41.7. The total mutual inductance in fully
interdigitated power distribution grids with DSDG is therefore greater than the total
mutual inductance in pseudo-interdigitated grids with DSDG.

41.5 Paired Grids with DSDG

Another type of power distribution grid with alternating power and grounds lines is
paired power distribution grids [30, 73]. Similar to interdigitated grids, the power
and ground lines in paired grids are alternated, but rather than placed equidistantly,
the lines are placed in equidistantly spaced pairs of adjacent power and ground
lines. Analogous to the concepts presented in Sect. 41.3, the loop inductance of a
particular power distribution network in paired power distribution grids with DSDG
is affected by the presence of the other power distribution network.

In general, multiple paired power distribution grids with DSDG can be designed
to satisfy different design constraints in high performance ICs. Exploiting the
symmetry between the power and ground networks, each of the possible paired
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Fig. 41.7 Total mutual inductance of interdigitated power distribution grids with DSDG as a
function of line separation. The length of the lines is 1000 �m

Fig. 41.8 Physical structure
of a fully paired power
distribution grid with DSDG.
In such a grid, each pair is
composed of power and
ground lines for a particular
voltage domain. The
separation between the pairs
is n times larger than the
distance between the lines
making up the loop d
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power distribution grids with DSDG can be characterized by the two main power
delivery schemes. Two types of paired power distribution grids with DSDG are
presented in this section. The loop inductance in the first type of power distribution
grid is described in Sect. 41.5.1. The loop inductance in the second type of power
distribution grid is discussed in Sect. 41.5.2.

41.5.1 Type I Paired Grids with DSDG

In the first type of paired power distribution grid with DSDG, the power and ground
lines of a particular power delivery network are placed in equidistantly spaced pairs.
The group of adjacent power and ground lines from one voltage domain is alternated
with the group of power and ground lines from the other voltage domain, as shown
in Fig. 41.8. In such power distribution grids, the power and ground lines from a
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specific power delivery network are placed in pairs. The separation between the
pairs is n times (where n � 1) larger than the separation between the lines inside
each pair. Such power distribution grids are described here as fully paired power
distribution grids with DSDG. Note that in the case of n D 1, fully paired grids
degenerate to fully interdigitated grids.

Similar to the mutual inductance between the two loops in interdigitated power
distribution grids as discussed in Sect. 41.4, the mutual inductive coupling of the
two current loops in fully paired grids with DSDG is determined by (41.8). In fully
paired power distribution grids with DSDG, the distance between the pairs is n times
greater than the separation d between the power and ground lines making up the
pair. Thus, substituting the mutual inductance between the power and ground lines
for the different voltage domains into (41.8), the mutual inductive coupling between
the two networks MprdI

loop is

MprdI
loop D 0:2l ln

�
.n C 2/n

.n C 1/2

�
: (41.11)

A derivation of the mutual coupling between the two current loops in fully paired
power distribution grids with DSDG is presented in Appendix F. Note that MprdI

loop is
negative for n � 1 with an absolute value slightly greater than zero. Also note that
the mutual inductance inside each current loop M0prdI does not depend on n and is
determined by (41.3).

41.5.2 Type II Paired Grids with DSDG

In the second type of paired power distribution grid with DSDG, a power/ground
line from one voltage domain is placed in a pair with a power/ground line from
the other voltage domain. The group of adjacent power lines alternates with the
group of ground lines from different voltage domains, as shown in Fig. 41.9. In such
power distribution grids, the power and ground lines from different power delivery
networks are placed in pairs. The separation between the pairs is n times (where
n � 1) larger than the separation between the lines within each pair. Such power
distribution grids are described here as pseudo-paired power distribution grids with
DSDG. Note that in the case of n D 1, pseudo-paired grids are identical to pseudo-
interdigitated grids.

As discussed in Sect. 41.5.1, the mutual inductive coupling between the two
power delivery networks in pseudo-paired grids with DSDG is determined by (41.8).
In pseudo-paired power distribution grids with DSDG, the distance between the
pairs is n times greater than the separation d between the power/ground lines making
up the pair. The effective distance between the power and ground lines in a particular
power delivery network is therefore .n C 1/d. Substituting the mutual inductance
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Fig. 41.9 Physical structure of a pseudo-paired power distribution grid with DSDG. In such a
grid, each pair is composed of power or ground lines from the two voltage domains. The separation
between the pairs is n times larger than the distance between the lines making up the loop d. The
effective distance between the power and ground lines in a particular power delivery network is
.nC 1/d

between the power and ground lines in the two different voltage domains into (41.8),
the mutual inductive coupling between the two networks MprdII

loop is

MprdII
loop D 0:2l

�
ln
�
n2 C 2n

	� 2nd

l

�
: (41.12)

A derivation of the mutual coupling between the two current loops in pseudo-paired
power distribution grids with DSDG is provided in Appendix G. Note that MprdII

loop
is positive for n � 1. In contrast to fully paired grids, in pseudo-paired power
distribution grids, the mutual inductance inside each current loop M0prdII is a function
of n,

M0prdII D 0:2l

�
ln

2l

.n C 1/d
� 1 C .n C 1/d

l
� ln C lnk

�
: (41.13)

Note that M0prdII decreases with n, approaching zero for large n.
Comparing Figs. 41.8 to 41.9, note that the line separation inside each pair in the

pseudo-paired power distribution grid is n times greater than the line separation
between the power and ground lines making up a pair in fully paired power
distribution grids. The mutual inductance within the power delivery network in fully
paired power distribution grids M0prdI is therefore greater than the mutual inductance
within the power delivery network in pseudo-paired power distribution grids M0prdII.
Moreover, the distance between the lines in the particular voltage domain in fully
paired power distribution grids does not depend on the separation between the
pairs (no dependence on n). Thus, M0prdI is a constant. The distance between the
power/ground lines from the different voltage domains in pseudo-paired power
distribution grids is smaller, however, than the distance between the power/ground
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Fig. 41.10 Total mutual inductance of paired power distribution grids with DSDG as a function of
the ratio of the distance between the pairs to the line separation inside each pair (n). The length of
the lines is 1000 �m and the line separation inside each pair d is 1 �m. Note that the total mutual
inductance in pseudo-paired power distribution grids becomes zero at n D 8

lines from the different power delivery networks in fully paired power distribution
grids. The magnitude of the mutual inductive coupling between the two current
loops in pseudo-paired grids MprdII

loop is therefore larger than the magnitude of the
mutual inductive coupling between the two power delivery networks in fully paired
grids MprdI

loop. Note that the magnitude of MprdII
loop increases with n and becomes much

greater than zero for large n. Also note that MprdI
loop is negative while MprdII

loop is positive
for all n � 1.

The total mutual inductance M as determined by (41.7) for two types of
paired power distribution grids with DSDG is plotted in Fig. 41.10. Note that
the total mutual inductance in fully paired grids is primarily determined by the
mutual inductance inside each power delivery network M0prdI. The absolute value

of the total mutual inductance in fully paired grids is further increased by MprdI
loop.

As the separation between the pairs n increases, the mutual inductive coupling
between the two current loops MprdI

loop decreases, approaching zero at large n. Thus,
the magnitude of the total mutual inductance in fully paired power distribution grids
slightly drops with n. In pseudo-paired grids, however, the total mutual inductance
is a non-monotonic function of n and can be divided into two regions. The total
mutual inductance is determined by the mutual inductance inside each current loop
M0prdII for small n and by the mutual inductive coupling between the two voltage

domains MprdII
loop for large n. Since M0prdII is negative and MprdII

loop is positive for all n,
the total mutual inductance in pseudo-paired grids is negative with a decreasing
absolute value for small n. As n increases, MprdII

loop begins to dominate and, at some n
(n D 8 in Fig. 41.10), the total mutual inductance becomes positive with increasing
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absolute value. For large n, pseudo-paired grids with DSDG become identical to
power distribution grids with DSSG. Similar to grids with DSSG, power and ground
paths in both voltage domains are strongly coupled, increasing the loop inductance
as seen from a specific power delivery network. The resulting voltage fluctuations
are therefore larger.

41.6 Simulation Results

To characterize the voltage fluctuations as seen at the load, both power distribution
grids are modeled as ten series RL segments. It is assumed that both power delivery
subnetworks are similar and source similar current loads. Two equal current loads
are applied to the power grid with a single supply voltage and single ground.
A triangular current source with 50 mA amplitude, 100 ps rise time, and 150 ps
fall time is applied to each grid within the power distribution network. No skew
between the two current loads is assumed, modeling the worst case scenario with
the maximum power noise. For each grid structure, the width of the lines varies from
1 to 10 �m, maintaining the line pair pitch P at a constant value of 40 �m (80 �m
in the case of paired grids). In paired power distribution grids, the line separation
inside each pair is 1 �m. The decrease in the maximum voltage drop (or the voltage
sag) from Vdd is estimated from SPICE for different line widths.

The resistance and inductance for the power distribution grids with SSSG
operating at 1 and 100 GHz are listed in Table 41.1. The resistance and inductance
for the power distribution grids with DSSG operating at 1 and 100 GHz are listed in
Table 41.2. Note that in the case of DSSG, only interdigitated grids can be used. The
power grids with DSSG lack symmetry in both voltage domains which is necessary
for paired grids. Also note that two types of interdigitated power distribution
grids with DSSG can be used. Both types of interdigitated grids with DSSG are
identical except for those power/ground lines located at the periphery of the power
grid. Thus, the difference in loop inductance in both interdigitated grids with
DSSG is negligible for a large number of power/ground lines comprising the grid.
Only one interdigitated power distribution grid with DSSG is therefore analyzed.
The impedance characteristics of the interdigitated and paired power distribution
grids with DSDG are listed in Tables 41.3, 41.4, and 41.5. The results listed in
Tables 41.1, 41.2, 41.3, 41.4, and 41.5 are discussed in Sects. 41.6.1, 41.6.2, 41.6.3,
and 41.6.4.

The performance of interdigitated power distribution grids is quantitatively
compared to the power noise of a conventional power distribution scheme with
DSSG in Sect. 41.6.1. The maximum voltage drop from Vdd for paired power
distribution grids is evaluated in Sect. 41.6.2. Both types of power distribution grids
are compared to the reference power distribution grid with SSSG. Power distribution
schemes with decoupling capacitors are compared in Sect. 41.6.3. The dependence
of the power noise on the switching frequency of the current loads is discussed in
Sect. 41.6.4.
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41.6.1 Interdigitated Power Distribution Grids
Without Decoupling Capacitors

The maximum voltage drop for four interdigitated power distribution grids without
decoupling capacitors is depicted in Fig. 41.11. For each of the power distribution
grids, the maximum voltage drop decreases sublinearly as the width of the lines is
increased. This noise voltage drop is caused by the decreased loop impedance. The
resistance of the metal lines decreases linearly with an increase in the line width.
The loop inductance increases slowly with increasing line width. As a result, the
total impedance of each of the power distribution schemes decreases sublinearly,
approaching a constant impedance as the lines become very wide.

As described in Sect. 41.3, the power distribution scheme with DSDG outper-
forms power distribution grids with DSSG. Fully interdigitated grids with DSDG
produce, on average, a 15.3 % lower voltage drop as compared to the scheme with
DSSG. Pseudo-interdigitated grids with DSDG produce, on average, a close to
negligible 0.3 % lower voltage drop as compared to the scheme with DSSG. The
maximum reduction in noise is 16.5 % for an 8 �m wide line, and 7.1 % for a
1 �m wide line, for, respectively, fully- and pseudo-interdigitated grids with DSDG.
Note that pseudo-interdigitated power grids with DSDG outperform conventional
power delivery schemes with DSSG for narrow lines. For wide lines, however,
the power delivery scheme with DSSG results in a lower voltage drop. From the
results depicted in Fig. 41.11, observe that the power delivery schemes with both
DSDG and SSSG outperform the power grid with DSSG. The fully interdigitated
power distribution grid with DSDG outperforms the reference power grid with
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Fig. 41.11 Maximum voltage drop for the four interdigitated power distribution grids under
investigation. No decoupling capacitors are added
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SSSG by 2.7 %. This behavior can be explained as follows. Since the number of
lines dedicated to each power delivery network in the grid with DSDG is two times
smaller than the total number of lines in the reference grid, the resistance of each
subnetwork is two times greater than the resistance of the reference power grid.
The loop inductance of an interdigitated power distribution grid depends inversely
linearly on the number of lines in the grid [73]. The loop inductance of each
subnetwork is two times greater than the overall loop inductance of the grid with
SSSG. Given two similar current loads applied to the reference power distribution
scheme, the maximum voltage drop for both systems should be the same. However,
from (41.4), the mutual inductive coupling in the power grid with DSDG increases
due to the presence of the second subnetwork. As a result, the overall loop
inductance of each network comprising the power grid with DSDG is lower,
resulting in a lower power noise as seen from the current load of each subnetwork.
Note from Fig. 41.7 that in pseudo-interdigitated power distribution grids with
DSDG, the mutual inductance between two current loops MintII

loop is positive, reducing
the overall mutual inductance. The resulting loop inductance as seen from the load
of the particular network is therefore increased, producing a larger inductive voltage
drop. In many applications such as high performance microprocessors, mixed-signal
circuits, and systems-on-chip, a power distribution network with DSDG is often
utilized. In other applications, however, a fully interdigitated power distribution
system with multiple voltages and multiple grounds can be a better alternative than
distributing power with SSSG.

41.6.2 Paired Power Distribution Grids Without Decoupling
Capacitors

The maximum voltage drop for three paired power distribution grids without
decoupling capacitors is depicted in Fig. 41.12. Similar to interdigitated grids, the
maximum voltage drop decreases sublinearly with increasing line width. Observe
that fully paired power distribution grids with DSDG outperform conventional
paired power distribution grids with SSSG by, on average, 2.3 %. Note the infor-
mation shown in Fig. 41.12, the ratio of the separation between the pairs to the
distance between the lines in each pair (n) is eighty. Also note from Fig. 41.10 that
the total mutual inductance in fully paired grids increases as n is decreased (the
pairs are placed physically closer). Thus, better performance is achieved in fully
paired grids with DSDG for densely placed pairs. In contrast to fully paired grids, in
pseudo-paired grids with DSDG, the total mutual inductance is reduced by inductive
coupling between the two current loops MprdII

loop . For n > 8 (see Fig. 41.10), the mutual
inductive coupling between the two current loops in pseudo-paired grid becomes
comparable to the mutual inductive coupling between the two current loops in the
conventional power grid with DSSG (the �2M term in (41.2) becomes positive).
As n further increases, the power and ground paths within the two voltage domains
become strongly coupled, increasing the loop inductance.
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Fig. 41.12 Maximum voltage drop for the three paired power distribution grids under investiga-
tion. No decoupling capacitors are added
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Fig. 41.13 Maximum voltage drop for interdigitated and paired power distribution grids under
investigation. No decoupling capacitors are added

To quantitatively compare interdigitated grids to paired grids, the maximum
voltage drop for seven different types of power distribution grids without decoupling
capacitors is plotted in Fig. 41.13. Note in Fig. 41.13 that the conventional power
delivery scheme with DSSG results in larger voltage fluctuations as compared to
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fully interdigitated grids with DSDG. The performance of pseudo-interdigitated
grids with DSDG is comparable to the performance of the conventional delivery
scheme with DSSG. In pseudo-interdigitated grids, the positive mutual inductance
between two current loops lowers the overall negative mutual inductance. The
loop inductance in the specific power delivery network is therefore increased,
resulting in greater power noise. Analogous to the conventional scheme, in pseudo-
paired grids, the power and ground paths in different voltage domains are strongly
coupled, producing the largest voltage drop. Both fully interdigitated and fully
paired power distribution grids with DSDG produce the lowest voltage fluctuations,
slightly outperforming the reference power delivery network with SSSG. In these
grids, the resulting loop inductance is reduced due to strong coupling between
the power/ground pairs from different voltage domains (with currents flowing in
opposite directions). Alternatively, the total mutual inductance is negative with large
magnitude, reducing the loop inductance. Both fully interdigitated and fully paired
power distribution grids with DSDG should be used in those systems with multiple
power supply voltages. Fully interdigitated and fully paired power distribution grids
with DSDG can also be a better alternative than a power distribution grid with SSSG.

41.6.3 Power Distribution Grids with Decoupling Capacitors

To lower the voltage fluctuations of on-chip power delivery systems, decoupling
capacitors are placed on ICs to provide charge when the voltage drops [30]. The
maximum voltage drop of seven power distribution schemes with decoupling capac-
itors operating at 1 GHz is shown in Fig. 41.14. All of the decoupling capacitors are
assumed to be ideal, i.e., no parasitic resistances and inductances are associated
with the capacitor. Also, all of the decoupling capacitors are assumed to be effective
(located inside the effective radius of an on-chip decoupling capacitor, as described
in Chap. 12 [277]). The total budgeted capacitance is divided equally between the
two supply voltages. The decoupling capacitor added to the power distribution grid
with SSSG is two times larger than the decoupling capacitor in each subnetwork of
the power delivery scheme with dual voltages. As shown in Fig. 41.14, the maximum
voltage drop decreases as the lines become wider. The maximum voltage drop of
the fully interdigitated power distribution scheme with DSDG is reduced by, on
average, 9.2 % (13.6 % maximum) for a 30 pF decoupling capacitance as compared
to a conventional power distribution scheme with DSSG. For a 20 pF decoupling
capacitance, however, a fully interdigitated power distribution grid with DSDG
produces about 55 % larger power noise as compared to a conventional power
distribution scheme with DSSG. This performance degradation is caused by on-chip
resonances, as explained below.

Comparing the data shown in Fig. 41.13 to that shown in Fig. 41.14, note that the
voltage drop of the power distribution grids with decoupling capacitors as compared
to the case with no decoupling capacitances is greatly reduced for narrow lines and
is higher for wider lines. This behavior can be explained as follows. For narrow
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Fig. 41.14 Maximum voltage drop for seven types of power distribution grids with a decoupling
capacitance of (a) 20 pF and (b) 30 pF added to each power supply. The switching frequency of the
current loads is 1 GHz

lines, the grid resistance is high and the loop inductance is low. The grid impedance,
therefore, is primarily determined by the resistance of the lines. Initially, the system
with an added decoupling capacitor is overdamped. As the lines become wider,
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the grid resistance decreases faster than the increase in the loop inductance and
the system becomes less damped. As the loop inductance increases, the resonant
frequency of an RLC circuit, formed by the on-chip decoupling capacitor and the
parasitic RL impedance of the grid, decreases. This resonant frequency moves closer
to the switching frequency of the current load. As a result, the voltage response
of the overall system oscillates. Since the decoupling capacitance added to the
power grid with SSSG is two times larger than the decoupling capacitance added
to each power supply voltage in the dual voltage schemes, the system with a
single supply voltage is more highly damped and the self-resonant frequency is
significantly lower. Furthermore, the resonant frequency is located far from the
switching frequency of the circuit.

For narrow lines propagating a signal with 1 GHz harmonics, the resulting power
noise in fully interdigitated power grids with DSDG with 20 pF added on-chip
decoupling capacitance is smaller than the power noise of the power distribution
scheme with SSSG, as shown in Fig. 41.14a. With increasing line width, the
inductance of the power grids increases more slowly than the decrease in the grid
resistance. An RLC system formed by the RL impedance of the power grid and the
decoupling capacitance, therefore, is less damped. Both of the power distribution
grids with DSDG and the conventional power distribution grid with SSSG result in
larger voltage fluctuations as the line width increases. The self-resonant frequency
of the fully interdigitated grid with DSDG is almost coincident with the switching
frequency of the current load. The self-resonant frequency of the power grid with
SSSG however is different from the switching frequency of the current source.
Thus, for wide lines, a conventional power delivery scheme with SSSG outperforms
the fully interdigitated power distribution grid with DSDG. Note that the loop
inductance in pseudo-interdigitated power distribution grids with DSDG is greater
than the loop inductance in fully interdigitated grids. As a result, the self-resonant
frequency of a pseudo-interdigitated grid with DSDG is smaller than the switching
frequency of the current load, resulting in smaller power noise as compared to power
grids with SSSG and fully interdigitated grids with DSDG. Also note that the loop
inductance in paired power distribution grids is further reduced as compared to
interdigitated grids. In this case, the self-resonant frequency of all of the paired
power distribution grids is greater than the circuit switching frequency. Thus, the
power noise in paired power distribution grids gradually decreases as the line width
increases (and is slightly higher in wide lines in the case of pseudo-paired grids).

Increasing the on-chip decoupling capacitance from 20 to 30 pF further reduces
the voltage drop. For a 30 pF decoupling capacitance in a pseudo-paired power
delivery scheme with DSSG, the self-resonant frequency is close to the switching
frequency of the current load. Simultaneously, the grid resistance decreases much
faster with increasing line width than the increase in the loop inductance. The
system becomes underdamped with the self-resonant frequency equal to the circuit
switching frequency. As a result, the system produces high amplitude voltage
fluctuations. The maximum voltage drop in the case of a pseudo-paired power grid
with DSDG therefore increases as the lines become wider. This phenomenon is
illustrated in Fig. 41.14b for a line width of 5 �m.
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With decoupling capacitors, the self-resonant frequency of an on-chip power
distribution system is lowered. If the resonant frequency of an RLC system
with intentionally added decoupling capacitors is sufficiently close to the circuit
switching frequency, the system will produce high amplitude voltage fluctuations.
Voltage sagging will degrade system performance and may cause significant failure.
An excessively high power supply voltage can degrade the reliability of a system.
The decoupling capacitors for power distribution systems with multiple supply
voltages therefore have to be carefully designed. Improper choice (magnitude and
location) of the on-chip decoupling capacitors can therefore worsen the power noise,
further degrading system performance [28, 276].

41.6.4 Dependence of Power Noise on the Switching
Frequency of the Current Loads

To model the dependence of the power noise on the switching frequency, the power
grids are stimulated with triangular current sources with a 50 mA amplitude, 20 ps
rise times, and 30 ps fall times. The switching frequency of each current source
varies from 1 to 10 GHz to capture the resonances in each power grid. For each grid
structure, the width of the line is varied from 1 to 10 �m. The maximum voltage
drop is determined from SPICE for different line widths at each frequency.

The maximum voltage drop for the power distribution grid with SSSG is
illustrated in Fig. 41.15. The maximum voltage drop decreases slightly for wider
lines. Note that with decoupling capacitors, the voltage drop is lower except for
two regions. The significant increase in power noise at specific frequencies and line
widths is due to the following two effects. As lines become wider, the resistance of
the power grid is lower, whereas the inductance is slightly increased, decreasing
the damping of the entire system. When the switching frequency of a current
load approaches the self-resonant frequency of the power grid, the voltage drop
due to the RLC system increases (due to resonances). As the width of the lines
increases, the system becomes more underdamped, resulting in a sharper resonant
peak. The amplitude of the resonant peak increases rapidly as the system becomes
less damped. The maximum voltage drop occurs between 6 and 7 GHz for a power
grid with a 20 pF decoupling capacitance, as shown in Fig. 41.15a.

The maximum voltage drop also increases at high frequencies in narrow lines.
Decoupling capacitors are effective only if the capacitor is fully charged within
one clock cycle. The effectiveness of the decoupling capacitor is related to the RC
time constant, where R is the resistance of the interconnect connecting the capacitor
to the power supply. For narrow resistive lines, the time constant is prohibitively
large at high frequencies, i.e., the decoupling capacitor cannot be fully charged
within one clock period. The effective magnitude of the decoupling capacitor is
therefore reduced. The capacitor has the same effect on the power noise as a smaller
capacitor [277].
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Fig. 41.15 Maximum voltage drop for the power distribution grid with SSSG as a function of
frequency and line width for different values of decoupling capacitance; (a) decoupling capacitance
budget of 20 pF, (b) decoupling capacitance budget of 30 pF
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By increasing the magnitude of the decoupling capacitor, the overall power
noise can be further reduced, as shown in Fig. 41.15b. Moreover, the system
becomes more damped, producing a resonant peak with a smaller amplitude. The
self-resonant frequency of the power delivery system is also lowered. Comparing
Fig. 41.15a to b, note that the resonant peak shifts in frequency from approximately
6–7 GHz for a 20 pF decoupling capacitance to 5–6 GHz for a 30 pF decoupling
capacitance. Concurrently, increasing the decoupling capacitor increases the RC
time constant, making the capacitor less effective at high frequencies in narrow
resistive lines. Note the significant increase in the maximum voltage drop for a 1 �m
wide line for a 30 pF decoupling capacitance as compared to the case of a 20 pF
decoupling capacitance. Power distribution grids with DSSG and DSDG behave
similarly. For the same decoupling capacitance and for the non-resonant case, both
the fully- and pseudo-interdigitated power distribution schemes with DSDG result in
a lower voltage drop than a power distribution scheme with DSSG. The magnitude
of the decoupling capacitance needs to be carefully chosen to guarantee that the two
prohibited regions are outside the operating frequency of the system for a particular
line width. Also, for narrow lines, the magnitude of the decoupling capacitor is
limited by the RC time constant. The amplitude of the resonant peak can be lowered
by increasing the parasitic resistance of the decoupling capacitors.

41.7 Design Implications

Historically, due to low switching frequencies and the high resistance of on-chip
interconnects, resistive voltage drops have dominated the overall power noise. In
modern high performance ICs, the inductive component of the power distribution
noise has become comparable to the resistive noise [30]. It is expected that in future
nanoscale ICs, the inductive L dI=dt voltage drop will dominate the resistive IR
voltage drop, becoming the primary component of the overall power noise [129].
As shown previously, the performance of the power delivery schemes with DSDG
depends upon the switching frequency of the current load, improving with frequency
(due to increased mutual coupling between the power and ground lines). It is
expected that the performance of the power distribution grids with DSDG will
increase with technology scaling.

As discussed in Sect. 41.6, fully interdigitated power distribution grids with
DSDG outperform pseudo-interdigitated grids with DSDG. Moreover, in pseudo-
interdigitated grids, the power/ground lines from different voltage domains are
placed next to each over, increasing the coupling between the different power
supply voltages. Pseudo-interdigitated power distribution grids with DSDG should
therefore not be used in those ICs where high isolation is required between the
power supply voltages (e.g., mixed-signal ICs, systems-on-chip). Rather, fully
interdigitated power distribution grids with DSDG should be utilized.

Similar to interdigitated grids, fully paired power distribution grids with DSDG
produce smaller power noise as compared to pseudo-paired power distribution grids
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with DSDG. In pseudo-paired grids, the separation between the power/ground lines
from different voltage domains is much smaller than the distance between the power
and ground lines inside each power delivery network (current loop). Different power
supply voltages are therefore strongly coupled in pseudo-paired grids. Note that
pseudo-paired grids have the greatest coupling between different power supplies
among all of the power distribution schemes described in this chapter. Such grids,
therefore, are not a good choice for distributing power in mixed-signal ICs. Later in
the design flow, when it is prohibitively expensive to redesign the power distribution
system, the spacing between the pairs in pseudo-paired grids with DSDG should be
decreased. If the pairs are placed close to each over (n is small), as illustrated in
Fig. 41.10, the loop inductance of a particular current loop is lowered, approaching
the loop inductance in pseudo-interdigitated grids.

The self-resonant frequency of a system is determined by the power distribution
network. For example, in power distribution grids with DSDG, the decoupling
capacitance added to each power delivery network is two times smaller than the
decoupling capacitance in the power delivery scheme with SSSG. The loop induc-
tance of power distribution grids with DSDG is comparable however to the loop
inductance of power distribution grids with SSSG. Assuming the same decoupling
capacitance, the self-resonant frequency of power distribution grids with DSDG is
higher than the self-resonant frequency of the reference power delivery scheme with
SSSG, increasing the maximum operating frequency of the overall system. Note that
for comparable resonant frequencies, the resistance of the power distribution grid
with DSDG is two times greater than the resistance of a conventional power grid
with SSSG. Thus, power distribution grids with DSDG are more highly damped,
resulting in reduced voltage fluctuations at the resonant frequency. Also note that
on-chip decoupling capacitors lower the resonant frequency of the system. On-chip
power distribution grids with decoupling capacitors should therefore be carefully
designed to avoid (and control) any on-chip resonances.

Power distribution grids operating at 1 GHz (the low frequency case) have been
analyzed in this chapter. Comparing the results listed in Tables 41.1, 41.2, 41.3, 41.4,
and 41.5, the mutual inductive coupling at 100 GHz (the high frequency case)
increases, reducing the loop inductance. Thus, for future generations of ICs
operating at high frequencies [286], the performance of power distribution grids
with DSDG is expected to improve by reducing the power distribution noise.

41.8 Summary

Power distribution grids with multiple power supply voltages are analyzed in this
chapter. The primary results can be summarized as follows.

• Two types of interdigitated and paired on-chip power distribution grids with
DSDG are presented
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• Closed-form expressions to estimate the loop inductance in four types of power
distribution grids with DSDG have been developed

• With no decoupling capacitors placed between the power supply and ground,
fully- and pseudo-interdigitated power distribution grids outperform a conven-
tional interdigitated power distribution grid with DSSG by 15.3 % and 0.3 %,
respectively, in terms of lower power noise

• In the case of power grids with decoupling capacitors, the voltage drop is reduced
by about 9.2 % for fully interdigitated grids with a 30 pF additional decoupling
capacitance and is higher by 55.4 % in the case of an added 20 pF decoupling
capacitance

• If no decoupling capacitors are added, the voltage drop of a fully interdigitated
power distribution grid with DSDG is reduced by 2.7 %, on average, as compared
to the voltage drop of an interdigitated power distribution grid with SSSG

• In the case of a fully paired grid, the power noise is reduced by about 2.3 % as
compared to the reference paired power distribution grid with SSSG

• With on-chip decoupling capacitors added to the power delivery networks, both
fully interdigitated and fully paired power distribution grids with DSDG slightly
outperform the reference power distribution scheme with SSSG

• On-chip decoupling capacitors are shown to lower the self-resonant frequency
of the on-chip power distribution grid, producing resonances. An improper
choice of the on-chip decoupling capacitors can therefore degrade the overall
performance of a system

• Fully interdigitated and fully paired power distribution grids with DSDG should
be utilized in those ICs where high isolation is required between the power supply
voltages so as to effectively decouple the power supplies



Chapter 42
Decoupling Capacitors for Multi-Voltage Power
Distribution Systems

Power dissipation has become a critical design issue in high performance
microprocessors as well as battery powered and wireless electronics, multimedia
and digital signal processors, and high speed networking. The most effective way
to reduce power consumption is to lower the supply voltage. Reducing the supply
voltage, however, increases the circuit delay [596, 598, 627]. The increased delay
can be compensated by changing the critical paths with behavioral transformations
such as parallelization or pipelining [628]. The resulting circuit consumes less
power while satisfying global throughput constraints at the cost of increased circuit
area.

Recently, the use of multiple on-chip supply voltages has become common
practice [609]. This strategy has the advantage of permitting modules along the
critical paths to operate with the highest available voltage level (in order to satisfy
target timing constraints) while permitting modules along the non-critical paths to
use a lower voltage (thereby reducing the energy consumption). A multi-voltage
scheme lowers the speed of those circuits operating at a lower power supply voltage
without affecting the overall frequency, thereby reducing power without decreasing
the system frequency. In this manner, the energy consumption is decreased without
affecting circuit speed. This scheme results in a smaller area as compared to
parallel architectures. The problem of using multiple supply voltages for reducing
the power requirements has been evaluated in the area of high level synthesis for
low power [605, 624]. While it is possible to provide many supply voltages, in
practice such a scenario is expensive. Practically, the availability of a small number
of voltage supplies (two or three) is reasonable, as discussed in Chap. 40.

The design of the power distribution system has become an increasingly difficult
challenge in modern CMOS circuits [30]. As CMOS technologies are scaled,
the power supply voltage is lowered. As clock rates rise and more functions are
integrated on-chip, the power consumed has greatly increased. Assuming that only
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a small per cent of the power supply voltage (about 10 %) is permitted as ripple
voltage (noise), a target impedance for an example power distribution system
is [136]

Ztarget D Vdd � �

I
D 1:8 V � 10 %

100 A
� 0:002 �; (42.1)

where Vdd is the power supply voltage, � is the allowed ripple voltage, and I
is the current. With general scaling theory [120], the current I is increasing and
the power supply voltage is decreasing. The impedance of a power distribution
system should therefore be decreased to satisfy power noise constraints. The target
impedance of a power distribution system is falling at an alarming rate, a factor
of 5 per computer generation [629]. The target impedance must be satisfied not
only at DC, but also at all frequencies where current transients exist [213]. Several
major components of a power delivery system are used to satisfy a target impedance
over a broad frequency range. A voltage regulator module is effective up to about
1 kHz. Bulk capacitors supply current and maintain a low power distribution system
impedance from 1 kHz to 1 MHz. High frequency ceramic capacitors maintain the
power distribution system impedance from 1 MHz to several hundred MHz. On-chip
decoupling capacitors can be effective above 100 MHz.

By introducing a second power supply, the power supplies are coupled through
a decoupling capacitor effectively placed between the two power supply networks.
Assuming a power delivery system with dual power supplies and only a small per
cent of the power supply voltage is permitted as ripple voltage (noise), the following
inequality for the magnitude of a voltage transfer function KV should be satisfied,

jKV j 
 � Vdd1

Vdd2
; (42.2)

where Vdd1 is a lower voltage power supply, � is the allowed ripple voltage
on a lower voltage power supply, and Vdd2 is a higher voltage power supply.
Since the higher voltage power supply is applied to the high speed paths, as for
example a clock distribution network, Vdd2 can be noisy. To guarantee that noise
from the higher voltage supply does not affect the quiet power supply, (42.2)
should be satisfied. For typical values of the power supply voltages and allowed
ripple voltage for a CMOS 0.18 �m technology, jKV j is chosen to be less than
or equal to 0.1 to effectively decouple a noisy power supply from a quiet power
supply. The design of a power distribution system with multiple supply voltages
is the primary focus of this chapter. The influence of a second supply voltage on a
system of decoupling capacitors is evaluated. Noise coupling among multiple power
distribution systems is also discussed in this chapter. A criterion for producing
an overshoot-free voltage response is determined. It is shown that to satisfy a
target specification in order to decouple multiple power supplies, it is necessary to
maintain the magnitude of the voltage transfer function below 0.1. In certain cases,
it is difficult to satisfy this criterion over the entire range of operating frequencies.
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In such a scenario, the frequency range of an overshoot-free voltage response can be
traded off with the magnitude of the response [28]. Case studies are also presented
in the chapter to quantitatively illustrate this methodology for designing a system of
decoupling capacitors.

This chapter is organized as follows. The impedance of a power distribution
system with multiple supply voltages is described in Sect. 42.1. A case study of
the dependence of the impedance on the power distribution system parameters is
presented in Sect. 42.2. The voltage transfer function of a power distribution system
with multiple supply voltages is discussed in Sect. 42.3. Case studies examining the
dependence of the magnitude of the voltage transfer function on the parameters of
the power distribution system are illustrated in Sect. 42.4. Some specific conclusions
are summarized in Sect. 42.5.

42.1 Impedance of a Power Distribution System

The impedance of a power distribution network is an important issue in modern high
performance ICs such as microprocessors. The impedance should be maintained
below a target level to guarantee the power and signal integrity of a system,
as described in Chap. 7. The impedance of a power distribution system with
multiple power supplies is described in Sect. 42.1.1. The antiresonance of capacitors
connected in parallel is addressed in Sect. 42.1.2. The dependence of the impedance
on the power delivery system is evaluated in Sect. 42.1.3.

42.1.1 Impedance of a Power Distribution System

A model of the impedance of a power distribution system with two supply voltages
is shown in Fig. 42.1. The impedance seen from the load of the power supply Vdd1

is illustrated. The model of the impedance is applicable for the load of the power
supply Vdd2 if Z1 is substituted for Z2. The impedance of the power distribution
system shown in Fig. 42.1 can be modeled as

Z D Z1Z12 C Z1Z2

Z1 C Z12 C Z2

: (42.3)

Decoupling capacitors have traditionally been modeled as a series RLC net-
work [114]. A schematic representation of a power distribution network with two
supply voltages and the decoupling capacitors represented by RLC series networks
is shown in Fig. 42.2.

In this case, the impedance of the power distribution network is

Z D a4s4 C a3s3 C a2s2 C a1s C a0

b3s3 C b2s2 C b1s
; (42.4)
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Fig. 42.1 Impedance of
power distribution system
with two supply voltages seen
from the load of the power
supply Vdd1

Z12

Z2Z1Z

Fig. 42.2 Impedance of
power distribution system
with two supply voltages and
the decoupling capacitors
represented as series RLC
networks

R12 C12 L12

R2

C2

L2

R1

C1

L1

Z

where

a4 D L1.L12 C L2/; (42.5)

a3 D R1L12 C R12L1 C R1L2 C R2L1; (42.6)

a2 D R1R12 C R1R2 C L1

C12

C L12

C1

C L1

C2

C L2

C1

; (42.7)

a1 D R1

C2

C R2

C1

C R1

C12

C R12

C1

; (42.8)

a0 D C12 C C2

C1C12C2

; (42.9)

b3 D L1 C L12 C L2; (42.10)

b2 D R1 C R12 C R2; (42.11)

b1 D 1

C1

C 1

C12

C 1

C2

; (42.12)

and s D j! is a complex frequency.
The frequency dependence of the closed-form expression for the impedance of a

power distribution system with dual power supply voltages is illustrated in Fig. 42.3.
The minimum power distribution system impedance is limited by the ESR of the
decoupling capacitors. For on-chip applications, the ESR includes the parasitic
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Fig. 42.3 Frequency dependence of the impedance of a power distribution system with dual
supply voltages, R1 D R12 D R2 D 10 m�, C1 D C12 D C2 D 1 nF, and L1 D L12 D L2 D 1 nH.
Since all of the parameters of a power distribution system are identical, the system behaves as a
single capacitor with one minimum at the resonant frequency. The minimum power distribution
system impedance is limited by the ESR of the decoupling capacitors

resistance of the decoupling capacitor and the resistance of the power distribution
network connecting a decoupling capacitor to a load. The resistance of the on-chip
power distribution network is greater than the parasitic resistance of the on-chip
decoupling capacitors. For on-chip applications, therefore, the ESR is represented
by the resistance of the power delivery system. Conversely, for printed circuit board
applications, the resistance of the decoupling capacitors dominates the resistance of
the power delivery system. In this case, therefore, the ESR is primarily the resistance
of the decoupling capacitors. In order to achieve a target impedance as described
by (42.1), multiple decoupling capacitors are placed at different levels of the power
grid hierarchy [136].

As described in [138], the ESR of the decoupling capacitors does not change the
location of the poles and zeros of the power distribution system impedance, only the
damping factor of the RLC system formed by the decoupling capacitor is affected.
Representing a decoupling capacitor with a series LC network, the impedance of the
power distribution system with dual power supply voltages is

Z D a4s4 C a2s2 C a0

b3s3 C b1s
; (42.13)

where

a4 D L1.L12 C L2/; (42.14)

a2 D L1

C12

C L12

C1

C L1

C2

C L2

C1

; (42.15)
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a0 D C12 C C2

C1C12C2

; (42.16)

b3 D L1 C L12 C L2; (42.17)

b1 D 1

C1

C 1

C12

C 1

C2

: (42.18)

42.1.2 Antiresonance of Parallel Capacitors

To maintain the impedance of a power distribution system below a specified level,
multiple decoupling capacitors are placed in parallel at different levels of the power
grid hierarchy. The ESR affects the quality factor of the RLC system by acting
as a damping element. The influence of the ESR on the impedance is therefore
ignored. If all of the parameters of the circuit shown in Fig. 42.2 are equal, the
impedance of the power distribution system can be described as a series RLC circuit.
Expression (42.13) has four zeros and three poles. Two zeros are located at the same
frequency as the pole when all of the parameters of the circuit are equal. The pole
is therefore canceled for this special case and the circuit behaves as a series RLC
circuit with one resonant frequency.

If the parameters of the power distribution system are not equal, the zeros
of (42.13) are not paired. In this case, the pole is not canceled by a zero. For
instance, in the case of two capacitors connected in parallel as shown in Fig. 42.4,
in the frequency range from f1 to f2, the impedance of the capacitor C1 has become
inductive whereas the impedance of the capacitor C2 remains capacitive. In this case,
an LC tank will produce a peak at a resonant frequency located between f1 and f2.
Such a phenomenon is called antiresonance [136] and is described in greater detail
in Chap. 11.

The location of the antiresonant spike depends on the ratio of the ESL of
the decoupling capacitors. Depending upon the parasitic inductance, the peak
impedance caused by the decoupling capacitor is shifted to a different frequency, as
shown in Fig. 42.4. For instance, if the parasitic inductance of C1 is greater than the

Fig. 42.4 Antiresonance of
the two capacitors connected
in parallel, C2 D C1. Two
antiresonant spikes appear
between frequencies f1 and f2
and f2 and f3 (dotted lines)
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higher ESL lower ESL

L1 >L2 L1 >L2
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parasitic inductance of C2, the antiresonance will appear at a frequency ranging from
f1 to f2, i.e., before the self-resonant frequency f2 of the capacitor C2. If the parasitic
inductance of C1 is lower than the parasitic inductance of C2, the antiresonance will
appear at a frequency ranging from f2 to f3, i.e., after the self-resonant frequency of
the capacitor C2. The ESL of the decoupling capacitors, therefore, determines the
frequency (location) of the antiresonant spike of the system [29].

42.1.3 Dependence of Impedance on Power Distribution
System Parameters

In practical applications, a capacitor C12 placed between Vdd1 and Vdd2 exists either
as a parasitic capacitance or as a decoupling capacitor. Intuitively, from Fig. 42.2, by
decreasing the impedance Z12 (increasing C12), the greater part of Z2 is connected
in parallel with Z1, reducing the impedance of the power distribution system as
seen from the load of the power supply Vdd1. The value of a parasitic capacitance
is typically much smaller than a decoupling capacitor such as C1 and C2. The
decoupling capacitor C12 can be chosen to be equal to or greater than C1 and C2.
Depending upon the placement of the decoupling capacitors, ESL can vary from
50 nH at the power supply to almost negligible values on-chip. The ESL includes
both the parasitic inductance of the decoupling capacitors and the inductance of the
power delivery system. For on-chip applications, the inductance of the decoupling
capacitors is much smaller than the inductance of the power distribution network
and can be ignored. At the board level, however, the parasitic inductance of the
decoupling capacitors dominates the overall inductance of a power delivery system.
For these reasons, the model depicted in Fig. 42.2 is applicable to any hierarchical
level of a power distribution system from the circuit board to on-chip.

Assuming C1 D C2, if C12 > C1, an antiresonance spike occurs at a lower
frequency than the resonance frequency of an RLC series circuit. If C12 < C1, the
antiresonance spike occurs at a higher frequency than the resonance frequency of an
RLC series circuit. This phenomenon is illustrated in Fig. 42.5.

Antiresonance is highly undesirable because at a particular frequency, the
impedance of a power distribution network can become unacceptably high. To
cancel the antiresonance at a given frequency, a smaller decoupling capacitor is
placed in parallel, shifting the antiresonance spike to a higher frequency. This
procedure is repeated until the antiresonance spike appears at a frequency out of
range of the operating frequencies of the system, as shown in Fig. 42.6.

Another technique for shifting the antiresonance spike to a higher frequency is
to decrease the ESL of the decoupling capacitor. The dependence of the impedance
of a power distribution system on the ESL is discussed below.

To determine the location of the antiresonant spikes, the roots of the denominator
of (42.13) are evaluated. One pole is located at ! = 0. Two other poles are located
at frequencies,
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Fig. 42.5 Antiresonance of a power distribution system with dual power supply voltages, R1 D
R12 D R2 D 10 m�, C1 D C2 D 1 nF, and L1 D L12 D L2 D 1 nH. Depending upon the ratio
of C12 to C1, the antiresonance appears before or after the resonant frequency of the system (the
impedance minimum)
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Fig. 42.6 Impedance of the power distribution system as a function of frequency. Decoupling
capacitors are placed at different hierarchical levels to shift an antiresonant spike above the
maximum operating frequency of the system

! D ˙
s

C2 C C1C2=C12 C C1

C1C2.L1 C L12 C L2/
: (42.19)

To shift the poles to a higher frequency, the ESL of the decoupling capacitors
must be decreased. If the ESL of the decoupling capacitors is close to zero, the
impedance of a power delivery network will not produce overshoots over a wide
range of operating frequencies. Expression (42.19) shows that by minimizing the
decoupling capacitor C12 between the two supply voltages, the operating frequency
of the overshoot-free impedance of a power delivery network can be increased.
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Fig. 42.7 Dependence of a dual Vdd power distribution system impedance on frequency for
different ESL of the decoupling capacitors. The ESL of capacitors C1, C12, and C2 is represented
by, respectively, L1, L12, and L2. (a) R1 D R12 D R2 D 10 m�, C1 D C2 D 10 nF, C12 D 1 nF,
and L1 D L2 D 1 nH. (b) R1 D R12 D R2 D 10 m�, C1 D C2 D 10 nF, C12 D 1 nF, and
L1 D L12 D L2 D L

The dependence of the power distribution system impedance on the ESL of C12

is shown in Fig. 42.7a. Note the strong dependence of the antiresonant frequency on
the ESL of the decoupling capacitor located between Vdd1 and Vdd2. As discussed
above, the location of the antiresonant spike is determined by the ESL ratio of the
decoupling capacitors. The magnitude of the antiresonance spike is determined by
the total ESL of C1, C12, and C2, as shown in Fig. 42.7b.
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By lowering the system inductance, the quality factor is decreased. The peaks
become wider in frequency and lower in magnitude. The amplitude of the antires-
onant spikes can be decreased by lowering the ESL of all of the decoupling
capacitors within the power distribution system. As shown in Fig. 42.7b, decreasing
the parasitic inductance of all of the decoupling capacitors of the system reduces
the peak magnitude. When the parasitic inductance of C12 is similar in magnitude
to the other decoupling capacitors, from (42.4), the poles and zeros do not cancel,
affecting the behavior of the circuit. The zero at the resonant frequency of a system
(the minimum value of the impedance) decreases the antiresonant spike. The closer
the location of an antiresonant spike is to the resonant frequency of a system,
the greater the influence of a zero on the antiresonance behavior. From a circuits
perspective, the more similar the ESL of each capacitor, the smaller the amplitude
of the antiresonant spike. Decreasing the inductance of the decoupling capacitors
has the same effect as increasing the resistance. Increasing the parasitic resistance of
a decoupling capacitor is limited by the target impedance of the power distribution
system. Decreasing the inductance of a power distribution system is highly desirable
and, if properly designed, the inductance of a power distribution system can be
significantly reduced [73].

42.2 Case Study of the Impedance of a Power
Distribution System

The dependence of the impedance on the power distribution system parameters
is described in this section to quantitatively illustrate the concepts presented in
Sect. 42.1. An on-chip power distribution system is assumed in this example. The
total budgeted on-chip decoupling capacitance is distributed among the low voltage
power supply (C1 D 10 nF), high voltage power supply (C2 D 10 nF), and the
capacitance placed between the two power supplies (C12 D 1 nF). The ESR and
ESL of the power distribution network are chosen to be equal to, respectively, 0.1 �

and 1 nH. The target impedance is 0.4 �.
For typical values of an example power distribution system, an antiresonant spike

is produced at approximately 100 MHz with a magnitude greater than the target
impedance, as shown in Fig. 42.8. According to (42.19), to shift the antiresonant
spike to a higher frequency, the capacitor C12 should be decreased. As C12 is
decreased to 0.3 nF, the antiresonant spike appears at a higher frequency, approx-
imately 158 MHz, and is of higher magnitude. To further decrease the impedance
of a power distribution system with multiple power supply voltages, the total ESL
of the decoupling capacitors should be decreased. As the total ESL of the system
is decreased to 0.1 nH, the impedance of the power distribution system is below
the target impedance over a wide frequency range, from approximately 40 MHz
to 1 GHz. Three different tradeoff scenarios similar to the case study illustrated in
Fig. 42.8 are summarized in Table 42.1. The design parameters for each scenario
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Fig. 42.8 The impedance of a power distribution system with dual power supply voltages as a
function of frequency, R1 D R12 D R2 D 100 m�, C1 D C2 D 10 nF, C12 D 1 nF, and
L1 D L12 D L2 D 1 nH. The impedance of the example power distribution network produces
an antiresonant spike with a magnitude greater than the target impedance (the solid line). The
antiresonant spike is shifted to a higher frequency with a larger magnitude by decreasing C12 to
0.3 nF (the dashed-dotted line). By decreasing the total ESL of the system, the impedance can be
maintained below the target impedance over a wide frequency range, from approximately 40 MHz
to 1 GHZ (the dashed line)

represent typical values of board, package, and on-chip power distribution systems
with decoupling capacitors, as shown in Fig. 42.9. The minimum and maximum
frequencies denote the frequency range in which the impedance of a power delivery
network seen from the load of Vdd1 does not exceed the target level of 400 m�. Note
that by decreasing the decoupling capacitor placed between Vdd1 and Vdd2, the range
of operating frequencies, where the target impedance is met, is slightly increased.
Alternatively, if the total ESL of the system is lowered by an order of magnitude, the
frequency range �f is increased by significantly more than an order of magnitude
(for tradeoff scenario III, �f increases from 560 MHz to 7.01 GHz).

The design of a power distribution system with multiple power supply voltages
is a complex task and requires many iterative steps. In general, to maintain the
impedance of a power delivery system below a target level, the proper combination
of design parameters needs to be determined. In on-chip applications, the ESL and
C12 can be chosen to satisfy specific values. At the board level, the ESR and C12

can be adjusted to satisfy target impedance specifications. At the package level, the
ESL, C12, and ESR are the primary design parameters of the system. Usually, the
total decoupling capacitance is constrained by the technology and application. In
certain cases, it is possible to increase the decoupling capacitance. From (42.13),
note that by increasing the decoupling capacitance, the overall impedance of a
power distribution system with multiple power supply voltages can be significantly
decreased.
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Table 42.1 Case study of the impedance of a power distribution system

Tradeoff
scenario

Power distribution
system

Minimum
frequency

Maximum
frequency

Frequency
range �f

I Original 4 kHz 35.48 kHz 31.48 kHz

Decreased C12 4 kHz 50.1 kHz 46.1 kHz

Decreased L1, L12, L2 4 kHz 1.26 MHz 1.256 MHz

II Original 100 kHz 1 MHz 900 kHz

Decreased C12 100 kHz 2.82 MHz 2.72 MHz

Decreased L1, L12, L2 100 kHz 79 MHz 78.9 MHz

III Original 560 MHz 1 GHz 440 MHz

Decreased C12 560 MHz 1.12 GHz 560 MHz

Decreased L1, L12, L2 890 MHz 7.9 GHz 7.01 GHz

Scenario I Original system: R1 D R12 D R2 D 1 m�, L1 D L12 D L2 D 50 nH,

board C12 D 100 �F, C1 D C2 D 1 mF

Decreased C12: R1 D R12 D R2 D 1 m�, L1 D L12 D L2 D 50 nH,

C12 D 20 �F, C1 D C2 D 1 mF

Decreased L1, L12, L2: R1 D R12 D R2 D 1 m�, L1 D L12 D L2 D 5 nH,

C12 D 100 �F, C1 D C2 D 1 mF

Scenario II Original system: R1 D R12 D R2 D 1 m�, L1 D L12 D L2 D 1 nH,

package C12 D 3 �F, C1 D C2 D 50 �F

Decreased C12: R1 D R12 D R2 D 1 m�, L1 D L12 D L2 D 1 nH,

C12 D 1 �F, C1 D C2 D 50 �F

Decreased L1, L12, L2: R1 D R12 D R2 D 1 m�, L1 D L12 D L2 D 100 pH,

C12 D 3 �F, C1 D C2 D 50 �F

Scenario III Original system: R1 D R12 D R2 D 10 m�, L1 D L12 D L2 D 10 pH,

on-chip C12 D 1 nF, C1 D C2 D 4 nF

Decreased C12: R1 D R12 D R2 D 10 m�, L1 D L12 D L2 D 10 pH,

C12 D 0:3 nF, C1 D C2 D 4 nF

Decreased L1, L12, L2: R1 D R12 D R2 D 10 m�, L1 D L12 D L2 D 1 pH,

C12 D 1 nF, C1 D C2 D 4 nF

42.3 Voltage Transfer Function of Power Distribution System

Classical methodologies for designing power distribution systems with a single
power supply voltage typically only consider the target output impedance of the
network. By introducing a second power supply voltage, a decoupling capacitor is
effectively placed between the two power supply voltages [28, 276]. The problem
of noise propagating from one power supply to the other power supply is aggravated
if multiple power supply voltages are employed in a power distribution system.
Since multiple power supplies are naturally coupled, the voltage transfer function
of a multi-voltage power distribution network should be considered [279, 630]. The
voltage transfer function of a power distribution system with dual power supplies is
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Fig. 42.9 Hierarchical model of a power distribution system with dual supply voltages and a single
ground. The decoupling capacitors are represented by the series connected resistance, capacitance,
and inductance. For simplicity, the decoupling capacitors placed between Vdd2 and ground are
not illustrated. Subscripts b, p, and c denote, respectively, the board, package, and on-chip power
delivery systems. Superscript 1 denotes the decoupling capacitors placed between Vdd1 and ground
and superscript 12 denotes the decoupling capacitors placed between Vdd1 and Vdd2

described in Sect. 42.3.1. The dependence of the magnitude of the voltage transfer
function on certain parameters of the power distribution system is described in
Sect. 42.3.2.

42.3.1 Voltage Transfer Function of a Power
Distribution System

A power distribution system with two power supply voltages and the decoupling
capacitors represented by an RLC series network is shown in Fig. 42.10. All of
the following formulae describing this system are symmetric in terms of the
power supply voltages. The ESR and ESL of the three decoupling capacitors are
represented by, respectively, R1, R12, R2 and L1, L12, L2.

The voltage transfer function KV of a power distribution system with two power
supply voltages and decoupling capacitors, represented by an RLC network, is

KV D a2s2 C a1s C a0

b2s2 C b1s C b0

; (42.20)
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Fig. 42.10 Voltage transfer
function of a power
distribution network with two
supply voltages and the
decoupling capacitors
represented as series RLC
networks
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where

a2 D L2C2; (42.21)

a1 D R2C2; (42.22)

a0 D C12; (42.23)

b2 D C12C2.L12 C L2/; (42.24)

b1 D C12C2.R12 C R2/; (42.25)

b0 D C12 C C2: (42.26)

Rearranging, (42.20) can be written as

KV D 1

a2s2 C a1s C a0

b2s2 C b1s C b0

C 1

; (42.27)

where

a2 D L12C12C2; (42.28)

a1 D R12C12C2; (42.29)

a0 D C2; (42.30)

b2 D L2C12C2; (42.31)

b1 D R2C12C2; (42.32)

b0 D C12: (42.33)

Equations (42.20) and (42.27) are valid only for non-zero frequency, i.e., for
s > 0. Note from (42.20) that if all of the parameters of a power distribution system
are identical, the transfer function equals 0.5 and is independent of frequency.
The dependence of the voltage transfer function on the parameters of the power
distribution system is discussed below.
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42.3.2 Dependence of Voltage Transfer Function on Power
Distribution System Parameters

In power distribution systems with two supply voltages, the higher power supply is
usually provided for the high speed circuits while the lower power supply is used in
the non-critical paths [289, 314]. The two power supplies are often strongly coupled,
implying that voltage fluctuations on one power supply propagate to the other power
supply. The magnitude of the voltage transfer function should be sufficiently small
in order to decouple the noisy power supply from the quiet power supply. The
objective is therefore to achieve a transfer function KV such that the two power
supplies are effectively decoupled.

The dependence of the magnitude of the voltage transfer function on frequency
for different values of the ESR of the power distribution network with decoupling
capacitors is shown in Fig. 42.11. Reducing the ESR of a decoupling capacitor
decreases the magnitude and range of the operating frequency of the transfer
function. Note that to maintain jKV j below or equal to 0.5, the following inequality
has to be satisfied,

R2 
 R12: (42.34)

This behavior can be explained as follows. From (42.27), to maintain jKV j below or
equal to 0.5,

L12C12C2s2 C R12C12C2s C C2

L2C12C2s2 C R2C12C2s C C12

C 1 � 2: (42.35)

7.6 7.8 8 8.2 8.4 8.6 8.8 9
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Frequency, Hz (log scale)

|V
ol

ta
ge

 tr
an

sf
er

 fu
nc

tio
n|

R2 = 0.1R12
R2 = 0.3R12
R2 = 5R12
R2 = 10R12

R2 > R12

R2 < R12

Fig. 42.11 Dependence of the magnitude of the voltage transfer function on frequency of a dual
Vdd power distribution system for different values of ESR of the decoupling capacitors, R12 D
10 m�, C12 D C2 D 1 nF, and L12 D L2 D 1 nH
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For equal decoupling capacitors and parasitic inductances, (42.35) leads directly
to (42.34). Generally, to maintain jKV j below or equal to 0.5,

L2C2C3s2 C R2C2C3s C C3 � L3C2C3s2 C R3C2C3s C C2: (42.36)

From (42.36), in order to maintain the magnitude of the voltage transfer function
below or equal to 0.5, the ESR and ESL of the decoupling capacitors should be
chosen to satisfy (42.36).

To investigate the dependence of the magnitude of the voltage transfer function
on the decoupling capacitors and associated parasitic inductances, the roots of the
characteristic equation, the denominator of (42.20), should be analyzed. To produce
an overshoot-free response, the roots of the characteristic equation must be real,
yielding

R12 C R2 � 2

s
.L12 C L2/.C12 C C2/

C12C2

: (42.37)

In the case where R12 D R2 D R, L12 D L2 D L, and C12 D C2 D C, (42.37)
reduces to the well-known formula [467],

R � 2

r
L

C
: (42.38)

The dependence of the magnitude of the voltage transfer function on the ESL of a
power distribution system is shown in Fig. 42.12. For the power distribution system

6 6.5 7 7.5 8 8.5 9 9.5 10
−0.6

−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

Frequency, Hz (log scale)

|V
ol

ta
ge

 tr
an

sf
er

 fu
nc

tio
n|

 (
lo

g 
sc

al
e)

Decreasing L2

L2 = 0.05 nH
L2 = 0.01 nH
L2 = 0.49 nH
L2 = 3 nH
L2 = 10 nH

Fig. 42.12 Frequency dependence of the voltage transfer function of a dual Vdd power distribution
system for different values of ESL of the decoupling capacitors, R12 D R2 D 100 m�, C12 D
C2 D 100 nF, and L12 D 10 pH
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parameters listed in Fig. 42.12, the critical value of L2 to ensure an overshoot-free
response is 0.49 nH. Therefore, in order to produce an overshoot-free response, the
ESL of C2 should be smaller than or equal to 0.49 nH.

Intuitively, if the ESL of a system is large, the system is underdamped and pro-
duces an undershoot and an overshoot. By decreasing L2, the resulting inductance of
the system in (42.37) is lowered and the system becomes more damped. As a result,
the undershoots and overshoots of the voltage response are significantly smaller. If
L2 is decreased to the critical value, the system becomes overdamped, producing an
overshoot-free voltage response.

As shown in Fig. 42.12, the magnitude of the voltage transfer function is
strongly dependent on the ESL, decreasing with smaller ESL. It is highly desir-
able to maintain the ESL as low as possible to achieve a small overshoot-free
response characterizing a dual Vdd power distribution system over a wide range
of operating frequencies. Criterion (42.37) is strict and produces an overshoot-
free voltage response. In most applications, if small overshoots (about 1 %) are
permitted, (42.37) is less strict, permitting the parameters of a power distribution
network to vary over a wider range.

For the parameters listed in Fig. 42.12, the minimum overshoot-free voltage
response equals 0.5. It is often necessary to maintain an extremely low magnitude
voltage transfer function over a specific frequency range. This behavior can
be achieved by varying one of the three design parameters (ESR, ESL or C)
characterizing a decoupling capacitor while maintaining the other parameters at
predefined values. In this case, for different decoupling capacitors, the magnitude
of the voltage transfer function is maintained as low as 0.1 over the frequency range
from DC to the self-resonant frequency of the decoupling capacitor induced by the
RLC series circuit (hereafter called the break frequency).

The inductance of the decoupling capacitor has an opposite effect on the
magnitude of the voltage transfer function. By increasing the ESL of a dual Vdd

power distribution system, the magnitude of the voltage transfer function can be
maintained below 0.1 from the self-resonant frequency (or break frequency) of
the decoupling capacitor to the maximum operating frequency. From (42.27), for
frequencies smaller than the break frequency, the magnitude of the voltage transfer
function is approximately C12

C2
. For frequencies greater than the break frequency, the

magnitude of the voltage transfer function is approximately L2

L12
. To maintain jKV j

below 0.1, it is difficult to satisfy (42.37), and the range of operating frequency is
divided by the break frequency into two ranges. This phenomenon is illustrated in
Fig. 42.13a, b.
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Fig. 42.13 Frequency
dependence of the voltage
transfer function of a dual Vdd

power distribution system.
The ESR and ESL of the
decoupling capacitors for
each power supply are
represented by, respectively,
R12, R2 and L12, L2.
(a) R12 D R2 D 10 m�,
C2 D 1 nF, and
L12 D L2 D 1 nH.
(b) R12 D R2 D 10 m�,
C12 D C2 D 1 nF, and
L2 D 1 nH
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42.4 Case Study of the Voltage Response of a Power
Distribution System

The dependence of the voltage transfer function on the parameters of a power dis-
tribution system is described in this section to quantitatively illustrate the concepts
presented in Sect. 42.3. An on-chip power distribution system is assumed in this
example. In modern high performance ICs, the total on-chip decoupling capacitance
can exceed 300 nF, occupying about 20 % of the total area of an IC [147]. In this
example, the on-chip decoupling capacitance is assumed to be 160 nF. The total
budgeted on-chip decoupling capacitance is arbitrarily distributed among the low
voltage power supply (C1 D 100 nF), high voltage power supply (C2 D 40 nF), and
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the capacitance placed between the two power supplies (C12 D 20 nF). The ESR
and ESL of the decoupling capacitor are chosen to be, respectively, 0.1 � and 1 nH.

In designing a power distribution system with dual power supply voltages,
it is crucial to produce an overshoot-free voltage response over the range of
operating frequencies. Depending on the system parameters, it can be necessary
to further decouple the power supplies, requiring the magnitude of the voltage
transfer function to be decreased. In this case, it is difficult to satisfy (42.37) and the
range of operating frequencies is therefore divided into two. There are two possible
scenarios: (1) the two power supplies should be decoupled as much as possible from
DC to the break frequency, and (2) the two power supplies should be decoupled as
much as possible from the break frequency to infinity.

Note that infinite frequency is constrained by the maximum operating frequency
of a specific system. Also note that the ESR, ESL, and magnitude of the decoupling
capacitors can be considered as design parameters. The ESR is limited by the
target impedance of the power distribution network. The ESL, however, can vary
significantly. The total budgeted decoupling capacitance is distributed among C1,
C12, and C2. Note that C12 can range from zero (no decoupling capacitance between
the two power supplies) to C12 D Ctotal � C1 � C2 (the maximum available
decoupling capacitance between the two power supplies), where Ctotal is the total
budgeted decoupling capacitance.

42.4.1 Overshoot-Free Magnitude of a Voltage
Transfer Function

For typical values of an example power distribution system, (42.37) is not satisfied
and the response of the voltage transfer function produces an overshoot as shown
in Fig. 42.14. To produce an overshoot-free voltage response, the capacitor placed
between the two power supplies should be significantly increased, permitting the
ESR and ESL to be varied. Increasing the ESR of the decoupling capacitors to
0.5 � produces an overshoot-free response. By decreasing the ESL of C2, the
overshoot-free voltage response can be further decreased, also shown in Fig. 42.14.
As described in Sect. 42.3.2, at low frequency the magnitude of the voltage transfer
function is approximately C12

C2
. Note that all curves start from the same point. By

increasing the ESR, the system becomes overdamped and produces an overshoot-
free voltage response. Since the ESR does not change the L2

L12
ratio, the voltage

response of the overdamped system is the same as the voltage response of the initial
underdamped system. Note that the dashed line and solid line converge to the same
point at high frequencies, where the magnitude of the voltage transfer function is
approximately L2

L12
. By decreasing L2, the total ESL of the system is lowered and the

system becomes overdamped, producing an overshoot-free voltage response. Also,
since the L2

L12
ratio is lowered, the magnitude of the voltage response is significantly

reduced at high frequencies.
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Fig. 42.14 Dependence of the magnitude of the voltage transfer function of a dual Vdd power
distribution system on frequency for different values of the ESR and ESL of the decoupling
capacitors, R12 D R2 D 0:1 �, C12 D 20 nF, C2 D 40 nF, and L12 D L2 D 1 nH. The initial
system with L2 D 1 nH produces an overshoot (solid line). To produce an overshoot-free voltage
response, either the ESR of the system should be increased (dashed line) or the ESL should be
decreased (dash-dotted line)

In general, a design methodology for producing an overshoot-free response of
a power distribution system with dual power supply voltages is as follows. Based
on the available decoupling capacitance for each power supply, the value of the
decoupling capacitor placed between the two power supplies is determined by
C12 D Ctotal � C1 � C2. The ESR is chosen to be less than or equal to the target
impedance to satisfy the impedance constraint. The critical ESL of the capacitors
C12 and C2 is determined from (42.37). If the parasitic inductance of C12 and C2

is less than or equal to the critical ESL, the system will produce an overshoot-free
voltage response and no adjustment is required. Otherwise, the total decoupling
capacitance budget should be redistributed among C1, C12, and C2 until (42.37)
is satisfied. In certain cases, the total budgeted decoupling capacitance should be
increased to satisfy (42.37).

42.4.2 Tradeoff Between the Magnitude and Frequency Range

If it is necessary to further decouple the power supplies, the frequency range of
the overshoot-free voltage response can be traded off with the magnitude of the
voltage response, as described in Sect. 42.3.2. There are two ranges of interest.
The magnitude of the voltage transfer function can be decreased over the frequency
range from DC to the break frequency or from the break frequency to the highest
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Fig. 42.15 Magnitude of the voltage transfer function of an example dual Vdd power distribution
system as a function of frequency. The ESR and ESL of the decoupling capacitors are represented
by, respectively, R12 and R2 and L12 and L2. (a) R12 D R2 D 0:1 �, C12 D 20 nF; C2 D 40 nF, and
L2 D 1 nH. (b) R12 D R2 D 0:1 �, C2 D 40 nF, and L12 D L2 D 1 nH

operating frequency [28]. For the example power distribution system, as shown in
Fig. 42.15a, the magnitude of the voltage transfer function is overshoot-free from
the break frequency to the highest operating frequency. To further decrease the
magnitude of the voltage transfer function over a specified frequency range, the ESL
of the decoupling capacitor placed between the two power supply voltages should
be increased and C12 should be the maximum available decoupling capacitance,
C12 D Ctotal � C1 � C2.
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To decrease the magnitude of the voltage transfer function of a power distribution
system with dual power supply voltages for frequencies less than the break
frequency, the ESL of all of the decoupling capacitors and the value of C12 should
be decreased, as shown in Fig. 42.15b. If it is necessary to completely decouple
the two power supply voltages, C12 should be minimized. This behavior can
be explained as follows. The initial system produces an overshoot-free voltage
response in the frequency range from DC to the highest operating frequency of
the system. In order to satisfy the target jKV j at high frequencies, L12 should be
increased in order to decrease the L2

L12
ratio. By increasing L12, the magnitude of the

voltage response falls below the target jKV j in the frequency range from the break
frequency to the highest operating frequency of the system. At the same time, the
system becomes underdamped and produces an overshoot as shown in Fig. 42.15a.
Similarly, by decreasing C12, the C12

C2
ratio is lowered and the magnitude of the

voltage response falls below the target jKV j in the frequency range from DC to the
break frequency. The system becomes underdamped and produces an overshoot as
shown in Fig. 42.15b.

Three different tradeoff scenarios similar to the case study shown in Fig. 42.14
are summarized in Table 42.2. The design parameters for each scenario represent
typical values of board, package, and on-chip decoupling capacitors, as shown
in Fig. 42.9. The original system in each scenario produces an overshoot-free
voltage response over a wide range of operating frequencies from DC to the
highest operating frequency of the system. By increasing the ESL of the decoupling
capacitor placed between the two power supplies, the system produces an overshoot
and the range of operating frequencies is divided by two. The same phenomenon
takes place if the value of the decoupling capacitor placed between the two power
supplies is decreased. In the first case, when the ESL is increased by an order
of magnitude, the magnitude of the voltage response is lowered by more than an
order of magnitude from the break frequency to infinity. When C12 is decreased
by an order of magnitude, the magnitude of the voltage response is lowered by
more than an order of magnitude from DC to the break frequency. Note from
the table that the location of the break point depends upon the particular system
parameters. The break frequency of the board system occurs at a lower frequency as
compared to the break frequency of the package power delivery network. Similarly,
the break frequency of the package power distribution system is lower than the
break frequency of the on-chip system. As previously mentioned, for typical power
supplies values and allowed ripple voltage, jKV j should be less than 0.1 to decouple
a noisy power supply from a quiet power supply. As listed in Table 42.2, this
requirement is satisfied for the power distribution system if L12 is increased or C12

is decreased. The magnitude of the overshoot falls rapidly with decreasing ESL of
the decoupling capacitors. Due to the extremely low value of the ESL in an on-
chip power network, typically several hundred femtohenrys, the magnitude of the
overshoot does not exceed the maximum magnitude of the overshoot-free voltage
response.

Unlike the design methodology for producing an overshoot-free response as
described in Sect. 42.4.1, a design methodology to trade off the magnitude of the
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Table 42.2 Tradeoff between the magnitude and frequency range of the voltage response

Tradeoff
scenario

Power
distribution
system Minimum jKV j Maximum jKV j

Minimum
frequency

Maximum
frequency

I Original 0.30 0.50 DC 1
Increased L12 0.09 0.56 63 kHz 1
Decreased C12 0.05 0.60 DC 63 kHz

II Original 0.20 0.50 DC 1
Increased L12 0.09 0.50 3 MHz 1
Decreased C12 0.03 0.60 DC 3 MHz

III Original 0.20 0.50 DC 1
Increased L12 0.09 0.50 3 GHz 1
Decreased C12 0.05 0.45 DC 3 GHz

Scenario I Original circuit: R12 D R2 D 2 m�, L12 D L2 D 1 nH, C12 D 2 mF,

board C2 D 4 mF

Increased L12: R12 D R2 D 2 m�, L12 D 10 nH, L2 D 1 nH, C12 D 2 mF,

C2 D 4 mF

Decreased C12: R12 D R2 D 2 m�, L12 D L2 D 1 nH, C12 D 200 �F,

C2 D 4 mF

Scenario II Original circuit: R12 D R2 D 10 m�, L12 D L2 D 100 pH, C12 D 10 �F,

package C2 D 40 �F

Increased L12: R12 D R2 D 10 m�, L12 D 1 nH, L2 D 100 pH, C12 D 10 �F,

C2 D 40 �F

Decreased C12: R12 D R2 D 10 m�, L12 D L2 D 100 pH, C12 D 1 �F,

C2 D 40 �F

Scenario III Original circuit: R12 D R2 D 10 m�, L12 D L2 D 100 fH, C12 D 20 nF,

on-chip C2 D 40 nF

Increased L12: R12 D R2 D 10 m�, L12 D 1 pH, L2 D 100 fH, C12 D 20 nF,

C2 D 40 nF

Decreased C12: R12 D R2 D 10 m�, L12 D L2 D 100 fH, C12 D 2 nF,

C2 D 40 nF

voltage response of the power distribution system with the frequency range of
an overshoot-free response is as follows. Based upon the available decoupling
capacitance, the decoupling capacitances for each power supply are determined.
Depending upon the target frequency range with respect to the break frequency, the
ESL of the capacitor placed between the two power supplies and the decoupling
capacitors should both be increased (above the break frequency). Otherwise, the
capacitor placed between the two power supplies and the ESL of all of the
decoupling capacitors should both be decreased (below the break frequency).
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42.5 Summary

A system of decoupling capacitors used in power distribution systems with multiple
power supply voltages is described in this chapter. The primary conclusions are
summarized as follows.

• Multiple on-chip power supply voltages are often utilized to reduce power
dissipation without degrading system speed

• To maintain the impedance of a power distribution system below a specified
impedance, multiple decoupling capacitors are placed at different levels of the
power grid hierarchy

• The decoupling capacitors should be placed both with progressively decreasing
value to shift the antiresonance spike beyond the maximum operating frequency
and with increasing ESR to control the damping characteristics

• The magnitude of the antiresonant spikes can also be limited by reducing the
ESL of each of the decoupling capacitors

• To maintain the magnitude of the voltage transfer function below 0.5, the ESR
and ESL of the decoupling capacitors should be carefully chosen to satisfy the
overshoot-free voltage response criterion

• To further decouple the power supplies in frequencies ranging from DC to
the break frequency, both the capacitor placed between the two power supply
voltages and the ESL of each of the decoupling capacitors should be decreased

• To decouple the power supplies in frequencies ranging from the break frequency
to infinity, both the ESL of the capacitor placed between the two power supply
voltages and the decoupling capacitors should be increased

• The frequency range of an overshoot-free voltage response can be traded off with
the magnitude of the response



Chapter 43
Conclusions

Power consumption can be reduced by applying a multi-voltage scheme while
enhancing the overall performance of an integrated circuit. Providing a lower
voltage for the non-critical data paths can save power while maintaining the
speed. Tradeoffs among area, power, and design complexity are critical in multi-
voltage systems. The power savings can be enhanced by simultaneously utilizing
devices with different threshold voltages. Design complexity however increases
since multiple networks are required to support different power supply voltages.

The placement of the decoupling capacitors is an important factor in multi-
voltage systems. Multiple power supplies are naturally coupled through the power
grids, affecting the characteristics of a multi-voltage power delivery system. The
overall power noise propagating from one power supply to the other power supply
increases with the number of on-chip power supplies.

The voltage transfer function and key characteristics of a power distribution
system with dual power supplies are described. The placement and magnitude of
the decoupling capacitors in multi-voltage systems need to be chosen carefully
considering these specific characteristics. A significant decrease in noise is exhibited
for multi-voltage networks with decoupling capacitors.
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Chapter 44
Closing Remarks

The continued advance of societal and emerging market segments require
functionally diverse semiconductors. In these modern heterogeneous systems,
functionally diverse circuits are integrated on-chip, requiring a wide range of high
quality DC voltages. In addition, as the need for portable, high performance ICs
increases, intelligent management of the energy budget becomes a primary concern.
The future of heterogeneous, high performance systems is strongly dependent
upon the power delivery system and deeply affected by the quality and efficiency
of the on-chip power, stability of distributed parallel connected power supplies,
availability of fine grain dynamically controlled voltage levels, and the ability to
manage power in real-time. On-chip integration of several power supplies is no
longer sufficient to address these power delivery challenges.

To satisfy evolving power delivery requirements, the classical approach for
power generation and distribution has changed over the last decade. Power gener-
ation circuits are physically closer to the loads to provide enhanced control over
the quality of the delivered power. Heterogeneous power delivery systems with
different types of off-chip, in-package, and distributed on-chip power converters
must be considered. Software and firmware solutions are necessary to address the
increased design complexity of these hierarchical nonlinear power delivery systems
with thousands of power delivery components and billions of loads. Dynamic
voltage and frequency scaling increases energy efficiency over time. Fine grain
power management schemes optimize the delivery of power in terms of quality,
area, efficiency, and design complexity. An effective power delivery solution should
provide a systematic methodology, distributed scalable architectures, algorithms for
distributed power management, and specialized circuit structures. Intelligent power
will become an integrated part of next generation power delivery systems.

A platform for scalable power delivery and management has been developed
and is described in this book. The key concept of this platform is to manage the
overall energy budget with fine grain distributed on-chip power networks, providing
local feedback paths from the billions of loads to multiple, locally intelligent
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power routers. This PNoC approach addresses the issues of design complexity
and scalability by providing a modular architecture that supports the integration
of functional blocks and power features without requiring re-design of the power
delivery system. Architectural, algorithmic, and circuit level requirements for intel-
ligent PNoC-based power delivery are necessary, and some possible solutions are
described within this book. A power delivery topology and related algorithms to co-
design power supplies within the PNoC framework are presented. Circuit and design
level solutions that address the challenges of distributed on-chip power delivery
and intelligent power management such as on-chip area limitations, dynamic power
control, and stability are also demonstrated. Integrating emerging technologies (e.g.,
mitigation of invasive and non-invasive power attacks) within the PNoC framework
is discussed.

Advanced circuit solutions, such as specialized power routers, switches, pro-
grammable control logic, and ultra-small voltage regulators, are required to provide
efficient high quality dynamically managed power within the PNoC framework. To
demonstrate the feasibility of a distributed, dynamically controllable, intelligent
power delivery systems, several types of power delivery circuits are described.
To provide a circuit level means for dynamically scaling the voltage in adaptive
systems, a digitally controlled pulse width modulator is described, including
closed-form expressions characterizing the duty cycle and validated under PVT
variations. Another key component of distributed power delivery systems is an
ultra-small power efficient linear regulator. To demonstrate these design concepts
and techniques, a distributed power delivery system with six identical ultra-small
fully integrated low dropout regulators, designed and fabricated in a 28 nm CMOS
process, is reviewed. This system of distributed parallel LDO regulators exhibits a
stable system response over a wide range of temperatures and voltage variations.
The system is believed to be the first successful silicon demonstration of stable
parallel analog linear regulators.

While intelligent power networks may potentially become the focus of future
power delivery and management systems, the power distribution network remains
an essential element in efficiently delivering power to high speed integrated circuits.
In modern ICs, many hundreds of amperes must be efficiently distributed to supply
power to the on-chip circuits. Despite high currents and frequencies, the impedance
of a power distribution system should be maintained sufficiently low over a wide
range of frequencies to limit voltage variations at the power load—the billions of on-
chip transistors. Maintaining a low impedance over a wide range of frequencies is
a complex task. Decoupling capacitors effectively reduce the impedance of a power
distribution system near the resonant frequency by allowing the high frequency
current to bypass the high inductance interconnect structures. The decoupling capac-
itance and interconnect inductance, however, create resonant modes within a power
distribution system, increasing the impedance near the tank resonant frequency. The
magnitude of the tank resonance is controlled by maintaining appropriate damping
characteristics within the system. The design of a low impedance power distribution
system therefore requires a careful balance among the resistive, inductive, and
capacitive impedances of the comprising elements.
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This balance should be maintained throughout the hierarchical structure of the
system—at the board, package, and integrated circuit levels. The low impedance
characteristics of the entire power distribution system, from the system-level voltage
regulator through the printed circuit board and package onto the integrated circuit
to the power terminals of the on-chip circuitry, are maintained using a hierarchy
of decoupling capacitors. In a hierarchical decoupling scheme, the power current
loop is terminated progressively closer to the load with increasing frequency. The
capacitance at each decoupling stage is constrained by the inductive and resistive
characteristics of the capacitors and the power distribution network. When designing
a power delivery system, these physical characteristics should be modeled and
carefully considered at higher levels of abstraction. Power management policies
should also consider these physical phenomena.

To maintain the impedance of a power distribution system below a target
impedance, multiple decoupling capacitors are placed in parallel at different levels
of the power grid hierarchy. Two capacitors with different magnitudes connected
in parallel produce antiresonance—an increase in the impedance of the power
distribution system over a specific frequency range. If not properly controlled,
the antiresonant peak may exceed the target impedance, jeopardizing the signal
integrity of the system. The frequency of the antiresonant spike depends upon
the effective series inductance of the decoupling capacitors. As the parasitic
inductance of the decoupling capacitors is reduced, the antiresonant spike is shifted
to a higher frequency. A power distribution system with decoupling capacitors
should therefore be carefully designed to control the effective series inductance
of the capacitors. Alternatively, multiple decoupling capacitors with progressively
decreasing magnitude should be allocated to lower the antiresonance, shifting the
antiresonant spikes to a frequency greater than the maximum operating frequency
of the system.

Maintaining balanced impedance characteristics at the integrated circuit level
is particularly challenging. The power current requirements and impedance char-
acteristics can vary significantly across the die area. Electromigration reliability
considerations place additional constraints on the design of the power delivery
system. The design of the on-chip interconnect within the power delivery system,
placement of the on-chip voltage regulators, allocation of the on-chip decoupling
capacitors, and analysis of the chip-package interface characteristics should all be
carefully choreographed to achieve the target power noise characteristics.

Controlling the inductive characteristics of the interconnect comprising a power
distribution network in a complex on-chip environment is of significant importance
in high speed circuits. The inductive behavior of an on-chip power delivery system
makes the power supply noise difficult to predict, exacerbating the analysis and
verification process. The grid inductance can be effectively reduced with a moderate
penalty in either the area or resistance of the grid. Historically, the impedance
characteristics of multi-layer grids resulted in the efficient distribution of power
in conventional high speed circuits with relatively thick and wide lines in the upper
layers and fine lines in the lower layers. The upper layers provide a low impedance
current path at low frequencies, while the lower layers serve as a low impedance
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path at higher frequencies. At higher frequencies, the impedance and reliability of
the power grid can be enhanced by designing a multi-layer system with equal current
density within each metal layer. This objective can be achieved by widening the
power lines of the lower metal layers, producing a power/ground network similar
to a pyramid shaped structure. Characterization of the power network impedance as
a multi-layer grid is therefore necessary to efficiently deliver power to high speed
integrated circuits. The effects of modular architectures that support the integration
of functional blocks, emerging technologies, and system scalability on the power
delivery system should be considered.

Despite recent advancements in integrated circuit technologies and packaging
solutions, on-chip decoupling capacitors remain an attractive and cost effective
solution for supplying current over a wide range of frequencies. A decoupling
capacitor acts as a local reservoir of charge, where the charge is released when the
power supply voltage across a particular current load drops below some tolerable
level. MOS transistors have historically been used as on-chip decoupling capacitors,
exploiting the relatively high gate capacitance of these structures. In advanced
nanometer technologies, however, the application of on-chip MOS decoupling
capacitors has become undesirable due to prohibitively high leakage currents.
Occupying up to 40 % of the physical area, on-chip MOS decoupling capacitors
can contribute more than half of the total leakage power in modern high speed, high
complexity ICs. Different types of on-chip decoupling capacitors, such as MIM and
lateral flux capacitors, have emerged as better candidates for on-chip decoupling
capacitors.

On-chip decoupling capacitors have traditionally been allocated within the white
space available on the die based on an unsystematic ad hoc approach. Conventional
approaches for placing on-chip decoupling capacitors result in oversized capacitors
often placed at a significant physical distance from the current loads. As a result, the
power noise increases, compromising the signal integrity of the entire system. The
efficacy of the decoupling capacitors depends upon the impedance of the conductors
connecting the capacitors to the current loads and power supplies. To be effective,
an on-chip decoupling capacitor should be placed to ensure that both the power
supply and the current load are located within the appropriate effective radii of
each decoupling capacitor. The size of an on-chip decoupling capacitor, however, is
directly proportional to the area occupied by the capacitor and can require significant
on-chip area.

While improving the characteristics of the individual voltage regulators, decou-
pling capacitors, and power grids is important, optimizing system-wide power
efficiency is critical in high performance ICs. To maintain high quality on-chip
power, the power should be converted and regulated within a hierarchical structure
composed of different types of power supplies. To convert power with minimum
power losses while avoiding area consuming on-chip passive components, power
efficient switching mode power supplies should be placed off-chip or in-package.
A system of distributed on-chip decoupling capacitors should therefore be utilized
within nanoscale ICs to satisfy technological and performance constraints. The
methodologies for placing on-chip decoupling capacitors and co-designing voltage
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regulators within a heterogeneous system, as presented in this book, provide a
computationally efficient method for allocating on-chip power resources to support
expected current and quality of power demands.

The efficient analysis of on-chip power delivery systems is an essential step in the
design process. The computational time and memory required to analyze and design
these power networks is extremely high due to the large number of interconnects and
the significant area occupied by the power distribution network. Impedance models
of a power distribution network are therefore required to be both computationally
efficient and accurate. The computational complexity can be reduced by utilizing
closed-form expressions to model the impedance characteristics of the network. The
accuracy and efficiency of these models have historically been a primary tradeoff
within the research community. A variety of design and analysis methodologies and
tools have been developed based on different models of power delivery systems.

An important challenge in the realization of distributed power delivery systems
is maintaining the stability of multi-feedback structures. A distributed system with
multiple parallel connected power supplies and dependent feedback paths may
exhibit degraded stability due to complex interactions among the voltage regulators,
power distribution network, and current loads. To provide a stable, distributed power
delivery system, a passivity-based stability criterion is described in this book. Based
on this criterion, a distributed power delivery system is stable if and only if the
output impedance of the parallel connected power supplies exhibits no right half
plane poles and a phase between �90ı and C90ı. This criterion can be used to
evaluate the stability of complex distributed power delivery systems and integrated
within design automation environments.

The design of power delivery and management systems, particularly in high
complexity, high performance integrated circuits, remains a challenging task. The
integration of diverse circuit structures within complex systems requires a thorough
understanding of the electrical behavior of on-chip power delivery systems. On-chip
decoupling capacitors are an efficient solution for reducing power/ground voltage
fluctuations in nanoscale ICs. As technologies continue to scale, determining
the proper amount of on-chip decoupling capacitance will become increasingly
important in reducing leakage currents. The design and analysis of these large scale
and complex on-chip power delivery and management systems is expected to remain
of high interest to both the academic and industrial communities.

The topics presented in On-Chip Power Delivery and Management, 4th edition
are intended to provide insight into the electrical behavior and design principles of
high performance nanoscale systems. A thorough understanding of the electrical
phenomena in complex heterogeneous intelligent multi-layer power delivery sys-
tems is therefore essential for applying effective design and analysis methodologies,
techniques, and computer-aided tools for developing the next generation of high
complexity, nanoscale integrated systems.
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Appendix A
Estimate of Initial Optimal Width
for Interdigitated Power/Ground Network

Since the effective inductance is a transcendental function of width, no closed-form
analytic solution can be determined for the wire width that minimizes the effective
impedance. The line thickness t is replaced with tind to simplify the effective
inductance model when determining the optimal width. The effective inductance for
an interdigitated structure where the distance between the power and ground wires
is equal to the thickness of the metal is
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A closed-form solution for the wire width that produces the minimum impedance
assuming s D tint is
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Appendix B
First Optimization Approach for Multi-Layer
Interdigitated Power Distribution Network

The input to the EQUAL-CURRENT-DENSITY algorithm, illustrated in Fig. B.1,
is the technology parameters for each metal layer in the system, the physical
dimensions, and the total current. At line 1, the width of the top metal layer is
determined. The process is initiated from the top metal layer since this layer is
thickest, permitting a solution for the width of the remaining metal layers. If the
current density determined in line 3 is greater than the maximum current density
allowed by the technology, additional metal layers should be allocated for the
P/G distribution network. The width of the additional metal layers is determined
from (37.19) to lower the limiting current density within the P/G network. At higher
frequencies, the skin depth is considered when evaluating the current density. n
represents the minimum number of metal layers required to effectively distribute
power and ground.
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EQUAL-CURRENT-DENSITY
1. Optimize the top metal layer width, based on (37.10) and (37.11).
2. Determine R1, L1, and Z1.
3. Determine the current density for a single layer, n = 1.
4. while (allowed maximum current density < limiting current density)
5. Increase a number of metal layers, n = n + 1.
6. Determine widthn, based on (37.19).
7. Determine Rn, Ln, and Zn.
8. Determine the current density for each layer.
9. end

Fig. B.1 Pseudo-code for the first optimization approach. The widths are chosen to maintain equal
current density among each of the layers



Appendix C
Second Optimization Approach for Multi-Layer
Interdigitated Power Distribution Network

The MINIMUM-IMPEDANCE pseudo-code, presented in Fig. C.1, is based on
minimizing the impedance of each metal layer within a multi-layer P/G system.
Note the optimization algorithm begins from the highest metal layer and decreases
as required. A specific metal width is determined in line 3. In line 4, the impedance
of the current metal layer is determined. The current density is recalculated for each
metal layer in line 5. If the maximum current density allowed by the technology is
lower than the limiting current density, the algorithm returns to line 2, assigning an
additional metal layer for the P/G structure. n represents the minimum number of
metal layers required for the P/G network.
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MINIMUM-IMPEDANCE
1. n = 0.
2. n = n + 1.
3. Optimize width of the n-layer based on (37.10) and (37.11).
4. Determine Rn, Ln, and Zn.
5. Determine current density for every layer.
6. Limiting current density is the highest current density.
7. if (allowed maximum current density < limiting current density)

goto 2.

Fig. C.1 Pseudo-code for the second optimization approach. The widths are determined to achieve
the minimum impedance for each individual metal layer



Appendix D
Mutual Loop Inductance in Fully Interdigitated
Power Distribution Grids with DSDG

Assuming di
I D si

I D d, from (41.3), the mutual inductance between the power
and ground paths of the different voltage domains for a fully interdigitated power
distribution grid with DSDG is
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Substituting (D.1), (D.2), (D.3), and (D.4) into (41.8), the mutual inductive coupling
MintI

loop between the two current loops in a fully interdigitated power distribution grid
with DSDG is
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Simplifying (D.5) and considering that ln  and ln k are approximately the same for
different distances between the lines, MintI

loop is
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Appendix E
Mutual Loop Inductance in
Pseudo-Interdigitated Power Distribution
Grids with DSDG

Assuming di
II D 2d and si

II D d, from (41.3), the mutual inductance between the
power and ground paths of the different voltage domains for a pseudo-interdigitated
power distribution grid with DSDG is
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Substituting (E.1), (E.2), (E.3), and (E.4) into (41.8), the mutual inductive coupling
MintII

loop between the two current loops in a pseudo-interdigitated power distribution
grid with DSDG is
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Simplifying (E.5) and considering that ln  and ln k are approximately the same for
different distances between the lines, MintII

loop is
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Appendix F
Mutual Loop Inductance in Fully Paired
Power Distribution Grids with DSDG

Assuming the separation between the pairs is n times larger than the distance
between the power and ground lines inside each pair d (see Fig. 41.8), from (41.3),
the mutual inductance between the power and ground paths of the different voltage
domains for a fully paired power distribution grid with DSDG is
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Substituting (F.1), (F.2), (F.3), and (F.4) into (41.8), the mutual inductive coupling
MprdI

loop between the two current loops in a fully paired power distribution grid with
DSDG is

MprdI
loop D 0:2l

�
ln

2l

.n C 1/d
� 1 C .n C 1/d

l
� ln C

lnk � ln
2l

.n C 2/d
C 1 � .n C 2/d

l
C ln �

lnk C ln
2l

.n C 1/d
� 1 C .n C 1/d

l
� ln C

lnk � ln
2l

nd
C 1 � nd

l
C ln � lnk

�
: (F.5)
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Simplifying (F.5) and considering that ln  and ln k are approximately the same for
different distances between the lines, MprdI

loop is

MprdI
loop D 0:2l

�
ln

2l

.n C 1/d
C .n C 1/d

l
� ln

2l

.n C 2/d

� .n C 2/d

l
C ln

2l

.n C 1/d
C .n C 1/d

l
� ln

2l

nd
� nd

l

�

D 0:2l

�
ln

2l � .n C 2/d � 2l � nd

.n C 1/d � 2l � .n C 1/d � 2l

C .n C 1/d � .n C 2/d C .n C 1/d � nd

l

�

D 0:2l ln

�
.n C 2/n

.n C 1/2

�
< 0 for n � 1: (F.6)



Appendix G
Mutual Loop Inductance in Pseudo-Paired
Power Distribution Grids with DSDG

Observing that the effective distance between the power and ground lines in a
specific power delivery network is nC1 times greater than the separation d between
the lines making up the pair (see Fig. 41.9), from (41.3), the mutual inductance
between the power and ground paths of the different voltage domains for a pseudo-
paired power distribution grid with DSDG is

LVdd1�Vdd2 D 0:2l

�
ln

2l

d
� 1 C d

l
� ln C lnk

�
; (G.1)

LVdd1�Gnd2 D 0:2l

�
ln

2l

.n C 2/d
� 1 C .n C 2/d

l
� ln C lnk

�
; (G.2)

LGnd1�Gnd2 D 0:2l

�
ln

2l

d
� 1 C d

l
� ln C lnk

�
; (G.3)

LVdd2�Gnd1 D 0:2l

�
ln

2l

nd
� 1 C nd

l
� ln C lnk

�
: (G.4)

Substituting (G.1), (G.2), (G.3), and (G.4) into (41.8), the mutual inductive coupling
MprdII

loop between the two current loops in a pseudo-paired power distribution grid with
DSDG is

MprdII
loop D 0:2l

�
ln

2l

d
� 1 C d

l
� ln C lnk � ln

2l

.n C 2/d
C 1

� .n C 2/d

l
C ln � lnk C ln

2l

d
� 1 C d

l
� ln C lnk

�ln
2l

nd
C 1 � nd

l
C ln � lnk

�
: (G.5)
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Simplifying (G.5) and considering that ln  and ln k are approximately the same for
different distances between the lines, MprdII

loop is

MprdII
loop D 0:2l

�
ln

2l

d
C d

l
� ln

2l

.n C 2/d
� .n C 2/d

l
C ln

2l

d
C d

l

� ln
2l

nd
� nd

l

�

D 0:2l

�
ln

2l � .n C 2/d � 2l � nd

d � 2l � d � 2l
C 2d � .n C 2/d � nd

l

�

D 0:2l

�
ln
�
n2 C 2n

	� 2nd

l

�
> 0 for n � 1: (G.6)



Appendix H
Derivation of R2.x;y/

The integral characterizing the effective impedance in a semi-uniform mesh struc-
ture consists of two separate integrals, Rx;y=r D R1.x;y/ C R2.x;y/. A derivation of the
second part of the integral is provided in this appendix where R2.x; y/ is simplified to
obtain a numerical solution similar to R1.x; y/. Multiple numerical solutions exist for
different values of k. To obtain a general solution of R2.x; y/ for all possible values
of k, k is expanded when approaching a positive real number n. In this appendix,
the second part of the integral in (22.30) is simplified by applying well known
trigonometric identities and a Taylor series expansion when k ! nC� where � 	 1

(i.e., when k approaches n). From (22.30), R2.x;y/ is

R2.x;y/ D k

�

�Z

0

 
1p

.k C 1 � k cos ˇ/2 � 1
� 1

ˇ
p

k

!
dˇ: (H.1)

Substituting .1C�/m � 1Cm� multiple times into (H.1), R2.x;y/ simplifies to (H.2),
(H.3), (H.4), and (H.5).

R2.x;y/ D k

�

�Z

0



f.n C � C 1 � .n C �/ cos ˇ/2 � 1g�1=2

� 1

ˇ
.n C �/�1=2

�
dˇ: (H.2)

R2.x;y/ D k

�

�Z

0

�
.n C 1 � n cos ˇ/2.1 C �

1 � cos ˇ

n C 1 � n cos ˇ
/2 � 1

��1=2

� 1

ˇ
p

n
.1 � �

1

2n
/

�
dˇ: (H.3)
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R2.x;y/ D k

�

�Z

0

�
.n C 1 � n cos ˇ/2 � 1

C 2�.1 � cos ˇ/.n C 1 � n cos ˇ/

��1=2

dˇ

� k

�

�Z

0

�
1

ˇ
p

n
� �

1

2n
p

nˇ

�
dˇ: (H.4)

R2.x;y/ D k

�

�Z

0

..n C 1 � n cos ˇ/2 � 1/�1=2

�
1 � �

.1 � cos ˇ/.n C 1 � n cos ˇ/

.n C 1 � n cos ˇ/2 � 1

�
dˇ

� k

�

�Z

0

�
1

ˇ
p

n
� �

1

2n
p

nˇ

�
dˇ: (H.5)

R2.x;y/ is grouped into two parts, as follows,

R2.x;y/ D k

�

�Z

0

��
.n C 1 � n cos ˇ/2 � 1

	�1=2 � 1

ˇ
p

n

�
dˇ

C k

�

�Z

0

�
� �

.1 � cos ˇ/.n C 1 � n cos ˇ/

..n C 1 � n cos ˇ/2 � 1/
3=2

C �

2ˇn
p

n

�
dˇ: (H.6)

R2.x;y/ can be numerically determined by assigning n to a constant value. For
instance, when k ! 1 (i.e., n D 1), the first and second parts of (H.6) are
numerically determined by, respectively, assigning n D 1 and substituting � D k�1.
R2.x;y/ becomes

R2.x;y/ D � k.k � 1/

�

�Z

0

 
.1 � cos ˇ/.2 � cos ˇ/

..2 � cos ˇ/2 � 1/
3=2

� 1

2ˇ

!
dˇ

� 0:033425k: (H.7)

The second integral is numerically solved and the closed-form expression for R2.x;y/

when k ! 1 is
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R2.x;y/ D �0:033425k � 0:0629k.k � 1/: (H.8)

When k approaches another constant, (H.6) is similarly determined. Closed-form
approximations for R1.x;y/ and R2.x;y/ are listed in Table 22.1 for different values of
n, where the effective resistance Rx;y D R1.x;y/ C R2.x;y/.



Appendix I
Closed-Form Expressions for Interconnect
Resistance, Capacitance, and Inductance

Closed-form expressions for the resistance, capacitance, and inductance of a line
are summarized in this appendix to provide additional background on the effect
of technology and certain design parameters on the interconnect impedance. The
interconnect line resistance is

R D �L

WT
; (I.1)

where �, L, W, and T are, respectively, the resistivity, length, width, and thickness
of the interconnect. The line-to-substrate capacitance and coupling capacitance are,
respectively, [206]

Cs

"ox
DW

h
C 2:2217

�
s

s C 0:7h

�3:193

C

C 1:171

�
s

s C 1:51h

�0:7642

:

�
T

T C 4:532h

�0:1204

; (I.2)

and

Cc

"ox
D1:144

T

s

�
h

h C 2:059s

�0:0944

C 0:7428

�
W

W C 1:592s

�1:144

C 1:158

�
W

W C 1:874s

�0:1612

:

�
h

h C 0:9801s

�1:179

; (I.3)

where "ox, h, and s are, respectively, the oxide permittivity, distance from the inter-
connect to the substrate, and spacing between adjacent interconnects. Closed-form
expressions for the self- and mutual inductance of a line are, respectively, [45, 631]
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Ls D �0:L

2�

�
ln.

2L

W C T
/ C 1

2
C 0:22.W C T/

L

�
; (I.4)

and

Lm D �0:L

2�

�
ln.

2L

d
/ � 1 C d

L

�
; (I.5)

where �0 and d are, respectively, the magnetic permeability of free space and the
center-to-center distance between two adjacent interconnects.
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DC – DC voltage converters (cont.)
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distributed, see Distributed on-chip power
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merit, 45, 46, 495
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partial, 31, 33, 35
per length, 54
self, 26, 29, 31, 32, 555
sheet, see Sheet inductance
variation with frequency, 37, 44

Inductive behavior, 44, 46
metric for transmission lines, 44
of on-chip interconnect, 46, 49

Inductive coupling, 471
between grid layers, 544
in current loops, 52, 59

Initial conditions, 348
Interdigitated grid, 464, 475, 481, 484–486,

488, 553, 565
dual supply and dual ground, see Dual

supply and dual ground, interdigitated
equal current density, see Equal current

density
equal width structure, see Equal width

structure
inductance, 553, 559, 567–569
inductance bound, 562
inverted pyramid structure, see Inverted

pyramid structure
minimum impedance, see Impedance,

minimization
model, 560
multi-layer, 574
optimal width, 568, 569, 584
pyramid structure, see Pyramid structure
single metal, 566

Interface diffusion, 72
Inverted pyramid structure, 577

J
Jakushokas model, 559–561
Jitter, see Clock jitter
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L
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supply voltages, 613
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Low-k, 61, 65, 72, 73
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network

error correction, see Error correction
locality, see Locality

Mesh-tree analysis, 352
Metal-insulator-metal, 189, 226
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Moore’s law, 4
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model, 541, 574
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issues, 491
margin degradation, 19
margin scaling, 13
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reduction, 501, 503
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Numerical methods, 347

FAIR, see Fast algorithm for IR drop
global-local analysis, see Global-local

analysis
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initial conditions, see Initial conditions
multigrid analysis, see Multigrid analysis
partitioning in RC and RLC, see

Partitioning in RC and RLC
random walk, see Random walk
RL tree analysis, see Tree analysis
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On-chip decoupling capacitors, 112, 113

allocation, 227, 353
design flow, see Computer-aided design,

on-chip decoupling capacitors
distributed, see Distributed on-chip
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222
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On-chip power distribution
cascaded rings, see Cascaded rings
design flow, see Computer-aided design,

on-chip power distribution
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supply and dual ground
dual supply and single ground, see Dual

supply and single ground
grid structured, see Grid types
hot spot, see Hot spot
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network
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interaction with substrate, see Substrate
layout-based verification, see Layout-based
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model, 218
numerical methods, see Numerical methods
power and ground planes, see Planes

network
resistance, see Grid resistance
routed, see Routed network
single supply and single ground, see Single

supply and single ground
symmetry, 344

Op Amp, see DC – DC voltage converters,
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Open circuit fault, 62
OTA, see DC – DC voltage converters,
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Packaging
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Partitioning in RC and RLC, 348
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PIP, see Polysilicon-insulator-polysilicon
Planes network, 133
PNoC, see Power management, power network

on-chip
points-of-load, 16, 146, 261, 272, 293, 397, 435
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limitations, 126, 128
model, 99, 101
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Power grid model, 364
effective resistance, 366, 367
Kirchhoff’s current law, 364
separation of variables, 365

Power management, 145
locally powered loads, 149

power grid, 149
power network on-chip, 145
power routers, 148
quality of power, 145

Proximity effect, 40
Pulse width modulation, 315

current enhancement, 319
current starvation, 319
duty cycle-to-voltage converter, 318
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PWM, see Pulse width modulation
Pyramid structure, 577

routability, see Routability
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QoP, see Power management, power network
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Quality factor, 170
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Random walk, 351
Reliability, 61, 73, 74, 131, 190, 227, 236, 346,

483, 498, 551, 575
Resistance

grid, see Grid resistance
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interdigitated grid, 568, 569
mesh network, 374
sheet, see Sheet resistance
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672
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SC converter, see DC – DC voltage converters,
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Sheet inductance, 80, 472, 473, 476, 484, 486,

489, 495, 537
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485, 486, 495
Short circuit fault, 62
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353, 487, 501, 502, 553, 565, 619
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Single-tier, 104, 107, 109, 173, 175
SiP, see System-in-package
Skin effect, 39
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SMPS, see DC – DC voltage converters,
switching mode power supply

SoC, see System-on-chip
Spatial locality, see Locality
SSN, see Simultaneous switching noise
SSSG, see Single supply and single ground
Substrate, 40, 142, 143, 502
Surface diffusion, 63, 64
Switching voltage regulator, 195, 197
System-in-package, 603
System-on-chip, 146, 503

network-on-chip, 145
power network-on-chip, see Power

management, power network-on-chip
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Tank circuit, 15, 106, 107, 116–118, 120, 174,

180, 492
Target impedance, 166, 168, 202, 203, 652
Threshold

effect, 67
voltage, 66, 184–186, 196, 492, 603

Tradeoff, 483
complexity vs. accuracy, 352, 389, 560
distributed decoupling capacitors, 233
impedance vs. current density, 566, 581
inductance vs. area, 487

inductance vs. resistance, 87, 483, 487
power integrity vs. signal integrity, 470
power vs. area, 609
SMPS vs. SC vs. LDO, 271

Tree analysis, 353

V
VCO, see Voltage controlled oscillator
Velocity saturation, 614
Venezian model, 374
Vertical parallel plate, 194
Virtual ground, 344, 345
Void formation, 63, 64, 66, 67, 72
Voltage controlled oscillator, 315
Voltage converter, see D – DC voltage

converters259
Voltage regulator, see D – DC voltage

converters259
VPP, see Vertical parallel plate

W
Wallis formula, 558
White space, 227
Wire bond, 138
Woven capacitor, 193
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