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Preface

LISREL was created about 40 years ago by Karl Joreskog and Dag Sorbom,
among other researchers of the Educational Testing Services. It was soon
acknowledged as the best solution for the estimation of structural models and also
as a complex statistical computer program, hard to learn and use (e.g., Kenny
1979). Bearing this in mind, LISREL experts have been gradually producing more
user friendly versions of the computer program, command languages, and hand-
books. Nevertheless, the degree of difficulty is still perceived as high, especially
for those in the beginning of their learning process, mostly due the absence of
handbooks adopting a perspective that is both pragmatic and effective. Another
typical problem of the early stages of the learning process is to figure out what and
where is the essential and objective information. The risk of dispersion is con-
siderable, given the large number and diversity of sources. This handbook aims at
contributing to overcome those obstacles, by adopting a practical perspective of
the utilisation of LISREL and pointing out the references considered essential for
an effective learning process.

This handbook is particularly appropriate for those users who are not experts in
statistics, but have some basic notions of multivariate data analysis that would
allow them to use the following pages as a good first incursion into the realm of
LISREL. Part I introduces the topic, presents the study that serves as the back-
ground for the explanation of matters, and launches the bases for parts II and III,
which, in turn, explain the process of estimation of the measurement model and the
structural model, respectively. The announcement of each part also includes a
suggestion of the references considered essential to go along with the utilisation of
the handbook. At the end, the reader will have acquired the basic notions on
structural equation modelling, namely with the LISREL program. If, ideally, the
reading of this handbook could be accompanied by an actual analysis, based on a
real or simulation sample, the reader will get a more accurate idea of how LISREL
works in practice and be better prepared to evolve in the learning process.

Good Luck!

Armando Luis Vieira
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Part I
Introduction and Preparation
of the Analysis

Indispensable Bibliography

e J.C. Anderson, D.W. Gerbing, Structural equation modeling in practice:
a review and recommended two-step approach. Psychol. Bull. 103(3),
411-423 (1988)

e H. Baumgartner, C. Homburg, Applications of structural equation mod-
eling in marketing and consumer research: a review. Int. J. Res. Market.
13, 139-161 (1996)

e A. Diamantopoulos, J. Siguaw, Introducing LISREL (SAGE, London,
2000)

At the Completion of Part I you will be able to:

Understand what are SEM and LISREL, and why you need them;
Distinguish latent versus manifest variables;

Distinguish endogenous versus exogenous variables;

Distinguish measurement versus structural (sub-)models;

Perform the preliminary steps in order to prepare a SEM analysis using
Interactive LISREL



Chapter 1
Introduction

Abstract This chapter introduces SEM and LISREL and elaborates on their
practical usefulness. It distinguishes latent vs. manifest variables, endogenous vs.
exogenous variables, as well as measurement vs. structural (sub-)models. It also
illustrates the first two steps of a SEM analysis with Interactive LISREL.

Keywords Endogenous variables - Exogenous variables - Latent variables -
Manifest variables « LISREL - Structural equation modelling

LISREL, an abbreviation of Linear Structural Relationships, is the designation of
a computer program that is utilised in structural equation modelling (SEM).
Although there are other statistical packages that can be used to analyse structural
equation models, LISREL is considered by investigators as the most preferred
statistical software. Indeed, the identification between SEM and LISREL is so
marked that structural equation models are often referred to as LISREL models,
regardless of the software that is being used. The SEM methodology is, in
turn, viewed by researchers as one of the most sophisticated statistical tools.
Therefore, it is perfectly reasonable to admit that those who understand the
principles of LISREL will not experience serious difficulties in using alternative
programs. The indispensable characteristics of LISREL models can be illustrated
through the following example.

Let us suppose that we want to assess our willingness to interact with our
account manager (or client manager, relationship manager, key contact, etc.) at a
given service provider (e.g. in banking, insurance, telecommunications, etc.).
Suppose, in addition, that the literature on the topic suggests that, probably, the
willingness to interact is dependant, for the most part, on the importance of
the relationship between the client and his/her client manager, as perceived by the
client. In this case we have two constructs—willingness to interact and relation-
ship importance—to assess, as well as the association between them. To test the
hypothesis that relationship importance positively influences the willingness to
interact, we need to collect data on both constructs. One of the problems is that it is

A. L. Vieira, Interactive LISREL in Practice, SpringerBriefs in Statistics, 3
DOI: 10.1007/978-3-642-18044-6_1, © Armando Luis Vieira 2011
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Fig. 1.1 Associations between latent variables and their indicators

Switching Costs

not possible to directly observe, neither the willingness to interact, nor relationship
importance—because they are latent variables. What we can do is to measure
aspects of each construct that can be directly observed. Let us admit, for example,
that a literature review and/or some empirical evidence led us to presuppose that
both willingness to interact and relationship importance can be measured through
some measurable indicators or manifest variables. In this context, we would have,
for example, willingness to interact being reflected by the frequency and duration
of contacts between both sides, and relationship importance being reflected by
relationship longevity, the number of available alternatives in terms of service
providers, and switching costs. Figure 1.1 illustrates the simple model that we have
just described, i.e., the associations among the latent variables, and between these
and their observable indicators.

Apparently, in conceptual terms, the model in Fig. 1.1 is similar to a simple
regression model with a dependent variable (willingness to interact) and an
independent variable (relationship importance). However, the fact that we are
dealing with latent variables, which in turn are measured by more that one indi-
cator, does not allow for the utilisation of traditional techniques such as regression,
for example. Rather it requires an analysis approach at the level of SEM, which is
a statistical technique that combines factor analysis (from a confirmatory per-
spective) with econometric modelling. SEM, namely through LISREL, allows for
the simultaneous estimation of a number of separate, yet interdependent equations
incorporating both latent and manifest variables, as well as direct, indirect and
total associations, even if there are variables acting as both dependent and inde-
pendent (Hair et al. 1998). The model is statistically tested through a simultaneous
analysis of the whole system of variables in order to assess goodness of fit, that is,
the compatibility between model and data. Put simply, the better the goodness of
fit, the stronger the chances of confirmation of the hypotheses representing the
associations among the variables (Byrne 1998).

Each LISREL model is normally comprised of two sub-models (also referred to
as models, for simplification reasons): the measurement model and the structural
model. The former shows us how each latent variable is measured by its indicators
or, in other words, how each construct is operationalised; the latter characterises
the associations between the variables, indicating the direction and statistical
significance of each association, as well as the amount of variance in the endog-
enous variables explained by the respective proposed determinants. According to
the literature (e.g. Anderson and Gerbing 1988), due to the complexity of some
models and in order to achieve better results, the two components should be



1 Introduction

Step 1
Model
Development

Step 2
Path Diagram
Construction

Step 3
Assessment of
Measurement Model

Step 4
Assessment of
Structural Model

Fig. 1.2 Steps in structural equation modelling with INTERACTIVE LISREL

analysed separately, starting with the assessment of the measurement model,
which includes dimensionality, validity and reliability tests, and then moving on
to the estimation of the structural model, which, ideally, should include cross-
validation, statistical power, and rival models analyses. In spite of the existence of
several versions of the steps suggested for LISREL modelling (see, for example,
Diamantopoulos and Siguaw 2000; Hair et al. 1998), this handbook, which has a
simultaneously pragmatic and effective approach as a first priority, adopts a
sequence of 4 phases, which interact with one another, as presented in Fig. 1.2.

The first phase, or Step I—Model Development, is about building a conceptual
framework or theoretical model that supports the proposed associations among the
variables, as well as between the variables and their observable indicators. These
associations are represented by the research hypotheses suggested and justified by
the mentioned conceptual structure, which, in turn, is based on the literature,
preferably combined with empirical evidence. This first phase is crucial to the
whole process. Indeed, the effectiveness of an analysis that follows the LISREL
methodology, which is mainly confirmatory in nature, lies, to a great extent, on a
sound theoretical conceptualisation.

Step 2—Path Diagram Construction, as the expression suggests, is nothing
more than the graphical illustration of the links among the variables integrating the
model, which correspond to the suggested hypotheses. Although, apparently, this
step might seem as of minor importance, its inclusion in the process is highly
recommended, bearing in mind the relevant role that it plays in LISREL model-
ling, as will become evident throughout the present handbook.

Figure 1.3 is an example of a graphical illustration of a model that resulted
from the combination of the literature with empirical evidence on the relationship
quality(RQ). construct and its determinants and dimensions (for a review on RQ,
see Vieira et al. 2008). That is, the first step, model development, was accom-
plished (see Vieira 2009; 2010).

The model presented in Fig. 1.3 includes three exogenous variables—communi-
cation, customer orientation, and relational net benefits—and three endogenous
variables—commitment, mutual goals and relationship quality. Exogenous variables
are those variables that do not receive impacts from any other variable and act only as
independent variables. Variables that are influenced by other variables in the model
are designated endogenous variables. Endogenous variables can simultaneously
influence other variables in the model, acting as independent and dependent variables
at the same time (e.g. latent variables commitment and mutual goals in Fig. 1.3). In
this case, the endogenous and latent variable relationship quality is the central
construct in the model, in relation to which latent variables communication, com-
mitment and customer orientation act as both direct and indirect determinants, latent
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Fig. 1.3 Relationship quality model
Source Vieira (2009)

variable relational net benefits only as an indirect determinant, and latent variable
mutual goals as a direct determinant only. Latent variables commitment and mutual
goals also work as mediators of the effects exerted by other variables in the model.
The former mediates the impacts of variables communication, customer orientation,
and relational net benefits on relationship quality, whereas the latter mediates the
influence of variables customer orientation, relational net benefits, and commitment,
also on relationship quality. In addition, the literature review, combined with the
results of an exploratory study, suggested the inclusion of two latent variables as
dimensions of relationship quality: trust in the client manager, and satisfaction with
the client manager’s performance. The above described model corresponds to the
following research hypotheses, which are formulated from the perspective of the
client’s perception:

H;: The higher the level of commitment, the higher the level of RQ;

H,: The higher the level of commitment, the higher the level of mutual goals;

H;: The higher the level of mutual goals, the higher the level of RQ;

H4: The higher the level of communication, the higher the level of RQ;

Hs: The higher the level of communication, the higher the level of commitment;

Hg: The higher the level of customer orientation, the higher the level of mutual goals;

H;: The higher the level of customer orientation, the higher the level of RQ;

Hg: The higher the level of customer orientation, the higher the level of
commitment;

Ho: The higher the level of relational net benefits, the higher the level of mutual
goals;

H;o: The higher the level of relational net benefits, the higher the level of
commitment.
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Our journey through LISREL is going to be accomplished with reference to the
model in Fig. 1.3 and respective research hypotheses, which, in turn, correspond to
a set of regression equations that have to be estimated simultaneously. To this end,
data was collected through questionnaires (containing 7-point Likert-type ques-
tions) sent to corporate clients of a hotel chain operating in Portugal. 948 usable
cases were obtained. For simplification reasons, let us focus on the latent variables
only. The model will be revealed in more detail (including, for example, the
observable/manifest indicators, and the issue of error variance, both in measure-
ment and structural equations), as we go through the LISREL steps presented in
Fig. 1.2. The next chapter aims at preparing the analysis, as well as building
bridges to the remaining components of the analysis process.
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Chapter 2
Preparation of the Analysis

Abstract This chapter describes the SEM analysis preparation procedures,
including the choice of the input matrix and estimation technique, the selection of
goodness-of-fit-indices, as well as a step-by-step, annotated illustration of how to
conduct normality tests.

Keywords Data screening - Estimation technique - Goodness-of-fit indices -
Input matrix - Level of abstraction - Two-step approach

The overall strategy concerning data analysis was divided in two main parts,
taking advantage of a relatively large sample: model calibration and model
(cross-)validation. For this purpose, the final sample of collected data was split in
two random halves, the calibration sample and the validation sample. Within
model calibration, the two-step approach suggested by Anderson and Gerbing
(1988) was followed. In this context, the evaluation of the measurement model was
carried out using factor analysis, both exploratory (EFA) and confirmatory (CFA).
In a first instance, EFA was used as a procedure of measure purification,
from a traditional (i.e., non-confirmatory) perspective (using SPSS), which was
subsequently complemented with a confirmatory assessment of dimensionality,
convergent validity, reliability, and discriminant validity, under the principles of
SEM (using the Interactive LISREL software). Subsequently, the testing of the
structural model, also with SEM, served as a confirmatory assessment of nomo-
logical validity. SEM was used as well for validating the structural model, on the
validation sample, and for an analysis of alternative/rival models.

A. L. Vieira, Interactive LISREL in Practice, SpringerBriefs in Statistics, 9
DOI: 10.1007/978-3-642-18044-6_2, © Armando Luis Vieira 2011
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Before moving on to the estimation of the measurement model, the following
preliminary considerations are deemed pertinent.

2.1 Type of Input Matrix

In this respect, the choice is, basically, between using a correlation matrix or a
covariance matrix. Several reasons informed the option for a covariance matrix as
the input matrix in the present analysis. To begin with, Hair et al. (1998) defend
that when the goal is to test a proposed theoretical framework, as is the case of the
study that serves as the basis for this handbook, a covariance matrix should be
used. Moreover, according to Bentler et al. (2001), most of the statistical theory
behind SEM has been developed on the assumption that the analysis applies to a
covariance matrix. In addition, Baumgartner and Homburg (1996) recommended
the utilisation of covariance matrices in all analyses. Furthermore, there are some
specific technical reasons in favour of using a covariance matrix. For instance,
Bentler et al. (2001) stressed that covariance structure models (an alternative
designation for structural equation models) have standardised solutions as well—
thus the advantage is that a correlation metric is available even if a covariance
matrix is used. Also, in general, when a correlation matrix is used, the chi-square
test and standard errors are not correct (Bentler et al. 2001).

2.2 Estimation Technique

Maximum likelihood (ML) is the default estimation method in most statistical
packages and it is also the more widely used estimation method (Anderson and
Gerbing 1988; Baumgartner and Homburg 1996; Bollen 1989; Diamantopoulos
and Siguaw 2000). ML is quite consistent at producing efficient estimation and is
rather robust against moderate violations of the normality assumption
(Diamantopoulos and Siguaw 2000), provided that the sample comprises 100 or
more observations (Anderson and Gerbing 1988; Steenkamp and van Trijp 1991).
Despite the existence of asymptotically distribution-free (ADF) methods,
i.e., methods that make no assumptions on the distribution of the variables, ADF
procedures are of little practical usefulness, because they imply the use of very
large samples (Baumgartner and Homburg 1996; Diamantopoulos and Siguaw
2000; Steenkamp and van Trijp 1991). In addition, it has been proven that ADF
techniques do not necessarily yield better performances even when they are the-
oretically considered more appropriate (Baumgartner and Homburg 1996). One
option could be to use weighted least squares (WLS), an example of an ADF
method, as the estimation technique on an asymptotic covariance matrix, which
can be calculated with PRELIS—a pre-processor of LISREL (Joreskog and
Sorbom 2002; Joreskog et al. 2001)—and try to collect as much data as possible.



2.2 Estimation Technique 11

However, again, it has been shown that WLS can be troublesome, namely
regarding the chi-square test statistic, even with large samples (Diamantopoulos
and Siguaw 2000). According to Steenkamp and van Trijp (1991), the utilisation of
WLS requires a sample as large as at least 1.5*%(number of items)*(number of
items + 1), which, in the case of the present study, would require a final sample
with more than 5,800 observations. In this context, for the purpose of the present
handbook, ML was the selected estimation technique.

2.3 Two-Step Approach

In the present case, the measurement model was estimated separately and prior to
the estimation of the structural model, following Anderson and Gerbing’s (1988)
two-step approach for structural equation modelling, as already mentioned. It was
felt that this would be the most appropriate approach for the context of the present
analysis, due to its advantages, as compared to the single-step analysis, which, on
the contrary, involves the simultaneous estimation of both measurement and
structural models. Essentially, this approach allows for unidimensionality assess-
ments, and facilitates formal comparisons between the proposed model and
alternative models (for a summary of the mentioned advantages see Anderson and
Gerbing, 1988, p. 422).

2.4 Level of Abstraction

According to Baumgartner and Homburg (1996) there are three levels of
abstraction in modelling latent variables: total aggregation, partial aggregation,
and total disaggregation. The partial aggregation approach, in which subsets of
items are combined into composites that are then treated as indicators of the
constructs, was considered the most appropriate for testing the structural model,
whereas the total disaggregation approach will be used for model calibration.
The partial aggregation approach minimises model complexity, in comparison to
the total disaggregation approach, in which the original items are used as
indicators of each construct. The latter method, though useful for model
development, becomes unmanageable for the purpose of testing the whole
model, particularly with large sample sizes and when there are more than four or
five manifest indicators (Bagozzi and Heatherton 1994; Baumgartner and
Homburg 1996), which is the case of the study that serves as the basis for the
present analysis. In addition, the partial aggregation approach considers reli-
ability more clearly, while allowing for assessment of the unidimensionality of
constructs, this way providing support for the combination of subsets of items
into composites, as opposed to ‘collapsing’ all the items into a single composite,
as in the total aggregation approach, where each construct has a single indicator
(Baumgartner and Homburg 1996).
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2.5 Summated Scales

Hunter and Gerbing (1982, p. 271) emphasise the practice of using composites by
stating that “the usual method of finding the common thread through several
responses is to add or average them”. Moreover, these authors highlight the
appropriateness of this practice by suggesting that computing composites means
that the observed variables, for example, the items on a questionnaire, are
organised into clusters or tests or scales, so that each cluster of observed variables
corresponds to a single underlying latent variable. The average score across the
items that define the cluster, the “cluster score”, provides a level of analysis that is
intermediate to the “molar and molecular” (Hunter and Gerbing 1982, p. 271).!
The same authors go on to explain why averaged scores may lead to greater
reliability: “if the items satisfy the empirical procedures of construct validation,
then the composite is potentially a more reliable and valid estimate of the latent
variable of interest than any of the component single item responses” (Hunter and
Gerbing 1982, p. 271).

Therefore, in coherence with the option for the partial aggregation level of
abstraction, composites were built for each of the latent variables. The creation of
summated (or composite, or averaged) scales (or measures, or scores) is a widely
used procedure, being “practically unavoidable” when there is a relatively large
number of indicators (Baumgartner and Homburg 1996, p. 144), and presents two
major advantages when compared to using single questions (original/individual
items). In short, these two main advantages are the reduction of measurement error
(i.e., greater reliability) and parsimony (Dillon et al. 2001; Grapentine 1995; Hair
et al. 1998). In this case, the words of Dillon et al. (2001, pp. 63-64) are
particularly pertinent:

The formation of a composite (an average of a scale’s items) may be preferred to the
modelling of the individual component for two reasons: first, an average, whether over
respondents or items, lends stability (literally enhanced reliability here) to the resultant
composite variable (...); second, the composite can be simpler, both to conceptualize and
communicate and to use in models. (...). Even a structural equation model (SEM), an
approach to data analysis created as a perfect partnership of a measurement model and a
structural model, seems to behave with somewhat more stability in the presence of par-
simony (in this case, simplifying the measurement end of the model). (...) Although a
composite is not the measurement of the construct, its greater reliability means that the
particular idiosyncrasies of the component items have less power to yield misleading
results.

In the present analysis, scores of the items pertaining to each construct that
resulted from the measurement model evaluation carried out in the next chapter were
averaged to form composites to be used in the assessment of the structural model,
which is going to be conducted in Chap. 4. It was possible to combine items and use

! The molar level refers to latent variables, also referred to as “molar variables”, and the
molecular level refers to observed variables, also referred to as “molecular variables” (Hunter
and Gerbing 1982, p. 270).
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them as composites, due to, again, the proven psychometric properties of the
measures, namely unidimensionality (Baumgartner and Homburg 1996; Dillon et al.
2001; Hair et al. 1998), as shown in Part II. In other words, items that pertained to the
same cluster, which, after EFA and CFA procedures, were proven to form a
unidimensional set, ended up resulting in a certain summated scale or composite that
was then used within the process of assessing the structural model.

2.6 Goodness of Fit Indices

While there is no consensus on the appropriate index for assessing overall good-
ness-of-fit of a model (Ping 2004), the chi-square statistic has been the most widely
used fit index (Bagozzi and Heatherton 1994; Baumgartner and Homburg 1996;
Ping 2004). The chi-square test measures the discrepancy between a hypothesised
model and data (Bagozzi and Heatherton 1994), by testing “the null hypothesis that
the estimated variance—covariance matrix deviates from the sample variance—
covariance matrix only because of sampling error” (Baumgartner and Homburg
1996, p. 149). Significant values of the chi-square test mean that there is a strong
divergence between the data and the model, and that the latter should be rejected.
However, the chi-square goodness-of-fit test tends to inflate as the sample size
increases, leading to the rejection of models with only slight divergences from the
data, which limits its practical usefulness (Baumgartner and Homburg 1996). In this
context, it is advisable to report additional measures of fit (Bagozzi and Heatherton
1994; Baumgartner and Homburg 1996).

The following fit indices were chosen for this analysis, based on suggestions
that can be found in previous studies (Baumgartner and Homburg 1996; Ping
2004). Four of these indices are absolute fit indices, which assess the overall
model-to-data fit for structural and measurement models together (Bollen 1989;
Hair et al. 1998): chi-square goodness-of-fit test (y?), ratio of y* to degrees of
freedom (i*/df), root mean squared error of approximation (RMSEA), goodness-
of-fit index (GFI), and adjusted goodness-of-fit index (AGFI); whereas the
remaining two are incremental fit indices, which means that they compare the
target model to the fit of a baseline model, normally one in which all observed
variables are assumed to be uncorrelated (Baumgartner and Homburg 1996):
comparative fit index (CFI), and non-normed fit index (NNFI). Table 2.1 presents
a description of these indices and suggested cut-offs.

2.7 Data Screening Prior to Model Estimation and Testing

To begin with, the data matrix (built in SPSS support) was checked for coding
errors. In those cases where coding errors were detected, the original questionnaire
was used to correct these errors (Baumgartner and Homburg 1996; Churchill 1999;
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Table 2.1 Descriptions and thresholds of goodness-of-fit indices used in the assessment of both
measurement and structural models

Fit Description Cut-offs
index
Xz Indicates the discrepancy between hypothesised model and p > 0.05

data; Tests the null hypothesis that the estimated
covariance—variance matrix deviates from the sample
variance—covariance matrix only because of sampling
error

11df Because the chi-square test is sensitive to sample size and is 2-1 or 3-1
only meaningful if the degrees of freedom are taken into
account, its value is divided by the number of degrees of

freedom

RMSEA Shows how well the model fits the population covariance <0.05: good fit; <0.08:
matrix, taken the number of degrees of freedom into reasonable fit
consideration

GFI Comparison of the squared residuals from prediction with the >0.90
actual data, not adjusted for the degrees of freedom

AGFI GFI adjusted for the degrees of freedom >0.90

NNFI ~ Shows how much better the model fits, compared to a >0.90

baseline model, normally the null model, adjusted for the
degrees of freedom (can take values greater than one)

CFI Shows how much better the model fits, compared to a >0.90
baseline model, normally the null model, adjusted for the
degrees of freedom

Source Based on Bagozzi and Yi (1988), Baumgartner and Homburg (1996), Cote et al. (2001),
Diamantopoulos and Siguaw (2000), MacCallum et al. (1996), Ping (2004)

Green et al. 1988). Also, variables were recoded where necessary, namely
regarding reverse coded items. Moreover, an inspection of the matrix was carried
out with the objective of identifying extreme values that might pose some danger
in terms of distorting influences, and no such values were found.

In addition, cases incorporating missing values were deleted prior to data
analysis, following a listwise approach. There are several ways to approach
missing values, like, for example, substitution (e.g., case substitution and mean
substitution), imputation (e.g., cold deck imputation, regression imputation, and
multiple imputation), and model-based procedures (Hair et al. 1998). All
methods for dealing with missing data contain advantages and disadvantages
(Hair et al. 1998; Streiner 2002). Moreover, the solutions offered in statistical
packages, like, for instance, listwise and pairwise deletion, regression imputation,
and expectation—maximization, included in the MVA (Missing Value Analysis)
from SPSS Inc., seem to be insufficient and introduce bias in the analysis (Von
Hippel 2004). Nevertheless, listwise case deletion is considered appropriate when
the proportion of missing values is not too high (Hair et al. 1998), which is the
case in this analysis, with around 5.4% of cases containing missing values.
Taking also into cons