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2 H.-A. Kolb and R. Somogyi 

I Introduction 

Intercellular communication is necessary in complex and differentiated 
organisms to coordinate t h e  cellular activities of differentiation and 
growth. Two modes of cell-cell communication contribute to this coor- 
dination in metazoan animals. One form involves the secretion of signal 
substances like neurotransmitters, hormones and growth factors into the 
extracellular fluid. Target cells expressing receptors to these substances 
respond appropriately upon encountering the respective chemical 
modulators. The other form of communication operates within the 
limiting plasma membrane of groups of cells which are coupled into 
integrated units by specialized structures that permit free diffusion of 
molecules of low molecular weight. 

Direct intercellular communication independent of the extracellular 
transfer of signals was first described by Furshpan and Potter (1959) as 
electrical coupling between two neurons in the crayfish nerve cord. 
Ultrastructural investigations have enabled the correlation of the struc- 
ture responsible for effective cytoplasmic bridges and metabolic or 
electrical coupling with the typical electron microscopical image of a 
pentalaminar cross sectional area (Revel and Karnovsky 1967; Gilula et 
al. 1972). This pattern of alternating light and dark bands represents the 
region of membrane contact between functionally connected cells. The 
name gap junction derives from the 2-4 nm gap between the two apposing 
membranes connected by the channels (Revel and Karnovsky 1967). Gap 
junctions have been identified in a wide variety of tissues and animal 
species, as early in the evolutionary tree as hydrozoa (Fraser and Bode 
1981). The size of an individual gap junction can vary from very small, 
composed of just a few cell-to-cell channels, to several square 
micrometers, containing many thousands. In liver, each hepatocyte forms 
more than a hundred thousand cell-to-cell channels with its nearest 
neighbor. The reason why these channels cluster together into plaques is 
unknown, but it would seem likely that such an arrangement is ener- 
getically favorable as it reduces the area of close apposition between 
adjacent cells to a minimum. 

The polygonal structure of the gap junctional channel has been the 
subject of numerous investigations, originally employing electron 
microscopical (Makowski et al. 1977) and X-ray diffraction (Unwin and 
Zamphigi 1980) methods. Analysis of data from murine liver gap junc- 
tions (Caspar et al. 1977; Makowski et al. 1977) led to the proposal of a 
model for the morphological unit of gap junction structures, the gap 
junctional channel or connexon. Six symmetrically arranged connexins 
(smallest protein subunits: Goodenough 1974; for review see Beyer et al. 
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1987) form the wall of a protein tube with an outer radius of roughly 2.6 
nm and an inner radius of approximately 1 nm. An aqueous channel 
extends all the way through this hexamer. This hemichannel is connected 
across the gap to a second hexamer by head-to-head association, the pair 
forming the complete gap junctional channel. 

This model was extended by the study of Unwin and Zampighi (1980) 
on rat hepatocyte gap junctions. Their data show that the six subunits of 
the connexon cylinder are tilted around its axis. A change of the subunit 
inclinations by rotation and sliding could determine the diameter of the 
channel pore. This is suggested by the comparison of two subunit 
configurations of small and large diameter, corresponding to the presence 
and absence of 0.05mM Ca ~-+, respectively (Unwin and Ennis 1984). 

The main question which is still unsolved concerns the role of gap 
junctions in the concerted action of intercellular communication. But as 
this review will indicate, the physiological function of gap junctions is 
probably specific for the corresponding tissue and correlated to its in- 
herent structural and modulatory properties. The review will be focused 
on the biochemical analysis of the connexins, the regulation of the gap 
junctional permeability by phosphorylation-dependent mechanisms 
and the single cell-to-cell channel properties measured by the double 
whole-cell patch-clamp technique. [For earlier reviews see Loewenstein 
(1979, 1981, 1987) and the volumes edited by Bennett and Spray (1985), 
Hertzberg and Johnson (1987), De Mello (1990) and by Robards et al. 
(1990).] 

2 Biochemical Analysis of Gap Junction Subunits 

2.1 Protein Composition 

The gap junction channel is presently being investigated using protein 
chemical, molecular biological, and immunological techniques. Bulk 
isolation methods for gap junctions and increasingly detailed analysis of 
their constituents have made it evident that there is a multiplicity of gap 
junction proteins (for review see Revel et al. 1985; Revel et al. 1986). Gap 
junction protein subunit molecular masses of 16 kDa, 21 kDa, 26-28 kDa, 
47 kDa and 70 kDa have been determined by SDS polyacrylamide gel 
electrophoresis (see Table 1 and Table 2). 

Analysis of gap junction proteins in mouse liver shows two major 
polypeptides of molecular mass 26 kDa for the more abundant species and 
21 kDa for the minor component (Henderson et al. 1979). The heart gap 
junction contains a single subunit of 44-47 kDa, a cytoplasmic surface 
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component  of  14.5-17.5 kDa accounting for the difference between the 
heart  and liver subunits (Manjunath  et al. 1984). Whereas disulfide bonds 
link the subunits of  the same connexon or different connexons to each 
other in rat heart, no disulfide linkages could be detected between rat liver 
connexins (Manjunath  and Page 1986). Yet sequence comparison of  the 
amino-terminal  18 residues of  liver and heart  subunits show 30% overall 
homology (Nicholson et al. 1987). 

In lens fiber cells, at least two proteins have been discussed as part of  
the gap junction. The lens main intrinsic protein (MIP), a polypeptide of  
26 kDa (Goodenough  1979), shows no homology to the liver 26 kDa 
polypeptide in the amino-terminal  amino acid sequence (Nicholson et al. 
1983). According to Gruijters (1989), its role may not actually be that of  
a channel-forming protein. MIP only temporarily associates with gap 
junctions, and on average only with less than 5% of  all gap junctions at any 
one time. Since it predominant ly  appears during the assembly of  gap 
junctions, it is speculated to act as a membrane  'zipper'  protein, aiding in 
the formation of  membrane  domains requiring close apposition. This 
function would be required during events such as gap junction formation 
and fiber differentiation in the lens. The other lens gap protein species of  
70 kDa (Kistler et al. 1985), on the other hand, is about 40% identical to 
heart  CX 43 (see Table 1) and 50% homologous to liver CX 32 in the 
amino-terminal  residues (Kistler et al. 1988). The 70 kDa protein is 
therefore more likely to be a structural protein of  the gap junct ion channel. 

There is a controversy over the nature of  the 16 kDa gap junction 
subunit protein identified originally in mouse liver and cultured Buffalo 
red liver (BRL) cells (Finbow et al. 1983). Tryptic peptide mapping shows 
no significant differences between the 16 kDa protein of  murine liver, 
heart, brain and kidney (Buultjens et al. 1988). Surprisingly, none of  the 
other subunits appears during the preparation of  the 16 kDa subunit 
(Buultjens et al. 1988). It has been proposed that the 21 kDa and 27 kDa 
subunits are separated from the 16 kDa polypeptide in the first prepa- 
rative centrifugation step (Buultjens et al. 1988). An alternative explan- 

Table 1. Nomenclature of gap junction protein subunits 

"Old" name 16 kDa 21 kDa 26 kDa (MIP) 27 kDa 47 kDa 70 kDa 
"New" name -- CX 26 -- CX 32 CX 43 - 

Prior to the determination of the connexin nucleotide sequence, subunits were classified 
according to their molecular weight as determined by electrophoresis. These values are 
referred to by their molecular mass in kDa. If the molecular mass was calculated from the 
amino acid composition determined from the nucleotide sequence, the value is referred 
to as CX, which stands for connexin (Beyer et al. 1987, 1990) 
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ation is that the low molecular weight protein results from actions of 
peptidases released during the preparation, in which whole tissue 
homogenates instead of membrane fractions are dispersed by detergent 
(Revel et al. 1985). This seems unlikely though, since recently obtained 
data suggests that the 16 kDa protein belongs to a family of proton 
transporting ATPases, bearing no relationship to the other junctional 
protein species (Dermietzel et al. 1989). 

The isolation of gap junction subunit proteins made it possible to 
immunize animals with connexin to raise antibodies, which can, in turn, 
be used to locate and purify the junction polypeptide with high specificity. 
Antibodies against the liver 27 kDa subunit enabled the immunocyto- 
chemical localization of structures related to the 27 kDa protein in rat 
pancreas, heart, brain, kidney, stomach and adrenal gland, in fallopian 
tube, endometrium and myometrium of delivering rats, and in liver of 
mammalian, fish, and avian species (Dermietzel et al. 1984; Hertzberg 
and Skibbens 1984). An antibody prepared against the 21 kDa subunit, 
which does not react with the 27 kDa peptide (Traub et al. 1982), led to the 
identification of both subunits in the same gapj unction plaque (Nicholson 
et al. 1987), suggesting that rat hepatic gap junctions are composed of 
different subunits. The amino-terminal 18 residues of the rat liver 21 kDa 
and 26 kDa subunits show 50% homology, demonstrating their related- 
ness (Nicholson et al. 1987). An antibody against a synthetic peptide 
fragment of the amino terminal region of the 43 kDa connexin of heart was 
used in (a) immunostaining of whole heart fractions of trout, frog, 
chicken, guinea pig, mouse and rat, and (b) immunoblotting of whole 
organ fractions of rat and mouse liver, rat cerebellum, uterus, stomach and 
kidney (Dupont et al. 1988). The results suggest that the stained proteins 
share epitopes with the synthetic peptide and the 43 kDa subunit. 

In summary, the molecular species of 21 kDa, 26 kDa, 43 kDa and 70 
kDa appear to form a family of related proteins. The 26 kDa (MIP) 
subunit of lens fiber gap junctions, and the more widespread 16 kDa 
polypeptide probably derive from separate classes of genes. Though the 
studies mentioned above demonstrate the diversity of gap junction pro- 
tein components, more thorough investigations into the physiology and 
appearance are needed. Only then can it be established whether variations 
in subunit composition are related to functional differences affecting the 
mechanisms of intercellular communication. But, at present it is not 
possible to correlate the modulatory properties of gap junctional channels 
like e.g. voltage-, pH-, Ca-sensitivity to the appearance of specific 
subunits. Furthermore, molecular genetic studies are required to deter- 
mine the exact nucleotide and amino acid sequences necessary to compare 
these protein families quantitatively and establish their genetic origins. 
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2.2 Nucleotide Sequence 

Molecular genetic techniques have enabled the identification and 
sequencing of DNA coding gap junction polypeptides. This is an im- 
portant step for the characterization of the connexon structure and 
determination of its evolutionary origins. The first cDNA clone was 
identified for the bovine lens 26 kDa peptide (Gorin et al. 1984). It consists 
of 968 base pairs, with an open reading frame of 789 bases. The molecular 
mass is predicted to be---28 kDa. Hydropathicity analysis of the deduced 
amino acid sequence predicted a structure of six hydrophobic trans- 
membrane segments, the carboxy- and amino-terminal segments facing 
the cytoplasmic side. Aqueous Channel-forming ability is suggested by the 
presence of an amphiphilic transmembrane region. In accord with protein 
biochemical studies (see Sect. 2.1), the lens MIP clone does not seem to 
appear in liver, though hybridization to the rat genome could be detected. 

A partial (Heynkes et al. 1986) and complete (Paul 1986; Kumar and 
Gilula 1986; Miller et al. 1988) nucleotide sequence of rat liver gap 
junction protein has been obtained. The cDNA clone of Paul (1986) 
contains 1494 base pairs, corresponding to a calculated molecular mass of 
32 kDa for the protein. Four major hydrophobic regions, potentially 
spanning the membrane, could be detected in hydropathicity profiles. 
These regions correspond to a predicted fl-sheet conformation, unusual 
for membrane proteins, but nevertheless in accord with similar obser- 
vations by X-ray diffraction (Makowski et al. 1982). The gap junctional 
nature of this clone has been demonstrated by the expression of electrical 
coupling between paired Xenopus oocytes injected with liver gap junction 
RNA homologous to the cDNA clone (Dahl et al. 1987, 1988). Swenson 
et al. 1989 utilized this expression system to test the ability of the RNAs 
coding for CX32, CX43 and of MIP26 to induce cell-to-cell coupling. 
Oocyte pairs form homomolecular CX32/CX32 and CX43/CX43 as well 
as heteromolecular CX43/CX32 cell-to-cell channels, while for MIP26 
channel formation not be shown. 

A molecular mass of the liver gap junction protein of 32 kDa_is also 
predicted by Kumar and Gilula (1986). In this study, a human ~ : N A  
clone (1574 base pairs) was first obtained and then used to isolate a clone 
in rat liver (1127 base pairs). The rat liver clone is strongly homologous to 
the human cDNA in the protein coding region. In view of regulation 
of gap junctions by phosphorylation mechanisms, sequence analysis 
demonstrated potential sites for tyrosine kinase and PKA-dependent 
phosphorylation in the hydrophilic carboxy terminal region (also see 
Miller et al. 1988). The discrepancy of the predicted liver subunit 
molecular mass of 32 kDa and the value of 26-28 kDa found for isolated 
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proteins has not been completely clarified yet. Green et al. (1988) at- 
tributed these variations to inherent inaccuracies in assessing molecular 
masses from polyacrylamide gel profiles due to differences in gel com- 
positions and proteolytic breakdown. Southern and northern blot anal- 
yses show the presence of related sequences in human, baboon, rat 
chicken and Xenopus laevis livers (Kumar and Gilula 1986), as well as in 
the rat brain, kidney and stomach (Paul 1986). These results are in accord 
with previously attained results on subunit distribution (see Sect. 2.1 and 
Table 2). A detailed analysis of the rat liver connexon gene has been 
presented by Miller et al. (1988). 

Comparison of the total polypeptide sequence tomicrosequences of 
proteolytically derived fragments from isolated liver gap junctions en- 
ables the formulation of a two-dimensional connexin model (Zimmer et 
al. 1987; Hertzberg et al. 1988). In agreement with the hydropathieity data 
obtained by Paul (1986), the amino acid chain crosses the membrane four 
times, the amino and carboxy terminals located in the cytoplasm (Zimmer 
et al. 1987). A calmodulin binding region is proposed for the cytoplasmic 
segment close to the carboxy terminal (Zimmer et al. 1987). The orien- 
tation of the amino and carboxy terminals are confirmed by loealizations 
of antibodies against synthetic peptides corresponding to human liver 
connexon sequences (Milks et al. 1988). 

A liver sequence probe was used to identify a cDNA clone for heart 
connexin (Beyer et al. 1987). The open reading frame of 1146 base pairs 
codes for a predicted polypeptide of 43 kDa. A model similar to the liver 
polypeptide is derived from the interpretation of hydropathicity profiles. 
Northern blotting shows hybridization in RNA from heart, ovary, uterus, 
kidney and lens. Sequence homologies with the liver clone (~50%) are 
predominantly found in regions expected to lie in the membrane or 
extracellular space, while the cytoplasmic segments diverge. Homologies 
to mammalian gap junction sequences are seen in a comparison with a 
eDNA for Xenopus connexin (Gimlich et al. 1988). Transcripts of the 
Xenopus clone, coding for a 30 kDa protein, are found in lung, kidney and 
alimentary tract organs, but not in brain, heart, skeletal muscle, spleen 
and ovary. 

2.3 Phosphorylation 

Protein phosphorylation is a central mechanism by which changes in 
cellular activity are regulated (for review see Cohen 1982; Nishizuka 
1984). Factors governing phosphorylation have also been associated with 
the control of intercellular communication via gap junctions (see Sect. 
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3.3). It therefore seems plausible that phosphorylation of the junctional 
peptide could take place, possibly resembling the final step in a regulatory 
sequence. 

The 27 kDa subunit of liver gap junctions, for instance, is known to be 
a phosphoprotein. The extent of phosphorylation is increased by 
stimulation of cells with cAMP, or incubation of membrane fractions with 
the catalytic subunit of cAMP-dependent protein kinase, PKA (Saez et al. 
1986; Traub et al. 1987). The phosphorylated amino acid residues are 98% 
serine and ~2% tyrosine (Traub et al. 1987). Similar findings also support 
the role of PKA in phosphorylation of lens MIP. MIP is phosphorylated 
at serine residues (90%-95%), threonine (5%-10%), but not at tyrosine. 
Phosphorylation takes place in vivo in a cAMP-dependent fashion, and in 
vitro after incubation of membranes with isolated PKA catalytic subunit 
(Johnson et al. 1986). 

Phosphorylation of connexins by phospholipid/Ca 2 ÷-dependent 
protein kinase, PKC (see Sects. 3.3.2, 4.1-4.3) has been the subject of 
recent investigations. Experiments performed in vitro using isolated PKC 
show a virtually serine-specific increase of phosphorylation of the 27 kDa 
liver gap junction protein. The extent of PKC-dependent phosphoryla- 
tion is about ten times that dependent on the PKA catalytic subunit 
(Takeda et al. 1987). PKC-dependent phosphorylation of the liver 27 kDa 
subunit can furthermore be stimulated in vivo by norepinephrine, and the 
PKC activators 1-oleoyl-2-acetyl-sn-glycerol and 12-O-tetradecanoyl- 
phorbol- 13-acetate (TPA) (Takeda et al. 1989). This report also shows that 
phosphorylation is confined to the carboxy terminal domain. Different 
results were obtained from studies using the lens 26 kDa subunit. Lampe 
et al. (1986) demonstrated in an in vitro procedure, using isolated brain or 
lens PKC, that the 26 kDa protein is phosphorylated to 85% on serine and 
15% on threonine, while no tyrosine phosphorylation is detectable. This 
protein is also phosphorylated in vivo, maximal phosphorylation being 
detected in the presence of TPA with the same ratio of phosphoserine to 
phosphothreonine (Lampe and Johnson 1989). 

3 Regulation of Gap Junctional Permeability 

3.1 Gating by Voltage, pH, and pCa 

Channel gating refers to the regulation of the permeability as opposed to 
the number of functional channels in a gap junction. Since their discovery, 
gap junction channels have been known not to be passive pores in a 
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permanent open state, but to be sensitive to physicochemical parameters 
such as transjunctional voltage, the intracellular pH and the cytoplasmic 
free Ca 2. concentration. These properties have been reviewed in detail by 
Spray and Bennett (1985), and will be given short consideration in the 
following paragraphs. Most of the corresponding data are summarized in 
Table 2. 

The first gap junction examined, the rectifying synapse of the crayfish, 
is found to be strongly asymetrically voltage dependent (Furshpan and 
Potter 1959). Voltage dependence has been most extensively character- 
ized in early embryonic amphibian cells, in which the junctional con- 
ductance (gj) decreases with symmetrical increases of the junctional 
voltage (Vj) (Spray et al. 1979). A model of two symmetrical voltage 
sensitive gates at each end of the channel has been proposed. Either gate 
will close depending on the magnitude and polarity of Vj. This creates a 
region of high gj close to zero Vj, flanked by regions of low gj on the Vj 
axis (Spray et al. 198 la). A striking similarity in the symmetrical voltage 
sensitivity of channel gating has been observed for a weakly anion 
selective channel (Schwarze and Kolb 1984). This anion channel with 
large single channel conductance (300-400 pS) has been proposed to be 
hemichannel of cell-to-cell channels. Voltage-dependent gating of gap 
junctional coupling has furthermore been demonstrated in embryonic 
cells and rectifying synapses, while mammalian tissues investigated seem 
largely insensitive to changes in Vj (see Table 2; Spray and Bennett 1985). 

A dramatic decrease of coupling is observed in the amphibian embryo 
after exposure to CO 2 (Turin and Warner 1978). This event is correlated 
to lowering of the intracellular pH (pHi) (Turin and Warner 1980). 
Simultaneous measurement of gj and pH i enabled the quantitative 
characterization of pH-dependence of electrical coupling in fish and 
amphibian blastomeres in the range of pH 6.8 to pH 7.6 (Spray et al. 
1981b). Lowering of pH i also leads to a reduction of gj in various 
mammalian tissues (Spray and Bennett 1985), including heart (Noma and 
Tsuboi 1987) and pancreas (Iwatsuki and Petersen 1979). 

Ca2*-dependent reduction of the junctional permeability has been 
demonstrated in a variety of preparations, among them Chironomus 
salivary gland (Rose and Loewenstein 1975), heart (DeMello 1975) and 
electrotonic synapses (Baux et al. 1978). The codetermination of electrical 
coupling and the cytoplasmic free Ca 2. concentration (pCai) with 
aequorin (a Ca 2*-sensitive dye) in Chironornus salivary gland led to the 
conclusion that the actual pCai is responsible for uncoupling (Rose and 
Loewenstein 1975; Rose and Loewenstein 1976). In guinea pig heart, 
pCai affects gj only at levels lower than pCa 6 (Noma and Tsuboi 1987). 
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Table  2. Some proper t ies  of  ver tebra te  gap junc t ions  

Tissue Species Connexin"  Single 
channe l  
conductance  
[pSI 

Sensitivity to 
pCa b pH Voltage 

Lacrimal Rat  

g land 
cells 

Pancreat ic  Mouse  

ac inar  
cells 

Ovary  Chinese  

cells hamste r  

Hear t  Rat  

myocyte 

Hear t  

f ibroblast  

Hepatocyte  

Lens cells 

Kidney  

cells 

Brain  

tissue 

Blastomere 

cells 

H u m a n  

Embryon ic  

chick 

Rat  

Mur ine  

and  
rat  

Sheep 

and  
cattle 

Rat  

Rat  

Fish 

A m p h i b i a n  

? 70-180 ° ? 9 ? 

CX 32 a 30, 1308 Yes f Yes g No e 

CX 26 l~ 45, 90 i 
60 j 

9 20, 40, 50~ 9 .9 N o  f 

70, t20" 

C X 4 3  k 43, 181 Yes m Yes n + / - - o  

16 kDa  p 60 q 

CX 42 r ? ? ? ? 

? 166, 74 ~ Yes ~ ? No ~ 

? 22 t ? '~ 9 

CX 32 u ? ? Yes" 
CX 26 n 
16 kDa  w 

70 kDa x ? , 9 ? 

38 kDa  X 

16 kDa  v ? , ? ? 

16 kDa  v 9 ? ? ? 

? , , Yes y Yes y 

9 ? ? Yes y Yes y 

Connex ins  identified by i m m u n o s t a i n i n g  of  var ious  tissues have  only been  selectively 
included in this table  because o f  potent ia l  errors due  to cross-reactions. 

~See Table  1 for connexin  nomenc la tu re .  
bCa2+ dependence  refers to the direct  
in teract ion o f  Ca  2 + with the channe l  here.  
This should  be t reated with caut ion,  
though,  because in the cases where  Ca 2+ 
sensitivity has  been  demons t ra ted ,  it is no t  
always clear whe the r  Ca 2+ acts on a 
regulatory protein,  i.e. PK C and  cal- 

modul in ,  or whe the r  it b inds  to the 
c h a n n e l  directly. 
CNeyton and  T r a u t m a n n  (i985).  
aDermietzel  et al. (1984). 
eSomogyi and  Kolb  (1988a). 
fNgezahayo  A e t  al., submit ted .  
glwatsuki and  Petersen (1979). 
hTraub et al. (1989). 
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~Somogyi and Kolb (1988b). 
JSomogyi et al. (1989). 
kManjunath and Page (1986); Beyer et al. 
(1987). 
tRook et al. (1988). 
mMaurer and Weingart (1987). 
"Guinea pig (Noma and Tsuboi, 1987). 
°Voltage dependence could be observed 
if few channels were active (Rook et al. 
1988). 
PBuultjens et al. (1988). 

qBurt and Spray (1988). 
rManjunath et al. (1987). 
~Veenstra and DeHaan (1988). 
tRook et al, (1989). 
UHenderson et al. (1979); Nicholson et al, 
(1987). 
vSpray et al. (1986b). 
WFinbow et al, (1983). 
XKistler et al. (1985, 1988). 
YSpray et al, (1984). 

Do the cations H + and Ca 2 ÷ influence the junctional permeability by 
a comparable mechanism, as suggested by Loewenstein (1981)? In the 
case of the voltage independent junctional conductance of cell pairs of the 
guinea pig heart, uncoupling by Ca 2 ÷ is augmented by increased pH, i.e. 
an upward shift of normalized gj by one pCa unit on the pCa sensitivity 
relation is caused by lowering the pH from 7.0 to 6.5 (Noma and Tsuboi 
1987). This is in accord with a model of competition for shared H + and 
Ca 2 ÷ binding sites on the connexon. A detailed gating model has been 
presented for the cell-to-cell channel of Chironomus salivary gland 
(Obaid et al. 1983). The junctional conductance of this preparation shows 
a dependence on pCa i, pH i, and on the membrane potential (as opposed 
to the transjunctional potential). The model proposes one gate at each side 
of the channel. The position on the gj versus Vj curve of the gate is 
determined by pCa and pH. 

3.2 Gating by Calmodulin 

Calmodulin (Mr 17 kDa) is an intracellular Ca 2 + receptor, acting as a 
transducer of the Ca 2 ÷ signal in the regulation of a multitude of processes. 
Some of these functions are mediated by the Ca 2÷/calmodulin-depen- 
dent activation of protein kinases (for reviews see Cheung 1982; Black- 
shear et al. 1988). The first indication for the involvement of calmodulin 
in the regulation of intercellular communication was reported by Pe- 
racchia et al. (1983). They showed that uncoupling of Xenopus embryonic 
cells due to acidification can be reduced by a calmodulin inhibitor. Direct 
evidence for functional interaction between calmodulin and a putative 
gap junction protein was obtained in a study using a reconstituted system 
of lens 28 kDa protein and calmodulin. It was demonstrated that the 
presence of calmodulin is required for the Ca2+-induced reduction of 
channel permeability (Girsch and Peracchia 1985; Peracchia and Girsch 
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1985). Similar to the effects observed in Xenopus, a calmodulin inhibitor 
counteracts the uncoupling of crayfish septate axons to acidification 
(Peracchia 1987). Using another approach in the same preparation, it was 
shown that perfusion of axons with calmodulin leads to an increase of the 
junctional resistance only in the presence ofelevated Ca 2+ (Arellano et al. 
1988). 

3.3 Gating by Phosphorylation-Dependent Mechanisms 

Though pCa and pH have been shown to exert a modulatory influence gap 
junctional permeability in many preparations (see Table 2), these mech- 
anisms may be of limited physiological significance. Variations of these 
tightly regulated parameters are generally assumed to not enter the 
concentration range associated with uncoupling under nonpathological 
conditions (Neyton and Trautmann 1986b; Campos de Carvalho 1988). 
As advances in the understanding of signal transduction and biochemical 
regulation mechanisms enable the discrimination between various 
regulatory pathways, interactions of these systems with gap junctional 
communication are also becoming evident. As an example, protein 
phosphorylation by different kinases has been established as the terminal 
step in the regulation of enzyme activity by important intracellular 
signalling sequences (Krebs and Beavo 1979; Cohen 1982; Nishizuka 
1984; Berridge 1986). Phosphorylation is now being considered in its role 
as a modulator of the properties of gap junctions. 

3.3.1 cAMP-Dependent Protein Kinase 

Though phosphorylation of gap junction proteins in vivo after addition of 
cAMP, or in vitro by isolated catalytic subunit of PKA has been 
demonstrated (see below), it remains to be shown whether this mechanism 
is a physiologically necessary step in the regulation of gap junction 
channels. This possibility is supported by the finding of cAMP-dependent 
modulation of the junctional permeability on the level of protein synthesis 
and channel permeability. 

Since the report of Hax et al. (1974), stimulation by cAMP has 
generally been associated with an increase in the junctional permeability. 
Their original study using Drosophila salivary glands demonstrated an 
increase in electrical coupling within 30 min after incubation with a 
solution containing 2 mM cAMP. One possible explanation for the effect 
of cAMP is an increase in the number of gap junction channels. This 
hypothesis is supported by a series of studies using mammalian cell 
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cultures in which (a) the rise in junctional permeability 4 h after 
stimulation by cAMP is correlated to an increase of gap junctional 
membrane particles, a process which is also sensitive to a protein synthesis 
inhibitor (Flagg-Newton et al. 1981), (b)junctional transfer of fluorescent 
dyes diminishes as the cAMP concentration inside the cells fails with 
increasing cell density (Flagg-Newton and Loewenstein 1981), and (c) 
addition of cAMP to a gap junction deficient mouse cancer cell culture 
induces junctional communication, as assessed by electrical and dye 
coupling, and the promotion of gap junctional membrane particles 
(Azarnia et al. 1981). 

To ascertain whether these observations are relevant to effects exerted 
by physiological stimuli, two non-communicating cell lines, expressing 
receptors associated with cAMP formation were examined. Rat glioma 
C-6 cells, expressing fl-adrenergic receptors, and human lung WI-38 cells, 
expressing prostaglandin receptors, were stimulated with isoproterenol or 
prostaglandin E 1, respectively. Peak cAMP levels could be recorded after 
~30 min, followed by an increase in the incidence of dye transfer and gap 
junctional membrane particles after a lag of several hours (Radu et al. 
1982). The time course of the effect and actual measurement of the 
increase of junctional elements support a model of cAMP-dependent 
induction of gap junction channel expression. 

The model proposing that cAMP affects junctional permeability via a 
PKA-mediated mechanism is supported by the study of Wiener and 
Loewenstein (1983). They observed an increase in gap junctional com- 
munication several hours after addition of PKA catalytic subunit to a gap 
junction deficient cell culture. In't Veld (1985) detected an induction of 
gap junction particles between rat pancreatic B cells after raising the 
cAMP level. A correlation between a cAMP-induced decrease in 
proliferation and increase in the fractional membrane area occupied by 
gap junctions was demonstrated for an adenocarcinoma cell line (Murray 
and Taylor 1988). 

Clear evidence of cAMP-dependent induction of gap junctions can be 
supplied by biochemical studies on the level of direct measurement of gap 
junction protein expression. Traub et al. (1987) demonstrated increased 
biosynthesis and phosphorylation of the liver 26 kDa connexin in em- 
bryonic mouse hepatocyte cultures stimulated with cAMP. Subunit 
phosphorylation, almost maximal 15 min after cAMP addition, preceded 
the augmentation of 26 kDa subunit expression, which increased 2.5 fold 
after 3 h of incubation. 

The studies mentioned above support a model in which cAMP 
regulates gap junctional permeability by controlling the biosynthesis of 
gap junction protein subunits. Can short-term modulation of the junc- 
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tional permeability by cAMP also take place through influencing either 
the channel open probability or pore size? Evidence for this type of 
mechanism was presented in the study by De Mello (1984), in which cAMP 
injection leads to a 50% increase in the coupling coefficient between ca nine 
Purkinje fibers. The crucial aspect of this experiment lies in the time 
course of the cAMP effect, which is completed within 60-90 s after 
injection of nucleotide. This time interval is too short for new protein to 
be synthesized, leaving only modulation of existing channels as an ex- 
planation. Compatible results were obtained from experiments in which 
electrical coupling between hepatocytes was found to reach an elevated 
plateau 5-10 min after stimulation with membrane permeable cAMP 
analogues (Saez et al. 1986). The rise in the junctional conductance (factor 
of ~ 1.5), is paralleled by an increase in 27 kDa protein phosphorylation 
(factor of ~ 1.6). 

A role for cAMP in conjunction with ATP as a modulator of junctional 
permeability has been determined for exocrine cells. A typical observa- 
tion in experiments using the double whole cell technique is spontaneous 
uncoupling (Neyton and Trautmann 1985). This phenomenon is un- 
affected by buffering [Ca 2 +]i between pCa 6-8 (Neyton and Trautmann 
1986a). Isolated pancreatic acinar cell pairs also exhibit a spontaneous 
decrease in the junctional conductance in the double whole cell 
configuration ifpH- and Ca 2 +-buffered electrolyte solutions are used. The 
whole-cell recording mode inevitably leads to the washout of endogenous 
substances. It is therefore reasonable to assume that spontaneously oc- 
curring electrical uncoupling could be the result of the disruption of 
cellular metabolism due to the washout of intermediary metabolites such 
as ATP and cyclic nucleotides. Addition of ATP and cAMP to the pipette 
solution suppressed spontaneous uncoupling in pancreatic acinar cell 
pairs (Somogyi and Kolb 1988a,b). Yet, a significant cAMP mediated 
increase in electrical coupling could not be observed within a time scale of 
minutes. Correlative evidence suggests that the open channel confor- 
mation is stabilized by cAMP and ATP, presumably by protein kinase A 
dependent phosphorylation of the connexons in pairs of acinar cells. 

In horizontal cells of fish and reptilian retina, cAMP induces a 
decrease in junctional communication. This was demonstrated by Te- 
ranishi et al. (1983) for carp retina, in which a 30 min application of cAMP 
inhibits fluorescent dye transfer between contacting cells. Treatment of 
turtle retina cells for 10 min with forskolin (an activator of adenylate 
cyclase) and IBMX (an inhibitor of phosphodiesterase), agents which 
increase the cAMP concentration, resulted in a reduction in electrical 
coupling and intercellular dye transfer (Piccolino et al. 1984). The direct 
involvement of PKA in this mechanism is demonstrated by introduction 
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of isolated catalytic subunit via a patch pipette into bass horizontal cells 
(Lasater 1987). Total electrical uncoupling occurs between 0.5 and 4.5 min 
after PKA injection, while coupling is reestablished after removal of the 
patch pipettes for 30 min. The time course and reversibility of the 
short-term PKA-dependent effects suggest that modulation of the gap 
junctional permeability in horizontal cells is not a result of the adjustment 
of the total number of connexons. Instead, PKA probably regulates the 
permeability of the existing channels. 

3.3.2 Protein Kinase C 

Next to the cAMP-dependent second messenger pathway, the most 
widespread and best characterized receptor-effector coupling system is 
agonist-induced inositol lipid hydrolysis. Phospholipase C catalyzes the 
hydrolysis of phosphatidylinositol-4,5-bisphosphate, termed PI break- 
down, into inositol- 1,4,5-trisphosphate (IP3) and diacylglycerol (Michell 
1975; Berridge 1983, 1984, 1986). IP 3 is the second messenger responsible 
for a transient elevation of the intracellular Ca 2 + concentration. Protein 
kinase C (PKC) modulates the function of target proteins by phospho- 
rylating seryl and threonyl residues at specific sites. 

The first indications that PKC is involved in the regulation of gap 
junctional permeability appeared in the studies of Murray and Fitzgerald 
(1979) and Yotti et al. (1979). They investigated the effects of the phorbol 
ester tumor promoter TPA on metabolic cooperation between epidermal 
and 3T3 cells, and metabolically interdependent Chinese hamster cells. In 
both cases, metabolic cooperation is inhibited by incubation in TPA. As 
it was later discovered that TPA is a potent activator of PKC (Yamamashi 
et al. 1983; Ashendel et al. 1983; Ashendel 1985), it is plausible that PKC 
is involved in the reduction of intercellular communication. 

Subsequent investigations using assays of electrical coupling 
(Enomoto et al. 1981, 1984), relative membrane area occupied by gap 
junctions (Yancey et al. 1982), and dye coupling (Fitzgerald et al. 1983), 
confirmed the hypothesis that tumor promoters cause a reduction in gap 
junctional permeability in cultured cells. Yancey et al. (1982) observed a 
decrease in the relative presence of gap junctions after treatment with the 
tumor promoter TPA. Furthermore, reestablishment of coupling after 
exclusion of TPA from the culture medium does not occur in the presence 
of a protein synthesis inhibitor, puromycin (Fitzgerald et al. 1983). Taking 
these observations into account, it appears that TPA treatment actually 
leads to the elimination of junctional channels under these conditions. 

Direct correlation of PKC activation to uncoupling by TPA or DAG 
in cultured epidermal cells serves as a further step in linking PKC to the 
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modulation of the gap junctional permeability. Gainer and Murray 
(1985) showed that treatment of cultured epithelial rat liver ceils with a 
DAG analogue, 1-oleoyl-2-acetyl-sn-glycerol (OAG), causes a transient 
inhibition of fluorescent dye transfer. Uncoupling peaks following 20 min 
of incubation with OAG. This effect is accompanied by translocation of 
PKC from the soluble to the particulate fraction of cell homogenates after 
10 min of OAG or TPA treatment, serving as an indication of activation 
of PKC. In addition, the extent of dye coupling is refractory to TPA or 
OAG treatment following putative down-regulation of PKC by extended 
stimulation with TPA. 

Two approaches were used to investigate the involvement of PKC as 
a regulator of junctional communication between exocrine cells. Beside 
the activation of endogenous PKC by chemical stimulants, exogenous 
PKC was introduced into the cells to raise PKC activity. A synergistic 
effect of Ca z+ on PKC activation by OAG or TPA was observed by Yada 
et al. (1985). Treatment of cultured epithelial rat liver cells with OAG 
(25-50/~g/ml) or TPA (40 ng/ml) leads to a reduced junctional per- 
meability to lucifer yellow within 3-20 min. The effect of OAG and TPA 
are impeded by addition of TMB-8 (Yada et al. 1985), an inhibitor of 
intracellular Ca 2 + mobilization (Chiou and Malagodi 1975). 

Dialysis of an acinar cell pair by a solution containing purified PKC 
isolated from rat brain caused electrical uncoupling. The uncoupling 
effect of PKC is not counteracted by the cAMP-associated pathway 
(Somogyi and Kolb 1989). This evidence for the involvement of PKC in 
the regulation of electrical coupling is supported by the finding that 
exposure of an acinar cell pair to the permeant diacylglycerol analogue 
OAG also evokes a significant decrease in the junctional conductance. 
The efficiency of uncoupling by OAG is variable between different 
experiments, but in any case the uncoupling action can be suppressed by 
addition of a PKC inhibitor, polymyxin B (Hausmann and Caig 1954), to 
the bath. Polymyxin B, a polycationic peptide antibiotic, competitively 
inhibits PKC with respect to phosphatidylserine, while not affecting 
cAMP or cAMP-dependent protein kinases (Mazzei et al. 1982). These 
results are comparable to previous reports, showing that intracellular 
communication could be inhibited when PKC was activated by either 
diacylglycerol or phorbol esters in freshly isolated rat lacrimal glands 
(Randriamampita et al. 1988a,b) or pancreatic acinar cell pairs (Somogyi 
et al. 1989). Still a significant change in electrical coupling after treatment 
of cell pairs with tumor promoters in acinar cell pairs could not be 
observed by Chanson et al. (1988). 

As to whether PKC-dependent phosphorylation of the junctional 
protein or a regulatory component mediates the uncoupling response is 
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unclear. Evidence for in vitro phosphorylation of lens intrinsic membrane 
protein as well as the 27 kDa gap junction subunit of rat liver by PKC is 
available (Takeda et al. 1987; Dermietzel et al. 1984). Since the subunit of 
rat liver gap junctions is broadly homologous to the pancreatic junctional 
peptide, based on the subunit antigenic properties (Meda et al. 1987), it 
seems plausible to assume an analogus effect of PKC on gap junctions of 
pancreatic acinar cells. Whether phosphorylation then leads to channel 
closure remains another issue. At this point, intermediate biochemical 
steps should also be considered in a model of PKC-induced uncoupling. 

3.3.3 Cross-Talk Between PKC and cAMP 
in the Modulation of  Coupling 

Are there interactions between the PKC- and cAMP-associated regula- 
tory pathways in the control of the gap junctional permeability? Ac- 
cording to the investigation of Kanno et al. (1984), cAMP inhibits the 
uncoupling effect of TPA if cells are coincubated with both agents from 
the start. Cells previously uncoupled by TPA treatment do not reestablish 
electrical contact if cAMP is added to the TPA-containing medium. The 
effect of cAMP is probably due to the inhibition of a TPA-dependent 
mechanism, as opposed to a competitive synthesis of new gap junction 
components. Different results are described in the study ofEnomoto et al. 
(1984). On the one hand, the protein synthesis inhibitor cycloheximide 
eliminates the protective effect of cAMP from TPA-induced inhibition of 
dye coupling. On the other hand, reestablishment of coupling after 
cessation of TPA treatment is insensitive to cycloheximide. The effect of 
cAMP is possibly due to induction of a regulatory component and not the 
junctional protein itself in this case. In conclusion, cAMP can counteract 
the down-regulatory effect of TPA in cell cultures, but no definite mech- 
anistic explanation for these effects is available as of yet. 

3.3.4 Tyrosine Kinase 

Several growth factor receptors express tyrosine kinase activity. This 
suggests that tyrosine phosphorylafion of specific enzymes is involved in 
the initiation of cell growth (Taylor 1986; Ramachandran and Ullrich 
1987). In light of Loewenstein's hypothesis on the role of gap junctional 
communication in cell proliferation (Loewenstein 1968), the relationship 
between gap junctional permeability and tyrosine kinase activity was 
investigated in the studies below. 

It has been determined that the gene product of the cellular (c-src) and 
viral (v-src) src genes code for a 60 kDa protein, pp60 src, expressing 
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tyrosine kinase activity (Hunter and Sefton 1980). Transfection and 
expression of the s r c  gene were used to induce a tyrosine kinase and 
investigate correlations between transformation and intercellular com- 
munication. A preliminary investigation employing cells transformed 
with a temperature-sensitive Rous sarcoma virus mutant demonstrated 
inhibition of dye coupling at permissive temperatures (Atkinson et al. 
1981). It was shown in another study that activation of v - s r c  induces an 
increase in tyrosine phosphorylation, accompanied by a reduction in dye 
transfer. The time range of uncoupling (~30 min), and reversal after 
switching to a nonpermissive temperature (~30 min), speaks for a 
regulation of the individual channel permeability rather than channel 
number by way of protein synthesis (Azarnia and Loewenstein 1984). 
Unlike the case of TPA-induced uncoupling (see Sect. 3.3.2), cAMP does 
not eliminate the s r e  effect. A correlation between transfection of fibro- 
blasts with c - s r c ,  expression of pp 60 sre, tyrosine phosphorylation, and 
inhibition of intercellular dye transfer was shown by Azarnia et al. (1988). 

Another approach, used by Maldonado et al. (1988), is stimulation of 
epidermal growth factor (EGF) and platelet derived growth factor 
(PDGF) receptors, both exhibiting tyrosine kinase activity (Hunter and 
Cooper 1985). Application of EGF and PDGF to cultures of normal rat 
kidney (NRK) and BalbC 3T3 cells results in a reduction of electrical and 
dye coupling for 2-10 min. As in the studies with s r c ,  the time interval 
between stimulation and uncoupling is probably too short for changes in 
protein synthesis to become apparent. This suggests a mechanism of 
tyrosine kinase action on the single channel permeability, through 
phosphorylation either of a regulatory protein, or of the channel itself. 
The latter possibility is supported by the finding of a segment favorable to 
tyrosine phosphorylation of the 27 kDa liver gap junction subunit cDNA 
(Kumar and Gilula 1986). 

4 Secretagogues and Gap Junctional Uncoupling in Exocrine Cells 

4.1 Acetylcholine 

The first demonstration of electrical coupling between pancreatic acinar 
cells was performed by Petersen and Ueda (1976). After impaling 
different cells within an isolated acinus with two potential measuring 
microelectrodes, they found that injection of a current pulse into one cell 
causes a voltage change in both cells. The ratio of both voltage differences, 
or coupling coefficient (Socolar 1977), is close to one within an acinus. The 
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electrically coupled unit of pancreatic acinar tissue consists of ~ 500 cells 
(Iwatsuki and Petersen 1978a). 

Early investigations implied the involvement of junctional com- 
munication in the signal transduction pathways associated with secretion. 
Application of the secretagogue acetylcholine (ACh) increases the 
junctional resistance, accompanied by a stimulation of amylase release 
(Petersen and Ueda 1976). A comparison of different secretagogues 
concluded that the uncoupling response is not limited to stimulation by 
ACh and that it takes place at agonist levels below those required for a 
maximal secretory response. The minimal concentrations required to 
evoke uncoupling are 1/~M for ACh, 0.14 nM for caerulein, and 3 nM for 
bombesin. The coupling coefficient undergoes changes from unity to as 
low as 0.008 during stimulation (Iwatsuki and Petersen 1978a). 

Further studies concerning secretagogue-induced uncoupling 
focused on the involvement of the possible junctional modulators, pCa 
and pH (see Sect. 5). Comparable effects of addition ofextracellular ACh 
and iontophoretic injection of Ca 2+ into pancreatic acinar cells were 
found by Iwatsuki and Petersen (1977). Ca 2+ is only effective in uncou- 
pling after sustained repetitive injections. Assuming that Ca 2÷ is the 
messenger mediating ACh-induced uncoupling, Iwatsuki and Petersen 
(1978b) suggested that the Ca 2+ source for temporary uncoupling lies 
within the cell, while sustained uncoupling is dependent on extracellular 
Ca 2 +. As to the involvement ofintracellular pH, acidification by exposure 
to CO s results in uncoupling, reversible after normalization of CO 2 
(Iwatsuki and Petersen 1979). Whether this is related to ACh-induced 
uncoupling was examined in the same study by alkalinization of cells by 
NH4CI. This rise of pH counteracts the ACh-stimulated reduction of the 
coupling coefficient. 

Ca 2+ does not appear to be the sole intracellular messenger of 
ACh-induced uncoupling. Using the double whole-cell technique Neyton 
and Trautmann (1986a) demonstrated that ACh application causes gap 
junction channel closure in lacrimal gland preparations. ACh induces a 
reduction of the junctional conductance irrespective of pCa and pH, 
which were strongly buffered at pCa 8 (20 mMEGTA) and pH 7.2 (30 mM 
HEPES), respectively. If pCa is weakly buffered, agonist stimulation 
elicits Ca2+activated membrane currents. This current response is 
eliminated by buffering Ca ~ + with 20 mM EGTA, demonstrating the 
effectiveness of the Ca 2 + buffer. 

In light of the previously mentioned effects of cholinergic agents on 
junctional permeability and PKC activity, the question arises as to 
whether PKC mediates agonist-induced uncoupling. Several lines of 
evidence, presented in the investigation ofRandriamampita et al. (1988a), 
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suggest that this is the case. Lacrimal gland cell pairs in the double 
whole-cell configuration were subjected to treatment with the PKC 
activators OAG, dioleoylglycerol (DOG), and TPA. All three modula- 
tors lead to uncoupling of acinar cells, although with some variability. 
To exclude the involvement of arachidonic acid (AA), possibly gener- 
ated by DAG-activated phospholipase A 2, an inhibitor of PLAz, 4- 
bromophenacylbromide (Volwerk et al. 1974), was shown not to abolish 
DAG-induced uncoupling. If PKC does mediate the uncoupling effect of 
ACh, long-term stimulation of PKC should result in PKC down- 
regulation and abolition of the ACh-induced effect, as previously shown 
by Gainer and Murray (1985). Accordingly, preincubation of cells with 
OAG for 1.5-3 h eliminates OAG-and ACh-induced uncoupling. 

Another investigation by Chanson et al. (1988) dealt with the effects 
of TPA on cell pairs obtained from rat pancreas or the liver-derived WB 
cell culture. Treatment of both cell types with 0.1 /LM TPA causes 
translocation of PKC from the soluble to the particulate fraction within 
5-10 min. While the cells are in the double whole-cell configuration, 
addition of TPA significantly reduces the junctional conductance in WB 
cells, but not in acinar cells. Considering that cytosolic washout of acinar 
cells may diminish the effect of TPA, cells were preincubated in TPA for 
up to 30 min before coupling was determined. Only a weak reduction of 
gj takes place in acinar cells following this procedure. On the basis of this 
evidence, it was suggested that PKC is not the primary modulator of 
coupling in acinar cells, since only weak uncoupling occurs after PKC 
translocation. 

Modulation of gap junction channels by PKC may be subject to more 
complex regulation than previously assumed. ACh-induced uncoupling 
of exocrine cells possibly entails additional steps besides PKC activation. 
An alternative mechanism could involve the release of AA. Dixon and 
Hokin (1984) demonstrated that caerulein stimulates the release of AA 
and stearic acid (SA) from mouse pancreatic minilobules, most likely the 
result of sequential actions of phospholipase C and diglyceride lipase. 
Moreover, TPA stimulation of PKC has been implied in AA release in 
MDCK cells, a kidney cell line (Parker et al. 1987). 

Giaume et al. (1989) investigated this possibility They demonstrated 
that extracellular application of 50-100/~MAA to lacrimal gland cell pairs 
is followed by gap junction channel closure after several minutes. Similar 
effects are obtained with linoleic, myristic, and lauric acid, the latter being 
the most potent uncoupling agent. Also taking into account that inhibitors 
of AA metabolism to prostaglandins and leukotrienes did not inhibit 
AA-induced uncoupling, it was suggested that the tested fatty acids 
modulate the gap junction channel itself or its lipid environment. To find 
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out whether AA generated during cholinergic stimulation affects the 
junctional conductance, inhibitors of the available AA liberating enzymes 
PLA 2 and DGL were tested in combination with ACh. These inhibitors 
did not affect the uncoupling efficiency of ACh. Although extracellular 
application of AA causes a reduction of g j, AA probably does not play a 
primary role in ACh-induced uncoupling of lacrimal gland cells. 

4.2 Cholecystokinin 

The basolateral membrane of pancreatic acinar cells from all species 
examined has been shown to interact specifically with cholecystokinin 
(CCK). The CCK-liganded receptor (Gardner and Jensen 1981, 1988; 
reviewed by Jensen et al. 1989) stimulates amylase release, causes 
mobilization of cellular Ca 2+ and increase of IP a. The Ca~ + and IP 3 dose 
response curves are monophasic. This behavior fits into the concept of 
agonist-liganded receptors which catalyze, by activation ofphospholipase 
C, the generation of IP~ and liberation of Ca~ +. In contrast to this 
monophasic behavior the amylase release shows a biphasic dependence 
on CCK concentration with an optimum at about 5 x 10-11M (Sato et al. 
1989). 

In double whole-cell experiments on pancreatic acinar cell pairs 
cholecystokinin-octapeptide (CCK-OP) causes a decrease in junctional 
conductance (Fig. 1; Ngezahayo A et al., submitted). As the figure 
indicates the time course of uncoupling becomes monotonically accele- 
rated with increase of CCK-OP (see also Fig. 2a). Since it has been 
suggested that PKC may be involved with CCK-dependent stimulation of 
secretion (Sung et al. 1988; Bruzzone et al. 1988), it is reasonable to assume 
that this monophasic behavior reflects the generation of IP~ and DAG, an 
activator of PKC. Correlative evidence had been presented by Somogyi et 
al. (1989) that PKC, in turn, closes gap junctional channels (see Sect. 
3.3.2). 

Surprisingly, the lag time after which a significant decrease of the gap 
junctional conductance occurs shows a biphasic behavior as a function of 
increasing CCK-OP concentration (Fig. 2b). The CCK-OP concentration 
for a minimal lag time is in the range of 1 nM. The striking similarity in 
the biphasic CCK response of amylase secretion and the lag phase for 
CCK-induced gap junctional uncoupling gives evidence that the un- 
derlying mechanisms might simultaneously be catalyzed by the CCK- 
liganded receptor. It has been proposed that the biphasic behavior of 
amylase release reflects the presence of two receptor populations with 
high and low affinity for CCK binding (reviewed by Jensen et al. 1989). On 
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Fig. 1. Gap junctional uncoupling induced by cholecystokinin-octapeptide. The time 
course of the gap junctional conductance gj was measured by the double whole-cell 
patch-clamp technique on pancreatic acinar cell pairs of mouse, gj is shown at different 
CCK concentrations as indicated. For clearer presentation the quotients of the individual 
gj values over the maximal starting value gjr,~ are presented, respectively. The time axis 
origin was calibrated to the addition of  CCK to the physiological NaCl-bath medium. The 
high KC1 pipette solution (135 KC1) contained 5 mM MgATP and 0.1 mM cAMP to 
suppress spontaneously occurring uncoupling (see Sect. 3.3.1) (Somogyi and Kolb 
1988a,b, 1989) 
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Fig. 2. Kinetic parameters describing the cholecystokinin-octapeptide induced time 
dependent gap junctional uncoupling, a t~/2 is the time required for gj to drop by one half 
in the decreasing phase which was approximated by a single exponential behavior, b Lag 
time versus the log of CCK concentration. The lag time was determined as the time span 
after addition of CCK for which a significant decrease of gj could be observed. The 
experimental conditions were as described for Fig. I. Each point represents the mean of 
three independently performed experiments. The value oft1/2 at 10 -11 M CCK is about 20 
min (see Fig. 1) and was not included in the figure (see dashed line) 
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the other hand it has been shown that the CCK-liganded receptor acts as 
a formal catalyst of GDP/GTP exchange on different G-protein (guanine 
nucleotide-binding protein) molecules (Merritt et al. 1986; Lambert et al. 
1985; Schnefel et al. 1988). This means that a single agonist-liganded 
receptor can interact sequentially with multiple G-protein molecules in a 
process involving lateral diffusion in the plasma membrane (see also 
Brandt et al. 1986). Therefore it cannot be ruled out that multiple 
populations of G-proteins become activated at CCK concentrations 
below and above the transition point. The G-proteins might activate the 
involved key enzyme, phospholipase C (Cockroft 1987, 1988; Cockroft 
and Stutchfield 1988), differently. Further double whole-cell studies are 
necessary to correlate the biochemical pathways with the detailed kinetics 
of CCK-dependent gap junctional uncoupling. 

4.3 The role of G-Proteins 

Involvement of G-proteins in carbamylcholine-induced uncoupling was 
investigated by Somogyi and Kolb (1989a,b). Carbamylcholine (carba- 
chol, CCh) at concentrations larger than 1/~M induces uncoupling of a 
fraction of pancreatic acinar cell pairs. Addition of the weakly hy- 
drolyzable analogue GTP[S] (10/~M to 500/~M) to the pipette solution 
leads to potentiation and reproducibility of CCh-induced uncoupling, 
suggesting that G-proteins interact with the CCh-liganded muscarinic 
receptor (see also Evans and Marty 1986; Fleming et al. 1989). This 
amplification is characterized by a significant reduction of the lag phase 
between agonist addition and uncoupling, accompanied by an increase in 
the rate of uncoupling (Fig. 3). The G-proteins involved in the stimulation 
of the effector, phospholipase C, appear to be different from the case of 
cholecystokinin-stimulated pancreatic acinar cells (Schnefel et al. 1988; 
see also Sect. 4.2). 

An interesting observation is that GTP[S] does not lead to uncoupling 
in the absence of an agonist (Somogyi and Kolb 1989a,b). Analogous 
results have been reported for a G-protein coupling muscarinic receptors 
to a K ÷ channel in heart (Breitwieser and Szabo 1985; for review see 
Brown and Birnbaumer 1988; Dunlap et al. 1987). This indicates that the 
basal exchange rate of GTP for bound GDP of this G-protein coupling to 
cholinergic receptors is slow in the absence of the stimulated receptor 
(Gilman 1987). 

Although it is known that GTP[S] activates phospholipase C in many 
systems (Gomberts 1983; Haslam and Davidson 1984; Litosch et al. 1985; 
Wallace and Fain 1985; Uhing et al. 1986) which leads to hydrolysis of 
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Fig. 3. Effects of  different intracellular concentrations of GTP[S] on carbamylcholine 
(CCh)-induced change of the gap junctional conductance gj between pancreatic acinar 
cell pairs. All experiments were performed using the double whole-cell patch-clamp. 1/~M 
CCh was added to the bath throughout the experiments. GTP[S] in the pipette solution is 
lowered from 1 O0 itM (dotted line, mean of two experiments) to 50 ixM (solid line, mean of 
four experiments) and 10 t~M (broken line, mean of two experiments). A control exper- 
iment in the absence of  CCh and GTP[S] is shown for comparison (line interruptedby dots) 
(see Somogyi and Kolb 1989b) 

phosphatidylinositol-4,5-bisphosphate (Cockroft and Gomberts 1985), 
also in pancreatic acinar cells (Putney et al. 1986), and redistribution of 
PKC (Ishizuka et al. 1987; Machado-de Domenech and S~31ing 1987), 
other possibilities of G-protein action in the modulation of junctional 
channels will be discussed. Taking into account that muscarinic cholin- 
ergic receptors are involved in the regulation of cAMP metabolism 
(Harden et al. 1985), what role could be attributed to G-protein 
modulation of adenylate cyclase in CCh/GTP[S]-induced uncoupling? 
Since cAMP was present in the cell dialysis medium in a high concen- 
tration (0. I mM), the intracetlular cAMP level is expected to be clamped 
at this value (Somogyi and Kolb 1989b). Effects associated with G i and G~ 
are therefore unlikely to have played a major role in this investigation. 

Liberation of AA is another plausible uncoupling mechanism in 
pancreatic exocrine cells, as AA can lead to uncoupling of lacrimal acinar 
cells in the double whole-cell configuration (Giaume et al. 1989; see 
above). The role of AA was investigated by Somogyi and Kolb (1989b) 
using inhibitors acting within this signal transduction system. One source 
of AA is phospholipase A 2 (PLA2)-catalyzed breakdown of membrane 
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phospholipids. To examine this possibility, an inhibitor of PLA2, quin- 
acrine, was included in the pipette medium at concentrations equal or 
greater to those established to inhibit AA-dependent physiological 
functions (Canonico et al. 1985; Cronin et al. 1985). Quinacrine was 
ineffective in even partially reducing the CCh/GTP[S]-stimulated un- 
coupling response. This suggests that PLA2-dependent AA liberation is 
unlikely to play a significant role in CCh/GTP[S]-stimulated uncoupling, 
as is also the case for lacrimal gland cells (Giaume et al. 1989). 

Arachidonic acid may alternatively be produced during PI break- 
down by the sequential actions ofphospholipase C and diglyceride lipase 
(DGL). If DGL-generated AA should play a role in CCh/GTP[S]- 
stimulated uncoupling, one would expect a reduction of this effect by 
RHC 80267, a DGL inhibitor in pancreatic acinar cells (Dixon and Hokin 
1984; Sekar and Hokin 1987). Adding RHC 80267 to the pipette solution 
did not inhibit CCh/GTP[S]-induced uncoupling, but, on the contrary, 
led to further potentiation (Fig. 4). The explanation for this phenomenon 
is probably an RHC 80267-induced accumulation of DAG, resulting in 
increased PKC activation. 
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Fig. 4. Effects of the diglyceride inhibitor RHC 80267 and polymyxin B(PMB) on 
CCh/GTP[S]-induced gap junctional uncoupling of pancreatic acinar cell pairs, 50/LM 
GTP/[S] was included in pipette solution and 1 ~M CCh was added to the bath. Dottedline 
(means of two experiments): Addition of 50/~M or 100/~M RHC 80267 to the pipette 
solution, Solid line (same as in Fig. 3): Supplementation by 50/~M GTP[S] alone. Broken 
line (mean of three experiments): 100/~M to 200 #M polymyxin B (PMB) were included 
in pipette solution. RHC 80267 was not effective in counteracting the suppression by PMB 
(line interruptedby dots, 50/tM RHC 80267 and 200 #M PMB added to the pipette solution) 
(see Somogyi and Kolb 1989b) 
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The link between DAG production and uncoupling suggests the 
direct involvement of PKC. It was therefore investigated whether the 
established PKC inhibitor of this system, polymyxin B (see Sect. 3.3.2), is 
able to block agonist-induced uncoupling. As Fig. 4 shows, addition of 
polymyxin B to the pipette solution completely suppressed CCh/ 
GTP[S]-induced uncoupling, which could not be reversed by RHC 
80267 (Somogyi and Kolb 1989b). Recently it could be demonstrated that 
exposure of a pair of pancreatic acinar cells to a hypotonic shock activates 
the signal-transduction chain G-protein ~ Phospholipase C ~ DAG 
PKC which finally yields to cell-to-cell channel closure (Ngezahayo and 
Kolb 1990). These results are in clear agreement with the predictions 
made by the PKC hypothesis of cell-to-cell channel regulation. 

5 Biophysical Analysis of the Junctional Channel 

5.1 Permeability 

To gain a better understanding of the mechanisms of direct cell-to-cell 
communication and its physiological relevance, it is necessary to deter- 
mine which type of ions and molecules can pass through the gap junction 
channels. It can be measured in two ways: a small current is injected into 
a cell by a microelectrode and the resulting voltage change is monitored 
in neighbouring cells or, alternatively, dye coupling is measured by 
injecting small molecules of fluorescent dyes such as fluorescein or lucifer 
yellow (M r 443 Da), and observing its diffusion into adjoining cells. Thus, 
channel permeability can be probed according to the size and three- 
dimensional structure of substances able to pass through gap junctions. 
Using this approach, a permeability limit for Chironomus salivary gland 
gap junctions of 1200-1900 Da is estimated, as measured with flourescent 
dye labelled peptides of different molecular weights. The estimated 
spatial parameters of permeable molecules allow an approximation of 
1.0-1.4 nm for the pore diameter (Simpson et al. 1977). Slightly higher 
values of 2-3 nm for Chironomus salivary gland and an insect cell culture 
were determined by Schwarzmann et al. (1981 ), using neutral fluorescent 
tracer molecules. Experiments in the same study demonstrated a smaller 
pore diameter of 1.6-2.0 nm for mammalian cell cultures. Based on these 
data the expected equivalent conductance of a channel is of the order of 
100 pS (Loewenstein 1975). 

Variations in channel diameter between different mammalian cell 
cultures (Flagg-Newton et al. 1979) suggested an experiment in which the 
permeability of gap junctions between heterologous cell pairs in coculture 
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is compared to determine differences in channel structure. One such study 
found that asymmetrically permeable junctions are formed between 
heterologous cells of cultures exhibiting different permeabilities. Larger 
tracers pass more readily from the side associated with the hemichannel 
of greater diameter to the side of smaller expected pore size (Flagg- 
Newton and Loewenstein 1980). 

How do permeability studies using synthetic fluorescent tracers 
compare to data obtained on the tranSfer of physiologically active 
molecules, e.g. metabolites and second messengers? Pitts and Simms 
(1977) demonstrated selectivity of the junctional transfer for nucleotides 
over DNA and protein macromolecules in various cell cultures. An 
elegant approach was used by Lawrence et al. (1978) in the demonstration 
of the intercellular transfer of a soluble messenger. Rat ovarian granulosa 
cells and mouse myocardial cells respond to hormones using cAMP as a 
second messenger - the former to FSH (follicle stimulating hormone), 
which raises the production of plasminogen activator, the latter to nor- 
adrenaline, leading to increased action potential frequency. These cells 
were exposed to either one of these signals in coculture. Stimulation with 
a hormone specific for one cell type elicits the physiological response from 
both members of a heterologous culture, implying the intercellular 
transfer of cAMP. Following up on this study, cells in an analogous 
coculture system were stimulated with a cAMP-dependent agonist 
specific to one constituent cell type. The dissociation of cAMP-dependent 
protein kinase in both cell types was shown to be dependent on contacts 
between heterologous cells (Murray and Fletcher 1984). Aside from 
cAMP, two other important second messengers, IP 3 and Ca 2+, also 
permeate gap junctions (Saez et al. 1989). 

A central issue in the modulation of gap junctional communication is 
whether channel closure is an all-or-none process, or whether the in- 
dividual channel can be subject to gradual closure. Evidence for the latter 
alternative was obtained in experiments characterizing the junctional 
transfer of fluorescent tracers of various sizes between Chironomus 
salivary gland cells (Rose et al. 1977). It was demonstrated that Ca 2+- 
induced uncoupling leads to the selective retardation of larger molecules 
as opposed to smaller ones, the cutoff point being at Mr ~700 Da. This 
effect suggests the Ca 2+-dependent control of either pore size or dis- 
tribution of channels of different inner diameters. However, differential 
sequestration of dye might also lead to a reduction in the transfer of 
injected dye. This would become apparent especially at lowered junc- 
tional permeabilities (Zimmermann and Rose 1985). 

Also using Chironomus salivary gland, the intercellular diffusion of 
small and large tracers was shown to be equally affected by uncoupling 
dependent on membrane voltage. The time resolution of these exper- 
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iments was in the second range, allowing an exact determination of 
diffusion coefficients. Membrane voltage apparently regulates the 
number of open channels rather than the individual channel permeability 
in this cell type (Zimmermann and Rose 1985). The same conclusion was 
drawn from experiments with Ranapipiens blastomere cell pairs, also with 
a temporal sensitivity in the order of seconds. A linear relationship 
between the intercellular permeability to tetraethylammonium ions and 
potassium ions was determined during uncoupling induced by changing 
the transjunctional voltage (Verselis et al. 1986). 

Though the evidence obtained from the voltage-dependent reduction 
of junctional permeability speaks for a mechanism involving the single 
channel open probability, Ca 2 +-induced uncoupling may involve changes 
in the distribution of the single channel pore size in gap junctions. This 
could be due to the adjustment of the pore diameter of an individual 
channel, or the selective modulation of channels a priori differing in 
size. It has become apparent that a large variety of different modulators 
induce a reduction of the junctional permeability. Thus, the issue of 
the control of the distribution of pore sizes is far from resolved, as 
each modulator may act by a different mechanism. Methods now avail- 
able to measure the single channel conductance may help to clarify 
aspects of this problem. 

5.2 Single Cell-to-Cell Channel Properties 

The identification of single gap junctional currents is only possible if the 
background noise in the frequency range of channel opening and closing 
events is lower than the single channel current amplitude. If many 
channels are active, the sum of the current noise of the channel's open 
state, and the flickering pattern created by closely spaced opening and 
closing of these channels create a noisy current pattern that does not meet 
the requirements for single channel analysis. Therefore, the channel 
activity should be lowered by either decreasing the number of channels 
altogether, or by slowing down the channel kinetics to a point at which 
stronger filtering will allow the identification of current steps. This may be 
accomplished by either decreasing the number of open channels in cells 
already coupled, or by recording the formation of coupling through the 
step by step connexon assembly from hemichannels. The first inves- 
tigation dealing with this issue employed the latter approach. 
Loewenstein et al. (1978) were able to observe quantal changes in the 
transcellular resistance after manipulating cells of Chironomus salivary 
gland together. This supplied important evidence for the model of gap 
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junction formation by interlocking of functional hemichannels. The 
resolution of the experimental set-up, however, did not allow for a 
quantitative evaluation of the single channel conductance. The latter issue 
was dealt with the approach taken by Chow and Young (1987) and Rook 
et al. (1988). The mechanism of cell-to-cell channel formation and the 
consecutive arrangement into clusters is still unsolved. For the latter, two 
mechanisms are possible: direct insertion of the hemichannels into the 
membrane junction or random matching of lateral moving hemichannels 
in the two opposing membranes. The lateral movement model was 
analyzed quantitatively by Monte Carlo simulation. The model produced 
channel clusters fast enough even at low initial density of hemichannels 
(Loewenstein 1981). 

5.3 Double Whole-Cell Patch-Clamp Data 
of Single Channel Conductance 

The advent of the patch-clamp technique enabled the high resolution 
recording of membrane channels on the single channel level (Hamill et al. 
198 I). How could this method be employed to analyze channels between 
cells? Neyton and Trautmann (1985) demonstrated that the double 
whole-cell patch-clamp configuration, characterized by a high signal to 
noise ratio due to low access resistance and leak, is an excellent means for 
resolving single gap junctional channels. During the simultaneous voltage 
clamp of each member of an isolated pair of rat lacrimal gland cells, 
voltage changes applied to one side led to current responses in both 
systems. These are attributable to gap junctional currents. 

Single channel conductance steps can only be analyzed in the final 
phase of electrical uncoupling. Therefore, the time span of observation and 
the associated number of occurring conductance steps is limited. The 
reported values of single cell-to-cell channel conductances are included in 
Table 2. Furthermore, the conductance fluctuations appear in a nonsta- 
tionary state, which does not allow an analysis of channel kinetics in terms 
of chemical reaction kinetics. The typically observed spontaneous loss of 
the junctional conductance during an experiment enables the recording of 
quantal conductance changes, corresponding to fluctuations of single 
junctional channels (Neyton and Trautmann 1985). The single junctional 
conductance is scattered between 70 and 180 pS, with randomly dis- 
tributed intermediate levels occurring between the peak conductances. 
The voltage insensitive channel kinetics were slow, with an estimated 
mean open time of 2 s. Transition events between states are not always 
instantaneous, but take several milliseconds to develop. Comparable to 
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reconstituted junctional channels (see below), the channel discriminates 
poorly between ions of opposite charge. But precise data for the ion 
selectivity of cell-to-cell channels are not available as yet. 

Using the same method, Veenstra and DeHaan (1986) characterized 
single gap junctional currents between embryonic chick heart cell pairs. 
Since the total junctional conductance is low in this cell system, single 
channel fluctuations can be recorded without having to lower the initial 
junctional conductance. The quantal conductance appears in the range of 
50-190 pS, the mean value being 164 pS. The junctional conductance, gj, 
is independent of voltage, but sensitive to long chain alcohols (see e.g. 
Bernardini et al. 1984) such as octanol. Octanol treatment causes a 
reversible disappearance of 188 pS steps. The frequency of transitions 
between states is about ten times faster than those observed by Neyton and 
Trautmann (1985). In a further study, a clear discrimination between the 
166 pS and a 60-80 pS conductance state was presented (Veenstra and 
DeHaan 1988). Octanol or Ca 2 +-induced uncoupling only affects the 166 
pS, not the 60-80 pS conductance. In the case of neonatal rat heart cell 
pairs, only single channel conductances of~60 pS with little scatter were 
characterized (Burt and Spray 1988). During uncoupling induced by 
octanol or acidification, all the channels disappear in a stepwise fashion. 

Analogous to the approach of Loewenstein et al. (1978), Chow and 
Young (1987) characterized the events during formation of coupling 
between Xenopus embryonic muscle cells, using a combined whole cell 
and current injection technique. Within minutes after manipulating two 
cells together, quantal changes of the intercellular conductance, corre- 
sponding to steps of ~ 100 pS, can be recorded. A detailed analysis of 
junctional channels immediately after formation between neonatal rat 
heart cells is presented in the study of Rook et al. (1988). After man- 
ipulating two cells together in the whole-cell configuration, a stepwise 
increase of gj occurs at a rate of ~, l0 channels per minute. In contrast to 
Burt and Spray (1988), two main conductance states of,--60 pS and 30 pS 
predominate, accompanied by various other levels. Comparable to the 
observation of Neyton and Trautmann (1985) and Somogyi and Kolb 
(1988a,b), transitions between the main states are not always instantan- 
eous, and seem to pass through intermediate conducting states. Though gj 
was demonstrated to be independent of voltage after many channels had 
already formed, a marked voltage sensitivity to gating appears when only 
few channels are open. 

The action of ACh on pairs of rat lacrimal gland cells was investigated 
in the double whole-cell configuration (Neyton and Trautmann 1986a). 
Though ACh-induced uncoupling is not always complete, single channel 
events can be analyzed in some experiments. The single channel con- 
ductance adopts various levels, with a maximum of 80-100 pS. Transi- 
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tions between discrete levels do not always take place in a quantal fashion. 
However, a progression to conductances lower than 80-100 pS does not 
occur during uncoupling. It was therefore concluded that ACh equally 
acts on all channel open states, instead of blocking gj by increasing the 
frequency of occurrence of lower conductance states. 

This interpretation is supported by a related series of experiments, 
comparing uncoupling of lacrimal gland cells by AA to channel closure 
induced by ACh (Giaume et al. 1989). A main single channel conductance 
of ~ 110 pS appears during uncoupling induced by AA, again accom- 
pained by various substates. These observations are independent of 
whether ACh or AA is employed to induce channel closure. Nevertheless, 
the mechanisms of uncoupling by ACh and AA seem to differ. While 
ACh-stimulated uncoupling is probably the result of the activation of 
PKC (Randriamampita et al. 1988a), AA has been proposed to act directly 
on the gap junction channel or its lipid environment (Giaume et al. 1989). 

For isolated acinar cell pairs of the mouse pancreas several procedures 
have been applied to reduce the initially high junctional conductance 
from the nanosiemens to the picosiemens range: 

1. Dialysis of the cell pair with pure electrolytes results in a spontaneous 
loss of electrical coupling. 

2. Infusion of purified PKC or superfusion of a cell pair by media 
containing DAG analogues (OAG) may elicit a progressive decrease 
of the junctional conductance. 

3. Binding of CCh to muscarinic receptors uncouples cell pairs. The 
presence of GTP[S] in the pipette solution potentiates CCh-induced 
electrical uncoupling significantly. 

4. Extracellular application of long chain alcohols, such as octanol, 
results in a rapid reduction of the junctional conductance. 

5. Increase of intracellular Ca 2 ÷ to concentrations larger than 1 mM 
leads to rapid uncoupling. 

An analysis of the identifiable quantal steps shows a heterogeneity of 
conductance values. For each of the first three of the described uncoupling 
procedures, conductance levels could be identified in the range of ap- 
proximately 20-130 pS. Within a single experiment, the observed con- 
ductance levels occur randomly, i.e. several discrete conductances appear 
side by side. For the maximal quantal conductance change, values in the 
range of90-130 pS are observed. Besides this, values in the range of 20-30 
pS and/or  50-70 pS could be recorded in parallel (Somogyi and Kolb 
1988a,b; Somogyi et al. 1989). 

Three different mechanisms could account for the observation of 
single junctional channel conductances down to and less than one order 
of magnitude below the observed maximal value of 130 pS. As a first 
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interpretation, it may be postulated that gap junctions are composed of 
single cell-to-cell channels of different single channel conductances. It is 
generally assumed that the cell-to-cell channel is a transport protein which 
is formed of six subunits. The existence of varying connexon subunits of 
21 and 27 kDa in liver (Traub et al. 1989) suggests the existence of pores 
composed of different subunits, yielding homomeric or heteromeric 
structures (Finbow et al. 1983; Nicholson et al. 1987). Such a model could 
explain the occurrence of different discrete conductance levels during 
uncoupling by a reduction of the open probability of initially mixed 
channel populations. Additionally, several observations are reported 
suggesting that individual cell-to-cell channels adopt multiple conduc- 
tances, analogous to observations ofsubconductance states in a variety of 
other channels (for review see Fox 1987). 

Veenstra and DeHaan (1986) and Rooke et al. (1988) proposed 
subconductance states as an explanation for their observations of equal 
and opposite steps of lower conductance (50 pS) than the maximum level 
(165 p S). Subconductance states have been suggested for lens junctional 
protein (Zampighi et al. 1985) and the junctional channel ofhepatocytes 
(Young et al. 1987), reconstituted in bilayers. 

Finally, it should be taken into account that the junctional current 
records are subject to modulation by the filtering characteristics of the 
record/replay instruments. The simultaneous observation of different 
current or conductance levels within one record at constant filtering 
indicates the steps of different sizes do occur in parallel. The apparent 
junctional current amplitude decrease at a constant junctional potential 
could be interpreted as a gradual increase of rapid channel flickering to 
frequencies beyond the bandwidth of the record/replay system. But 
flickering of a channel characterized by a single kinetic state could not 
produce apparent multiple conductance states (L~iuger 1985). 

5.4 Reconstitution of Gap Junction Channels 

Considering that some of the putative gap junction channel proteins have 
been isolated, it should be possible to measure the single channel 
properties of the connexon in vitro using this preparation. Though 
methods for the reconstitution of ion channels in artificial lipid bilayers 
are available (Latorre 1986; Miller 1986), there is the inherent problem of 
the channel spanning two bilayers instead of one. Even if one is not able 
to clearly distinguish between hemichannels and complete connexons 
from such experiments, it appears reasonable to conduct such inves- 
tigations to at least obtain preliminary data. In the first of these studies, 
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solubilized lens gap junction protein, consisting mainly of the 26 kDa 
main intrinsic protein (MIP) was incorporated into bilayers (Zampighi et 
al. 1985). Quantal conductance fluctuations corresponding to ~200 pS in 
100 mM KC1 demonstrate channel-forming ability. Besides the main 
state, at least two putative subconductances can be identified. In accord 
with the properties of some gap junctions in situ, the channel is sensitive 
to voltage and octanol. Ca z ÷ in the millimolar range does not affect the 
channel, this conceivably being attributable to a lack of calmodulin. 

In light of the 26 kDa MIP not being representative of gap junctions 
in general, investigations using isolated liver gap junctions or liver 27 kDa 
protein should aid in completing the picture. Spray et al. (1986a) used an 
approach in which a patch pipette is consecutively dipped into three baths, 
respectively containing a mixed lipid cocktail, isolated liver gap junctions, 
and unmodified electrolyte. After passing the second bath, channel 
opening and dosing events can be recorded. The quantal conductance is 
~150 pS in 150 mM KC1, while various lower states are observable. 
Though gating is not voltage dependent, lowering the pH to 6.0, or adding 
0.01 mM octanol to the bath, leads to a reduction of the total conductance, 
comparable to the situation in situ (Spray et al. 1986b). Addition of an 
anti-27 kDa antibody appears to block the channel, implying that the 
junctional channel conformation serves as the basis for the observed 
fluctuations. 

Incorporation of either isolated liver gap junctions or the purified 27 
kDa peptide into bilayers demonstrated functional channel-forming 
ability (Young et al. 1987). This indicates that the 27 kDa protein is an 
actual channel-forming component of gap junctions. The channels adopt 
a broad range of quantal conductances, the main histogram peaks lying at 
~ 140 pS and its multiples. In addition, at least three subconductance 
states below 140 pS exist. From the permeability analysis of various ions, 
it was inferred that the channel is relatively unselective in respect to ion 
charge, and that it has a pore diameter of 0.8-1.2 nm, smaller than the 
values obtained by Schwarzmann et al. (1981). As opposed to the in situ 
hepatocyte gap junctions (Spray et al. 1986b), and the results of Spray et 
al. (1986a), gating is strongly voltage dependent, while pH and Ca z ÷ have 
a relatively minor influence on the kinetics. The normalized channel 
conductance begins to drop at voltages > 25 mV. Lowering the pH from 
7.0 to 5.0 increases the slope of the voltage dependence, without affecting 
V 0 (the voltage at which half the channels are open). Nominal elimination 
of Ca 2 ÷ by addition of 1.5 mM EGTA causes an upward shift of V 0 by 30 
mV, compared to the presence of 1 mM Ca 2 ÷. 

Reconstitution of putative gap junction channels in artificial lipid 
environments demonstrated the inherent channel-- forming properties of 
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connexins, limited conservation of gating mechanisms, and a relative lack 
of selectivity for different ions. To what extent the reconstituted channel 
resembles a hemichannel or complete connexon, and how closely it 
approximates the in situ conformation, remains elusive in these 
investigations. 

6 Physiological Functions 

The identification of gap junctions in a particular cell type or tissue is not 
always accompanied by a detailed characterization of their specific 
physiological role. One of the earliest proposed functions for gap junc- 
tions is the control of growth and carcinogenesis. It has become clear that 
the modulation of junctional communication is interwoven with the 
physiological control mechanisms of cellular activity. Gap junctions may 
transmit messengers involved in these systems. Signalling involved in 
cellular growth control is also part of this system. Hence, one would 
assume the involvement of gap junctions in cell proliferation at some 
point. A detailed model and review of junctional growth control has been 
presented by Loewenstein (1979). The pathological case of carcinogenesis 
has been treated by Kanno (1985). 

Gap junctional communication plays a crucial role during develop- 
ment (for review see Guthrie and Gilula 1989). Embryonic cells are 
electrically coupled and have gap junctions (Potter et al. 1966). Disruption 
of intercellular communication by antibodies against gap junction pro- 
teins can drastically change development. This has been demonstrated on 
Xenopus embryos (Warner et al. 1984). Correlative evidence suggests that 
the change in temporal and spatial pattern of gap junctions parallels the 
progressive determination of cell fate. The question arises as to the nature 
of the signal which becomes exchanged. For Hydra, a hydrophilic non- 
peptide with a molecular mass less than 0.5 kDa has been proposed as 
morphogen (Blennerhassett and Caveney 1984). The expression and 
pattern of gap junctions would thus determine and modulate the three- 
dimensional morphogenetic gradient. 

An important role for direct intercellular communication may be 
found in hormonal signal transduction. This appears plausible since 
important messenger molecules (cAMP, Ca 2+, IP3) are able to pass 
through gap junctions (see Sect. 5.1). Although correlations of several 
physiological functions with changes of junctional permeability have 
been demonstrated, the mechanism by which cellular activity is 
influenced through junctional communication has rarely been found. 
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Probably the most obvious function of gap junctions is transduction 
of impulses between electrically excitable cells. The first demonstration of 
direct junctional communication was performed on the junction between 
the lateral axon of the crayfish nerve cord and the giant motor axon 
(Furshpan and Potter 1959). Due to the rectifying properties of this 
junction, action potentials traverse from the lateral axons to the giant 
motor axon. Rectifying electrical synapses have been reviewed in detail by 
Ramon and Rivera (1986). 

Electrical signal transduction in a non-nervous tissue is best 
exemplified by myocardium. The role of gap junctions in the synchron- 
ization and control of contractility by hormones has been the subject of 
numerous investigations (DeHaan et al. 1981; Page and Shibata 1981 ; 
DeMello 1987). Ca 2 + and pH are implied in the regulation of the internal 
longitudinal resistance (Pressler 1987), but it remains to be demonstrated 
whether they do so under conditions other than pathological cases 
(Ramon and Rivera 1986), e.g. healing over after injury (DeMello et al. 
1969) or acidification during ischemia (Spray et al. 1985). An important 
demonstration with respect to cardiac signal transduction is that action 
potentials are conducted through junctions between isolated ventricle 
cells (Rook et al. 1988; Weingart and Maurer 1988). The modulation of 
junctional permeability may also be important during the stimulation of 
contractility by epinephrine. It has been shown that elevated levels of 
cAMP, the second messenger of the fl-adrenergic receptor, leads to an 
increase of the junctional conductance. This facilitates the transmission of 
electrical impulses between cardiac cells (DeMello 1984). 

A role of gap junctions in the mammalian female reproductive tract 
is suggested in various studies (for review see Ramon and Rivera 1986). 
Since gap junctions between cells of the ovarian follicle have been 
identified (Albertini and Anderson 1974), the regulation of junctional 
communication within the follicle has been investigated in detail. The in 
vitro system of Dekel and Beers (1980) permits the characterization of 
interactions within the rat cumulus-oocyte complex. It could be shown 
that oocyte maturation, induced by luteinizing hormone (LH), is 
dependent on the presence of the surrounding follicle cells. Oocyte 
maturation is also inhibited by cAMP. A complete model is presented in 
the study of Dekel et al. (1981), proposing that follicle cells transmit the 
maturation inhibitor cAMP to the oocyte via gap junctions. Once junc- 
tional blockage is induced by LH, the oocyte cAMP level drops and 
normal development ensues. 

Reminiscent of coupling in myocardium, junctional communication 
is apparently involved in coordinating the contractile activity of uterine 
smooth muscle during parturition (see Sims et al. 1982). The presence of 
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junctional communication is tightly controlled during pregnancy. Gap 
junctions only appear immediately prior to and shortly after delivery, 
coincident with a decrease in progesterone and an increase in estradiol 
and prostaglandin F2a levels (Garfield et al. 1977; Puri and Garfield 
1982). This is in accord with a model proposing that gapj unctions are only 
present while needed for the intercellular passage of messages controlling 
smooth muscle contraction during birth. 

The exocrine and endocrine pancreas are the best-investigated model 
systems concerning the role of gap junctional intercellular communica- 
tion in secretion (for review see Bruzzone et al. 1988; Trautmann et al. 
1990). Studies on the islet of Langerhans (reviewed by Sheridan and 
Atkinson 1985) led to the formulation of the "pacemaker hypothesis" 
(Meissner 1976). Glucose in a concentration which stimulates insulin 
release induces bursting electrical activity in B cells. Due to electrical 
coupling, this activity is synchronized within a high percentage of closely 
located cells. It was suggested that glucose may only stimulate a limited 
number of "pacemaker cells", from which the induced activity spreads 
electrotonically and leads to secretion in coupled cells. Further facilitation 
of the transmission of the insulin-releasing signal may occur with a 
glucose-dependent increase of coupling (Kohen et al. 1979). 

Heterologous electrical coupling between islet A and B cells raises the 
possibility of coordinated secretion ofglucagon and insulin (Michaels and 
Sheridan 1981). Such a possibility was discussed by Raskin and Unger 
(1978). They proposed that an intracellular messenger mediating insulin 
release is produced in B cells as a result of glucose stimulation. Inhibition 
of glucagon release from A cells may then result from the passage of this 
messenger from B cells to A cells through gap junctions. This hypothesis 
is also supported by the finding that A cells lacking direct contact with B 
cells are unresponsive to glucose in juvenile diabetics (Orci et al. 1976). 

Considering that uncoupling coincides with secretion elicited by 
certain classes of secretagogues, is there a role for junctional commun- 
ication in this process? The evidence available so far shows that lowered 
junctional permeability increases both basal and agonist-stimulated 
secretion in acinar cells, provided the secretagogue does not lead to 
uncoupling on its own (Meda et al. 1986; Bruzzone et al. 1988; Trautmann 
et al. 1990). A model claiming that reduced gap junctional communication 
generally is a positive modulator of secretion would nevertheless be an 
oversimplification, since pancreatic endocrine secretion is severely 
hampered in uncoupled B cells. Even though the mechanism of the 
involvement of coupling in secretion has not yet been elucidated, it 
appears that the control of junctional permeability does play a phys- 
iologically significant role in stimulus-secretion coupling of exocrine and 
endocrine cells. 
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7 Conclusion 

Gap  junct ional  communicat ion is a universal property of  metazoan 
animals. Biochemical, immunological,  molecular biological, ultrastruc- 
tural, biophysical and physiological studies o f  gap junctions have per- 
mit ted increasingly detailed modelling of  gap junctional  structure and 
function. In spite of  this progress the questions to be addressed are 
whether  the channel is a mixed oligomer and the stoichiometry for each 
tissue is fixed. Also the extent o f  homology among gap junct ion proteins 
in different tissues and their possible regulatory function have to be 
clarified. As long as the different channels are not cloned and expressed, 
the ultrastructural correlates of  the physiological concepts such as channel  
gating, selectivity and regulation, as well as assembly and disassembly 
cannot  be determined. The genetic approach is in full progress. The 
observed differences between gap junct ion proteins from different tissues 
and the multiplicity of  subunits in even one channel  implies a functional 
specialization for gap junctions. Correlative studies on the molecular and 
cellular level should help to clarify the physiological meaning of  inter- 
cellular communicat ion by gap junctions. 
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I Introduct ion  

M e c h a n i s m s  w h i c h  Cont ro l  g r o w t h ,  cel l  d i v i s i o n  a n d  the  cel l  cyc le  h a v e  

b e e n  o f  p r i m a r y  in te res t  to  b io log i s t s  f o r  m a n y  y e a r s  l a rge ly  b e c a u s e  o f  

the i r  c o n n e c t i o n  w i t h  d e v e l o p m e n t  a n d  o n c o g e n e s i s .  T h e  a l m o s t  40-  

y e a r - o l d  c o n c e p t  o f  a cel l  cyc le  ( H o w a r d  a n d  Pelc  1953) cons i s t i ng  o f  f o u r  

phases ,  S ( fo r  D N A  synthes i s ) ,  M ( fo r  mi tos i s )  a n d  G 1 a n d  G 2 ( fo r  the  two  

llnstitut for Molekularbiologie der Universit~it Wien, Wasagasse 9, A- 1090 Wien, Austria 
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gaps between M and S and S and M, respectively) has provided a 
framework for experimental studies on the cell cycle. To these four phases 
most biologists add a fifth category, namely G 0, the stage of resting, 
quiescent cells (Baserga 1985; Pardee 1989). There is much evidence 
indicating that cells in G o differ significantly from those in any one of the 
four phases of the cell cycle, including G1, and recent extensive studies 
have provided evidence for dramatic differences between cells moving 
from Go into the cycle (quiescent cells stimulated to growth) and those 
cells which pass through the various phases of the cycle during continued 
cell division. This difference is often acknowledged by distinguishing 
between proliferation control (transition from quiescence into the cycle) 
and cell cycle regulation (events occurring in dividing cells moving 
through the four phases of the cycle). 

The former process includes regulatory events which are not manifest 
in the latter one. The main difference obviously is the absence of growth 
factors or the absence of a response to growth factors in quiescent cells, 
both of which have to be present for cells to proliferate continuously. 
Current knowledge reveals the presence of three major control points in 
the division cycle of eukaryotic cells (Fig. 1): the passage of quiescent cells 
into the cell cycle (transition G o to G1), the initiation of the S phase 
(transition Gt to S), and the initiation of mitosis (transition G 2 to M). Each 
one of these events appears to be regulated by a network of regulatory 
factors, the elucidation of which is at the center of research on the cell 
cycle. 

control G2/M 
G2 

GO 

I l 
E i 

E 

S 

control G0/G1 

control G1/S 

Fig. 1. Schematic drawing of the cell cycle, its four phases and three important control 
points. The points of exit into Go and of re-entry into G1 were chosen arbitrarily. In 
particular, it is not known whether there are events taking place in G~ but not in Go 



Biochemical Events Controlling Initiation and Propagation 51 

Several recent reviews have covered aspects of cell cycle and 
proliferation control (Pardee 1989; Laskey et al. 1989; Cross et al. 1989; 
Norbury and Nurse 1989; Murray and Kirschner 1989). Two areas of 
research have seen major advances in recent years and have received 
much attention in the literature. These are: 

1. The events following the addition of growth factors to quiescent cells 
grown in culture, in particular the role of so called "immediate early" 
gene products (expressed immediately following the growth stimulus) 
among which there are important transcription regulators such as Fos 
and Jun (Pardee 1989; Johnson and McKnight 1989; Wintersberger 
1990). 

2. The regulation of the initiation of mitosis and the role of a protein 
complex called maturation promoting factor (Lee and Nurse 1988; 
Norbury and Nurse 1989; Blow 1989a; Murray and Kirschner 1989; 
Nurse 1990). 

This review will focus on an area which was less frequently summarized: 
regulatory events in G 1 leading to the initiation of S phase; and the 
ordered propagation and the completion of S phase as a prerequisite for 
continuation of the cell cycle into G 2 and M. 

2 The Gl Phase 

Howard and Pelc (1953) defined the first gap, G1, as the period between 
mitosis and S phase, both of which are the two "visible" time periods of 
the cell cycle. Mitosis is characterized by the appearance in the microscope 
of mitotic chromosomes, S phase by the ability of cells to incorporate 
radioactive precursors into DNA, which can be visualized by auto- 
radiography. G 1 is the most variable phase of the cell cycle in terms of 
duration; it varies not only between cell types (this may also be true for 
other cell cycle phases, in particular for the S phase), but within individual 
cells of the same type in a population. G1 can last for many hours (some 
authors define G O as an indefinitely long G1 phase) or may be nearly or 
totally absent, as in early development or in a few cell lines grown in 
culture (Liskay and Prescott 1978; but see Brooks et al. 1983). It is precisely 
this fact which created some controversy among scientists as to the role 
and importance of the G 1 period (see, for instance, Okuda and Cooper 
1989). While many investigators define G1 as the period of preparation for 
the S phase in which a series of specific events takes place culminating in 
the onset of DNA synthesis, others cannot accept this view, because 
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obviously in some cases these events can also take place in other phases of 
the cell cycle, eliminating the need for a ~ G 1 phase. Several facts seem to 
be clear: 

1. Arresting cells most often accumulate in a long or endless G 1 phase 
which is biochemically distinguisable from the G1 phase of dividing cells 
and therefore is conveniently defined as G o . This arrest is physiological, in 
that cells can remain viable in this state for long periods, which is not true 
for cells blocked in the S or M phase by inhibitors. There may be another 
physiological arrest point in the cell cycle, late in G 2. 

2. Because the lengths of the S, G 2 and M phases vary only slightly for a 
given cell type under given growth conditions, it is the variable length of 
G~ which causes the difference in the cycling time of individual cells in a 
population and, consequently, asynchrony of growth. This difference is 
brought about by differences in cytoplasmic components because nuclei 
in the same cytoplasm, such as those in the plasmodium stage of slime 
molds or in fertilized eggs, divide synchronously (Cross et al. 1989). 

3. It is often assumed that initiation of DNA synthesis requires a thresh- 
old level of (a) protein(s) which accumulates gradually during G, 
Coppock and Pardee 1985; see also Pardee 1989). The observation of very 
short or sometimes even absent G, phases must mean that this protein can 
also be produced in other phases of the cell cycle. In accordance with this 
view is the finding that cells characterized by the absence of G~ can adopt 
a G~ phase when protein synthesis is slowed down by the addition of 
inhibitors like cycloheximide (Liskay et al. 1980), and notwithstanding the 
fact that cells may exhibit a very short G 1 phase, there is compelling 
evidence for the existence of a non-compressible part of G~. Experiments 
with yeast suggest that this part is at the end of the G 1 phase shortly before 
the transition into the S phase (Johnston and Singer 1983; Singer and 
Johnston 1983). 

In any case, the importance of a G1 phase as a cell cycle phase in which 
specific events have to take place is rated differently by different inves- 
tigators, resulting in quite contrasting models for the regulation of the cell 
cycle (compare, for instance, Pardee 1989 with Okuda and Cooper 1989). 
However, it is quite clear that this question becomes less pressing when 
considering the time of transition of G~ to S phase. Regardless of when 
during the cycle the requirements for this transition are met, they must be 
fulfilled if cells are to start DNA synthesis. It is, therefore, appropriate to 
consider the transition from G 1 into S phase as a decisive time period in 
the cell cycle and as a good starting point for unravelling biochemical 
events leading to the S phase. 
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3 Initiation of the S Phase 

Cell fusion studies have yielded important information with regard to 
events in G 1 required for the initiation of DNA synthesis (for review see 
Zelenin and Prudovsky 1989). Fusion of G1 cells with S phase cells, for 
instance, showed that both the S phase and the G~ nuclei carry out DNA 
synthesis (Rao and Johnson 1970). In other words, the cytoplasm of the S 
phase cell can provide (a) factor(s) in trans which allows the G~ nucleus to 
start an S phase. The nucleus in G 1 therefore must be competent to start 
DNA synthesis provided some trans-acting inducer(s) is (are) present. 
This led to the idea that initiation of DNA synthesis is positively controlled 
and that a limiting, diffusible inducer is accumulating during G~. The S 
phase may then start when the inducer reaches a certain threshold level. 

This need not mean that the inducer is directly involved in DNA 
synthesis; rather, it may somehow activate proteins necessary for re- 
plication. Interesting in this connection is the observation that simian 
virus 40 (SV40) or polyomavirus small tumor antigens (T-antigens) 
stimulate replication of viral DNA indirectly (Berger and Wintersberger 
1986). Small T-antigens form complexes with two cellular proteins of 36 
and 63 kDa, and recent experiments showed that the smaller of these 
proteins is the catalytic subunit of protein phosphatase 2A while the larger 
protein is the regulatory subunit of this enzyme (Pallas et al. 1990). Other 
experiments proved that one of the cellular proteins stimulating SV40 
replication in vitro (Virshup and Kelly 1989) is identical with protein 
phosphatase 2A (Virshup et al. 1989). Hence, it is possible that most 
proteins required for replication are present in non-limiting amounts in 
G~ phase cells, but that their phosphorylation status limits their activity 
and changes during G1/S transition. One substrate for protein phos- 
phatase 2A was very recently found to be SV40 large T-antigen (Lawson 
et al. 1990), a vitally coded protein involved in the initiation of viral DNA 
replication. This observation may, in fact, explain the stimulatory effect of 
small T-antigen on viral DNA synthesis mentioned above. Another 
candidate for control by phosphorylation/dephosphorylation is a protein 
able to activate the SV40 T-antigen-induced unwinding of DNA during 
the initiation ofSV40 DNA replication in vitro (Roberts and d'Urso 1988). 
This factor increases in activity in cells at the G1/S border of the cell cycle. 

That changes in the phosphorylation status of proteins play an im- 
portant role in cell cycle controls is evident from experiments on the 
function of maturation promoting factor (MPF) in the induction of the M 
phase (for summaries of an extensive literature on this subject see Nor- 
bury and Nurse 1989; Murray and Kirschner 1989; Nurse 1990). MPF is 
a complex of a protein (p34) of 34 kDa (which in the yeast Schizosac- 
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charomycespombe is the product of the cell division cycle gene cdc2 with 
a protein of the family of cyclins). This complex has protein kinase activity 
at G 2 /M transition, one substrate being histone H 1. p34Cac2 protein kinase 
isolated from HeLa cells was found to phosphorylate the large T-antigen 
from SV40, thereby stimulating DNA replication in vitro (McVey et al. 
1989). This function correlates with the initiation of the S phase rather 
than with that of mitosis. In fact, studies on yeast have shown that p34 in 
addition to its function in mitosis initiation plays a role during G1/S 
transition. A suggestion emanating from recent experiments with Sac- 
charomyces cerevisiae is that p34 interacts with a member of a protein 
family resembling cyclins (called G1 cyclins) to function as protein kinase 
also during the initiation of the S phase (Richardson et al. 1989). The 
phosphorylation status of p34 itself changes throughout the cell cycle and 
is probably decisive for specific interactions of the protein with cyclins and 
the specificity of protein kinase activity resulting therefrom. 

Pressing questions at this time are: Which proteins are the targets for 
protein kinases or protein phosphatases during G, /S  transition? Is the 
regulation of the cell cycle totally post translational or does control at the 
transcriptional or post transcriptional level play an additional role? What 
differences exist between the processes taking place in cycling cells 
moving from G~ to S phase and those in cells stimulated to proliferate 
from a quiescent state? Whereas proteins controlling the initiation of 
DNA synthesis are largely unknown, several enzymes involved in DNA 
replication are well studied, and changes in their activity and expression 
during G~/S transition can be examined in the hope that such studies 
might eventually lead to proteins more directly involved in the control of 
S phase initiation. 

3.1 Enzyme Induction During G1/S Transition 

Several enzymes involved in the nucleotide metabolism and in DNA 
replication show low activity and expression in quiescent cells but increase 
in both parameters upon growth stimulation of cells. This is particularly 
true for dihydrofolate reductase (DHFR), thymidylate synthase (TS), 
thymidine kinase (TK), ribonucleotide reductase, DNA polymerases, 
DNA ligase, DNA topoisomerase I, ornithine decarboxylase, DNA and 
RNA helicases and DNA methylase. The genes (including the regulatory 
regions) and the cDNAs have been cloned for some of these enzymes, 
allowing detailed study of their regulation. The low abundance of the 
mRNAs for most of these enzymes renders such studies difficult, and 
many investigations were therefore carried out with systems in which the 
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gene for the enzyme (and consequently the mRNA and the protein) could 
be amplified by treatment of cells with stepwise increasing concentrations 
of drugs acting as enzyme inhibitors. Examples are the now widely used 
cell lines carrying the gene for DHFR in amplified form due to selection 
for resistance to methotrexate, and cell lines having amplified the gene for 
TS due to selection for resistance to fluorodesoxyuridine. The regulation 
of these two enzymes has been studied for a number of years and many 
interesting results have emerged. Such studies are now extended to 
enzymes and proteins whose genes resist amplification, TK, DNA 
polymerase a and proliferating cell nuclear antigen. This chapter mainly 
deals with the control of these genes; other results are mentioned only in 
passing. New observations on the regulation ofribonucleotide reductase, 
primarily of yeast, were summarized by Fernandez-Sarabia and Fantes 
(1990). Earlier data on this subject were reviewed by Denhardt et al. in 
1986. Emphasis will therefore be placed on new findings obtained since 
then, and articles published up to mid 1990 are considered. 

3.1.1 Dihydrofolate Reductase 

Dihydrofolate reductase catalyzes the reduction of dihydrofolate to te- 
trahydrofolate. Dihydrofolate is the byproduct of reactions involved in 
the formation of thymidine phosphate and of purine nucleotides. The 
gene coding for DHFR is around 30 kb long, of which only 1.6 kb account 
for the six exons. It was cloned from a number of organisms, including 
mouse, hamster and man. This work was facilitated by the creation and 
the use of methotrexate-resistant cell lines carrying up to several hundred 
genes for DHFR. Most of the studies on DHFR expression were likewise 
done with such cell lines. The analysis of transcription products yielded 
the surprising result of extreme heterogeneity with regard to initiation 
sites at the 5' end and termination sites at the 3' end (Farnham and 
Schimke 1985, 1986a; Sazer and Schimke 1986; Yen and Kellems 1987). 
Apart from major initiation and termination (polyadenylation) sites, as 
many as five alternative cap sites and 11 alternative polyadenylation sites 
are used with low but varying frequency during expression of the mouse 
DHFR gene. 5' and 3' ends of the mRNAs are chosen independently from 
each other (Yen and Kellems 1987). Similar heterogeneity of transcripts 
is obtained by in vitro transcription of DHFR sequences (Farnham and 
Schimke 1986b). In these experiments it was also shown that three out of 
the four GC boxes in the promoter region (see below, p. 57) can be re- 
moved without interfering with the accuracy or efficiency of in vitro 
transcription. Even the dependence of transcription activity on the growth 
state of cells seems to be retained in vitro. Extracts from cells held in S 



56 E. Wintersberger 

phase by inhibition of DNA synthesis with aphidocolin exhibited in- 
creased transcription activity (Farnham and Schimke 1986b) as did cells 
whose DNA synthesis was transiently inhibited in vivo (Johnston et al. 
1986). 

DHFR expression has been known for a long time to be growth- 
regulated. After Kaufmann and Sharp (1983) obtained results supporting 
a role of post-transcriptional events at the level of polyadenylation in this 
control, intensive studies were carried out to determine whether the 
different species o fmRNA vary in growing compared to resting cells and 
in cells at different stages of the cell cycle as isolated by the mitotic 
shake-off method. In fact, no differences were found, which led to the 
conclusion that switches to or selection ofmRNAs with particular cap sites 
or polyadenylation sites do not contribute to the control of DHFR 
expression (Farnham and Schimke 1986a; Yen and Kellems 1987). 
Rather, it appears from all these studies (including those on in vitro 
transcription mentioned above) that the major control over the expression 
of DHFR is exerted at the transcriptional level. In accordance with this 
assumption is the observation of Schmidt and Merrill (1989) that mouse 
DHFR gene transcription is repressed in differentiation-competent 
mouse muscle cells during muscle cell commitment. Since differentiation 
was induced by removing serum from the medium, these studies, un- 
fortunately, do not allow distinction between differentiation-driven 
events and those accompanying the growth arrest of cells due to with- 
drawal of growth factors. Nevertheless, they are fully in line with the view 
that growth regulation of DHFR is achieved by activation or deactivation 
of the promoter. 

An earlier conclusion, namely that there is a significant increase in 
expression of DHFR when cells move from the G 1 into the S phase, was 
drawn from cell cycle studies using cells synchronized by mitotic selection 
(Farnham and Schimke 1986a). A recent careful reexamination of the 
regulation of D H F R  in the cell cycle of rodent and human cells using 
centrifugal elutriation led to a revision of this view (Feder et al. 1989). It 
was found that DHFR activity or mRNA levels do not change more than 
cell volume and general protein content. Hence, the DHFR gene and its 
product are not differentially expressed through a continuous cell cycle. 
DHFR, therefore, cannot be considered a cell cycle regulated enzyme. It 
still, of course, remains a growth-regulated enzyme, and this regulation 
according to present knowledge is primarily, if not exclusively, tran- 
scriptional. Additional post-transcriptional regulatory events cannot be 
completely excluded at this time, particularly as it was recently shown by 
Urlaub et al. (1989) that mutations in the DHFR gene of Chinese hamster 
ovary cells can influence splicing and cytoplasmic transport which by 
themselves seem to be coupled to translation. 
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The importance of transcriptional regulation of the DHFR gene has 
caused increased interest in the promoter of  the gene. The 5' flanking 
region of the DHFR gene, like that of some other "housekeeping" genes 
and unlike that of most genes coding for differentiation functions, lacks 
typical TATA and CAAT boxes but it does contain several GC boxes 
which are known binding sites for transcription factor SP 1. The upstream 
region furthermore functions as a bidirectional promoter which com- 
mands transcription not only in the direction of the DHFR gene but also 
in the opposite orientation (Farnham et al. 1985; Crouse et al. 1985; 
Mitchell et al. 1986; Schilling and Farnham 1989). The divergently 
regulated gene appears to be involved in DNA mismatch repair (Linton 
et al. 1989; Fujii and Shimada 1989). The promoter regions active in 
opposite directions partially overlap. 

More careful dissection of the DHFR promoter has been initiated 
recently (Means and Farnham 1990), and it was shown that apart from 
SP 1 another transcription factor, called HIP 1 (for housekeeping initiation 
protein 1) binds to the DHFR promoter and determines initiation sites for 
transcription. Recognition sequences for HIP 1 are present in a number of 
other promoters (some are mentioned by Means and Farnham 1990) 
including the TK promoter (Seiser et al. 1989). HIP1 may play a role in 
determining initiation sites for transcription in promoters lacking a TATA 
box analogous to the TATA-binding protein TFIID in promoters pos- 
sessing a TATA box. Using the in vitro transcription assay, Farnham and 
Means (1990) made the interesting observation that sequences down- 
stream of the transcription initiation sites also influence the transcrip- 
tional activity of the DHFR promoter. This even includes sequences 
within exon 1 and intron 1 of the DHFR gene. Proteins binding to these 
regions were identified by DNase I footprinting analysis. It is not yet 
known whether any of the transcription signals are responsible for growth 
dependence of transcription. 

3.1.2 Thymidylate Synthase 

Thymidylate synthase is a key enzyme involved in the synthesis of 
thymidine monophosphate. It catalyzes the methylation ofdesoxyuridine 
monophosphate to thymidine monophosphate with the help of methylene 
tetrahydrofolic acid as methyl group donor. A by-product of this reaction 
is dihydrofolate, which has to be reduced to tetrahydrofolate before it can 
be used again. The regulation of the expression of TS was studied 
primarily with cell lines having amplified the gene about 50-fold due to 
selection for resistance to 5-fluorodesoxyuridine. TS mRNA increases 20- 
to 40-fold when cells progress from a resting state to the S phase. The 
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half-life of the mRNA does not change significantly during this transition; 
mRNA synthesis, on the other hand, was found to increase only by a factor 
of 3-4. Some post-transcriptional process must therefore play a role in the 
regulation of TS, and experiments suggest that polyadenylation is im- 
portant in this regard (Jenh et al. 1985). This was reinforced in an 
independent study in which TS mRNA was found to rise severalfold when 
quiescent cells were stimulated to proliferate, whereas no change was 
observed in the rate of gene transcription (Ayusawa et al. 1986). TS 
mRNA is unusual in that it does not carry an untranslated region in front 
of the polyadenylation site. In order to be able to dissect the regulatory 
mechanisms, Deng et al. (1986) isolated the gene for TS from 
fluorodesoxyuridine-resistant 3T6 mouse fibroblasts harboring 50 copies 
of that gene. TS is encoded by 12 kb of DNA, and only 1.1 kb is represented 
by mRNA. There are six introns of varying length (from 0.6 to 4.1 kb). The 
regulatory region lacks TATA and CAAT sequences but contains binding 
sites for transcription factor SP 1. Another sequence element named USF 
resembles a binding site within the major late promoter of adenovirus. 
Deletion analysis and site-directed mutagenesis revealed the importance 
of the SP1 binding site for high level activity of the promoter, whereas 
elimination of USF has little effect. Binding sites for transcription factors 
other than SP 1 must exist, because the GC element, though it appears to 
function as a positive element, is not absolutely essential for transcription. 
All of the upstream elements that are essential for promoter activity must 
reside within a short DNA fragment of 22 bp upstream of the first 
transcription start site (Deng et al. 1989). Whether any of the transcription 
elements analyzed so far have to do with growth regulation and/or  cell 
cycle regulation is not yet known. 

Cell cycle studies have been carried out at the level ofTS mRNA and 
TS protein. Using suspension cultures of the mouse lymphoblastoid cell 
line L1210, cells in different stages of the cell cycle were isolated by 
centrifugal elutriation and analyzed for enzyme amounts (as measured by 
binding of 5-fluorodesoxyuridylate). A positive correlation was found 
between the amount of TS protein and the number of cells in S phase; an 
approximately fourfold lower enzyme level was present in cells in G1 
(Cadman and Heimer 1986). From the same cell line, a variant resistant 
to the competitive inhibitor of TS, CB3717, and having the TS gene 
amplified about 50-fold was produced in order to study the fate of TS 
mRNA during the cell cycle, again using centrifugal elutriation (Imam et 
al. 1987). Surprisingly, considering the results obtained on enzyme levels 
described above, no variation of mRNA levels was found in cells at 
different stages of the cell cycle. This may point to translational and/or  
post-translational controls of TS expression and resembles a situation 
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presently revealed in the case of TK. More recent data by Nagarajan and 
Johnson (1989), however, make things appear even more complex. These 
authors used mitotic shake-off to synchronize cells and to isolate cell 
populations in various phases of the cycle. They found that TS mRNA 
increased by a factor of 5 to 10 when cells progressed from the G 1 phase 
to the mid-S phase, but despite this the level of enzyme was augmented 
only by a factor of 2, the enzyme itself being very stable. This situation 
appears to resemble in its contradistinction that in DHFR. In both cases 
there is a strong suggestion that the method of preparing cell populations 
in various stages of the cell cycle greatly influences the results. 

While in. both examples (DHFR and TS) mitotic selection yields 
results indicative of cell cycle regulation of mRNA, no differences in 
mRNA levels are seen in elutriated cell populations. It was furthermore 
demonstrated by Feder et al. (1989) that addition of fresh medium to cells 
shortly before elutriation dramatically affected the results obtained in that 
this treatment caused a strong increase in D H F R  mRNA. Since cells 
collected by mitotic selection are commonly seeded onto fresh medium, 
this may at least partly explain the different results obtained with the two 
methods most widely used to obtain cells in various phases of the cycle. 

3.1.3 Thy'midine Kinase 

Thymidine kinase is an enzyme of the salvage pathway of nucleotide 
synthesis. It catalyzes the formation of thymidine monophosphate from 
thymidine and ATP. Two genes are present in most cells, one coding for 
an enzyme present in the cytoplasm and involved in salvaging thymidine 
for nuclear DNA synthesis, the other one for an enzyme found in 
mitochondria. It has been known foi- a long time that cytoplasmic TK 
activity is low in quiescent cells and increases when cells are stimulated to 
proliferate (Bello 1974; Wawra et al. 1981; Johnson et al. 1982). The 
mechanism of this regulation, however, is only starting to be unravelled. 
Genomic TK sequences were isolatedfirst from the chicken (Perucho et 
al. 1980; Merrill et al. 1984). More recently TK cDNA and genomic DNA 
was isolated from human (Bradshaw 1983; Lin et al. 1983; Lau and Kan 
1984; Bradshaw and Deininger 1984; Flemington et al. 1987), hamster 
(Lewis et al. 1983; Lewis 1986) and mouse (Lin et al. 1985; Hofbauer et al. 
1987; Seiser et al. 1989) cells. Partial TK cDNA sequences from the rat 
were also reported (Murphy and Efstratiadis 1987). Using TK cDNA as 
probe it was observed that, like TK enzyme activity, TK mRNA increases 
during transition of proliferation-stimulated cells from the G 1 to the S 
phase of the cell cycle (Stuart et al. 1985; Coppock and Pardee 1987; see 
also Kasid et al. 1986) and that the control involved is at least in part 
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post-transcriptional (Groudine and Casimir 1984; Lewis and Matkovich 
1986; Hofbauer et ai. 1987; Stewart et al. 1987; Gudas et al. 1988; 
Lieberman et al. 1988). 

More recent experiments point out the importance of the promoter in 
growth regulation of TK expression, which at first sight appeared sur- 
prising since the promoter sequences of TK genes of different origin show 
little resemblance, a fact which sharply contrasts with the high conser- 
vation of the amino acid sequence of TK from chicken to man. The human 
promoter region contains a sequence resembling a TATA box and it 
carries two CCAAT boxes as well as a series of GC elements, binding sites 
for transcription factor SP 1 (Kreidberg and Kelly 1986; Flemington et al. 
1987; Arcot et al. 1989). Results of several independent studies implicate 
a role of the promoter in the growth regulation of TK gene expression 
(Kim et al. 1988; Travali et al. 1988; Lipson et al. 1989; Lipson and 
Baserga 1989; Weichselbraun et al. 1990). It appears that a DNA sequence 
of less than 100 bp upstream of the transcription start site is sufficient for 
growth-dependent transcription of human or mouse TK (Lieberman et al. 
1988; Lipson et al. 1989; Arcot et al. 1989; Weichselbraun et al. 1990). 
Within this sequence there is one CCAAT box in the human promoter 
which seems to be important for the regulation (Knight et al. 1987; Arcot 
et al. 1989). While the hamster TK promoter does carry a TATA element, 
it lacks a CCAAT box (Lewis 1986), and the mouse promoter has neither 
of these characteristic transcription factor binding sites (Lieberman et al. 
1988; Seiser et al. 1989). Therefore, if, as suggested (Knight et al. 1987; 
Arcot et al. 1989), the CCAAT box does indeed play an important role in 
transcription control of the human TK gene, the absence of such 
sequences from the TK promoter of the hamster and the mouse must 
mean that other transcription factors are involved in these cases, and 
hence that there is no uniformity in the regulation of TK in mammalian 
cells, This has to be taken into account when possible common elements 
of the regulation of TK gene expression in mammals are considered. 

In this context it is interesting to note that all three mammalian TK 
promoters share the presence of binding sites for SP1 and a sequence of 
18 bp which varies only at two nucleotides between mouse and man 
(Seiser et al. 1989). This sequence, however, is located at varying distance 
from the transcription start sites and is not within that part of the promoter 
which fulfills the minimal requirements for growth-regulated transcrip- 
tion. Its role is so far unknown. DNase I footprinting studies showed the 
existence of proteins binding to various regions within the promoter, 
including sequences which are transcribed, but excluding the conserved 
18-mer. In the case of the mouse TK gene, proteins were found to bind 
even to specific regions as far downstream as and intron 2 (Rotheneder 
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et al., unpublished observations); this is reminiscent of the situation 
in the murine DHFR gene (Farnham and Means 1990). Proteins binding 
in transcribed parts of genes have been known for some time in the 
case of products of RNA polymerases I and III (ribosomal and transfer 
RNAs). Extending to coding regions they are now increasingly found also 
for products of RNA polymerase II, that is for messenger RNAs. Such 
proteins might play a role in assembly of transcription complexes rather 
than being part of the transcription complex itself. Interestingly, results 
obtained with the human TK gene (Ito and Conrad 1990) do not point to 
a role of 5' coding sequences in transcription regulation. It should also be 
stressed that the finding of important transcriptional elements present in 
TK promoters has not yet yielded information on their involvement in 
growth-regulated gene expression. Assays which measure the binding of 
proteins from nuclear extracts to particular regions of the murine TK 
promoter strongly suggest that all DNA binding transcription factors 
observed so far are present in nuclei of quiescent and proliferating cells 
(Rotheneder et al., unpublished). This could mean that a protein re- 
sponsible for growth regulation is not directly binding to a DNA sequence 
in the promoter. Rather such a protein might interact indirectly with 
constitutively present DNA binding proteins and thereby control their 
activity. 

While many data do point to an important role of the promoter for 
regulated expression of TK, there is no doubt that additional controls exist 
post transcription. As discussed above, these could be at the level of 
mRNA stability but some evidence also points to involvement of trans- 
lational and post-translational mechanisms (protein stability, possibly 
influenced by protein modification). This may become particularly 
relevant for the regulation of TK during the cell cycle or in terminally 
differentiating cells. Using cells synchronized by elutriation, Sherley and 
Kelly (1988) have, for instance, shown that the stability of human TK 
decreases dramatically after cell division. Little change in steady state 
levels of mRNA was observed; however, the efficiency- of translation 
increased about 10-fold when cells entered the S phase. 

A similar situation was observed by Merrill et al. (1984) in a study of 
TK regulation during muscle cell differentiation. Mouse muscle cells, 
stably transfected with several copies of the chicken TK gene, were 
induced to differentiate and the level of downregulation of TK was 
studied. It was found that during terminal differentiation TK activity and 
protein levels decreased to a much greater extent than TK mRNA, and 
evidence for translational control was presented (Gross et al. 1987; Gross 
and Merrill 1988, 1989). One drawback of these experiments is that the 
regulation of a chicken gene (present in multiple copies) was studied in 
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mouse cells. This may influence the results, because it can be expected that 
a regulatory system active at as many levels as that of TK expression may 
depend for its proper function on transcriptional activity, which can 
hardly be expected to function correctly when a chicken promoter, with 
little similarity to the mouse promoter, is to be activated by mouse 
transcription factors. The amounts of transcript produced may further- 
more determine the efficiency of post-transcriptional control steps. These 
experiments should therefore be complemented by similar ones in a 
homologous system. Still, together with the data of Sherley and Kelly 
described above, the results suggest important controls at the level of TK 
mRNA translation. In a recent careful study Ito and Conrad (1990) 
examined the relative contribution of transcriptional and post-tran- 
scriptional processes during human TK expression using cDNA con- 
structs under the control of the genuine promoter, the SV40 promoter or 
the herpes simplex virus type I (HSV) TK promoter. This study confirms 
the earlier observation (Hofbauer et al. 1987; Lieberman et al. 1988) that 
expression from a construct carrying TK cDNA under the promoter of 
HSV TK is growth-regulated much like expression from the endogenous 
gene, which must be due to sequences within the cDNA as the HSV TK 
promoter exhibits no response to growth conditions (Hofbauer et al. 
1987). The different promoters in the constructs did, however, confer 
striking variations to the kinetics o fmRNA production. Furthermore, the 
study underlines the role of translational regulation on TK expression. All 
these experiments were done by transfecting the constructs carrying 
human TK cDNA into TK-deficient rat cells followed by selection ofTK ÷ 
clones. Regulation was, therefore, studied against a heterologous back- 
ground. Considering the multilevel control of TK expression and the 
differences in promoter sequences (the sequence of the rat TK promoter 
is not known so far) the caveat indicated above also applies for this study. 

Two final points should be discussed concerning TK: 

1. Despite the complex and tight growth regulation of TK levels in ceils, 
TK negative mutants (TK- cells) can be readily isolated from many 
mammalian cell types (notably from mouse fibroblasts), and such cells 
apparently grow and divide almost normally in culture. They do exhibit 
enhanced mutation rates though, which might be due to an imbalance in 
the precursor pool caused by the absence of TK. Such a situation could be 
expected to interfere with the normal development of an organism, 
explaining why TK is encoded (with very few exceptions, for example, 
yeast) in the genome of nearly all organisms. Cell lines growing in culture 
are abnormal in many respects and therefore do not show any obvious 
defects when lacking TK. Such TK- cell lines have proved most valuable 



Biochemical Events Controlling Initiation and Propagation 63 

in cell biology and in particular also for studies on TK regulation. They 
can be transfected with genes, minigenes or cDNA constructs carrying TK 
information, and TK ÷ revertants can be isolated by selection in HAT 
(hypoxanthine-aminopterin-thymidine) medium (Littlefield 1964), 
which only allows TK ÷ cells to grow. HAT-resistant cell clones can also be 
isolated after transfection of the TK gene from HSV TK. Such cells 
express TK in sufficient quantity (up to 5% of the activity present in rapidly 
growing fibroblasts) to allow growth in HAT medium. Contrary to the 
normal cellular enzyme and to enzyme expressed from various TK gene 
constructs, HSV TK is expressed constitutively (Schlosser et al. 1981; 
Hofbauer et al. 1987), and in this context it is remarkable that despite the 
isolation of a great number of cells transformed with HSV TK, we never 
obtained a cell line exhibiting more than a few percent of the normal TK 
activity (Wawra et al., unpublished). This could indicate that the un- 
regulated expression of higher activities of TK is detrimental to cells and 
that downregulation of TK activity in G2 or during quiescence is 
important. 

2. Mouse cells carry one TK gene coding for the cytoplasmic enzyme 
consisting of 233 amino acids. In addition the mouse genome harbors two 
pseudogenes, one of which has been characterized as a processed 
pseudogene (Seiser et al. 1989), sequenced and found to carry a number 
of point mutations, small deletions and insertions if compared with the 
sequence of the cDNA (Seiser and Wintersberger 1989). In particular, a 
2-bp deletion after the codon for amino acid 177 changes the reading 
frame, which causes the addition of 12 wrong amino acids and then 
termination. Within these 177 amino acids there are only three amino acid 
changes with respect to the wild type enzyme. Interestingly, the 
pseudogene, if transfected into LMTK- cells, gives rise to HAT-resistant 
clones expressing TK (Seiser et al. 1990). The number of TK ÷ cells and the 
TK activity in the transformants can be increased dramatically by adding 
a strong promoter in place of the 5' flanking region of the pseudogene. Cell 
lines can thus be obtained which express up to 95% of the activity normally 
present in wild type fibroblasts. Expression of this activity is growth 
dependent, and experiments have shown that the control is not at the level 
of mRNA synthesis because steady state amounts of mRNA remain the 
same in growing or resting cells (Seiser et al., unpublished). This is 
indicative of translational or post-translational regulation of TK levels 
and reminiscent of similar situations during the cell cycle or during 
differentiation as outlined above. 
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3.1.4 Proliferating Cell Nuclear Antigen and DNA Polymerase a 

Proliferating cell nuclear antigen (PCNA), formerly also known as cyclin, 
is a protein which was detected by its appearance in the S phase of cells 
stimulated to proliferate (Bravo and Celis 1980). Originally a spot in 
two-dimensional gels, it is now known to be a protein cofactor of DNA 
polymerase 6, an enzyme involved in DNA replication (Bravo et al. 1987; 
Prelich et al. 1987a,b). PCNA increases the processivity of the polymerase, 
and both proteins together seem to carry out DNA synthesis at the leading 
strand of the replication fork (Prelich and Stillman 1988; Stillman 1989). 
PCNA was observed to change its location in nuclei during the S phase, 
possibly in conjunction with ongoing replication (Bravo and Macdon- 
ald-Bravo 1985; Celis and Celis 1985). More recently, cDNA clones for 
the 36-kDa protein were isolated and characterized (Almendral et al. 
1987; Matsumoto et al. 1987). PCNA mRNA, just like the protein itself, 
was found to increase during G1/S transition of cells stimulated to 
proliferate by growth factors (Jaskulski et al. 1988). Studies on the 
regulation of PCNA during the cell cycle using cells fractionated by 
centrifugal elutriation documented an approximately twofold increase of 
protein and mRNA in cells in the S phase. However, PCNA apparently is 
always in excess over the amount required for DNA replication so that the 
availability of the protein is not a limiting factor for DNA synthesis 
(Morris and Mathews 1989). The human gene for PCNA was isolated 
recently (Travali et al. 1989) and found to consist of six exons. Removal 
of intron 4 leads to abnormal regulation of the expression of the gene. In 
contrast to the normal case, lack of this intron causes the production of 
high levels of PCNA mRNA when cells are made quiescent by serum 
deprivation. Addition of serum results in an immediate decrease of PCNA 
mRNA which is followed by a steady increase with time,just as in the case 
of serum-induced expression of the normal gene (Ottavio et al. 1990). 
Hence, as in genes for other DNA synthesis enzymes (DHFR, TK) introns 
may play a role in gene regulation. 

The 5' flanking sequence was determined so that studies on the 
promoter activity and its regulation can now be carried out. 

DNA polymerase a was the first eukaryotic DNA polymerase for 
which a role in DNA replication during the S phase was ascertained. It 
has been known for a long time that DNA polymerase a activity is lower 
in resting cells than in actively growing ones. The complex structure of the 
enzyme and the large size of its catalytic subunit have slowed down 
progress toward more detailed elucidation of the regulation of this DNA 
polymerase. Only recently, full-size cDNA clones for the catalytic subunit 
(165 kDa) were isolated and characterized (Wong et al. 1988). With these 
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at hand it could be shown that the production of mRNA is growth 
dependent. However, when similar experiments were carried out with 
populations of cells from different phases of the cell cycle (obtained by 
elutriation or by mitotic shake-off) only a very moderate increase in the 
amounts of polymerase mRNA could be detected in cells in the S phase 
compared to those in G, (Wong et al. 1988; Wahl et al. 1988). DNA 
polymerase 8, the second enzyme for which involvement in DNA re- 
plication has been proved (for reviews see Blow 1989b; Stillman 1989), has 
not yet been cloned, and no data on its regulation are available. On the 
other hand, DNA polymerase/3, which most likely is involved in DNA 
repair only, seems to be neither growth nor cell cycle regulated (Zmudzka 
et al. 1988). 

3.2 Common Elements in Regulatory Mechanisms 
Involving DNA Replication Enzymes 

All of the enzymes described in this section are low in activity and/or  
amount in quiescent cells and increase when cells are stimulated to 
proliferate. The increase requires protein synthesis since even small 
amounts of cycloheximide interfere with enzyme induction. This has been 
attributed to the role of a labile protein or proteins in this reaction (see 
Pardee 1989). All the enzymes mentioned here, as well as others which are 
known to increase in activity in S phase [for example, ribonucleotide 
reductase, DNA ligase, topoisomerases (for which detailed studies are 
lacking so far)], are involved in DNA replication or precursor production. 
Active DNA synthesis is, however, not necessary for their induction no 
difference can be observed as to whether the cells are growth stimulated 
in the absence or presence of DNA synthesis inhibitors. This contrasts 
with the regulation of S phase-specific histone synthesis (see below). For 
many of these enzymes there was a distinction in regulation when 
proliferation stimulated cells were compared with cycling cells in various 
phases of the cell cycle. For all those enzymes for which growth regulation 
of expression is evident when at the same time no difference is observed 
during the cell cycle, a regulatory role in the initiation of DNA synthesis 
can very likely be excluded. A remaining possibility, so far unexplored, is 
that some enzymes are modified post-translationally and that this 
modification, although it may not greatly change the specific activity of the 
particular enzyme, influences its capability to interact with other proteins 
in a multienzyme complex such as that involved in DNA replication. 

Comparisons of promoter sequences for different genes showing 
similar growth regulation have not yet yielded clues as to how the 
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coordinated regulation could be achieved at the transcriptional level, This 
holds in some cases (such as TK) even for the same gene in different 
organisms. Further studies will have to demonstrate whether unexpec- 
tedly small regions of the promoter sequences show similarity and bind 
common transcription factors, or whether quite different regulatory 
proteins (binding to specific sequences which differ in each case) give rise 
to the same results. Also worth considering is the possibility mentioned 
above, namely that growth regulation is performed by a protein which 
does not bind to DNA itself but interacts with different DNA-binding 
proteins, thereby regulating their activity. 

4 The S Phase 

4.1 Initiation of DNA Replication 

Replication of the relatively small genomes of bacteria or viruses which 
constitute single replication units (replicons) normally starts at well- 
defined origins of replication. The much larger genomes ofeukaryotes are 
split into a great number ofreplicons of different sizes which are switched 
on in clusters in a temporal order that may vary in a cell type-specific and 
developmentally regulated manner (Edenberg and Huberman 1975). 
Efforts to define origins of replication in eukaryotic cells have met with 
limited success. Sequences for which experimental evidence suggests their 
function as replication origins were defined only in the yeast Saccha- 
romyces cerevisiae, where such sequences give plasmids the ability to 
replicate autonomously in yeast cells (Newlon 1988). Such sequences 
were therefore called ARS (autonomously replicating sequences). The 
search for ARS in other organisms was much less successful. Although 
many reports appeared in the literature describing sequences which 
provide plasmids with the capacity to replicate autonomously in mam- 
malian cells, it is questionable whether they are true chromosomal origins 
of replication (see Umek et al. 1989 for a critical discussion on origins of 
replication). Many of these sequences carry elements of transcription 
factor binding sites, an observation which may be relevant for the function 
of such sequences as ARS but not necessarily as genuine origin. It has been 
suggested that the difficulty in defining ARS from mammalian cells may 
lie in the fact that episomal replication of plasmids in such cells requires 
more than just a site for replication initiation. Vectors on the basis of 
Epstein-Barr virus DNA (which characteristically replicates as episome in 
human cells) were therefore designed to provide a system for the isolation 
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of human origins of replication (Krysan et al. 1989). The usefulness of this 
vector system has yet to be shown on a broader basis. 

One of the more convincing examples for a true mammalian origin of 
replication is provided by the studies on amplified genes coding for 
DHFR in Chinese hamster ovary cells. A cell line containing several 
hundred copies of the DHFR gene was used to look for the origin of 
replication from which the amplification could have started. Clear 
evidence for a region preferentially acting as a start site for replication was 
obtained (Leu and Hamlin 1989; Anachkova and Hamlin 1989; Handeli 
et al. 1989) and the sequence was determined recently (Caddie et al. 1990). 
This sequence exhibits many peculiarities which could play a role in its 
function as origin of replication. Characteristically (as in yeast ARS 
sequences) there are AT-rich regions prone to bending of the DNA, long 
stretches of purines capable of forming triple-stranded DNA and nu- 
clease-sensitive sites. 

Another example which (in contrast to many others) may survive 
future critical studies is the demonstration of the presence of a putative 
replication origin in the 5' flanking sequence of the human c-myc gene. By 
analyzing the direction of replication through the c-myc gene, Leffak and 
James (1989) obtained evidence for the start site of replication some 4-5 
kb 5' to the gene. Very recently they could provide more conclusive 
evidence for an origin in that region by isolation of the respective DNA 
region, and showing that a 2.4-kb fragment of sequences 5' to the c-myc 
gene can confer autonomous replication on a plasmid which in addition 
carries the selectable neomycin-resistance gene. The plasmid was stable 
episomally for many cell generations in copy numbers of five to ten per cell 
when the cells were under selection pressure. It was not integrated into the 
genome as long as extrachromosomal replication persisted (McWhinney 
and Leffak 1990). Ariga et al. (1989) found that the sequence most likely 
comprising a replication origin is an enhancer for the c-myc gene; both 
elements share protein binding sequences. 

Drosophila chorion genes provide another interesting example of a 
system in which the question of specific origins of replication is open to 
experimentation. During the final part of oogenesis, genes coding for 
eggshell proteins are amplified more than 50-fold in a controlled way by 
the initiation of multiple rounds of replication. Recent experiments 
indicate that replication starts at few specific origins, the sequence of 
which shows similarities to those found in yeast ARS elements, in par- 
ticular to the yeast ARS core structure (Heck and Spradling 1990). 

Studies on the function of ARS elements in yeast clearly showed their 
involvement in the start ofa  replicon; however, these studies at the same 
time established that not all ARS sequences function as origins in every 
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cell cycle (Brewer and Fangman 1988; Linskens and Huberman 1988). 
This indicates that chromatin structure probably plays a critical role in 
defining origins of replication. Another factor definitely influencing the 
selection of sequences as origins is transcription and/or the presence of 
transcriptional promoters or enhancers, underlining the importance of 
the structure of chromatin. In fact, proteins isolated on the basis of their 
capacity to bind to ARS sequences in some cases were found to play a role 
in transcription (see, for example Diffiey and StiUman 1989). A correla- 
tion between transcription control regions and initiation of DNA re- 
plication is also evident in many viruses. The origin regions of 
polyomavirus and of SV40, for instance, are associated with transcrip- 
tional promoters (active in divergent orientation) and with enhancers. 
The latter play an important, though to date not fully defined role in 
replication (for a review see Stillman 1989). Adenovirus DNA replication 
is also stimulated by transcription factors binding in the vicinity of the 
replication start site. The relation between the regulation of transcription 
and replication is therefore quite strong and was discussed recently 
(Wintersberger and Wintersberger 1987; dePamphilis 1988). 

Related to the question of specific origins of replication and their 
activation during the S phase is the fact that the total genome must be 
replicated once and only once during one S phase. In other words, an 
origin which was activated once must not be activated for a second time 
during the same S phase. How this is achieved is one of the important 
questions for which an answer has yet to be found. Experiments on a 
model system, the replicon of bovine papilloma virus, have yielded 
interesting results. Viral DNA replicates in mouse cells up to a restricted 
copy number which then stays fairly constant during many cycles of the 
host cell. Experimental evidence suggests this is due to a negative 
regulatory element in the origin region at which a trans-acting factor, 
encoded by the virus, appears to act (Roberts and Weintraub 1986, 1988; 
Berg et al. 1986). This led to the proposal that there might exist in cell 
nuclei factors which block origins once they have fired. An alternative 
interpretation of the regulation of papilloma virus DNA replication in 
mouse cells has, however, been proposed (Gilbert and Cohen 1987), and 
the discrepancy is not yet resolved. 

A quite distinct situation characterizes initiation of DNA replication 
in Xenopus laevis oocytes. DNA of various sources, including bacterio- 
phages and plasmids, if injected into unfertilized eggs replicates under 
control of the cell cycle without requiring specific origins (Harland and 
Laskey 1980; see also Laskey et al. 1989). Hence, at least for this case, 
specific origins are not necessary to start replication. Subsequently it was 
demonstrated that cell-free extracts from Xenopus eggs can replicate 
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demembranated sperm nuclei or bacteriophage DNA (Blow and Laskey 
1986; Hutchison et al. 1987; Newport 1987). This process was dependent 
on a prior assembly of chromosomes into nuclear structures. In addition 
to replicating enzymes and proteins required for formation of nuclei and 
of nuclear pores, the egg extract provides a vesicular fraction contributing 
to the formation of nuclear envelopes (Sheenan et al. 1988). Initiation of 
DNA replication affords an intact nucleus, but once DNA replication has 
started within an individual nucleus, it usually goes to completion (Blow 
and Watson 1987). Replication ceases once the DNA content has doubled, 
reflecting the situation of a single cell cycle. However, re-replication could 
be achieved when the nuclear membranes were deliberately per- 
meabilized (Blow and Laskey 1988). This led to the proposal that a factor, 
called licensing factor, is required for initiation of DNA replication but is 
somehow used up or inactivated after its function. Newly synthesized 
licensing factor can enter the nucleus only when the nuclear envelope is 
permeabilized, as in the in vitro experiments, or broken down, as in 
mitosis. In vivo, therefore, nuclei would have to go through mitosis before 
reinitiation of DNA synthesis can occur. The model is in accord with the 
cell fusion data demonstrating that a G 2 nucleus cannot be triggered to 
start replication in heterokaryons containing S phase nuclei (Rao and 
Johnson 1970), but it does not explain why a G1 nucleus by itself remains 
inactive in replication but initiates DNA synthesis if it is present together 
with an S phase nucleus in a heterokaryon. Cytoplasmic components 
present in S phase cells, or nuclear factors capable of moving from an S 
phase nucleus into that ofa  G 1 cell, are likely to be necessary in addition. 
There are other questions which have to be resolved in order to solidify the 
model of the licensing factor. For instance, many cells can remain 
quiescent for long periods of time but still can be stimulated to proliferate. 
Does licensing factor survive in nuclei of resting cells for a long time? The 
prevailing alternative model for the regulation of initiation by a positively 
acting factor assumes that such a factor is produced prior to the S phase 
in cycling or growth-stimulated cells. It must be able to act on DNA of 
early S phase chromatin. The site of action of the initiation protein (the 
origin of replication) might be dictated by the regional structure of the 
chromatin. Once a region of the chromatin is replicated it might change 
its structure such that it is not accessible to trans-acting initiation factor 
until the chromosome cycle has run through G 2, M and G v 

It is worth remembering in this context that the number and thereby 
the sites of replication origins within the genome change dramatically 
during development of many multicellular organisms. In fertilized eggs 
replicons are very small, the number of origins is large and, as a con- 
sequence, the replication of the genome is fast. In cultured cells from the 
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same organism, replication takes much longer, there are far fewer origins 
and replicon sizes are much larger. This is one of the reasons why the 
question of the presence of specific origins of replication in multicellular 
eukaryotes is so heavily debated. Interestingly, there is no transcription in 
fertilized eggs as long as replication is fast. Hence, there is no interference 
of the replication apparatus with the transcription machinery. This is 
different in all other cell types where transcription and replication take 
place, and their temporal order in particular regions of the genome must 
somehow be controlled to avoid collisions between the two synthesis 
machines (for a discussion of this problem in bacteria see Brewer 1988). 
In fact, replication of ribosomal DNA in yeast is dictated by the heavy 
expression of these genes because the transcription apparatus creates a 
replication fork barrier in the direction opposite to transcription, so that 
replication is largely unidirectional in the direction of transcription 
(Linskens and Huberman 1988; Brewer and Fangman 1988). 

The correlation of DNA replication with gene expression was also 
investigated in a study on the polarity of DNA replication through the 
a-globin locus in avian cells (James and Leffak 1986). In these exper- 
iments replication was continued in vitro from in vivo initiated re- 
plication sites (in vitro nuclear run on replication) and it was found that 
the a-globin locus is preferentially replicated in transcriptional direction, 
both in cells where the genes are active (and replicate early) and in those 
where they are inactive (and replicate late). However, in subsequent 
studies of the same question in a different locus, namely that of the histone 
H5 gene, Trempe et al. (1988) obtained a different result, because the 
direction of replication of that gene correlated with the direction of 
transcription only in cells expressing the gene; replication occurred in the 
opposite direction in cells where the gene was shut off. An analogous 
situation was noted in the case of the c-myc gene (Leffak and James 1989). 
The common feature of all results in this study is that transcribed genes 
always replicate in the direction of transcription. 

4.2 Regulation of the S Phase 

Replicons are switched on either in early or in mid-S phase in a regulated 
fashion. Much evidence indicates that the timing of the initiation of 
individual replicons in S phase is rather fixed from one cell cycle to the 
next in one particular cell type but may vary in different cell types 
depending on specialized transcriptional capacities of the cell. 
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4.2.1 Experimental Observations 

One of the first thorough studies on the timing of replication of some 25 
genes for which probes were available was published by Goldman et al. 
(1984). They showed that DNA replication in mammals is temporally 
bimodal, consistent with the idea that the genome can be divided into two 
functionally distinct parts. Genes which are active in all cells, the 
"housekeeping" genes, replicate during the first half of the S phase. 
Tissue-specific genes also replicate early in those cells in which they are 
expressed but they replicate in the second half of S phase in those tissues 
in which they are not expressed. Methodology is important for an 
evaluation of the data obtained and must therefore be mentioned briefly. 
The principle of the method used in this and many subsequent studies was 
the following: cells were Synchronized either by mitotic shake-off 
(Goldman et al. 1984) or by centrifugal elutriation (the studies by 
Schildkraut's group cited below). Bromodesoxyuridine was then incor- 
porated into replicating DNA by adding the precursor analog to the 
growth medium for various periods of time. Thereafter, DNA was isolated 
and digested with a restriction endonuclease and bromodesoxyuridine- 
containing DNA was isolated by centrifugation in CsC1 gradients, Heavy 
DNA fragments were then either separated by electrophoresis on agarose 
gels followed by hybridization with various labeled, gene-specific DNA 
probes or blotted directly onto filters using a slot blot device and then 
hybridized. Mitotic selection provides only rather limited numbers of cells 
compared to the more elaborate centrifugal elutriation. Still, the main 
conclusions drawn from results using the two methods were similar and 
generally are corroborated by experiments using a quite different method 
(see below, p. 73). 

Schildkraut and coworkers initially studied the replication time of 
a-globin genes in mouse cells. Extending their studies to the immuno- 
globulin heavy chain constant region of the mouse, they made the im- 
portant observation that changes in gene position have an effect on the 
time of replication (Calza et al. 1984). In other words, the replication time 
ofa gene does not depend on its sequence but rather on its surroundings 
within the genome. Another multigene family studied was that of the 
human histone genes which were also found to replicate during the first 
half of the S phase (Iqbal et al. 1984), leading to the suggestion that 
replication of genes may play a role in their expression, perhaps by causing 
a change in chromatin structure. This point is discussed more fully below. 
In an extensive study the replication of multigene families (a-globin, 
fl-globin, immunoglobulin) and of expressed or non-expressed genes in a 
variety of cell lines was examined (Hatton et al. 1988a,b). The general 
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conclusions were: actively transcribed genes are replicated during the first 
quarter of the S phase; some of these genes replicate later in cell lines in 
which they are not expressed. Other genes replicate in the first half of the 
S phase, although they are not expressed; they replicate even earlier in cell 
lines in which they are transcribed. Some genes replicate early whether 
they are transcribed or not, and genes which are not transcribed can 
replicate during any interval of the S-phase. There is coordinated timing 
of replication of sequences within a multigene family. The coordinated 
replication of the human B-globin gene locus also reflects its transcrip- 
tional activity, and in addition was found to correlate with nuclease 
sensitivity of the chromatin region (Dhar et al. 1988; Epner et al. 1988). 

All these results make it quite clear that replication ofa gene can start 
from alternative origins, and different cell type s use different sets of 
origins of replication. Since the selection of origins depends on nuclear 
location, the three-dimensional organization of the genome must play an 
important role. 

Another group of genes whose replication time was particularly 
interesting is that of the proto-oncogenes. Their replication was found to 
be mostly in early S phase in human, hamster and mouse cells (Iqbal et al. 
1987; Doggett et al. 1988). 

Finally, an interesting approach was taken by Dhar et al. (1989), 
namely that activation or repression of genes was not the result of 
rearrangements within the genome as was the case in earlier work on 
immunoglobulin genes but was achieved by cell hybridization (leaving 
the gene in question in the same position as in the parent cell). The 
replication time of B-globin genes from mouse cells was studied in mouse 
hepatoma-mouse erythroleukemia hybrid cells in which the gene, which 
is active in the erythroleukemia cells, is inactivated. The inactivated gene 
in the hybrid was found to replicate later than the active one in the parent 
cell. On the contrary, in a hybrid between a human fibroblast line (not 
expressing the fl-globin gene) and mouse erythroleukemia cells the fl- 
globin gene is transcriptionally activated and replicates earlier in the 
hybrid than in the fibroblast. In addition, the fl-globin gene in the hybrid 
is more sensitive to nucleases than in the parent fibroblast. These results 
show that the timing of replication can be altered even in differentiated 
cells when the expression of the gene in question is changed. Early 
replication thus definitely coincides with transcriptional activity. 

The temporal order of replication of a large group of genes, 29 in all, 
in Chinese hamster ovary cells was studied by Taljanidisz et al. (1989) 
using a different method. These authors separated exponentially growing 
cells by centrifugal elutriation into populations at different stages of the 
cell cycle and analyzed the replication of specific genes by labeling the 
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DNA with 5-mercuri-dCTP (deoxytidine triphosphate) and 3H-dTTP 
(deoxythymidine triphosphate) in permeabilized cells. Newly synthe- 
sized mercurated DNA was purified by affinity chromatography on 
thioI-agarose, then labeled with 32p using the random primer method, and 
hybridized to plasmid DNA containing cloned genes fixed to nitrocel- 
lulose filters. The extent of hybridization is a measure of the replication 
activity of the particular gene in a cell population at a defined stage in the 
cell cycle. This study supports results of earlier ones obtained with a 
different method and includes several genes not dealt with in previous 
experiments. Furthermore, data are summarized in a more objective way 
by not simply stating early versus middle or late S phase, but by relating 
the extent of  replication of a gene with the C-value of cells as determined 
by flow cytometry. A C-value of 1 corresponds to the haploid DNA 
content per cell; hence, within one S phase of a diploid cell the C-value 
increases from 2 to 4. The genes chosen span almost the entire S phase of 
hamster cells. Whereas many genes were found to replicate early (C- 
values 2-2.5), some others replicate late (C-values 3.5-4). Only three 
genes were observed to replicate at C-values of 2.5-3 (among these is the 
transcriptionally active gene of TK) and none were found to replicate at 
C-values of 3-3.5, providing support for the "3 C pause" (a significant 
decrease in the DNA synthesis capacity) in the middle of S phase 
described by Goldman et al. in 1984 (see also the discussion below, p. 74). 
Otherwise the following conclusions were drawn by the authors: 

° 

2. 

. 

Housekeeping genes replicate during the first half of the S phase. 
Proto-oncogenes fall into two classes: six transcriptionally active and 
three transcriptionally inactive genes replicate in the first quarter of S 
phase, three others replicate late. 
Although there was a correlation between transcriptional activity and 
replication in the first half of the S phase, there are a number of 
exceptions to this rule. (About a quarter of the total mRNA was 
transcribed from late-replicating DNA.) In other words, although 
there is a strong preference of expressed genes to replicate early and 
of unexpressed genes to replicate late, there are cases where unex- 
pressed genes replicate early and expressed genes replicate late. 

4.2.2 Interpretations of Experimental Results 

Reviewing the earlier work on replication timing, Holmquist (1987) 
concluded that there may be two classes of genes, one class present in the 
early replicating part of thegenome which cytologically is characterized 
by R bands (Giemsa light bands) comprising transcriptionally active 
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GC-rich sequences, the other in the late replicating part of the genome 
characterized by G bands (Giemsa dark bands) comprising AT-rich 
sequences which are transcriptionally repressed (Taylor 1984). R bands 
finish replication before G bands start, giving rise to the 3 C pause. 

The connection between early replication and transcriptional activity 
can be interpreted in two ways: early replication is a prerequisite for the 
expression of genes (see, for example, Goldman 1988) or, vice versa, 
transcriptional activity causes a change in chromatin structure making 
early replication possible. There is support for both interpretations. For 
the former one (replication as a prerequisite for transcription) recourse is 
often taken to the regulation of the expression of somatic and oocyte-type 
5S ribosomal RNA genes ofXenopus laevis. In somatic cells the first type 
is expressed but not the latter one. When transcription factors involved in 
the regulation of 5S RNA transcription, in particular TFIIIA, became 
known, it was suggested that this factor might be present in limiting 
amounts and might bind first to replicated somatic genes, leaving 
oocyte-specific genes silent (Gottesfeld and Bloomer 1982). This, of 
course, would mean that somatic genes should be replicated early and 
oocyte genes late, which indeed was found to be the case (Gilbert 1986; 
Guinta and Korn 1986). Furthermore, in vitro DNA replication was 
found to erase the 5S RNA transcription complex (Wolffe and Brown 
1986). This, however, means no less than that at least some transcription 
complexes, once established, can be disrupted (whether active or not) by 
a passing replication fork. Hence, cell cycle-regulated provision of tran- 
scription factors and their exhaustion by binding to early replicated DNA 
sequences, such as those of somatic 5S RNA genes in Xenopus, would not 
be necessary, since the late replication of the oocyte-specific genes would 
inevitably lead to destruction of transcription complexes which might 
have formed at those genes (Wolffe and Brown 1988) and which probably 
cannot be reestablished before chromosome condensation. 

Another particularly interesting case, where a difference in replication 
time dramatically coincides with transcriptional activity, is that of the X 
chromosomes of female mammals, one copy of which is expressed and 
replicates early, while the other one is inactive and replicates late. 

More distantly related investigations relevant to the problem of S 
phase regulation involve the replication-dependence of the expression of 
genes from viral promoters active late in the viral replication cycle. During 
virus replication such genes are active only after replication of viral DNA 
has started. This dependence on replication can be mimicked with 
transfected plasmids carrying viral late genes or reporter genes under the 
control of a viral late promoter and a viral origin of replication, located 
distant from the promoter so as to avoid interference between signals on 
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the promoter and those on the origin. (Remember that the SV40 origin, for 
instance, is closely associated with both promoter and enhancer 
sequences.) In several studies, differing in detail, the conclusion was that 
replication of the plasmid is required for high expression from the late 
promoter (Matsui et al. 1986; Venkatesh and Chinnadurai 1987; Grass et 
al. 1987; Enver et al. 1988). The molecular basis of this control is so far 
unknown but may lie in the requirement of replication for proper as- 
sembly of the late transcription complex. Interestingly, replication 
dependence of transcription was not observed in some control exper- 
iments in which viral early promoters (from which transcription is started 
prior to initiation of DNA replication) were used. A dependence on 
replication of transcription from late promoters is already seen in bac- 
teriophages. In the case of phage T4 this was recently shown to be due to 
stimulation of transcription by components of the replication apparatus 
(Herendeen et al. 1989). 

While these data together with those on 5S RNA genes of Xenopus and 
on the mammalian X chromosome support the idea that early versus late 
replication may control gene expression during the cell cycle and in 
development, there are examples favoring the reverse interpretation - 
that transcription enables early replication. First, this is in accord with the 
striking correlation mentioned above between replication origins (or 
whatever is described as such in animal cells) and transcription signals, 
promoters and enhancers. This correlation is reminiscent of the situation 
in some phages (notably phage ?~) and bacteria (Escherichia coli) where 
transcription around the origin of replication seems to play a role in 
replication, a correlation which is referred to as "transcriptional activa- 
tion" of DNA replication (see DePamphilis 1988). Most likely tran- 
scriptional activation facilitates the establishment of the replication 
apparatus at the replication initiation site. Furthermore, contrary to 
the belief that replication is a prerequisite for gene expression, many 
housekeeping genes which are transcriptionally active and replicate 
early are expressed in the absence of ongoing DNA replication. For 
instance, induction of enzymes like DHFR, TS or TK in growth-stimu- 
lated cells does occur even if cells are prevented from starting the S phase 
due to the intentional addition of DNA replication inhibitors such as 
fluorodesoxyuridine, hydroxyurea, methotrexate or aphidicolin. In ad- 
dition, while the expression of both DHFR and TK is activated during 
G1/S transition and in early S phase in growth-stimulated cells (see 
above), only the DHFR gene replicates early; the TK gene replicates 
towards the middle of S phase (Taljanidisz et al. 1989). 

In conclusion, despite many cases where transcriptionally active genes 
are replicated early in the S phase and non-expressed genes are replicated 
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late, there is a significant number of exceptions to this rule. And similarly, 
while there are cases where replication may be a prerequisite for tran- 
scription, others can be interpreted in the opposite direction. 

In the case of viruses, there appear to exist two classes of promoters, 
those active in the absence of DNA replication (their firing may or may not 
activate DNA synthesis by a mechanism separate from and in addition to 
the need for an early viral gene product for replication) and those which 
are strongly stimulated by prior replication. An analogous situation can be 
envisaged for cellular promoters, which may also fall into two classes. The 
difference between these could lie in a different structure of the chromatin 
and/or  in variable binding constants of the transcription factors involved. 
This might or might not allow transcription factors to bind in the absence 
of replication. Cases in question are some viral origins of replication (e.g., 
those of adenovirus, SV40 or polyomavirus) which are stimulated by the 
binding of transcription factors. Other cellular transcription start sites 
might require the previous passing of the replication machinery for their 
activation. 

According to this view, the local three-dimensional structure of 
chromatin appears to be decisive in determining where and when re- 
plication starts. Important in the selection of replication sites could be an 
association of replicating chromatin with the nuclear matrix or scaffold 
structure, both during initiation (see Amati and Gasser 1988 and refer- 
ences therein) and during elongation (see Paff and Fernandes 1990 and 
references therein). The view that changes in chromatin structure have a 
strong effect on DNA replication is supported by the observation that a 
so-called linker histone, H5, which is involved in condensation of 
chromatin, plays an active role in the control of DNA replication (Sun et 
al. 1989). The question of whether fixed origins of replication exist in the 
genome of higher eukaryotes also has to be seen against the background 
of the above discussion on the timing of replication. In complete contrast 
to the simple replicons of viruses and bacteria, comprising the whole 
genome, the replication of which is regulated by the use of specific origins 
of replication, other factors may be more important in the ordered 
replication of the eukaryotic genome. One of the most important 
regulatory devices must be the "once per cell cycle rule". In other words, 
it may not be so important where and when precisely replication starts; 
much more important is that once a stretch of the genome is replicated it 
is immediately protected against re-replication until cells have gone 
through the cycle and arrived at the G1/S border again. The molecular 
basis of this control is unknown but it is likely to reside in the structure of 
chromatin which probably changes continuously throughout the cell 
cycle. According to this view, the defined ARS sequences in the yeast 
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Saccharomyces cerevisiae, which in many cases are used as origins in vivo, 
are the exception awaiting an explanation, rather than a model for higher 
eukaryotes. One reason for the requirement of specific initiation sites for 
DNA replication in yeast could be the extensive transcription of most of 
the genome throughout the cell cycle, In this respect Saccharomyces 
cerevisiae is an extreme case (accompanied only by prokaryotes and 
viruses). A quite opposite position is that of the fertilized egg in which no 
transcription takes place and replication is fast. Whereas replication starts 
at a very large number of sites in the genome of fertilized eggs (frog eggs 
even support replication of phage and plasmid DNA) because there is no 
interference with transcription, the situation is at the other extreme in 
Saccharomyces cerevisiae where the genome is heavily transcribed and as 
a consequence replication has to start at rather defined origins. Mam- 
malian somatic cells might be somewhere in between these two extreme 
cases. This is not to say that replication could start anywhere in a 
mammalian genome; on the contrary, it is likely that there are preferred 
sites which function as origins of replication, but there may not be 
precisely defined sequences as there are in viral or "modern" bacterial 
genomes. In this connection it is also worth remembering that under stress 
conditions even Escherichia coli can start replication at sites different from 
the main origin of replication, ori-C. In fact, ori-C may have become the 
preferential replication origin of E. coli only because this bacterium 
inhabits the mammalian gut, where it finds conditions for relatively rapid 
growth for which the ill-controlled replication starts at the other origins 
(ori-K) are not well suited (von Meyenburg et al. 1987), probably because 
replication from such origins interferes with high rates of transcription 
(Brewer 1988). 

The division of the genome into early and late replicating parts raises 
another interesting question: is this division accomplished by the exist- 
ence of early and late firing origins of replication? Alternatively, it is 
possible that late replicating sequences are simply far away from an active 
origin and a long time is required for the fork to move into them. The time 
required could be further lengthened by a more condensed structure of 
the chromatin in late replicating parts of the genome. One barrier to 
movement of replication forks could certainly be active transcription in 
the opposite direction as discussed above for yeast ribosomal RNA genes. 
There are as yet no data available which would prove or exclude the 
existence of origins initiated late in the S phase. In Saccharomyces 
cerevisiae initiation of origins was found to occur for at least the first half 
of the S phase (Newlon 1988 for review). Whether there are truly late 
initiating ARS sequences is not known, although Reynolds et al. (1989) 
have started to analyze this question by examining the temporal pattern 
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of  replication of  200 kb of  chromosome III of  Saccharomyces cerevisiae in 
which several ARS elements are known to be present. They found that 
some ARS elements near the telomers replicate late while internal ones 
replicate early. But it is not known, so far, whether initiation takes place 
at late replicating ARS elements, because, as in earlier work, some ARS 
elements were found to be inactive as replication origins at least in some 
cells. Delayed readthrough from an early started replicon could equally 
well explain the results obtained. 

The two models have, however, testable consequences: If late re- 
plication were due to late initiation this would mean that sequences must 
exist acting as boundaries of early replicating replicons. In other words, it 
would be expected that termination sites for replication exist at the ends 
of  replicon clusters. If, on the other hand, some replication forks were 
stalled until late in S phase at certain regions of the genome (due to a more 
condensed chromatin structure or an association of  sequences with the 
nuclear matrix or a chromosome scaffold) these late replicating replicons 
would be expected to be larger than early replicating ones. The size of 
replicons is indeed quite variable in yeast as well as in animal cells, but as 
yet there is no indication as to whether there is a correlation of  the size with 
the time of  replication. An interesting system, which might provide 
answers to these questions, is that of  the amplification unit of  the D H F R  
locus in methotrexate-resistant Chinese hamster cell lines. Ma et al. (1990) 
recently obtained evidence for three early firing origins within the 240 kb 
D H F R  amplicon as well as for the presence of  a replication terminus. 

4.3 Mitosis Depends on Completion of  the S Phase 

To assure that mitosis does not begin before DNA is completely replicated 
(otherwise daughter cells would not receive a full genome) there must 
exist a checkpoint between the S and the M phase of  the cell cycle. Cell 
fusion experiments clearly show that in heterokaryons harboring a G 2 and 
a G 1 or an S phase nucleus, the G 2 nucleus is prevented from starting 
mitosis until the other nucleus has completed DNA synthesis (Zelenin and 
Prudovsky 1989). Also, cells having suffered damage to their DNA are 
delayed in entering mitosis (Adlakha et al. 1984). Recently a start towards 
elucidation of  the mechanism involved was made (Weinert and Hartwell 
1988; Hartwell and Weinert 1989). The product of  a gene, RAD 9, of  
Saccharomyces cerevisiae that causes radiation sensitivity if mutated, was 
found to assure G 2 arrest after DNA damage by mutagenic agents, 
suggesting that a negative control system may delay passage of cells from 
S to M as long as DNA is not fully replicated and DNA damage is not 
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repaired. Also in the fission yeast, Schizosaccharomyces pombe, a muta- 
tion was observed which abolishes the dependence of mitosis on DNA 
replication (Enoch and Nurse 1990). These studies will certainly throw 
light on how the cell couples mitosis with completion of DNA replication. 
In vitro experiments using cell-free extracts from Xenopus eggs revealed 
a feedback pathway which suppresses mitosis until replication is com- 
pleted. This appears to be governed by threshold amounts ofunreplicated 
DNA which somehow block the activation of maturation promoting 
factor (Dasso and Newport 1990). According to recent evidence, it is likely 
that the well-known effect of caffeine in inducing premature chromosome 
condensation is due to a relaxation of this blockade (Downes et al. 1990). 
Both effects, the blockade by unreplicated DNA and its relaxation by 
caffeine, may involve post-translational modifications critical for the 
activation of maturation promoting factor. 

4.4 Regulation of Histone Synthesis 

In eukaryotes, replication of chromatin necessitates not just DNA re- 
plication but also the synthesis ofhistones. This takes place in the S phase 
and is tightly linked to and dependent upon DNA synthesis. The re- 
plication-dependent histone genes are coded by a multigene family 
consisting of up to 20 members for each histone type, namely H 1, H2A, 
H2B, H3 and H4. Dimers of H2A, H2B, H3 and H4 make up the 
nucleosome and therefore must be produced in equal molar amounts. 
Replication-dependent histone genes lack introns and the mRNAs are 
devoid of poly(A) stretches at the 3' end. These features distinguish this 
group ofhistone genes from another one which is constitutively expressed, 
contains polyadenylation signals and sometimes introns and codes for 
so-called replacement histones. The tight regulation of replication- 
dependent histone gene expression has been known for some time, and 
the mechanisms underlying this regulation are under intensive study. A 
short review by Scht~mperli (1988) summarizes the recent state of the art. 

Histone synthesis is regulated at several levels starting with tran- 
scription. The rates ofhistone gene transcription increase three- to fivefold 
during the S phase, a range which does not nearly come up to the 20- to 
100-fold increase in steady state levels ofhistone mRNA, indicating that 
post-transcriptional regulation must play an important role. Studies on 
the mechanism of transcriptional regulation have been carried out both in 
vivo and in vitro. The possibility of reintroducing cloned histone genes 
with wild type or mutated promoter sequences has facilitated analysis of 
transcriptional regulation. Studies of protein binding onto isolated 
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promoter sequences led to the characterization of protein binding 
elements in the upstream region of the gene for histone H4 (Capasso and 
Heintz 1985; Dailey et at. 1986; Pauli et al. 1987; Kroeger et al. 1987; 
Helms et al. 1987; Seiler-Tuyns and Paterson 1987), histone H3 (Pauli et 
al. 1989), histone H2B (Sive et al. 1986; La Bella et al. 1988) and histone 
H1 (Dalton and Wells 1988a). There are binding sites for general tran- 
scription factors (CCAAT and TATA) in each one of the promoters of 
histone genes, but in addition there are binding sites for transcription 
factors which are specific for one particular histone subtype. Some of these 
subtype-specific transcription factors have been purified and character- 
ized in recent years (Fletcher et al. 1987; van Wijnen et al. 1987, 1989; 
Dailey et al. 1988; Dalton and Wells 1988b; Gallinari et al. 1989; La Bella 
et al. 1989), and although for some of them no change in DNA binding 
activity could be observed during the cell cycle, it is anticipated that they 
do play an important role in cell cycle regulated transcription. This could 
be the result of covalent modification of the factors during GI/S transi- 
tion, or of their interaction with specific non-DNA-binding proteins. 
Changes in histone type-specific transcription factor levels or activity 
during G1/S transition are accompanied by alterations in the nuclease 
sensitivity ofchromatin in the vicinity ofhistone genes (Chrysogelos et al. 
1985, 1989; Pauli et al. 1989). 

While regulation at the level of transcription is responsible for only part 
of the cell cycle regulation ofhistone gene expression, it does seem to play 
the dominant role in growth regulation of these genes. During growth 
arrest of differentiating human HL-60 cells, for instance, histone gene 
transcription is downregulated apparently at the level of the amount of 
type-specific transcription factors (Stein et al. 1989). Hence, as in the case 
of the regulation of expression of DNA synthesis enzymes described 
above, control of histone gene expression differs in cycling versus 
growth-stimulated cells. 

As stated above, replication-dependent histone mRNAs lack a 
poly(A) sequence at the 3' end; hence, the mechanism of formation of the 
3' end must differ from that making use of a polyadenylation signal. 
Histone mRNAs are characterized by the presence of a stem-loop 
structure at the 3' end, and it was found that this structure plays a critical 
role in the formation of the 3' end of the mature mRNA (see, for example, 
Lfischer et al. 1985 and references therein). This structure is a recognition 
site for an enzyme system cleaving the precursor RNA close by. Also 
required for this cleavage is a small nuclear RNA, known as U7 RNA, in 
the form ofa ribonucleotide complex (snRNP). This RNA has a sequence 
which can base pair with a sequence immediately 3' to the stem-loop in the 
mRNA precursor (Soldati and SchOmperli 1988). Apart from the U7 
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snRNP, a heat-labile protein factor is necessary. This factor, unlike U7 
snRNP, is present only in proliferating cells, thus providing a link between 
the proliferation state of a cell and the production of mature histone 
mRNA (Gick et al. 1986, 1987; Lt~scher and Scht~mperli 1987). More 
recently a protein factor was detected which specifically binds to the 
conserved hairpin structure ofhistone mRNA precursors and differs from 
the heat-labile factor mentioned above (Vasserot et al. 1989). 

The same region at the 3' end ofhistone mRNA is the site of action of 
an enzyme or enzymes determining the stability of the mature mRNA 
(Stauber et al. 1986; Levine et al. 1987; Pandey and Marzluff 1987; 
Capasso et al. 1987). The half-life of histone mRNA varies dramatically 
during the cell cycle, being 30-60 min during the S phase but decreasing 
to about 10 min at other times or in cells in which DNA synthesis has been 
inhibited. Degradation of the mRNA starts at the 3' terminus and con- 
tinues towards the 5' end (Ross et al. 1986). mRNA turnover was shown 
to be coupled to translation (Graves et al. 1987); inhibition of protein 
synthesis by cycloheximide stabilizes histone mRNA. In order to unravel 
the mechanism of regulation of histone mRNA turnover, an in vitro 
system was developed (Ross and Kobs 1986) which mimics the events 
occurring in vivo. With this system the suggestion that the free histone 
proteins themselves trigger histone mRNA degradation (Butler and 
Mueller 1973; Stein and Stein 1984) was tested, and it was found that 
addition of core histones, in the presence of a cytoplasmic high speed 
supernatant fraction, did increase the degradation of histone mRNA 
4-6-fold (Peltz and Ross 1987). The effect was specific, in that the rate of 
degradation of a number of other poly(A-) or poly(A +) mRNAs was not 
changed by addition of histones. The exonuclease activity possibly in- 
volved in the degradation of histone mRNA was found to be ribosome- 
bound (Graves et al. 1987; Ross et al. 1987). Attempts at the character- 
ization and isolation of the nuclease have started (Peltz et al. 1987). 

4.5 Assembly of Chromatin 

The S phase is the time point when newly replicated DNA assembles with 
histones and non-histone proteins to form chromatin. This allows for gross 
changes of chromatin structure as, for instance, in development and 
differentiation (an early summary of the role of the cell cycle and of cell 
proliferation in differentiation can be found in several articles in Reinert 
and Holtzer 1975; for a more recent review see Weintraub 1985). It is not 
surprising, therefore, that much attention has been paid to the events 
following DNA replication. Due to the great abundance of histones, most 



82 E. Wintersberger 

of the studies on chromatin assembly are limited to the binding of these 
proteins to DNA during the formation of nucleosomes (see, for example, 
Worcel et al. 1978). Nucleoplasmin, a protein isolated from Xenopus laevis 
oocytes, may play a role in the assembly of nucleosomes (Dilworth and 
Dingwall 1988). Other proteins have also been found to promote nu- 
cleosome formation, and include two proteins isolated from Xenopus 
laevis somatic cells called N1/N 2 (Cotten and Chalkley 1987). Nucleo- 
plasmin and N 1/N 2 seem to act separately in nucleosome assembly in 
Xenopus laevis. In vitro experiments with extracts from oocyte nuclei have 
shown that N1/N2 forms complexes with histones H3 and H4 while 
nucleoplasmin is present in complexes of histones H2A and H2B. Both 
complexes transfer their histones to DNA (Kleinschmidt et al. 1990). In 
human cells, a protein (CAF-1) was detected which catalyzes nucleosome 
formation in an in vitro replications system employing SV40 DNA (Smith 
and Stillman 1989). Using the same cell-free DNA replication system, it 
was shown that replication-dependent nucleosome formation (Stillman 
1986) occurs in steps, only the first one requiring DNA synthesis (Fotedar 
and Roberts 1989). However, specificity of this process as regards phasing 
of nucleosomes must come through binding ofnon-histone proteins, such 
as transcription factors (plus SV40 T-antigen in the in vitro system 
mentioned above). These provide "nucleation regions" from where nu- 
cleosome formation could start, guaranteeing that parts of the DNA 
sequence remain free of nucleosomes, as most clearly exemplified in case 
of the genomes of the small DNA tumor viruses, SV40 and polyoma 
(reviewed by Fried and Prives 1986). Such regions characteristically are 
sensitive to digestion by nucleases. In order to influence the phasing of 
nucleosome formation, transcription factors or other regulatory binding 
proteins, for instance those fixing particular parts of the DNA to the 
nuclear matrix (Amati and Gasser 1988; Hofmann et al. 1989) must bind 
to newly replicated DNA before nucleosome formation. In fact, a com- 
petition between the assembly of transcription complexes and the for- 
mation of chromatin was found to take place when Xenopus 5S RNA 
genes were incubated with egg extracts (Almouzni et al. 1990). Also 
important in this context is what happens with the old nucleosomes 
present in the chromatin, how they are distributed, and in which way their 
distribution influences the formation of new nucleosomes. This point has 
been heavily debated, due to the technical difficulty of the experiments 
necessary to answer the question unequivocally, and the debate is still 
going on (for a recent opinion on this problem see Svaren and Chalkley 
1990). The recent observations with nuclear extracts from Xenopus 
oocytes mentioned above (and considered by Svaren and Chalkley) 
greatly advance our knowledge in this area. 
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Important as the change of chromatin structure in particular regions 
of the genome is during differentiation, an equally remarkable property 
of chromatin is the constancy of its structure in other regions, that is, the 
inheritance of areas of chromatin structure through many cell cycles and 
cell divisions. Practically nothing is known about how this is achieved. 
Another open but important question concerns the molecular mechanism 
by which replicated chromatin is labeled such that re-replication within 
the same S phase is prevented. 

5 Epilogue 

Despite a vast literature on cell cycle and growth regulation, progress at 
the molecular level is presently limited to few areas of research. These 
concern primarily those events involving the protein kinase p34/cyclin, 
which controls the initiation of mitosis and, in a different form, probably 
reactions at the G1/S border. Recent progress in this area has come 
through the fusion of studies on different organisms. Of great help was the 
availability of mutants in the yeasts Schizosaccharomyces pombe and 
Saccharomyces cerevisiae which, together with originally completely in- 
dependent experiments on Xenopus and later on HeLa cells, led to the 
present concept of the role of cyclins and maturation promoting factor 
(Norbury and Nurse 1989). Another area coming of age is that of the 
regulation of enzymes and proteins involved in DNA replication during 
transition from G~ into S phase, discussed in this review. It is remarkable 
in the present situation that there are as yet no common elements in 
the results of studies on different enzymes that would allow conclusions 
to be drawn as to the mechanism of this seemingly coordinated con- 
trol of the various enzymes. Most of these studies were carried out with 
different lines of mammalian cells, a fact which may contribute to the 
divergence seen. This divergence, however, extends to the structure of 
promoters, which is a property of the organism and cannot be expected to 
depend on the use of particular cell lines. Hence, either the regulation of 
different enzymes is indeed quite variable as far as the mechanisms 
involved are concerned, or the common elements have not yet been found. 
The active research in this area will probably resolve this question in the 
next few years. 

While these problems are amenable to fruitful experimentation, 
others are much farther away from any solution, in pai:ticular those 
dealing with the regulation of the initiation ofreplicons during the S phase 
and with the mechanism which restricts replication to once per cell cycle. 
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As any deviation from this rule can lead to defects in gene dosage or even 
to aneuploidy, the problem is of central importance. Although for one 
aspect, namely early versus late replication, data exist which can be 
reconciled, despite the fact that they were obtained with different cell lines 
and cell types, in other cases the fact that such studies are mostly carried 
out with established cell lines might influence the results. One central 
property of such cell lines is their at least partial escape from normal 
control mechanisms, resulting in immortalization which is nearly always 
accompanied by aneuploidy and chromosomal abnormalities. This might 
indeed have some effect on regulatory mechanisms and could explain why 
extraordinary differences are often found with various cell systems. One 
interesting example underlining this aspect is the recent report that, 
contrary to what is observed with established cell lines and with tumor 
cells, DNA amplification is very rare in normal human cells (Wright et al. 
1990; see also Wintersberger 1984). Considering that many of the results 
on growth regulation and cell cycle regulation of DNA replication en- 
zymes were obtained with cell lines in which the gene under study was 
amplified often more than 100-fold, it can be asked to what extent the 
results obtained in these cases may reflect processes occurring in normal 
cells. As helpful as research on such cell systems may be, it should be 
considered as a starting point for the isolation ofgenomic sequences and 
cDNAs and as a beginning towards an understanding of the regulation; 
eventually, however, it should be complemented by control experiments 
with cells having a normalgene dosage. This may be all the more necessary 
since regulation seems to take place at several levels, in particular also at 
the post-transcriptional and the translational level, the relative con- 
tributions of which may well depend on the amount of transcript present 
to start with. 

Established cell lines have gone through a phase called "crisis" that 
obviously is characterized by strong selection pressure. This is survived by 
very few cells, all of which have acquired a destabilization of the genome, 
a fact which should be of concern also for another reason: The mechanism 
by which gene amplification is initiated probably involves reinitiation of 
DNA replication at a site of the genome already replicated during the 
ongoing S phase (see reviews by Schimke 1988; Stark et al. 1989). It is 
precisely this reaction which must not take place and in normal cells does 
not take place. The strict control of the once per cell cycle rule may be the 
reason why normal cells cannot amplify DNA. The relaxation of this rule 
in continuously growing cell lines gives rise to doubt as to whether such 
cells are suitable for studies on the mechanism underlying this control. 

Insight into chromatin structure and changes taking place at this level 
in the cell cycle is being gained only slowly. This is mainly due to technical 
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p rob lems .  On ly  gross s t ructures  can  be e x a m i n e d  so far;  however ,  the 
solut ion p r o b a b l y  lies wi th in  the a r r a n g e m e n t  in par t icular ,  somet imes  
small,  areas  o f  c h r o m a t i n  the s tudy  o f  which  has  to awai t  the deve lop-  
m e n t  o f  new methods .  An  interes t ing start  in this d i rec t ion  was recen t ly  
r epo r t ed  by  Tazi  and  Bird (1990). These  au thors  have  t aken  advan tage  o f  
the fact  tha t  m a n y  act ive genes are  cha rac t e r i zed  by  so-cal led G p C - r i c h  
islands which  are u n m e t h y l a t e d  and  suscept ible  to c leavage by  specific 
res t r ic t ion endonuc leases ,  thus a l lowing isola t ion and  cha rac te r i za t ion  o f  
c h r o m a t i n  f r o m  t ranscr ip t iona l ly  active parts  o f  the g e n o me .  
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1 Introduct ion 

Until recently there seemed to be general agreement in the literature that 
the motor  nucleus together with the muscle it innervates behaved as a 
functional unit: one single activation parameter (i.e., total synaptic drive) 
would account for the activity of  the motoneuron pool as a whole. The 
activity of an individual motoneuron was believed to be determined by 
this activation parameter and by size-related properties of that moto- 
neuron. Motoneurons were recruited in an orderly way according to the 
size principle (Henneman 1957, 1980; Henneman  and Mendell  1981), 
and at recruitment each motoneuron started firing with an initial fre- 
quency typical for that neuron. A further increase in the activation 
parameter would increase the motoneuron firing frequency in a repro- 
ducible way until saturation occurred. 
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Recent investigations indicate that the notion as outlined above needs 
to be readjusted. Increasing evidence has become available contradicting 
the view that individual muscles should be regarded as functional units in 
the control of the motor apparatus. Ter Haar Romeny et al. (1982) found 
that the relative activity of motoneurons in the m. biceps brachii was 
task-dependent. This clearly indicated the presence of more than one 
control or activation parameter for the motoneuron pool of the m. biceps 
brachii. This finding was deepened and elaborated in a number of 
follow-up studies which revealed among other things that the firing 
frequency at recruitment and at decruitment is often quite different. Also, 
the firing frequency at recruitment does not seem to be fixed, but seems to 
depend on the task. These studies are summarized in this review. 

The results agree with some other recent findings and concepts 
presented in the literature. For instance, Loeb (1985) has proposed the 
concept of task groups as a functional compartmentalization of the motor 
apparatus during locomotion. This view is supported by results found in 
the cat. The activity of the biarticular anterior sartorius muscle during the 
stance phase (active lengthening) and the swing phase (active shortening) 
occurs in completely different groups of motor units (Hoffer et al. 1980, 
1987). In addition, Kandou and Kernell (1989) have reported that the 
activity of the peroneus longus muscle is distributed differently over its 
anterior and posterior part after stimulation at different locations (motor 
cortex versus superficial peroneal nerve). Windhorst et al. 0989) have 
even proposed a combined sensory and neuromuscular partitioning, such 
that segmental control mechanisms are based on subdivisions of mo- 
toneuron pool - muscle complexes. Size-related recruitment would occur 
within these subdivisions rather than in the motoneuron pool as a whole. 

Because of the inhomogeneous activation of motoneuron pools, the 
organization of muscle coordination cannot be based on the principle that 
whole muscles are the functional units of control. The classification of 
muscles is merely an anatomical concept. In this paper we will pursue this 
matter further by examining the coordination of muscles acting around 
the elbow joint. This will be done by studying single-unit electromyo- 
grams (EMGs) rather than surface EMGs. The latter method is too gross 
to assess the recruitment and firing frequency behavior of individual 
motor units and to reveal possible inhomogeneities in muscle activation. 
The elbow-joint configuration together with the most important forearm 
and upper-arm muscles are schematically drawn in Fig. 1. 

In order to gain more insight into concepts that underlie the coor- 
dination of the elbow muscles, we will describe and compare the 
recruitment and firing frequency behavior of motor units under different 
conditions: (a) isometric tasks in which forces have to be exerted in 
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FLEXION/EXTENSION SUPINATION/PRONATION 
Fig. 1. Schematic anatomical representation of six major muscles acting in 
flexion/extension and pronation/supination direction. (From Jongen et al. 1989a) 

different directions, (b) isometric contraction versus isometric relaxation, 
(c) reflexively induced recruitment, and (d) force tasks versus movement 
tasks. On the basis of the experimental evidence some coordination 
concepts as well as some theoretical models will be discussed. 

2 Inhomogeneous Activation of Human Arm Muscles 

In this chapter we will discuss the activation of motor units in a number 
of muscles in the human arm. The recruitment behavior of motor units 
was studied as a function of isometric torque in the directions of 
flexion/extension and supination/pronation. Subjects were instructed to 
increase isometric torque in one direction up to a particular level and then 
to increase isometric torque in another direction while keeping the torque 
in the first direction constant. 

2.1 Activation and Recruitment Order of Motor Units 
in the Musculus Biceps 

Figure 2 shows examples of motor-unit behavior in m. biceps brachii 
(caput longum). Motor units with a recruitment behavior such as is shown 
in Fig. 2A are recruited when isometric torque in the flexion direction 
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exceeds a particular threshold. For  these motor  units the activation is not 
changed if  a torque in the supination or pronation direction is superim- 
posed on the flexion torque. Motor  units, the recruitment of  which is 
shown in Fig. 2B, are recruited only when a particular torque in the 
supination direction is exceeded. The activation of  these motor  units is not 
affected by the amount  o f  torque in the flexion or extension direction. 

By far the majori ty of  motor  units in m. biceps brachii (caput longum) 
demonstrated the recruitment behavior shown in Fig. 2C. For  torques in 
the flexion and supination directions, the motor  units are recruited when 
a linear combinat ion of  torques in the flexion and supination directions 
exceeds a particular threshold. Extension torques do not affect the 
recruitment threshold of  these motor  units significantly, nor do pronation 
torques. 

The three motor  units that show the recruitment behavior illustrated 
in Fig. 2 can be considered to belong to three different subpopulations. 
The motor  units in a subpopulation have different recruitment thresholds, 
but in all other respects the recruitment behavior is the same. This is 
illustrated in Fig. 2 where the recruitment thresholds of  motor  units of  the 
same type fall along parallel straight lines with junctions at or near the 
horizontal or vertical axes. This is more clearly illustrated in Fig. 3, where 
the recruitment thresholds for flexion and supination are plotted along the 
horizontal and vertical axes, respectively. Data from motor  units (all of  the 
type shown in Fig. 2C) o f  different subjects are pooled. All data seem to 
fall along a straight line, indicating that the ratio of  recruitment thresholds 
in the flexion and supination directions is constant for all motor  units. 

Within a subpopulat ion the recruitment order for isometric con- 
tractions is fixed. Moreover, no significant differences in firing rate and 
recruitment order were observed for various torque directions. The results 

Fig. 2,A-C. Examples of motor unit behavior recorded in the m. biceps. Each point 
indicates the combination of torques at which the motor unit was recorded. Different 
symbols indicate different motor units. A Motor units which are recruited when torques in 
both flexion and supination direction are exerted. Such motor units are called "summing 
units". Closed symbols represent results from a unit recorded in the long head of the m. 
biceps, open symbols represent results from a motor unit recorded in the short head. For 
the latter motor unit the recruitment thresholds for flexion (Fn) and supination (Sn) are 
indicated. These results were obtained at an elbow angle of 110 °. (From van Zuylen et al. 
1988a). B Motor units which are recruited only when a particular torque in supination 
direction is exerted. Such motor units are called "supination units". These results were 
obtained at an elbow angle of 110 °. (From ter Haar Romeny et al. 1984). C Motor units 
from the long head of the m. biceps which are recruited only when a particular torque in 
flexion direction is exerted. Such motor units are called "flexion units". These results were 
obtained at an elbow angle of 100 ° (180 ° is full extension). (From van Zuylen et al. 1988a) 
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Fig. 3. Recruitment thresholds for supination as a function of recruitment thresholds for 
flexion of"summing units". Motor units were recorded in the long head (filled¢ircles) and 
in the short head (open circles) of the m. biceps. Results of different experiments and 
different subjects are pooled. (From ter Haar Romeny et al. 1984) 

suggest homogeneous activation of  motor  units in a given subpopulation. 
These data are also in agreement with the notion of  the "size principle" as 
originally proposed by Henneman  (1957, 1981). The size principle as- 
sumes that the order of  recruitment is related to the size of  the soma of  each 
motoneuron.  Although some evidence has been presented that factors 
other than the size of  the soma of  the motoneuron may be relevant (see 
Gustafsson and Pinter 1985) the "size principle" is still one of  the main 
hypotheses on which current research on muscle activation is based. 

The data in Fig. 2 demonstrate that the recruitment order within a 
muscle is not necessarily fixed. For  example, the motor  units of the type 
shown in Fig. 2A are recruited for flexion torques, but not for supination 
torques, whereas the motor units of  the type shown in Fig. 2B are recruited 
if one starts by exerting a supination torque. 

Motor units of  a particular subpopulation are not scattered randomly 
in the muscle but seem to be grouped together. Motor units from which 
activity can be recorded at the same site generally show similar behavior, 
whereas recordings from different sites may reveal clearly different 
behavior. An example of  this finding is shown in Fig. 4. Intramuscular 
wire electrodes were inserted in the lateral and medial side of the long 
head of  m. biceps branchii. With the increasing isometric torque in the 
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LAT. 

MED. 

Fig. 4. Firing behavior of motor units located in the lateral (LA T) and the medial (MED) 
sites of  the long head of the m. biceps. In this experiment the force exerted in the flexion 
direction (F) was interchanged with a force in the supination direction (S) while the force 
in the exorotation direction (E; i.e., the rotation of the humerus) was kept as low as 
possible. Time calibration: 2 s; torque calibration: 2.7 Nm flexion, 0.6 Nm supination, 0.6 
Nm exorotation. (From ter Haar Romeny et al. 1984) 

flexion direction, the activity in the electrode at the lateral side increased, 
whereas the activity in the medial electrode was relatively small. When the 
isometric flexion torque was decreased with simultaneous increase of 
isometric supination, the activity gradually decreased in the lateral 
recording, but increased in the medial recording. 

Since motor units with different task-dependent activation were 
located in different regions of the muscle, the question that arose was 
whether the inhomogeneous activation might be related to differences in 
the mechanical advantage of motor units in different parts of the muscle. 
The twitch torque in the flexion and supination directions was obtained by 
spike-triggered averaging (for a detailed description of this techique, see 
ter Haar Romeny et al. 1984). Although motor units revealed twitches of 
different amplitude, the ratio of amplitudes for twitches in the flexion and 
supination directions was approximately constant for all motor units and 
did not depend on the recording site or on the subpopulation to which the 
motoneuron belonged. The electrodes were also used for electrical 
stimulation of small parts of the muscle. Independent of the location of the 
stimulation wires (lateral or medial), the ratio of amplitudes of the 
electrically induced twitches in the flexion and supination directions was 
the same. This indicates that all motor units in m. biceps have the same 
mechanical advantage relative to the elbow. Therefore, the existence of 
motor-unit subpopulations in the long head of m. biceps brachii reflects 
a neural organization rather than differences in the mechanical effect of 
motor units. 
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Summarizing, the results presented in this section have shown an 
inhomogeneous activation of the population of  motor units in m. biceps 
brachii (caput longum.) Depending on the task (isometric flexion or 
isometric supination) different groups of  motor units may be active. Due 
to this inhomogeneous activation, the recruitment order within a muscle 
is not fixed, but is task-dependent. Within a subpopulation there is a fixed 
recruitment order. The long head ofm. biceps cannot be considered as one 
functional neuromuscular unit because of the task-dependent activation 
of  different subpopulations of  motor units. This muscle, therefore, 
probably consists of  at least three functional subunits. It appears that a 
muscle is only an anatomical concept and that an understanding of  the 
coordination of  muscle-activation patterns requires a more detailed an- 
alysis of  the activation patterns of  motor-unit  subpopulations. 

2.2 Coordination of  the Activation of  Subpopulations 
in Various Muscles in Isometric Contractions 

Recently, van Zuylen et al. (1988a) showed that subpopulations of  motor 
units, each with a different recruitment behavior, exist in almost all arm 
muscles. Therefore, subpopulations exist not only in muscles where the 
mechanical advantage is such that the muscle contributes to different 
tasks (e.g., flexion and supination), but also in muscles that contribute to 
flexion or extension only. For a detailed survey of  the various sub- 
populations in other human arm muscles and their recruitment behavior, 
see van Zuylen et al. (1988a). 

Figure 5 shows the recruitment behavior for two motor units from a 
particular subpopulation in m. triceps. The recruitment threshold of  these 
motor units depends on the torque in the extension direction as well as on 
the torques in the supination and pronation directions. At first sight, it may 
seem strange that a muscle which has a mechanical advantage in the 
extension direction only is also activated for torques in the supination 
direction. However, this can easily be understood if one recalls that m. 
biceps, which is activated for torques in the supination direction, con- 
tributes to torque in the flexion direction. In order to obtain a torque in the 
supination direction only, the contribution to the flexion torque of  m. 
biceps has to be compensated by m. triceps. This example illustrates that 
the activation of  a muscle cannot be understood from the mechanical 
advantage of  that single muscle, but that the contribution of  all muscles 
acting across the joint has to be taken into account. 

Another  example which illustrates that the activatioin of a muscle 
cannot be understood simply from the mechanical advantage of  that 
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Fig. 5. Recruitment behavior of motor units in the m. triceps. Motor units were activated 
during extension, supination and pronation torques. Flexion increased the recruitment 
threshold for supination, but hardly affected the recruitment threshold for pronation. 
Motor units were recorded in the long head (filled circles) and in the lateral head (open 
squares) of the m. triceps. Recordings were obtained at an elbow angle of 100 ° . (From van 
Zuylen et al. 1988a) 

single muscle is shown in Fig. 6. For one subpopulation of motor units in 
m. brachialis the recruitment data fall along a vertical line (Fig. 6A): the 
recruitment threshold depends on the torque in the flexion direction only. 
For the other subpopulation the recruitment data fall along oblique lines 
(Fig. 6B): the recruitment threshold in the flexion direction increases 
when torque in the supination direction is increased. This can be un- 
derstood in the same way as the activation ofm. triceps for torques in the 
supination direction. When supination torque increases at a constant 
flexion torque, the activation of m. biceps increases. This contributes an 
additional torque component in the flexion direction which can be 
cancelled either by activating m. triceps, or by decreasing the activation of 
m. brachialis. The latter may explain the oblique recruitment lines for 
flexion and supination torques for m. brachialis. 

An important question with regard to the subpopulations of motor 
units is whether motor units can indeed be grouped in a few sub- 
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populations, each with a distinct homogeneous  activation, or whether  the 
recruitment behavior of  motor  units in a muscle shows a broad dis- 
tribution; if  the latter explanation is the correct one, this would argue 
against discrete subpopulations and favor a continuous spectrum of  
motor  unit behavior. This was investigated by calculating the slope of  the 
line that fits the recruitment data for torques in the flexion, supination, 
pronation, and extension directions. 

Discrete sets o f  motor  units are clearly found in m. biceps. Either the 
data fall along vertical lines (see Fig. 2A; angle o f  90 °), or along horizontal 
lines (see Fig. 2B; angle of  0°), or along oblique lines (see Fig. 2C; angle 
o f  170°). The latter results are summarized in Fig. 3 by plotting the 
intercepts of  the recruitment lines for these motor  units. 

For torques in the flexion and supination directions the motor-unit 
behavior in m. brachialis clearly shows a bimodal,  rather than a unimodal  
distribution (Fig. 7). However, if  one accepts the suggestion of  two sub- 
populations of  motor  units, the motor-unit  properties do not have a 
narrow-peaked distribution. Rather,  the data suggest some variation in 
motor-unit  properties within each subpopulation. 

A rather wide distribution of  motor-unit  properties is certainly borne 
out by the data for m. triceps. Some motor  units could not  be recruited by 
torques in the pronation direction. However,  for the motor  units that 
could be recruited by torques in the pronation direction the slopes could 
be quite different. 

In order  to investigate the effect of  joint  angle on the recrui tment  
behavior of  motor  units, the recruitment thresholds were determined at 
various elbow-joint angles. For  all motor  units in a particular sub- 
population, the recruitment behavior changed as a function of  elbow- 
joint  angle in the same way. However, we never observed that a motor  unit 
classified in a particular subpopulation at a given elbow angle had to be 
classified in another  subpopulation for another  elbow angle. 

An example of  the effect of  elbow-joint angle on the recruitment 
behavior of  motor  units in m. biceps and m. brachialis is shown in Fig. 8. 
For  motor  units in m. biceps the recrui tment  threshold for supination is 
about  the same for all elbow-joint angles. However,  the recruitment 

Fig. 6A,B. Recruitment behavior oftwo types ofmotor units in the m. brachialis. Different 
symbols represent data from different motor units. A Recruitment threshold for flexion is 
independent of exerted supination or pronation torques. Recordings were obtained at an 
elbow angle of 90 °. B Recruitment threshold for flexion is independent of exerted 
supination, but depends on exerted pronation torques. Recordings were obtained at an 
elbow angle of 100 °. (From van Zuylen et al. 1988a) 
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Fig. 7. Histogram for the number 
of motor units found with a par- 
ticular slope for the line fitted to 
the recruitment thresholds for m. 
brachialis. The angle a refers to 
the angle of the line with the 
flexion/supination quadrant. 
(From van Zuylen et al. 1988a) 

threshold for flexion decreases for more extended elbow-joint angles. A 
decrease in recrui tment  threshold is in agreement  with the fact that the 
mechanical  advantage and exerted force of all flexor muscles decrease for 
larger elbow angles (van Zuylen et al. 1988b). Therefore,  the same 
activation will result in a smaller torque at the elbow joint and motor units 
will be recruited at lower thresholds. A decrease in recruitment threshold 
for flexion is observed for motor  units in m. brachialis and m. brachio- 
radialis, just as it was in m. biceps. 

3 Examples of  Task-Dependent Coordination of Arm Muscles 

In Sect. 2 we showed that subpopulations of  motor  units, each with a 
different task-dependent  homogeneous  activation, exist in several arm 
muscles. Within such a subpopulation motor  units are recruited in the 
same order, irrespective of  the direction of  contraction. The motor  units 
are characterized by the force level at which they are recruited (the 
recruitment threshold) during a voluntary isometric contraction task and 
by the frequency of  firing at recrui tment  (the initial firing frequency). 
In this section we will show that the recruitment threshold and the initial 
firing frequencies are different for different types o f  tasks. For instance, 
the characteristics o f  motor  units change when we ask subjects to relax 
isometrically or to move their arm. As a result of  these changes con- 
tributions o f  different muscles to a particular force must be task-depen- 
dent. We will give various examples o f  task-dependent  coordination of  
arm muscles and discuss possible implications for central control of  
muscle force. 
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3.1 Isometric Relaxation 

Denier van der Gon et al. (1985) investigated the behavior of motor units 
during slow isometric contraction and relaxation of arm muscles. 
Recruitment thresholds and initial firing frequencies were studied for 
motor units in m. biceps brachii (caput longum), in m. brachialis and in m. 
supinator while subjects were performing flexion of the elbow or supin- 
ation of the forearm. 

Figure 9 shows the results for motor units located at medial, central, 
and lateral sites in the long head of the m. biceps, in the m. brachialis and 
in the m. supinator. The end points of each line in this figure represent the 
average behavior of motor units at recruitment or decruitment obtained 
in two to five experiments. The upper points indicate recruitment thresh- 
olds together with their accompanying initial firing frequencies. The 
lower points indicate decruitment thresholds together with the accom- 
panying final firing frequencies. The figure shows that firing frequencies 
at recruitment were always higher than firing frequencies at decruitment. 
However, differences between recruitment and decruitment thresholds 
depended on the location of the motor units. The recruitment thresholds 
were higher than the decruitment thresholds for units at the medial and 
central sites of the long head of the m. biceps during flexion as well as during 
supination, but they were lower for motor units located in the m. brachialis 
and in the m. supinator. The lateral site of the m. biceps showed no 
significant difference in the two force thresholds. 

The different behavior of motor units with respect to their threshold 
and the similar behavior with respect to their firing frequency suggest that 
the relative contribution of synergists to a task differs for isometric 
contraction and isometric relaxation. During contraction, m. brachialis 
and m. supinator contribute more to flexion and supination, respectively, 
than during relaxation. An interesting question is whether this behavior 
reflects different activation of motoneurons of synergists involved in the 
same task, or whether properties intrinsic to motor units can provide an 
explanation for the experimental results. We will address this question in 
Sect. 3.2. 

3.2 Slow Movement 

A clear example of task-dependent coordination of arm muscles was 
found in slow-movement tasks. The behavior of synergistic elbow flexor 
muscles in such tasks was investigated in a series of experiments (Tax et 
al. 1989, 1990a, b). Recruitment thresholds and initial firing frequencies 
of motor units in m. biceps, m. brachialis, and m. branchioradialis were 
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examined under three experimental conditions: slow (3°/s) voluntary 
movement in the flexion direction during which an increasing external 
torque in the extension direction had to be overcome (movement task), 
slow (3 °/s) imposed movement during which an increasing flexion torque 
had to be exerted (force task), and isometric flexion contraction (force 
task). 

Figure 10 shows a result which is typical for motor units in the m. 
brachialis and m. brachioradialis on the one hand and for motor units in 
the m. biceps on the other hand. Recruitment thresholds of motor units 
were higher in the m. brachialis/brachioradialis and lower in the m. biceps 
during voluntary movement in the flexion direction than during isometric 
contraction. The results for the initial firing frequency were similar in all 
muscles tested. Initial firing frequencies were higher during flexion move- 
ments and lower during extension movements than during isometric 
contraction. During imposed movements both initial firing frequencies 
and recruitment thresholds were very similar to those found during 
isometric contraction. Therefore, a particular type of coordination does 
not seem to be related to movement or isometric contraction per se, but is 
probably related to the instruction to perform a specific task. This 
could mean that c~- and/or  ~,-motoneuron pools are activated differently 
in force or movement tasks. On the other hand, it is difficult to see how 
initial firing frequencies at recruitment can be changed by a- and/or  
y-signals alone. Kuypers and Huisman (1982) suggested that mono- 
aminergic systems could serve as a "gain"-setting component of the 
motor system. Recently, it has been shown that serotonergic and nora- 
drenergic projections are able to change both the excitability and the firing 
frequency of motoneurons (Conway et al. 1988). In our case this could 
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Fig. 10, Recruitment data of m. biceps 
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motor unit the estimated recruitment 
threshold during slow voluntary flexion 
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age isometric recruitment threshold. 
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the brachiatis/brachioradialis data and 
the biceps data. (From Tax et al. 1990b) 
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mean that motoneuron pools involved in the flexion of the arm receive 
different monoaminergic input in force ~ks and in slow-movement tasks. 

There is a marked resemblance between the behavior of motor units 
during isometric relaxation and voluntary movement. In both tasks 
recruitment thresholds were higher in m. brachialis/brachioradialis and 
lower in m. biceps than during isometric contractions. This implies that 
the ratio between contributions of these muscles was shifted towards the 
m. biceps during relaxation or movement. This observation would mean 
that relaxation is to be seen as a task that is clearly different from 
contraction. 

3.3 Cocontraction of Antagonistic Arm Muscles 

We have presented evidence that motoneuron pools in several arm 
muscles are activated inhomogeneously and differently during various 
tasks. Current theories on muscle coordination do not provide a rea- 
sonable explanation for this inhomogeneous activation (see Sect. 5). 
Many authors have suggested that simultaneous activation of antagon- 
istic muscles may be inhibited by Iet-reciprocal pathways (e.g., Tanaka 
1974; Pierrot-Desseilligny et al. 1981; Day et al. 1984; Baldissera et al. 
1987). Jongen et al. (1989b) showed, from experiments in which subjects 
performed a cocontraction task, that inhibitory mechanisms may also be 
at the basis of inhomogeneous activation. In these experiments subjects 
started by exerting isometric torques in the flexion or extension direction. 
They had to increase the level of contraction gradually from zero to about 
40% of the maximum voluntary torque, keeping torques in other direc- 
tions as small as possible. Thereafter, subjects had to perform the 
cocontraction task, in which they had to keep the external torques in all 
directions as close as possible to zero, while producing a prescribed EMG 
level which had to kept constant for about 5 s. 

Figure 11A shows typical results for the EMG activity (wire elec- 
trodes, multi-unit recordings) from m. biceps (Medial Part MP, of caput 
longum), m. brachialis, m. brachioradialis, and m. supinator for in- 
creasing isometric torques in the flexion direction. In Fig. l 1B the same 
EMG data are plotted, but now as a function of the EMG activity obtained 
from the m. biceps MP. Plotting EMG activity in this way allows us to 
compare muscles activity during isometric flexion and during cocon- 
traction. Figure 11C shows EMG activities recorded during cocontraction 
of agonistic and antagonistic muscles. EMG activity in m. brachialis and 
m. brachioradialis is very small relative to that from m. biceps in clear 
contrast to the data shown in Fig. 1 lb. This means that parts of these 
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several arm muscles of one subject as a function of the total flexion torque. B The same data 
as in A, but not plotted as a function of the EMG activity of the medial part of the long head 
of the m. biceps. C The same relationship as in B, but now during cocontraction of the arm 
muscles. D Similar data as in B, obtained from the same subject but in a different 
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the same experiment as in D. (From Jongen et al. 1989b) 
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muscles are hardly activated during cocontraction of elbow flexion and 
extension muscles. Figure 11D, E show recordings from another site in m. 
brachialis. It appears that the low level of activation during cocontraction 
is not representative for all motor units in the m. brachialis. The results 
illustrate that the relative activation of motoneuron pools during 
cocontraction of agonistic and antagonistic muscle groups may be 
different from the relative activation observed when forces are exerted 
without cocontraction. This shows again that differences in relative ac- 
tivation do not occur only between muscles, but also within muscles. 

3.4 Stretch Reflexes 

Until now we have emphasized the inhomogeneous, task-dependent 
activation of arm muscles in voluntary motor tasks. Arm muscles, how- 
ever, are also activated in response to perturbations of the position of the 
arm. Fast changes in arm position lead to segmented reflexes. Most 
authors agree that the short-latency reflex activity observed in a muscle is 
due directly to the stretching of that muscle. In many cases this reflex will 
be an inadequate response. For instance, when a pronation torque is 
applied to the forearm of a subject, the muscles that make a torque 
contribution in the supination direction (i.e., supinator and m. biceps) will 
be stretched. This means that a stretch reflex can be expected in both 
muscles and a counteracting supination torque will be generated. How- 
ever, m. biceps will aso exert a torque in the flexion direction. The reflex 
would, therefore, lead to an unintentional movement component in the 
flexion direction. Gielen et al. (1988a) and Jongen (1989) investigated 
whether long-latency reflexes induce more adequate responses to per- 
turbations. They proposed that the muscles acting around a joint which 
are activated in long-latency reflexes are the same as those activated 
during a voluntary contraction that would counteract the perturbation. 
We will illustrate this hypothesis for the aforementioned example. More 
circumstantial evidence can be found in Gielen et al. (1988a) and Jongen 
(1989). If a perturbation torque is applied in the pronation direction, a 
counteracting supination torque should be generated by the reflex-in- 
duced activation of not only the m. supinator and the m. biceps but also 
of the m. triceps. The activation of the latter muscle counteracts the flexion 
torque exerted by the m. biceps in a voluntary contraction in the supin, 
ation direction (see Sect. 2.2). Thus, m. triceps, which is not stretched by 
pronation perturbations, should demonstrate increased activity at long 
latency if the hypothesis is correct. 

Figure 12A shows that a relatively small short-latency response is 
followed by a much larger long-latency response when m. triceps is 
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stretched by perturbations in the flexion direction. This result is to be 
expected when a muscle is stretched. Figure 12B shows that when per- 
turbation torques in the pronation direction are applied which do not 
stretch m. triceps (see flexion/extension trace) a short-latency response is 
absent, but long-latency responses are present. This and other examples 
showed that there is a great similarity between the distribution of ac- 
tivation in long-latency reflexes and the distribution of activity during 
voluntary contractions. 
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4 Relative Contributions of Muscles to Motor Tasks 

For studies on muscle coordination in motor tasks it is important to know 
the contribution made by each single muscle, especially in those cases 
where several muscles act across a single joint. In humans this con- 
tribution and its dependence on joint angle and muscle length are hard to 
determine. Van Zuylen et al. (1988b) developed a biomechanical model 
based on the anatomy of  the human arm as well as on known muscle 
properties. The model computes relative twitch torques of  motor units 
from the mechanical advantages of  muscles, the lengths of  the contractile 
part of  muscles, and the length-tension relationships of  actin-myosin 
filaments. Figure 13 shows the twitch torque as a function of  the elbow 
angle for m. biceps and m. brachialis. 

Fig. 13. Mean twitch amplitude 
and standard error as a f u n c t i o n  
of elbow angle for m o t o r  units  in 
m. biceps and m. brachialis. The 
data of different morot units were 
distributed in 20 ° intervals and 
averaged after normalization of 
the data for each motor unit. The 
curves give the model prediction 
for each muscle. A Twitches of 
m o t o r  units  in the long head of 
the m. biceps (n = 6). For the 
fitting procedure the data ob- 
tained at elbow angles greater 
than 150 ° were excluded. The a r -  

r o w  indicates the angle at which 
the twitch force optimum is 
reached. B Twitches of m o t o r  un-  
its in the m. brachialis (n = 6). 
For the analysis the data obtained 
at elbow angles greater than 130 ° 
were excluded. The a r r o w  in- 
dicates the angle at which the 
twitch force is optimal for the t w o  
fibers used in the model. (From 
van Zuylen et al. 1988b) 
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The theoretical results were tested and verified using a special 
spike-triggered averaging technique. The averaged data for all motor 
units tested are also shown in Fig. 13. Predictions for m. biceps are 
somewhat better than for m. brachialis. This is presumably due to the fact 
that recorded motor units were located at different positions in the 
muscles. This procedure influenced the result for m. brachialis negatively 
because in this muscle mechanical advantage and fiber length depend on 
the position of  motor  units. Besides, it may be argued that the model  
assumptions are less well fulfilled at large elbow angles. 

Relative contributions of  muscles to a motor  task can be estimated 
from diagrams of  recruitment thresholds of  the different muscles such as 
were shown in Figs. 2, 5, and 6. A detailed explanation of  the analysis 
technique is given by van Zuylen et al. (1988a). A necessary assumption 
for this analysis is that the torque exerted by all activated motor units of  
a particular subpopulation remains the same along the recruitment line of  
a motor unit of  that subpopulation. Or, in other words, the recruitment 
order and initial firing frequency of motor  units within a subpopulation 
have to remain the same in different tasks. The method can be used to 
obtain quantitative information about the contributions of  muscles in 
different tasks. For instance, it was used to estimate and compare the 
contributions of different flexion muscles to isometric contraction with 
the contributions of  the same muscles to slow voluntary movement  in 
the flexion direction. Van Zuylen et al. (1988a) and Jongen et al. (1989a) 
estimated the relative contribution of m. biceps, m. brachialis/ 
brachioradialis, and m. pronator teres to the total isometric torque at 
the wrist to be 36%, 57%, and 7%, respectively. Tax et al. (1990b) estima- 
ted that the contributions of m. biceps and m. brachialis/ 
brachioradialis were 57% and 45%, respectively, during slow flexion 
movements  against a preload. This means that the relative activa- 
tion of  synergists changes considerably in different motor  tasks. Such 
changes affect not only elbow muscles but also shoulder muscles because 
m. biceps is biarticular muscle. Tax et al. (1989) showed that these changes 
were not accompanied by activity of  m. triceps. This means that other 
muscles acting around the shoulder joint  must account for stabilization of  
the shoulder joint. 

5 Discussion 

As illustrated in the foregoing sections, motoneuron  pools of  arm muscles 
are in general not  activated homogeneously, but the available data show 
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that subpopulations of motor  units are. Furthermore,  in isometric-con- 
traction tasks the initial firing frequency of  the motor  units was found to 
be independent  of  the direction of  the exerted force. These findings may 
be indicative of  different sources projecting to the motoneuron pools 
rather than of  a dependence of  intrinsic motoneuron properties on force 
direction. These sources may be related to the main anatomical directions 
of  a joint or its stiffness (cocontraction) and would supply a common drive 
to one or more subpopulations (see e.g., De Luca 1988). The ratio of  the 
weights with which these sources project onto the motoneurons may be 
different, but groups or subpopulations of  the motoneurons within a pool 
are activated with more or less the same ratios. Ter Haar Romeny et al. 
(1984) presented a model  of  the innervation of  the motoneuron pool ofm.  
biceps. In that model  the flexion input  is assumed to be spread out over a 
greater part of  the motoneuron pool than the supination input. Those 
units that would receive input from both sources would be of  the sum- 
ming-unit  type. Flexion units would not receive a supination input and 
vice versa. Such a differential activation is not an unusual finding in mus- 
cle control (Kandou and Kernell 1989, Windhorst  1989). 

Notwithstanding the fact that there is apparently a redundant  number  
of  muscles that act across the elbow joint for simple tasks such as flexion 
and supination, there is a clear resemblance of  the innervation ratios of  
subpopulations between subjects. When  comparing different types of  
tasks, e.g., isometric contraction, isometric relaxation, and movement  
tasks, it was found that the firing frequency behavior of the motor  units 
is not fixed, but can be adjusted to the task to be performed or to the 
instruction given to the subject. For instance, the initial firing frequency is 
higher during voluntary flexion and lower during voluntary extension 
movements  than it is during isometric contractions. Furthermore,  firing 
frequencies may become much lower in relaxation tasks and in movement  
tasks than in isometric contraction tasks (force tasks). However, within a 
subpopulation the recruitment order never changed. 

These results raise questions about the functional significance of  
differences in recruitment behavior of  subpopulations of  motor  units, 
about  principles of  muscle coordination, and about the controllability of  
muscle forces. One single activation parameter (total synaptic drive) 
cannot account for the motor-unit  activity in different tasks. The similar 
recruitment order for both force tasks and movement  tasks and the inverse 
order for relaxation tasks do indicate a homogeneous activation of  the 
subpopulations in these conditions. However, the firing frequency of  the 
motoneurons can be adjusted rather independently: the motoneurons 
seem to posses several different "modi  operandi" related to the required 
task. This means that the relative contribution of  the two force-grading 
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mechanisms, i.e., the recruitment of motor units and the modulation of 
their firing frequency, is task-dependent. This finding and the fact, as 
outlined in Sect. 4, that the coordination of synergistic forearm muscles is 
task-dependent point to different modes of central control in posture 
versus movement or contraction versus relaxation. It is known that 
serotonergic raphe-spinal and noradrenergic coeruleus-spinal projec- 
tions are able to change both the excitability and the firing frequency of 
the motoneurons (Conway et al. 1988). These projections, which might be 
different for different motoneuron pools, might be used to adjust the 
"modi operandi" of the motoneurons for different tasks. This solution 
would allow adequate reflexive control for different tasks without any 
adaptation of the reflex organization itself. In other words, the effects 
found are part of a more (central) general reprograming of the motor 
system in which reflex gains are also adjusted. However, it is not at all clear 
what the functional significance might be of different modes of control in 
posture versus movement or contraction versus relaxation. As far as we 
know, no adequate models exist that incorporate this task-dependent 
sensorimotor control. 

In the case of the m. biceps it is hard to find a functional explanation 
for the differences of recruitment behavior of the motor-unit populations, 
since no corresponding differences in mechanical advantage could be 
found. Because there are clear indications that by far most of the motor 
units of the m. biceps are certainly of the summing type, one could argue 
that the motor units of the flexion and supination type may only represent 
a kind of physiological imperfection, e.g., incomplete outgrowth of the 
innervation of the motoneuron pool or an aberrant location of some 
motoneurons. But this line of reasoning does not hold for the rather large 
subpopulations found in the m. triceps. Some other muscles, e.g., the m. 
brachialis, show a much broader site of attachment and the different 
behavior of groups of motor units may have functional significance here. 
Summarizing, partitioned activation was found in almost all forearm 
muscles, but the occurrence and the significance of the so-called sub- 
populations are not yet fully understood. 

From Sect. 3.4 it was concluded that there is a great similarity in the 
distribution of activation at long latency and the distribution of activation 
during voluntary isometric contractions. The afferent input originating 
from stretched muscles must be transformed to cause an adequate re- 
sponse that effectively counteracts a perturbation. Transmission through 
a transcortical loop takes almost the entire time between the short-latency 
and long-latency response and, therefore, a great number of synaptic 
transmissions are excluded (Houk and Rymer 1981). This means that the 
network mediating the long-latency activity is likely to be located quite 
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close to the motoneurons. Therefore, we suggest that there is an inter- 
neuronal network that acts as a transformer station for both descending 
pathways (voluntary contractions) and afferent pathways, e.g., type II and 
cutaneous afferents (Darton et al. 1985; Becker et al. 1987; Lundberg et al. 
1987). Such a system would imply the observed similarity in activation 
during voluntary and reflexive (long-latency) contractions. 

Theories on muscle coordination and solutions to the problem of 
redundancy are often based upon minimization of a cost function, e.g., 
fatigue (Dul et at. 1984a,b) or energy consumption (Crowninshield 1978). 
Another group of theories is based upon a matching of efferent signals to 
the muscles and afferent signals from the muscle sense organs (Gielen and 
van Zuylen 1986; Jongen et al. 1989a). Such matching permits a simple 
form of control at different levels in the central nervous system. Also, a 
simple learning algorithm based on this matching principle generates the 
recruitment characteristics of the main subpopulations (Denier van der 
Gon et al. 1990). In the case of a combined sensory and neuromuscular 
partitioning (Windhorst et al. 1989), parts of muscles may be seen as 
separate units, presumably with size-related recruitment within those 
subdivisions, and different behavior may come to the fore if these parts 
have on average different mechanical advantages. However, it remains 
unclear how the models mentioned above should account for the different 
subpopulations found in, for instance, m. biceps and m. triceps. 

Finally, it should be stressed that a number of inhomogeneities in 
motoneuron-pool innervation as well as a number of nonlinearities in 
muscle transfer properties do not necessarily imply more complex control 
mechanisms. In a model study it was shown that known physiological 
properties, such as the size principle (Henneman and Mendel11981), the 
potentiation (Burke et al. 1976), and the recruitment density (Milner- 
Brown et al. 1973) of motor units, appear to support the linearity of 
neuromuscular systems. In the case of different relative contributions by 
the two force-grading mechanisms within one muscle for different tasks, 
the input-output relation in each task may still be linear. In other words, 
the generated muscle force resulting from a homogeneously activated 
subpopulation of motoneurons can be shown to be proportional to a 
weighted sum of activities (firing frequencies) of the nerve fibers that 
project onto that part of the motoneuron pool (Denier van der Gon 1988; 
Tax and Denier van der Gon 1990). This linearity of the neuromuscular 
system is advantageous as far as control is concerned. Superposition of 
different motor tasks will then simply require superposition of corre- 
sponding input programs (Ruegg and Bongoianni 1989). Furthermore, 
the neuromuscular system will be stable under a variety of feedback 
conditions. 
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