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Preface

Linear mixed-effects models (LMMs) are powerful modeling tools that allow for
the analysis of datasets with complex, hierarchical structures. Intensive research
during the past decade has led to a better understanding of their properties.
The growing body of literature, including recent monographs, has considerably
increased their popularity among applied researchers. There are several statistical
software packages containing routines for LMMs. These include, for instance, SAS,
SPSS, STATA, S+, and R. The major advantage of R is that it is a freely available,
dynamically developing, open-source environment for statistical computing and
graphics.

The goal of our book is to provide a description of tools available for fitting
LMMs in R. The description is accompanied by a presentation of the most important
theoretical concepts of LMMs. Additionally, examples of applications from various
research areas illustrate the main features of both theory and software. The presented
material should allow readers to obtain a basic understanding of LMMs and to apply
them in practice. In particular, we elected to present several theoretical concepts
and their practical implementation in R in the context of simpler, more familiar
classes of models such as e.g., the classical linear regression model. Based on
these concepts, more advanced classes of models, such as models with heterogenous
variance and correlated residual errors, along with related concepts are introduced.
In this way, we incrementally set the stage for LMMs, so that the exposition of the
theory and R tools for these models becomes simpler and clearer. This structure
naturally corresponds to the object-oriented programming concept, according to
which R functions/methods for simpler models are also applicable to the more
complex ones.

We assume that readers are familiar with intermediate linear algebra, calculus,
and the basic theory of statistical inference and linear modeling. Thus, the intended
audience for this book is graduate students of statistics and applied researchers in
other fields.

Our exposition of the theory of various classes of models presented in the book
focuses on concepts, which are implemented in the functions available in R. Readers
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viii Preface

interested in a more detailed description of the theory are referred to appropriate
theoretical monograph books, which we indicate in the text.

There are a large number of R packages that can be used to fit LMMs. Rather
than attempting to describe all of these packages, we focus mainly on two of them,
namely, nlme and Ime4.0. In this way, we can provide a more detailed account of
the tools offered by the two packages, which include a wide variety of functions for
model fitting, diagnostics, inference, etc.

The package nlme includes functions, which allow fitting of a wide range of
linear models and LMMs. Moreover, it has been available for many years and its
code has been stable for some time now. Thus, it is a well-established R tool.

In turn, Ime4.0 is a developmental branch version of the lme4 package. The
latter has been under development for several years. Both packages offer an efficient
computational implementation and an enhanced syntax, though at the cost of a
more restricted choice of LMMs, as compared to the nlme package. At the time
of writing of our book, the implementation of LMMs in Ime4 has undergone major
changes in terms of internal representation of the objects representing fitted models.
Consequently, at the beginning of 2012, a snapshot version of Ime4 has been made
available to the R users under the name of Ime4.0. As we anticipate that Ime4.0 will
not undergo any major changes, we decided to present it in more detail in our book.
We would like to underscore, however, that the major part of the syntax, presented
in the book, will be applicable both to Ime4 and Ime4.0.

All classes of linear models presented in the book are illustrated using data from a
particular dataset. In this way, the differences between the various classes of models,
as well as differences in the R software, can be clearly delineated. LMMs, which are
the main focus of the book, are also illustrated using three additional datasets, which
extend the presentation of various aspects of the models and R functions. We have
decided to include the direct output of R commands in the text. In this way, readers
who would like to repeat the analyses conducted in the book can directly check their
own output. However, in order to avoid the risk of incompatibility with updated
versions of the software, the results of the analyses have also been summarized in
the form of edited tables.

To further support those readers who are interested in actively using the material
presented in the book, we have developed the package nlmeU. It contains all the
datasets and R code used in the book. The package is downloadable at http://
www-personal .umich.edu/~agalecki/.

We hope that our book, which aims to provide a state-of-the-art description of
the details of implementing of LMMs in R, will support a widespread use of the
models by applied researchers in a variety of fields including biostatistics, public
health, psychometrics, educational measurement, and sociology.

When working on the text, we received considerable assistance and valuable
comments from many people. We would like to acknowledge Geert Molenberghs
(Hasselt University and the Catholic University of Leuven), Geert Verbeke (Catholic
University of Leuven), José Pinheiro (Novartis AG), Paul Murrell (Auckland
University), Przemystaw Biecek (Warsaw University), Fabian Scheipl (Ludwig
Maximilian University of Munich), Joshua Wiley (University of California, Los



Preface ix

Angeles), Tim Harrold (NSW Ministry of Health), Jeffrey Halter (University of
Michigan), Shu Chen (University of Michigan), Marta Gatecka (Weill Cornell
Medical College), anonymous reviewers and members of the R-sig-ME discussion
group led by Douglas Bates (University of Wisconsin-Madison), and Ben Bolker
(McMaster University) for their comments and discussions at various stages during
the preparation of the book. We also acknowledge a formidable effort on the part of
the developers of the nlme and Ime4 packages. Without them this book would not
have been written. In particular, Ben Bolker’s contribution was invaluable to ensure
that the majority of the Ime4.0 syntax used in the text can also be used with the Ime4
package. We are grateful to John Kimmel for encouraging us to consider writing the
book and to Marc Strauss, Hannah Bracken, and Brian Halm from Springer for
their editorial assistance and patience. Finally, we gratefully acknowledge financial
support from the Claude Pepper Center grants AG08808 and AG024824 from the
National Institute of Aging and from the IAP Research Network P7/06 of the
Belgian Government (Belgian Science Policy).

Ann Arbor, MI, USA Andrzej Galecki
Diepenbeek, Belgium, and Warszawa, Poland Tomasz Burzykowski
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Chapter 1
Introduction

1.1 The Aim of the Book

Linear mixed-effects models (LMMs) are an important class of statistical mod-
els that can be used to analyze correlated data. Such data include clustered
observations, repeated measurements, longitudinal measurements, multivariate
observations, etc.

The aim of our book is to help readers in fitting LMMs using R software. R
(www.r-project.org) is a language and an environment aimed at facilitating
implementation of statistical methodology and graphics. It is an open-source
software, which can be freely downloaded and used under the GNU General
Public License. In particular, users can define and share their own functions, which
implement various methods and extend the functionality of R. This feature makes R
a very useful platform for propagating the knowledge and use of statistical methods.

We believe that, by describing selected tools available in R for fitting LMMs,
we can promote the broader application of the models. To help readers less familiar
with this class of linear models (LMs), we include in our book a description of the
most important theoretical concepts and features of LMMSs. Moreover, we present
examples of applications of the models to real-life datasets from various areas to
illustrate the main features of both theory and software.

1.2 Implementation of Linear Mixed-Effects Models in R

There are many packages in R, which contain functions that allow fitting var-
ious forms of LMMs. The list includes, but is not limited to, packages amer,
arm, gamm, gamm4, GLMMarp, gimmAK, glmnmBUGS, heavy, HGLMMM,
Ime4.0, Imec, Imm, longRPart, MASS, MCMCglmm, nlme, PSM, and pedi-
greemm. On the one hand, it would seem that the list is rich enough to allow for
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a widespread use of LMMs. On the other hand, the number of available packages
leads to difficulty in evaluating their relative merits and making the most suitable
choice.

It is virtually impossible to describe the contents of all of the packages mentioned
above. To facilitate and promote the use of LMMs in practice, it might be more
useful to provide details for a few of them, so that they could be used as a starting
point. Therefore, we decided to focus on the packages nlme and Ime4.0, for several
reasons. First, they contain the functions 1me () and 1mer (), respectively, which
are specifically designed for fitting a broad range of LMMs. Second, they include
many tools useful for applications such as model diagnostics. Finally, many other
packages, which add new LMM classes or functionalities, depend on and are built
around nlme and/or Ime4.0. Examples include, but are not limited to, packages
amer, gamm, gamm4, or RLRsim.

The reader may note that we focus more on the package nlme than on Ime4.0.
The main reason is that the former has already been around for some time. Thus, its
code is stable. On the other hand, the package Ime4.0 is a development version of
Ime4 made available at the beginning of 2012. At that time Ime4’s code underwent
major changes in terms of internal representation of the objects representing fitted
models. Hence, the developers of Ime4 decided to make available the snapshot
version of Ime4, under the name of Ime4.0, containing the functionalities preceding
the changes. It is these dynamics of the development of the code of Ime4 and Ime4.0
which prompted us to focus more on nlme. However, it is expected that Ime4.0
will not undergo any major modifications, either. Given that it offers interesting
tools for fitting LMMs, we decided to include a presentation of it in our book. The
presentation should also be of help for Ime4 users. In particular, the major part of
the Ime4.0 syntax used in the book should also be applicable to Ime4.

An important feature that distinguishes R from many other existing statistical
software packages implementing LMMs is that it incorporates several concepts of
an object-oriented (O-O) programming, such as classes of objects and methods
operating on those classes. There are two O-O systems that have been implemented
in R, namely, S3 and S4. They incorporate the O-O concepts to a different degree,
with S3 being a less formal and S4 being a more stringent implementation. In both
systems, the O-O concepts are implemented by defining special type of functions
called generic functions. When such a function is applied to an object, it dispatches
an appropriate method based on object’s class. The system S3 has been used in the
package nlme, while S4 has been used in the package Ime4.0.

The O-O programming approach is very attractive in the context of statistical
modeling because models can often be broken down into separable (autonomous)
components such as data, mean structure, variance function, etc. Moreover, com-
ponents defined for one type of model can also be used as building blocks for a
different type of model.
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1.3 The Structure of the Book

As it was mentioned in the previous section, an inherent feature of the O-O
programming approach is that concepts and methods used for simpler objects or
models are applicable to the more complex ones. For this reason, in our book
we opted for an incremental build-up of the knowledge about the implementation
of LMMs in the functions from packages nlme and lme4.0. In particular, in
the first step, we decided to introduce theoretical concepts and their practical
implementation in the R code in the context of simpler classes of LMs, like
the classical linear regression model. The concepts are then carried over to more
advanced classes of models, including LMMs. This step-by-step approach offers a
couple of advantages. First, we believe that it makes the exposition of the theory
and R tools for LMMs simpler and clearer. In particular, the presentation of the
key concepts in the context of a simpler model makes them easier to explain and
become familiar with. Second, the step-by-step approach is helpful in the use of
other R packages, which rely on classes of objects defined in the nlme and/or Ime4.0
packages.

As a result of this conceptual approach, we divided our book into four parts.
Part I contains the introduction to the datasets used in the book. Parts II, III, and IV
focus on different classes of LMs of increasing complexity. The structure of the
three parts is, to a large extent, similar. First, a review of the main concepts and
theory of a particular class of models is presented. Special attention is paid to the
presentation of the link between similar concepts used for different classes. Then,
the details of how to implement the particular class of models in the packages nlme
and/or Ime4.0 are described. The idea is to present the key concepts in the context
of simpler models, in order to enhance the understanding of them and facilitate their
use for the more complex models. Finally, in each part, the particular class of LMs
and the corresponding R tools are illustrated by analyzing real-life datasets.

In a bit more detail, the contents of the four parts are as follows:

Chapter 2 of Part I contains a description of four case studies, which are used
to illustrate various classes of LMs and of the corresponding R tools. Chapter 3
contains results of exploratory analyses of the datasets. The results are used in later
chapters to support model-based analyses. Note that one of the case studies, the
Age-Related Macular Degeneration (ARMD) clinical trial, is used repeatedly for
the illustration of all classes of LMs. We believe that in this way the differences
between the models concerning, e.g., the underlying assumptions, may become
easier to appreciate.

Part II focuses on LMs for independent observations. In Chap. 4, we recall the
main concepts of the theory of the classical LMs with homoscedastic residual errors.
Then, in Chap. 5, we present the tools available in R to fit such models. This allows
us to present the fundamental concepts used in R for statistical model building,
like model formula, model frame, etc. The concepts are briefly illustrated in Chap. 6
using the data from the ARMD trial.



6 1 Introduction

Subsequently, we turn our attention to models with heteroscedastic residual
errors. In Chap. 7, we review the basic elements of the theory. Chapter 8 presents
the function gls () from the package nlme, which can be used to fit the models.
In particular, the important concept of the variance function is introduced in the
chapter. The use of the function gls () is illustrated using data from the ARMD
trial in Chap. 9.

In Part III, we consider general LMs, i.e., LMs for correlated observations. In
Chap. 10, we recall the basic elements of the theory of the models. In particular, we
explain how the concepts used in the theory of the LMs with heteroscedastic residual
errors for independent observations, presented in Chap. 7, are extended to the case
of models for correlated observations. In Chap. 11, we describe additional features
of the function gls (), which allow its use for fitting general LMs. In particular,
we introduce the key concept of the correlation structure. The use of the function
gls () is illustrated in Chap. 12 using the data from the ARMD trial.

Finally, Part IV is devoted to LMMs. Chapter 13 reviews the fundamental
elements of the theory of LMMs. In the presentation, we demonstrate the links
between the concepts used in the theory of LMMs with those developed in the
theory of general LMs (Chap. 10). We believe that, by pointing to the links, the
exposition of the fundamentals of the LMM theory becomes more transparent and
easier to follow.

In Chap. 14, we describe the features of the function 1me () from the package
nlme. This function is the primary tool in the package used to fit LMMs. In
particular, we describe in detail the representation of positive-definite matrices,
which are instrumental in the implementation of the routines that allow fitting
LMMs. Note that the concepts of the variance function and correlation structure,
introduced in Chaps. 8 and 11, respectively, are also important for the understanding
of the use of the function 1me ().

In Chap. 15, we present the capabilities of the function lmer () from the
package Ime4.0. In many aspects, the function is used similarly to 1me (), but
there are important differences, which we discuss. The basic capabilities of both
of the functions are illustrated by application of LMMs to the analysis of the
ARMD trial data in Chap. 16. More details on the use of the function 1me () are
provided in Chaps. 17, 18, and 19, in which we apply LMMs to analyze the data
from the progressive resistance training (PRT) study, the study of instructional
improvement (SII), and the Flemish Community Attainment-Targets (FCAT) study,
respectively. Finally, in Chap.20, we present somewhat more advanced material
on the additional R tools for LMMs, including the methods for power calculations,
influence diagnostics, and a new class of positive-definite matrices. The latter can be
used to construct LMMs with random effects having a variance—covariance matrix
defined as a Kronecker product of two or more matrices. Note that the newly defined
class is used in the analysis presented in Chap. 17.

Table 1.1 summarizes the successive classes of LMs, described in our book,
together with the concepts introduced in the context of the particular class. The
classes are identified by the assumptions made about the random part of the model.

Our book contains 67 figures, 46 tables, and 187 panels with R code.
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Table 1.1 Classes of linear models with the corresponding components (building
blocks) presented in the book. The R classes refer to the package nlme

Linear model Model component

Class (residual errors) Theory  Syntax  Name R class

Homoscedastic, indep. ~ Ch.4 Ch.5 Data data.frame
Mean structure formula

Heteroscedastic, indep.  Ch.7 Ch.8 Variance structure varFunc

Correlated Ch. 10 Ch. 11 Correlation structure corStruct

Mixed effects (LMM) Ch. 13 Ch.14  Random-effects structure  reStruct

Finally, we would like to outline the scope of the contents of the book:

The book is aimed primarily at providing explanations and help with respect
to the tools available in R for fitting LMMs. Thus, we do not provide a
comprehensive account of the methodology of LMMs. Instead, we limit our-
selves to the main concepts and techniques, which have been implemented
in the functions 1me() and lmer() from the packages nlme and Ime4.0,
respectively, and which are important to the understanding of the use of the
functions. A detailed exposition of the methodology of LMMs can be found
in books by, e.g., Searle et al. (1992), Davidian and Giltinan (1995), Vonesh
and Chinchilli (1997), Pinheiro and Bates (2000), Verbeke and Molenberghs
(2000), Demidenko (2004), Fitzmaurice et al. (2004), or West et al. (2007).

In our exposition of methodology, we focus on the likelihood-based estimation
methods, as they are primarily used in 1me() and lmer (). Thus, we do not
discuss, e.g., Bayesian approaches to the estimation of LMMs.

We describe the use of various functions, which are available in the packages
nlme and Ime4.0, in sufficient detail. In our presentation, we focus on the main,
or most often used, arguments of the functions. For a detailed description of all
of the arguments, we refer the readers to R’s help system.

It is worth keeping in mind that, in many instances, the same task can be
performed in R in several different ways. To some extent, the choice between
the different methods is a matter of individual preference. In our description
of the R code, we present methods, which we find to be the most useful. If
alternative solutions are possible, we may mention them, but we are not aiming
to be exhaustive.

The analyses of the case studies aim principally at illustrating various linear
models and the possibility of fitting the models in R. While we try to conduct as
meaningful analyses as possible, they are not necessarily performed in the most
optimal way with respect to, e.g., the model-building strategy. Thus, their results
should not be treated as our contribution to the subject-matter discussion related
to the examples. However, whenever possible or useful, we make an attempt to
provide quantitative and/or qualitative interpretation of the results. We also try
to formulate practical recommendations or guidance regarding model-building
strategies, model diagnostics, etc. As mentioned earlier, however, the book is not
meant to serve as a complete monograph on statistical modeling. Thus, we limit
ourselves to providing recommendations or guidance for the topics which appear
to be of interest in the context of the analyzed case studies.
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1.4 Technical Notes

The book is aimed at helping readers in fitting LMMs in R. We do assume that
the reader has a basic knowledge of R. An introduction to R can be found in the
book by Dalgaard (2008). A more advanced exposition is presented by Venables
and Ripley (2010).

To allow readers to apply the R code presented in the book, we have created the
R package nlmeU. The package contains all the datasets and the code that we used
in the text. It also includes additional R functions, which we have developed.

We tried to use short lines of the R code to keep matters simple, transparent,
and easy to generalize. To facilitate locating the code, we placed it in panels. The
panels are numbered consecutively in each chapter and referred to, e.g., as R2.3,
where “2” gives the number of the chapter and “3” is the consecutive number of the
panel within the chapter. Each panel was given a caption explaining the contents.
In some cases, the contents of a panel were logically split into different subpanels.
The subpanels are then marked by consecutive letters and referred to by adding the
appropriate letter to panel’s number, e.g., R2.3a or R2.3b. Tables and figures are
numbered in a similar fashion.

Only in rare instances were a few lines of R code introduced directly into the
text. In all these cases (as in the examples given later in this section), the code was
written using the true type font and placed in separate lines marked with “>”,
mimicking R’s command-window style.

To limit the volume of the output presented in the panels, in some cases we

skipped a part of it. These interventions are indicated by the “...  [snip]” string.
Also, long lines in the output were truncated and extra characters were replaced
with the *“...” string.

The R functions are referred to in the text as function(), e.g., lme().
Functions’ arguments and objects are marked using the same font, e.g., argument
and object. For the R classes, we use italic, e.g., the Ime class.

For the proper execution of the R code used in the book, the following packages
are required: lattice, Ime4.0, nlme, Matrix, plyr, reshape, RLRsim, splines, and
WWGhbook. Additionally, nlmeU is needed. Packages lattice, nlme, Matrix, and
splines come with basic distribution of R and do not need to be installed. The
remaining packages can be installed using the following code:

> pckgs <-

+ c("lme4.0", "nlmeU", "plyr", "reshape", "RLRsim", "WWGbook",
+ "ellipse")

> install.packages (pckgs)
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There are additional utility functions, namely, Sweave() (Leisch, 2002) and
xtable() in utils and xtable (Dahl, 2009) packages, respectively, which are not
needed to execute the code presented in the book, but which were extensively used
by us when preparing this manuscript.

It is worth noting that there are functions that bear the same name in the packages
nlme and Ime4.0, but which have different definitions. To avoid unintentional
masking of the functions, the packages should not be attached simultaneously.
Instead, it is recommended to switch between the packages. For example, when
using nlme in a hypothetical R session, we attach the package by using the
library() or require() functions and execute statements as needed. Then,
before switching to Ime4.0, it is mandatory to detach the nlme package by using
the detach () function. We also note that the conflicts () function, included for
illustration below, is very useful to identify names’ conflicts:

> library(nlme) # Attach package

> conflicts(detail = TRUE) # Identifies names' conflicts
. statements omitted

> detach(package:nlme) # Detach package

A similar approach should be applied when using the package Ime4.0:

> library(lme4.0)
. statements omitted
> detach(package:1lme4.0)
> detach(package:Matrix) # Recommended

Note that detaching Matrix is less critical, but recommended.

In the examples presented above, we refer to the packages nlme and Ime4.0.
However, to avoid unintentional masking of objects, the same strategy may also be
necessary for other packages, which may cause function names’ conflicts.

When creating figures, we used "CMRoman" and "CMSans" Computer Modern
font families available in cmrutils package. These fonts are based on the CM-Super
and CMSYASE fonts (Murrell and Ripley, 2006). The full syntax needed to create
figures presented in the book is often extensive. In many cases, we decided to present
a shortened version of the code. A full version is available in the nlmeU package.

Finally, the R scripts in our book were executed by using R version 2.15.0
(2012-03-30) under the Windows 7 operating system. We used the following
global options:

> options(width = 65, digits = 5, show.signif.stars = FALSE)



Chapter 2
Case Studies

2.1 Introduction

In this chapter, we introduce the case studies that will be used to illustrate the models
and R code described in the book.

The case studies come from different application domains; however, they share a
few features. For instance, in all of them the study and/or sampling design generates
the observations that are grouped according to the levels of one or more grouping
factors. More specifically, the levels of grouping factors, i.e., subjects, schools,
etc., are assumed to be randomly selected from a population being studied. This
means that observations within a particular group are likely to be correlated. The
correlation should be taken into account in the analysis. Also, in each case there is
one (or more) continuous measurement, which is treated as the dependent variable
in the models considered in this book.

In particular, we consider the following datasets:

» Age-Related Macular Degeneration (ARMD) Trial: A clinical trial comparing
several doses of interferon-¢ and placebo in patients with ARMD. Visual acuity
of patients participating in the trial was measured at baseline and at four post-
randomization timepoints. The resulting data are an example of longitudinal data
with observations grouped by subjects. We describe the related datasets in more
detail in Sect. 2.2.

* Progressive Resistance Training (PRT) Trial: A clinical trial comparing low- and
high-intensity training for improving the muscle power in elderly people. For
each participant, characteristics of two types of muscle fibers were measured
at two occasions, pre- and post-training. The resulting data are an example of
clustered data, with observations grouped by subjects. We present more detailed
information about the dataset in Sect. 2.3.

e Study of Instructional Improvement (SII): An educational study aimed at as-
sessing improvement in mathematics grades of first-grade pupils, as compared
to their kindergarten achievements. It included pupils from randomly selected

A. Gatecki and T. Burzykowski, Linear Mixed-Effects Models Using R: A Step-by-Step 11
Approach, Springer Texts in Statistics, DOI 10.1007/978-1-4614-3900-4__ 2,
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classes in randomly selected elementary schools. The dataset is an example
of hierarchical data, with observations (pupils’ scores) grouped within classes,
which are themselves grouped in schools. We refer to Sect. 2.4 for more details
about the data.

e Flemish Community Attainment-Targets (FCAT) Study: An educational study,
in which elementary school graduates were evaluated with respect to reading
comprehension in Dutch. Pupils from randomly selected schools were assessed
for a set of nine attainment targets. The dataset is an example of grouped data,
for which the grouping factors are crossed. We describe the dataset in more detail
in Sect. 2.5.

The data from the ARMD study will be used throughout the book to illustrate
various classes of LMs and corresponding R tools. The remaining case studies will
be used in Part IV only, to illustrate R functions for fitting LMMs.

For each of the aforementioned case studies there is one or more datasets
included into the package nlmeU, which accompanies this book. In the next sections
of this chapter, we use the R syntax to describe the contents of these datasets. Results
of exploratory analyses of the case studies are presented in Chap. 3. Note that, unlike
in the other parts of the book, we are not discussing the code in much detail, as
the data-processing functionalities are not the main focus of our book. The readers
interested in the functionalities are referred to the monograph by Dalgaard (2008).

The R language is not particularly suited for data entry. Typically, researchers use
raw data created using other software. Data are then stored in external files, e.g., in
the .csv format, read into R, and prepared for the analysis. To emulate this situation,
we assume, for the purpose of this chapter, that the data are stored in a .csv-format
file in the “C:\temp” directory.

2.2 Age-Related Macular Degeneration Trial

The ARMD data arise from a randomized multi-center clinical trial comparing an
experimental treatment (interferon-) versus placebo for patients diagnosed with
ARMD. The full results of this trial have been reported by Pharmacological Therapy
for Macular Degeneration Study Group (1997). We focus on the comparison
between placebo and the highest dose (6 million units daily) of interferon-c.
Patients with macular degeneration progressively lose vision. In the trial, vi-
sual acuity of each of 240 patients was assessed at baseline and at four post-
randomization timepoints, i.e., at 4, 12, 24, and 52weeks. Visual acuity was
evaluated based on patient’s ability to read lines of letters on standardized vision
charts. The charts display lines of five letters of decreasing size, which the patient
must read from top (largest letters) to bottom (smallest letters). Each line with at
least four letters correctly read is called one “line of vision.” In our analyses, we
will focus on the visual acuity defined as the total number of letfers correctly read.
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Another possible approach would be to consider visual acuity measured by the
number of lines correctly read. Note that the two approaches are closely linked,
as each line of vision contains five letters.

It follows that, for each of 240 patients, we have longitudinal data in the form
of up to five visual acuity measurements collected at different, but common to all
patients, timepoints. These data will be useful to illustrate the use of LMMs for
continuous, longitudinal data. We will also use them to present other classes of LMs
considered in our book.

2.2.1 Raw Data

We assume that the raw ARMD data are stored in the “C:\temp” directory in a .csv-
format file named armd240.data.csv. In what follows, we also assume that our
goal is to verify the contents of the data and prepare them for analysis in R.

In Panel R2.1, the data are loaded into R using the read.csv() function and
are stored in the data frame object armd240 .data. Note that this data frame is not
included in the nlmeU package.

The number of rows (records) and columns (variables) in the object
armd240.data is obtained using the function dim (). The data frame contains 240
observations and 9 variables. The names of the variables are displayed using the
names () function. All the variables are of class integer. By applying the function
str(), we get a summary description of variables in the armd240.data data. In
particular, for each variable, we get its class and a listing of the first few values.

The variable subject contains patients’ identifiers. Treatment identifiers are
contained in the variable treat. Variables visualO, visual4, visuall2, vi-
sual24, and visualb2 store visual acuity measurements obtained at baseline and
week 4, 12, 24, and 52, respectively. Variables lesion and 1ine0 contain additional
information, which will not be used for analysis in our book.

Finally, at the bottom of Panel R2.1, we list the first three rows of the data frame
armd240.data with the help of the head () function. To avoid splitting lines of
the output and to make the latter more transparent, we shorten variables’ names
using the abbreviate () function. After printing the contents of the first three rows
and before proceeding further, we reinstate the original names. Note that we apply a
similar sequence of R commands in many other R panels across the book to simplify
the displayed output.

Based on the output, we note that the data frame contains one record for each
patient. The record includes all information obtained for the patient. In particular,
each record contains five variables with visual acuity measurements, which are,
essentially, of the same format. This type of data storage, with one record per
subject, is called the “wide” format. An alternative is the “long” format with
multiple records per subject. We will discuss the formats in the next section.
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R2.1 ARMD Trial: Loading raw data from a .csv-format file into the armd240 . data
object and checking their contents

> dataDir <- file.path("C:", "temp") # Data directory

> fp <- # File path

+ file.path(dataDir, "armd240.data.csv")

> armd240.data <- # Read data

+ read.csv(fp, header = TRUE)

> dim(armd240.data) # No. of rows and cols
[1] 240 9

> (nms <- names(armd240.data)) # Variables' names
[1] "subject" "treat" "lesion" "lineO" "visualO"
[6] "visuald" ‘“visuall2" "visual24" "visualb2"

> unique(sapply(armd240.data, class)) # Variables' classes
[1] "integer"

> str(armd240.data) # Data structure
'data.frame': 240 obs. of 9 variables:

$ subject : int 12345678910 ...
$ treat :int 2211221121 ...
$ lesion : int 3142131321
$ lineO : int 12 13 8 13 14 12 13 8 12 10 ...
$ visualO : int 59 65 40 67 70 59 64 39 59 49 ...
$ visuald : int 55 70 40 64 NA 53 68 37 58 51
$ visuall2: int 45 65 37 64 NA 52 74 43 49 71
$ visual24: int NA 65 17 64 NA 53 72 37 54 71 ...
$ visualb2: int NA 55 NA 68 NA 42 65 37 58 NA ...
> names (armd240.data) <- abbreviate(nms) # Variables' names shortened
> head(armd240.data, 3) # First 3 records
sbjc tret lesn 1inO vslO vsl4 vsl12 vs24 vsb2
1 1 2 3 12 59 55 45 NA NA
2 2 2 1 13 65 70 65 65 55
3 3 1 4 8 40 40 37 17 NA

> names (armd240.data) <- nms # Variables' names reinstated

2.2.2 Data for Analysis

In this section, we describe auxiliary data frames, namely, armd . wide, armd0, and
armd, which were derived from armd240.data for the purpose of analyses of the
ARMD data that will be presented later in the book. The data frames are included
in the package nlmeU. In what follows, we present the structure, contents, and for
illustration purposes, how the data were created.
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2.2.2.1 Datain the “Wide” Format: The Data Frame armd .wide

Panel R2.2 presents the structure and the contents of the armd . wide data frame.
Note that the data are loaded into R using the data() function, without the
need for attaching the package nlmeU. The data frame contains 10 variables.
In particular, it includes variables visualO, visual4, visuall2, visual24,
visualb2, lesion, and lineO, which are exactly the same as those in the
armd240.data. In contrast to the armd240.data data frame, it contains three
factors: subject, treat.f,and miss.pat. The first two contain patient’s identifier
and treatment. They are constructed from the corresponding numeric variables
available in armd240.data. The factor miss.pat is a new variable and contains
a missing-pattern identifier, i.e., a character string that indicates which of the four
post-randomization measurements of visual acuity are missing for a particular
patient. The missing values are marked by X. Thus, for instance, for the patient
with the subject identifier equal to 1, the pattern is equal to —-XX, because there
is no information about visual acuity at weeks 24 and 52. On the other hand, for the
patient with the subject identifier equal to 6, there are no missing visual acuity

R2.2 ARMD Trial: The structure and contents of data frame armd.wide stored in
the “wide” format

> data(armd.wide, package = "nlmeU") # armd.wide loaded
> str(armd.wide) # Structure of data
'data.frame': 240 obs. of 10 variables:
$ subject : Factor w/ 240 levels "1","2","3","4",..: 123456 ...
[snip]
$ treat.f : Factor w/ 2 levels "Placebo","Active": 2 211221 ...
$ miss.pat: Factor w/ 9 levels "--—-" "-——X", ..: 41219111 ...
> head(armd.wide) # First few records
subject lesion line0 visualO visual4 visuall2 visual24
1 1 3 12 59 55 45 NA
[snip]
6 6 3 12 59 53 52 53
visualb52 treat.f miss.pat
1 NA Active --XX
[snip]
6 42 Active -
> (facs <- sapply(armd.wide, is.factor)) # Factors indicated
subject lesion line0 visualO visual4 visuall2 visual24

TRUE FALSE FALSE FALSE FALSE FALSE FALSE
visualb2 treat.f miss.pat
FALSE TRUE TRUE

> names (facs[facs == TRUE]) # Factor names displayed

[1] "subject" "treat.f" "miss.pat"
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measurements, and hence the value of the miss. pat factor is equal to -—--. At the
bottom of Panel R2.2, we demonstrate how to extract the names of the factors from
a data frame.

Panel R2.3 presents the syntax used to create factors treat.f and miss.pat
in the armd.wide data frame. The former is constructed in Panel R2.3a from the
variable treat from the data frame armd240.data using the function factor ().
The factor treat. f has two levels, Placebo and Active, which correspond to the
values of 1 and 2, respectively, of treat.

The factor miss. pat is constructed in Panel R2.3b with the help of the function
missPat () included in the nlmeU package. The function returns a character vector
of length equal to the number of rows of the matrix created by column-wise
concatenation of the vectors given as arguments to the function. The elements of the
resulting vector indicate the occurrence of missing values in the rows of the matrix.
In particular, the elements are character strings of the length equal to the number
of the columns (vectors). As shown in Panel R2.2, the strings contain characters
“~ and “X”, where the former indicates a nonmissing value in the corresponding
column of the matrix, while the latter indicates a missing value. Thus, application

R2.3 ARMD Trial: Construction of factors treat . f and miss. pat in the data frame

armd.wide. The data frame armd240 .data was created in Panel R2.1
(a) Factor treat.f

> attach(armd240.data) # Attach data

> treat.f <- # Factor created

+ factor(treat, labels = c("Placebo", "Active"))

> levels(treat.f) # (1) Placebo, (2) Active

[1] "Placebo" "Active"
str(treat.f)
Factor w/ 2 levels "Placebo","Active": 2211221121 ...

A\

(b) Factor misspat

> miss.pat <- # Missing patterns
+ nlmeU: : :missPat(visual4, visuall2, visual24, visualb2)
> length(miss.pat) # Vector length

[1]1 240
> mode(miss.pat) # Vector mode

[1] "character"
> miss.pat # Vector contents

[1] "==XX" Momomt Moo XM Moot MXEXKM Memmmt Moot Mot
[snip]
[233] Mommmt Moo Mmoot Mol Moo 1 oW oI M

> detach(armd240.data) # Detach armd240.data
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of the function to variables visual4, visuall2, visual24, and visualb52 from
the data frame armd240.data results in a character vector of length 240 with
strings containing four characters as the elements. The elements of the resulting
miss.pat vector indicate that, for instance, for the first patient in the data frame
armd240.data visual acuity measurements at week 24 and 52 were missing, while
for the fifth patient, no visual acuity measurements were obtained at any post-
randomization visit.

Note that we used the nlmeU: : :missPat () syntax, which allowed us to invoke
the missPat () function without attaching the nlmeU package.

2.2.2.2 Datain the “Long” Format: The Data Frame armd0

In addition to the armd.wide data stored in the “wide” format, we will need data
in the “longitudinal” (or “long”) format. In the latter format, for each patient, there
are multiple records containing visual acuity measurements for separate visits. An
example of data in “long” format is stored in the data frame armd0. It was obtained
from the armd.wide data using functions melt () and cast () from the package
reshape (Wickham, 2007).

Panel R2.4 presents the contents and structure of the data frame armdO. The
data frame includes eight variables and 1,107 records. The contents of variables
subject, treat.f, and miss.pat are the same as in armd.wide, while visualO
contains the value of the visual acuity measurement at baseline. Note that the values
of these four variables are repeated across the multiple records corresponding to a
particular patient. On the other hand, the records differ with respect to the values of
variables time. f, time, tp, and visual. The first three of those four variables are
different forms of an indicator of the visit time, while visual contains the value
of the visual acuity measurement at the particular visit. We note that having three
variables representing time visits is not mandatory, but we created them to simplify
the syntax used for analyses in later chapters.

The numerical variable time provides the actual week, at which a particular
visual acuity measurement was taken. The variable time.f is a corresponding
ordered factor, with levels Baseline, 4wks, 12wks, 24wks, and 52wks. Finally, tp
is a numerical variable, which indicates the position of the particular measurement
visit in the sequence of the five possible measurements. Thus, for instance, tp=0 for
the baseline measurement and tp=4 for the fourth post-randomization measurement
at week 52.

Interestingly enough, visual acuity measures taken at baseline are stored both in
visualO and in selected rows of the visual variables. This structure will prove
useful when creating the armd data frame containing rows with post-randomization
visual acuity measures, while keeping baseline values.

The “long” format is preferable for storing longitudinal data over the “wide”
format. We note that storing of the visual acuity measurements in the data frame
armd.wide requires the use of six variables, i.e., subject and the five variables
containing the values of the measurements. On the other hand, storing the same
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R2.4 ARMD Trial: The structure and contents of the data frame armdO stored in the
“long” format

> data(armd0, package = "nlmeU") # From nlmeU package

> dim(armd0) # No. of rows and cols
[1] 1107 8

> head (armd0) # First six records

subject treat.f visualO miss.pat time.f time visual tp

1 1 Active 59 --XX Baseline 0 59 0
2 1 Active 59 --XX 4wks 4 55 1
3 1 Active 59 --XX 12wks 12 45 2
4 2 Active 65 —---- Baseline 0 65 0
5 2 Active 65 —-———= 4wks 4 70 1
6 2 Active 65 —-———= 12wks 12 65 2

> names (armd0) # Variables' names
[1] "subject" "treat.f" '"visualO" 'miss.pat" "time.f"
[6] "time" "visual" "tp"

> str(armd0) # Data structure

'data.frame': 1107 obs. of 8 variables:

$ subject : Factor w/ 240 levels "1","2","3","4" . .: 111222
$ treat.f : Factor w/ 2 levels "Placebo","Active": 2 2 2 2 2 2 2
$ visualO : int 59 59 59 65 65 65 65 65 40 40 ...

$ miss.pat: Factor w/ 9 levels "-——-","——X",..: 44411111
$ time.f : Ord.factor w/ 5 levels "Baseline"<"4wks"<..: 1 2 3 1
$ time :num 0 4 12 0 4 12 24 52 0 4 ...

$ visual : int 59 55 45 65 70 65 65 55 40 40 ...

$ tp :num 0120123401

information in the data frame armdO requires only three variables, i.e., subject,
time, and visual. Of course, this is achieved at the cost of including more rows in
the armdO data frame, i.e., 1,107, as compared to 240 records in armd . wide.

We also note that variables, with values invariant within subjects, such as
treat.f, visualo, are referred to as time-fixed. In contrast, time, tp, and visual
are called time-varying. This distinction will have important implications for the
specification of the models and interpretation of the results.

2.2.2.3 Subsetting Data in the “Long” Format: The Data Frame armd

Data frame armd was also stored in a “long” format and was created from the
armdO data frame by omitting records corresponding to the baseline visual acuity
measurements.

Panel R2.5 presents the syntax used to create the data frame armd. In particular,
the function subset () is used to remove the baseline measurements, by selecting
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R2.5 ARMD Trial: Creation of the data frame armd from armd0O

> auxDt <- subset(armd0, time > 0) # Post-baseline measures
> dim(auxDt) # No. of rows & cols
[1] 867 8
> levels(auxDt$time.f) # Levels of treat.f
[1] "Baseline" "4wks" "12wks" "24wks" "52wks"
> armd <- droplevels(auxDt) # Drop unused levels
> levels(armd$time.f) # Baseline level dropped
[1] "4wks" "12wks" "24wks" "52wks"
> armd <- # Data modified
+ within(armd,
+ {
+ contrasts(time.f) <- # Contrasts assigned
+ contr.poly(4, scores = c(4, 12, 24, 52))
+ b
> head(armd) # First six records

subject treat.f visualO miss.pat time.f time visual tp

2 1 Active 59 --XX  4wks 4 556 1
3 1 Active 59 --XX 12wks 12 45 2
5 2 Active 65 —-———= 4wks 4 70 1
6 2 Active 65 ----  12vwks 12 65 2
7 2 Active 65 -——=  24wks 24 65 3
8 2 Active 65 -—-—- b2wks 52 55 4

only the records, for which time>0, from the object armd0. By removing the base-
line measurements, we reduce the number of records from 1,107 (see Panel R2.4)
to 867.

While subsetting the data, care needs to be taken regarding the levels of the
time.f and, potentially, other factors. In the data frame armdO, the factor had
five levels. In Panel R2.5, we extract the factor time.f from the auxiliary data
frame auxDt. Note that, in the data frame, the level Baseline is not used in any
of the rows. For many functions in R it would not be a problem, but sometimes
the presence of an unused level in the definition of a factor may lead to unexpected
results. Therefore, it is prudent to drop the unused level from the definition of the
time.f factor, by applying the function droplevels(). It is worth noting that,
using the droplevels () function, the number of levels of the factors subject and
miss.pat is also affected (not shown).

After modifying the aforementioned factors, we store the resulting data in the
data frame armd. We also assign orthogonal polynomial contrasts to the factor
time.f using syntax of the form “contrasts (factor) <-contr.function”. We will
revisit the issue of assigning contrasts to a factor in Panel R5.9 (Sect. 5.3.2).

The display of the first six records of armd in Panel R2.5 confirms that the data do
not include the records corresponding to the baseline measurements of visual acuity.
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Of course, the information about the values of the measurements is still available in
the variable visualO.

Both data frames armd0O and armd, introduced in this section, are stored in “long”
format. The armdO will be primarily used for exploratory data analyses (Sect. 3.2).
On the other hand, armd will be the primary data frame used for the analyses
throughout the entire book.

2.3 Progressive Resistance Training Study

The PRT data originate from a randomized trial aimed for devising evidence-based
methods for improving and measuring the mobility and muscle power of elderly
men and women in the 70+ age category (Claflin et al., 2011). The working
hypothesis was that a 12-week program of PRT would increase: (a) the power output
of the overall musculature associated with movements of the ankles, knees, and
hips; (b) the cross-sectional area and the force and power of permeabilized single
fibers obtained from the vastus lateralis muscle; and (c) the ability of young and
elderly men and women to safely arrest standardized falls. The training consisted
of repeated leg extensions by shortening contractions of the leg extensor muscles
against a resistance that was increased as the subject trained using a specially
designed apparatus.

In the trial, healthy young (21-30 years) and older (65-80 years) male and female
subjects were randomized between a “high” and “low” intensity of a 12-week PRT
intervention. Randomization was stratified by age group (young or old) and sex. In
total, the dataset used in our book includes 63 subjects.

For each subject, multiple measurements characterizing two types of muscle
fibers were obtained before and after the 12-week PRT. The resulting data are thus an
example of clustered data. In particular, the measurements for a given characteristic
of muscle fibers for each subject correspond to a 2 x 2 factorial design, with fiber
type (1, 2) and occasion (pre-training, post-training) as the two design factors, which
has important implications for the data analysis (Chap. 17).

2.3.1 Raw Data

We assume that subjects’ characteristics and experimental measurements
are contained in external files named prt.subjects.data.csv and
prt.fiber.data.csv,respectively.

In Panel R2.6, we present the syntax for loading and inspecting the two
datasets. As can be seen from the output presented in Panel R2.6a, the file
prt.subjects.data. csvcontains information about 63 subjects, with one record
per subject. It includes one character variable and five numeric variables, three of
which are integer-valued. The variable id contains subjects’ identifiers, gender
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R2.6 PRT Trial: Loading raw data from .csv files into objects prt.subjects.data
and prt.fiber.data. The object dataDir was created in Panel R2.1
(a) Loading and inspecting data from the prt.subjects.data. csv file

> fp <- file.path(dataDir, "prt.subjects.data.csv")
> prt.subjects.data <- read.csv(fp, header = TRUE, as.is = TRUE)
> dim(prt.subjects.data)

[1] 63 6

> names (prt.subjects.data)

[1] "id" "gender" "ageGrp" "trainGrp" "height"
[6] "weight"
> str(prt.subjects.data)
'data.frame': 63 obs. of 6 variables:
$ id : int 5 10 15 20 25 35 45 50 60 70 ...
$ gender : chr "F" "F" "F" "F"
$ ageGrp :int 0011100100 ...
$ trainGrp: int 0111100001 ...
$ height : num 1.56 1.71 1.67 1.55 1.69 1.69 1.72 1.61 1.71 ...

$ weight : num 61.9 66 70.9 62 79.1 74.5 89 68.9 62.9 68.1 ...
> head(prt.subjects.data, 4)
id gender ageGrp trainGrp height weight

1 5 F 0 0 1.56 61.9
2 10 F 0 1 1.71 66.0
3 15 F 1 1 1.67 70.9
4 20 F 1 1 1.55 62.0

(b) Loading and inspecting data from the prt. fiber.data. csv file

> fp <- file.path(dataDir, "prt.fiber.data.csv")
> prt.fiber.data <- read.csv(fp, header = TRUE)
> str(prt.fiber.data)

'data.frame': 2471 obs. of 5 variables:

$ id :int 55555555565

$ fiber.type :int 1121211121

$ train.pre.pos: int 0000000000 ...

$ iso.fo : num 0.265 0.518 0.491 0.718 0.16 0.41 0.371 ...

$ spec.fo : num 83.5 132.8 161.1 158.8 117.9 ...
> head(prt.fiber.data, 4)

id fiber.type train.pre.pos iso.fo spec.fo

1 5 1 0 0.265 83.5
2 5 1 0 0.518 132.8
3 b 2 0 0.491 161.1
4 5 1 0 0.718 158.8
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identifies sex, ageGrp indicates the age group, and trainGrp identifies the study
group. Finally, height and weight contain the information of subjects’ height and
weight at baseline.

Note that the as.is argument used in the read.csv () function is set to TRUE.
Consequently, it prevents the creation of a factor from a character variable. This
applies to the gender variable, which is coded using the “F” and “M” characters.

The output in Panel R2.6b presents the contents of the file
prt.fiber.data.csv. The file contains 2,471 records corresponding to individual
muscle fibers. It includes five numeric variables, three of which are integer-valued.
The variable id contains subjects’ identifiers, fiber.type identifies the type of
fiber, while train.pre.pos indicates whether the measurement was taken pre- or
post-training. Finally, iso.fo and spec.fo contain the measured values of two
characteristics of muscle fibers. These two variables will be treated as outcomes of
interest in the analyses presented in Part IV of the book.

2.3.2 Data for Analysis

In Panels R2.7 and R2.8, we present the syntax used to create the prt dataset that
will be used for analysis.

First, in Panel R2.7, we prepare data for merging. Specifically, in Panel R2.7a,
we create the data frame prt.subjects, corresponding to prt.subjects.data,
with several variables added and modified. Toward this end, we use the
function within(), which applies all the modifications to the data frame
prt.subjects.data. In particular, we replace the variable id by a corresponding
factor. We also define the numeric variable bmi, which contains subject’s body mass
index (BMI), expressed in units of kg/mz. Moreover, we create the factors sex. f,
age.f,and prt.f, which correspond to the variables gender, ageGrp, and train-
Grp, respectively. Finally, we remove the variables weight, height, trainGrp,
ageGrp, and gender, and store the result as the data frame prt.subjects. The
contents of the data frame is summarized using the str () function.

In Panel R2.7b, we create the data frame prt.fiber. It corresponds to
prt.fiber.data, but instead of the variables fiber.type and train.pre.pos,
it includes the factors fiber.f and occ.f. Also, a subject’s identifier id is stored
as a factor.

In Panel R2.8, we construct the data frame prt by merging the data frames
prt.subjects and prt.fiber created in Panel R2.7. As a result, we obtain data
stored in the “long” format with 2,471 records and nine variables. The contents of
the first six rows of the data frame prt are displayed with the help of the head ()
function.
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R2.7 PRT Trial: Construction of the data frame prt. Creating data frames
prt.subjectsand prt.fiber containing subjects’ and fiber measurements. Data
frames prt.subjects.dataand prt.fiber.data were created in Panel R2.6

(a) Subjects’ characteristics

> prt.subjects <-
+ within(prt.subjects.data,
+ {
+ id <- factor(id)
+ bmi <- weight/(height~2)
+ sex.f <- factor(gender, labels = c("Female", "Male"))
+ age.f <- factor(ageGrp, labels = c("Young", "01d"))
+ prt.f <-
+ factor(trainGrp, levels = c("1", "0"),
+ labels = c("High", "Low"))
+ gender <- ageGrp <- trainGrp <- height <- weight <- NULL
+ b
> str(prt.subjects)
'data.frame': 63 obs. of 5 variables:
$ id : Factor w/ 63 levels "5","10","15",..: 123456789 ...

$ prt.f: Factor w/ 2 levels "High","Low": 2111122221 ...
$ age.f: Factor w/ 2 levels "Young","0ld": 1 1 2 2 2
$ sex.f: Factor w/ 2 levels "Female","Male": 1 1 1 1
$ bmi : num 25.4 22.6 25.4 25.8 27.7 ...

Hh

11211 ...
112122 ...