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## Preface

This book combines two mathematical branches: dynamical systems and radial basis functions. It is mainly written for mathematicians with experience in at least one of these two areas. For dynamical systems we provide a method to construct a Lyapunov function and to determine the basin of attraction of an equilibrium. For radial basis functions we give an important application for the approximation of solutions of linear partial differential equations. The book includes a summary of the basic facts of dynamical systems and radial basis functions which are needed in this book. It is, however, no introduction textbook of either area; the reader is encouraged to follow the references for a deeper study of the area.

The study of differential equations is motivated from numerous applications in physics, chemistry, economics, biology, etc. We focus on autonomous differential equations $\dot{x}=f(x), x \in \mathbb{R}^{n}$ which define a dynamical system. The simplest solutions $x(t)$ of such an equation are equilibria, i.e. solutions $x(t)=x_{0}$ which remain constant. An important and non-trivial task is the determination of their basin of attraction.

The determination of the basin of attraction is achieved through sublevel sets of a Lyapunov function, i.e. a function with negative orbital derivative. The orbital derivative $V^{\prime}(x)$ of a function $V(x)$ is the derivative along solutions of the differential equation.

In this book we present a method to construct Lyapunov functions for an equilibrium. We start from a theorem which ensures the existence of a Lyapunov function $T$ which satisfies the equation $T^{\prime}(x)=-\bar{c}$, where $\bar{c}>0$ is a given constant. This equation is a linear first-order partial differential equation. The main goal of this book is to approximate the solution $T$ of this partial differential equation using radial basis functions. Then the approximation itself is a Lyapunov function, and thus can be used to determine the basin of attraction.

Since the function $T$ is not defined at $x_{0}$, we also study a second class of Lyapunov functions $V$ which are defined and smooth at $x_{0}$. They satisfy
the equation $V^{\prime}(x)=-p(x)$, where $p(x)$ is a given function with certain properties, in particular $p\left(x_{0}\right)=0$.

For the approximation we use radial basis functions, a powerful meshless approximation method. Given a grid in $\mathbb{R}^{n}$, the method uses an ansatz for the approximation, such that at each grid point the linear partial differential equation is satisfied. For the other points we derive an error estimate in terms of the grid density.

My Habilitation thesis [21] and the lecture "Basins of Attraction of Dynamical Systems and Algorithms for their Determination" which I held in the winter term 2003/2004 at the University of Technology München were the foundations for this book. I would like to thank J. Scheurle for his support and for many valuable comments. For their support and interest in my work I further wish to thank P. Kloeden, R. Schaback, and H. Wendland. Special thanks to A. Iske who introduced me to radial basis functions and to F. Rupp for his support for the exercise classes to my lecture. Finally, I would like to thank my wife Nicole for her understanding and encouragement during the time I wrote this book.
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## Introduction

### 1.1 An Example: Chemostat

Let us illustrate our method by applying it to an example. Consider the following situation: a vessel is filled with a liquid containing a nutrient and bacteria, the respective concentrations at time $t$ are given by $x(t)$ and $y(t)$. This family of models is called chemostat, cf. [56]. More generally, a chemostat can also serve as a model for population dynamics: here, $x(t)$ denotes the amount of the prey and $y(t)$ the amount of the predator, e.g. rabbits and foxes.

The vessel is filled with the nutrient at constant rate 1 and the mixture leaves the vessel at the same rate. Thus, the volume in the vessel remains constant. Finally, the bacteria $y$ consumes the nutrient $x$ (or the predator eats the prey), i.e. $y$ increases while $x$ decreases.

The situation is thus described by the following scheme for the temporal rates of change of the concentrations $x$ and $y$ :

- $\quad x$ (nutrient): rate of change $=$ input - washout - consumption
- $y$ (bacteria): rate of change $=-$ washout + consumption

The rates of change lead to the following system of ordinary differential equations, where the dot denotes the temporal derivative: ${ }^{\cdot} \frac{d}{d t}$.

$$
\left\{\begin{array}{l}
\dot{x}=1-x-a(x) y  \tag{1.1}\\
\dot{y}=-y+a(x) y .
\end{array}\right.
$$

The higher the concentration of bacteria $y$ is, the more consumption takes place. The dependency of the consumption term on the nutrient $x$ is modelled by the non-monotone uptake function $a(x)=\frac{x}{\frac{1}{16}+\frac{x}{4}+x^{2}}$, i.e. a high concentration of the nutrient has an inhibitory effect. The solution of such a system of differential equations is unique, if the initial concentrations of nutrient and bacteria, $x(0)$ and $y(0)$, respectively, are known at time $t=0$.

Imagine the right-hand side of the differential equation (1.1) as a vector field $f(x, y)=\binom{1-x-a(x) y}{-y+a(x) y}$. At each point $(x, y)$ the arrows indicate the


Fig. 1.1. Left: the vector field $f(x, y)$ (arrows with normalized length) and the three equilibria $x_{1}$ (unstable, grey), $x_{0}$ and $x_{2}$ (asymptotically stable, black). Right: the three equilibria and the local Lyapunov function $\mathfrak{v}$ : the sign of the orbital derivative $\mathfrak{v}^{\prime}(x, y)$ (grey) and the level sets $\mathfrak{v}(x, y)=0.025,0.02,0.015,0.1$ (black) which are ellipses. The sublevel sets are subsets of the basin of attraction $A\left(x_{0}\right)$.
infinitesimal rate of change, to which the solution is tangential, cf. Figure 1.1, left. The norm of the vectors describes the velocity of solutions; note that in Figure 1.1, left, the arrows have normalized length one.

Negative concentrations have no meaning in this model. This is reflected in the equations: solutions starting in the set $S=\{(x, y) \mid x, y \geq 0\}$ do not leave this set in the future, because the vector field at the boundary of $S$ points inwards, cf. Figure 1.1, left. Thus, the set $S$ is called positively invariant.

Points $(x, y)$ where the velocity of the vector filed is zero, i.e. $f(x, y)=0$, are called equilibria: starting at these points, one stays there for all positive times. In our example we have the three equilibria $x_{0}=\left(\frac{3-\sqrt{5}}{8}, \frac{5+\sqrt{5}}{8}\right), x_{1}=$ $\left(\frac{3+\sqrt{5}}{8}, \frac{5-\sqrt{5}}{8}\right)$ and $x_{2}=(1,0)$, cf. Figure 1.1. If the initial concentrations are equal to one of these equilibria, then the concentrations keep being the same. What happens, if the initial concentrations are adjacent to these equilibriumconcentrations?

If all adjacent concentrations approach the equilibrium-concentration for $t \rightarrow \infty$, then the equilibrium is called asymptotically stable. If they tend away from the equilibrium-concentration, then the equilibrium is called unstable. In the example, $x_{1}$ is unstable (grey point in Figure 1.1), while $x_{0}$ and $x_{2}$ are asymptotically stable (black points in Figure 1.1). The stability of equilibria can often be checked by linearization, i.e. by studying the Jacobian matrix $D f\left(x_{0}\right)$. We know that solutions with initial concentrations near the asymptotically stable equilibrium $x_{0}$ tend to $x_{0}$. But what does "near" mean?

The set of all initial conditions such that solutions tend to the equilibrium $x_{0}$ for $t \rightarrow \infty$ is called the basin of attraction $A\left(x_{0}\right)$ of $x_{0}$. We are interested in the determination of the basin of attraction. In our example $A\left(x_{0}\right)$ describes the set of initial concentrations so that the concentrations of nutrient and bacteria tend to $x_{0}$, which implies that the concentration of the bacteria tends to a constant positive value. If, however, our initial concentrations are in $A\left(x_{2}\right)$, then solutions tend to $x_{2}$, i.e. the bacteria will eventually die out.

The determination of the basin of attraction is achieved by a Lyapunov function. A Lyapunov function is a scalar-valued function which decreases along solutions of the differential equation. This can be verified by checking that the orbital derivative, i.e. the derivative along solutions, is negative. One can imagine the Lyapunov function to be a height function, such that solutions move downwards, cf. Figure 1.2. The Lyapunov function enables us to determine a subset $K$ of the basin of attraction by its sublevel sets. These sublevel sets are also positively invariant, i.e. solutions do not leave them in positive time.


Fig. 1.2. Left: a plot of the local Lyapunov function $\mathfrak{v}$. Note that $\mathfrak{v}$ is a quadratic form. Right: A plot of the calculated Lyapunov function $v$.

Unfortunately, there is no general construction method for Lyapunov functions. Locally, i.e. in a neighborhood of the equilibrium, a local Lyapunov function can be calculated using the linearization of the vector field $f$. The orbital derivative of this local Lyapunov function, however, is only negative in a small neighborhood of the origin in general. Figure 1.2, left, shows the local Lyapunov function $\mathfrak{v}(x)=\left(x-x_{0}\right)^{T}\left(\begin{array}{ll}\frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{4}{5} \sqrt{5}-\frac{11}{10}\end{array}\right)\left(x-x_{0}\right)$, for the determination of $\mathfrak{v}$ cf. Section 2.2.2. In Figure 1.1, right, we see that the orbital


Fig. 1.3. Left: the 153 grid points (black +) for the approximation using radial basis functions and the sign of the orbital derivative $v^{\prime}(x, y)$ (grey), where $v$ is the calculated Lyapunov function using radial basis functions. Right: the sign of the orbital derivative $v^{\prime}(x, y)$ (grey), level sets $v(x, y)=-1.7,-1.75,-1.8,-1.85,-1.9,-1.95$, where $v$ is the calculated Lyapunov function using radial basis functions (black), and the sublevel set $\mathfrak{v}(x, y) \leq 0.025$ of the local Lyapunov function (thin black ellipse). This sublevel set covers the points where $v^{\prime}(x, y) \geq 0$. Hence, sublevel sets of the calculated Lyapunov function are subsets of the basin of attraction $A\left(x_{0}\right)$.
derivative $\mathfrak{v}^{\prime}$ is negative near $x_{0}$ (grey) and thus sublevel sets of $\mathfrak{v}$ (black) are subsets of the basin of attraction.

In this book we will present a method to construct a Lyapunov function in order to determine larger subsets of the basin of attraction. Figure 1.2, right, shows such a calculated Lyapunov function $v$. In Figure 1.3, right, we see the sign of the orbital derivative $v^{\prime}(x)$ and several sublevel sets of $v$. Figure 1.4, left, compares the largest sublevel sets of the local and the calculated Lyapunov function.

The idea of the method evolves from a particular Lyapunov function. Although the explicit construction of a Lyapunov function is difficult, there are theorems available which prove their existence. These converse theorems use the solution of the differential equation to construct a Lyapunov function and since the solutions are not known in general, these methods do not serve to explicitly calculate a Lyapunov function. However, they play an important role for our method.

We study Lyapunov functions fulfilling equations for their orbital derivatives, e.g. the Lyapunov function $V$ satisfying $V^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}$. Here, $V^{\prime}$ denotes the orbital derivative, which is given by $V^{\prime}(x)=\sum_{i=1}^{2} f_{i}(x) \frac{\partial V}{\partial x_{i}}(x)$. Hence, $V$ is the solution of a first-order partial differential equation. We approximate the solution $V$ using radial basis functions and obtain the


Fig. 1.4. Left: comparison of two subsets of the basin of attraction obtained by the local Lyapunov function (thin black) and by the calculated Lyapunov function (black). Right: the vector field and subsets of the basin of attraction obtained by the calculated Lyapunov function. The subsets are positively invariant - the vector field points inwards.
approximation $v$. Error estimates for the orbital derivative ensure $v^{\prime}(x)<0$ and, thus, the approximation $v$ is a Lyapunov function.

For the radial basis function approximation, we fix a radial basis function $\Psi(x)$ and a grid of scattered points $X_{N}=\left\{x_{1}, \ldots, x_{N}\right\}$. In this book we choose the Wendland function family $\psi_{l, k}$ to define the radial basis function by $\Psi(x)=\psi_{l, k}(c\|x\|)$. We use a certain ansatz for the approximating function $v$ and choose the coefficients such that $v$ satisfies the partial differential equation $v^{\prime}\left(x_{j}\right)=-\left\|x_{j}-x_{0}\right\|^{2}$ for all points $x_{j} \in X_{N}$ of the grid.

Figure 1.3, left, shows the grid points (black + ) that were used for the calculation of $v$. The sign of $v^{\prime}$ is negative at the grid points because of the ansatz and also between them due to the error estimate. However, $v^{\prime}(x)$ is positive near the equilibrium $x_{0}$, but this area is covered by the local Lyapunov basin, cf. Figure 1.3, right. Thus, sublevel sets of $v$ are subsets of the basin of attraction. Figure 1.4, left, shows that the calculated Lyapunov function $v$ determines a larger subset of the basin of attraction than the local Lyapunov function $\mathfrak{v}$. All these sublevel sets are subsets of the basin of attraction and, moreover, they are positively invariant, i.e. the vector field at the level sets points inwards, cf. Figure 1.4, right.

Hence, concerning our chemostat example, we have determined subsets of the basin of attraction of $x_{0}$, cf. Figure 1.4. If the initial concentrations in the vessel lie in such a set, then solutions tend to the equilibrium $x_{0}$ and the bacteria do not die out.

For a similar example, cf. [24], where we also consider a chemostat example, but with a different non-monotone uptake function $a(x)$.

### 1.2 Lyapunov Functions and Radial Basis Functions

In this section we review the literature on Lyapunov functions and radial basis functions

## Lyapunov Functions

The literature on Lyapunov functions is very large; for an overview cf. Hahn [34]. In 1893, Lyapunov [48] introduced his direct or second method, where he sought to obtain results concerning the stability of an equilibrium without knowing the solution of the differential equation, but by only using the differential equation itself. He used what later was called Lyapunov functions and proved that a strict Lyapunov function implies the asymptotic stability of the equilibrium. Barbašin and Krasovskii [6] showed that the basin of attraction is the whole phase space if the Lyapunov function is radially unbounded. Hahn describes how a Lyapunov function can be used to obtain a subset of the basin of attraction through sublevel sets, cf. [35] pp. 108/109 and $156 / 157$.

Converse theorems which guarantee the existence of such a Lyapunov function under certain conditions have been given by many authors, for an overview cf. [35] or [58]. The first main converse theorem for asymptotic stability was given by Massera [50] in 1949 and it was improved by many authors in several directions. However, all the existence theorems offer no method to explicitly construct Lyapunov functions.

Krasovskiï writes in 1959: "One could hope that a method for proving the existence of a Lyapunov function might carry with it a constructive method for obtaining this function. This hope has not been realized", [46], pp. 11/12. He suggests [46], p. 11, to start from a given system, find a simpler system which approximates the original one and for which one can show stability, and then to prove that the corresponding property also holds for the original system.

For linear systems one can construct a quadratic Lyapunov function of the form $\mathfrak{v}(x)=\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)$ with a symmetric, positive definite matrix $B$, where $x_{0}$ denotes the equilibrium, cf. e.g. [33]. In [34], pp. 29/30, Hahn describes, starting from a nonlinear system, how to use the quadratic Lyapunov function of the linearized system as a Lyapunov function for the nonlinear system. He also discusses the search for a sublevel set inside the region $\mathfrak{v}^{\prime}(x)<0$, which is a subset of the basin of attraction.

Many approaches consider special Lyapunov functions like quadratic, polynomial, piecewise linear, piecewise quadratic or polyhedral ones, which are special piecewise linear functions. Often these methods can only be applied to special differential equations.

Piecewise linear functions are particularly appropriate for the implementation on computers since they only depend on a finite number of values. Julián [42] approximated the differential equation by a piecewise linear righthand side and constructed a piecewise linear Lyapunov function using linear
programming (linear optimization). Hafstein (formerly Marinossón), cf. [49] or [32], improved this ansatz and constructed a piecewise linear Lyapunov function for the original nonlinear system also using linear programming. Moreover, he included an error analysis in his ansatz. On the other hand he could not guarantee that the subsets which he determines with his method cover the whole basin of attraction. In some of his examples the calculated subset is even smaller than the one obtained by the Lyapunov function for the linearized system with a sharper estimate.

A different method deals with the Zubov equation and computes a solution of this partial differential equation. Since the solution of the Zubov equation determines the whole basin of attraction, one can cover each compact subset of the basin of attraction with an approximate solution. For computational aspects, cf. e.g. Genesio et al. [19]. In a similar approach to Zubov's method, Vannelli \& Vidyasagar [59] use a rational function as Lyapunov function candidate and present an algorithm to obtain a maximal Lyapunov function in the case that $f$ is analytic.

In Camilli et al. [12], Zubov's method was extended to control problems in order to determine the robust domain of attraction. The corresponding generalized Zubov equation is a Hamilton-Jacobi-Bellmann equation. This equation has a viscosity solution which can be approximated using standard techniques after regularization at the equilibrium, e.g. one can use piecewise affine approximating functions and adaptive grid techniques, cf. Grüne [30] or Camilli et al. [12]. The method works also for non-smooth $f$ since the solution is not necessarily smooth either. The error estimate here is given in terms of $\left|v_{\epsilon}(x)-\tilde{v}_{\epsilon}(x)\right|$, where $v_{\epsilon}$ denotes the regularized Lyapunov function and $\tilde{v}_{\epsilon}$ its approximation, and not in terms of the orbital derivative.

In this book we present a new method to construct Lyapunov functions. We start from a converse theorem proving the existence of a Lyapunov function $T$ which satisfies the equation $T^{\prime}(x)=-\bar{c}$, where $\bar{c}>0$ is a given constant. This equation is a linear first-order partial differential equation due to the formula for the orbital derivative:

$$
\begin{equation*}
T^{\prime}(x)=\sum_{i=0}^{n} f_{i}(x) \frac{\partial T}{\partial x_{i}}(x)=-\bar{c} \tag{1.2}
\end{equation*}
$$

The main goal of this book is to approximate the solution $T$ of (1.2) by a function $t$ using radial basis functions. It turns out that $t$ itself is a Lyapunov function, i.e. $t^{\prime}(x)$ is negative, and thus can be used to determine the basin of attraction. The approximation error will be estimated in terms of $\mid T^{\prime}(x)-$ $t^{\prime}(x) \mid \leq \iota$. Hence, $t^{\prime}(x) \leq T^{\prime}(x)+\iota=-\bar{c}+\iota<0$ if the error $\iota<\bar{c}$ is small enough.

However, the function $T$ is not defined at $x_{0}$. Hence, we consider a second class of Lyapunov functions $V$ which are defined and smooth at $x_{0}$. They satisfy the equation $V^{\prime}(x)=-p(x)$, where $p(x)$ is a given function with certain properties, in particular $p\left(x_{0}\right)=0$, and we often use $p(x)=\left\|x-x_{0}\right\|^{2}$. The
equation $V^{\prime}(x)=-p(x)$ is a modified Zubov equation, cf. [24]. In the following we denote by $Q$ one of these Lyapunov function of type $Q=T$ or $Q=V$. For the approximation of $Q$ we use radial basis functions.

## Radial Basis Functions

Radial basis functions are a powerful tool to solve partial differential equations. For an overview cf. [63], [11], [10], or [52], for a tutorial cf. [40]. The main advantage of this method is that it is meshless, i.e. no triangulation of the space $\mathbb{R}^{n}$ is needed. Other methods, e.g. finite element methods, first generate a triangulation of the space, use functions on each part of the triangulation, e.g. affine functions as in some examples discussed above, and then patch them together obtaining a global function. The resulting function is not very smooth and the method is not very effective in higher space dimensions. Moreover, the interpolation problem stated by radial basis functions is always uniquely solvable. Radial basis functions give smooth approximations, but at the same time require smooth functions that are approximated. In our applications, as we will see, the freedom of choosing the grid in an almost arbitrary way will be very advantageous.

Let us explain the approximation with radial basis functions. Denote by $D$ the linear operator of the orbital derivative, i.e. $D Q(x)=Q^{\prime}(x)$. We use the symmetric ansatz leading to a symmetric interpolation matrix $A$. One defines a grid $X_{N}=\left\{x_{1}, \ldots, x_{N}\right\} \subset \mathbb{R}^{n}$. The reconstruction (approximation) $q$ of the function $Q$ is obtained by the ansatz $q(x)=\sum_{k=1}^{N} \beta_{k}\left\langle\left.\nabla_{y} \Psi(x-y)\right|_{y=x_{k}}, f\left(x_{k}\right)\right\rangle$ with coefficients $\beta_{k} \in \mathbb{R}$. The function $\Psi$ is the radial basis function. In this book we use $\Psi(x)=\psi_{l, k}(c\|x\|)$ where $\psi_{l, k}$ is a Wendland function. Wendland functions are positive definite functions (and not only conditionally positive definite) and have compact support. The coefficients $\beta_{k}$ are determined by the claim that $q^{\prime}\left(x_{j}\right)=Q^{\prime}\left(x_{j}\right)$ holds for all grid points $j=1, \ldots, N$. This is equivalent to a system of linear equations $A \beta=\alpha$ where the interpolation matrix $A$ and the right-hand side vector $\alpha$ are determined by the grid and the values $Q^{\prime}\left(x_{j}\right)$. The interpolation matrix $A$ is a symmetric $(N \times N)$ matrix, where $N$ is the number of grid points. We show that $A$ is positive definite and thus the linear equation has a unique solution $\beta$. Provided that $Q$ is smooth enough, one obtains an error estimate on $\left|Q^{\prime}(x)-q^{\prime}(x)\right|$ depending on the density of the grid.

While the interpolation of function values has been studied in detail since the 1970s, the interpolation via the values of a linear operator and thus the solutions of PDEs has only been considered since the 1990s. The values of such linear operators are also called Hermite-Birkhoff data. They have been studied, e.g. by Iske [38], Wu [67], Franke \& Schaback [17] and [18] and Wendland [63]. Franke \& Schaback approximated the solution of a Cauchy problem in partial differential equations, cf. also [54]. This results in a mixed problem, combining different linear operators, cf. [17] and [18]. Their error estimates used the fact that the linear operator is translation invariant. The partial differential equations they studied thus have constant coefficients. Our linear
operator $D$, however, is the orbital derivative and is not translation invariant. Error estimates hence have to use different techniques at a certain point, which are Taylor expansions in our case.

### 1.3 Overview

Chapter 2 deals with the dynamical systems' part of the book. After an introduction and the definition of a Lyapunov function and a Lyapunov basin (sublevel set), we show in Theorem 2.24 that a Lyapunov basin is a subset of the basin of attraction. The local Lyapunov functions $\mathfrak{d}$ and $\mathfrak{v}$ are constructed and discussed. Then the global Lyapunov functions $T$ and $V$ satisfying $T^{\prime}(x)=-\bar{c}$ and $V^{\prime}(x)=-p(x)$ are considered. In Section 2.3.2 general properties of Lyapunov functions and their level sets are discussed. In Section 2.3.4 the Taylor polynomial of $V$ is constructed and its properties are shown. The chapter closes with a summary and examples of the different Lyapunov functions.

Chapter 3 deals with the radial basis functions' part of the book. We discuss the approximation of a function $Q$ via the function values $Q(x)$, via its orbital derivative $D Q(x)=Q^{\prime}(x)$ and via the values of the operator $D_{m} Q(x)=Q^{\prime}(x)+m(x) Q(x)$ where $m$ is a scalar-valued function. Moreover, the mixed approximation is studied, where the orbital derivative $Q^{\prime}(x)$ is given on a grid $X_{N}$ and the function values $Q(x)$ are given on a second $\operatorname{grid} X_{M}^{0}$. In Section 3.1.4 the Wendland functions, cf. [62], a certain class of radial basis functions with compact support, are introduced. In Section 3.2 the native space and its dual space are defined. They are Sobolev spaces in the case of the Wendland functions. We show that the interpolation matrices are positive definite and obtain error estimates.

In Chapter 4 we combine the preceding chapters to construct a Lyapunov function. We approximate the two global Lyapunov functions $T$ and $V$ by the approximating functions $t$ and $v$ using radial basis functions. We show that $t^{\prime}(x)$ and $v^{\prime}(x)$ are negative for $x \in K \backslash U$ where $K \subset A\left(x_{0}\right)$ is a compact set and $U$ is a neighborhood of $x_{0}$, provided that the grid of the radial basis function approximation is dense enough. Since the approximating functions can have positive orbital derivative in the neighborhood $U$ of $x_{0}$ this approximation is called non-local. For the local part we present three methods: the non-local Lyapunov basin can be combined with a local Lyapunov basin. Another option is the combination of the non-local Lyapunov function with a local Lyapunov function by a partition of unity. The third possibility is to approximate $V$ via an approximation of a certain function $W$ using the Taylor polynomial of $V$.

In Chapter 5 we show that this method enables us to determine the whole basin of attraction. In particular we show that all compact subsets of the basin of attraction can be obtained with our method. This is true for the approximation of $V$ - either directly or using its Taylor polynomial. If we use a mixed
approximation, then we also obtain the whole basin of attraction by approximating $T$. Moreover, the mixed approximation is particularly appropriate to exhaust the basin of attraction step by step.

In Chapter 6 we describe three possibilities to use our method for the actual computation of the basin of attraction and illustrate them with examples. In an appendix we provide basic facts and some special results from distribution theory. Moreover, the data used for the computation of all figures is listed.

## Lyapunov Functions

### 2.1 Introduction to Dynamical Systems

In this section we give a short introduction to dynamical systems. For a textbook, cf. [29], [60], [2], [5] or [66]. We summarize the important definitions and concepts which we will need in the sequel. In particular, we define equilibria, their stability and their basin of attraction. Moreover, we give the definition of a Lyapunov function with Lyapunov basin. The most important results of this section for the sequel are Theorems 2.24 and 2.26 , where we prove that a Lyapunov basin is a subset of the basin of attraction.

### 2.1.1 Basic Definitions and Concepts

Throughout the book we consider the autonomous system of differential equations

$$
\begin{equation*}
\dot{x}=f(x) \tag{2.1}
\end{equation*}
$$

where $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), \sigma \geq 1, n \in \mathbb{N}$. The initial value problem $\dot{x}=f(x)$, $x(0)=\xi$ has a unique solution $x(t)$ for all initial values $\xi \in \mathbb{R}^{n}$. The solution $x(t)$ depends continuously on the initial value $\xi$ and exists locally in time, i.e. for $t \in I$, where $0 \in I \subset \mathbb{R}$ is an open interval, cf. e.g. [2] or [5]. Hence, we can define the flow operator.

Definition 2.1 (Flow operator). Define the operator $S_{t}$ by $S_{t} \xi:=x(t)$, where $x(t)$ is the solution of the initial value problem $\dot{x}=f(x), x(0)=\xi \in \mathbb{R}^{n}$ for all $t \in \mathbb{R}$ for which this solution exists.

An abstract (continuous) dynamical system is defined in the following way.
Definition 2.2 (Dynamical System). Let $X$ be a complete metric space. $\left(X, \mathbb{R}_{0}^{+}, S_{t}\right)$ is a continuous dynamical system if $S_{t}: X \rightarrow X$ is defined for
all $t \in \mathbb{R}_{0}^{+},(t, x) \mapsto S_{t} x$ is a continuous mapping with respect to both $x$ and $t$ and, moreover, $S_{t}$ is a semigroup, i.e. $S_{0}=\mathrm{id}$ and $S_{t+s}=S_{t} \circ S_{s}$ for all $t, s \in \mathbb{R}_{0}^{+}$.

We will consider $X=\mathbb{R}^{n}$ with the Euclidean norm $\|\cdot\|$. As we mentioned above, existence, uniqueness and continuous dependence of the flow $S_{t} x$ on $x$ and $t$ follow by the smoothness of $f$, cf. e.g. [36]. However, in general the existence of solutions is only true for a local time interval $I$. If the existence is ensured for all positive times, then the flow operator $S_{t}$ defines a dynamical system.

Remark 2.3 Assume that for all $\xi \in \mathbb{R}^{n}$ the solution $x(t)$ of the initial value problem $\dot{x}=f(x), x(0)=\xi$ exists for all $t \in \mathbb{R}_{0}^{+}$. Then $\left(\mathbb{R}^{n}, \mathbb{R}_{0}^{+}, S_{t}\right)$ where $S_{t}$ is the flow operator of Definition 2.1, defines a dynamical system in the sense of Definition 2.2.

Although many of the following definitions and results hold for general dynamical systems as in Definition 2.2, we restrict ourselves from now on to dynamical systems given by the differential equation (2.1).

Definition 2.4 (Positive orbit). Let $\left(\mathbb{R}^{n}, \mathbb{R}_{0}^{+}, S_{t}\right)$ be a dynamical system. The positive orbit of $x \in \mathbb{R}^{n}$ is defined by $O^{+}(x)=\bigcup_{t \geq 0} S_{t} x \subset \mathbb{R}^{n}$.

We can ensure the existence for all $t \in \mathbb{R}$ by considering a slightly different differential equation.

Remark 2.5 Consider the system of differential equations:

$$
\begin{equation*}
\dot{x}=\frac{f(x)}{1+\|f(x)\|^{2}}=: g(x) \tag{2.2}
\end{equation*}
$$

Note that $g \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ if $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$.
The solutions of (2.1) and (2.2) have the same positive orbits since $g$ is obtained by multiplication of $f$ with a scalar, positive factor. Hence, dynamically the two systems have the same properties. Positive orbits of both dynamical systems are the same, only the velocity is different. Since $\|g(x)\| \leq \frac{1}{2}$, solutions of (2.2) exist for all $t \in \mathbb{R}$.

From now on we assume that (2.1) defines a dynamical system. In the following definition we define equilibria which represent the simplest solutions of (2.1).

Definition 2.6 (Equilibrium). A point $x_{0} \in \mathbb{R}^{n}$ is called an equilibrium of (2.1), if $f\left(x_{0}\right)=0$.

If $x_{0}$ is an equilibrium, then $S_{t} x_{0}=x_{0}$ for all $t \geq 0$, i.e. $x(t)=x_{0}$ is a constant solution.

In the next definition we provide terms to discuss the behavior of solutions near equilibria. In particular, an equilibrium is called stable if adjacent solutions stay adjacent to the equilibrium. An equilibrium is called attractive, if adjacent solutions converge to the equilibrium as time tends to infinity.

Stability and attractivity are different properties of an equilibrium, neither implies the other. We call an equilibrium asymptotically stable if it is both stable and attractive. It is called exponentially asymptotically stable if the rate of convergence is exponential. We will later assume, that the system (2.1) has an exponentially asymptotically stable equilibrium.

Definition 2.7 (Stability and attractivity). Let $x_{0}$ be an equilibrium.

- $x_{0}$ is called stable, if for all $\epsilon>0$ there is a $\delta>0$ such that $S_{t} x \in$ $B_{\epsilon}\left(x_{0}\right):=\left\{x \in \mathbb{R}^{n} \mid\left\|x-x_{0}\right\|<\epsilon\right\}$ holds for all $x \in B_{\delta}\left(x_{0}\right)$ and all $t \geq 0$. Here and below, $\|\cdot\|$ denotes the Euclidean norm in $\mathbb{R}^{n}$.
- $x_{0}$ is called unstable if $x_{0}$ is not stable.
- $x_{0}$ is called attractive, if there is a $\delta^{\prime}>0$ such that $\left\|S_{t} x-x_{0}\right\| \xrightarrow{t \rightarrow \infty} 0$ holds for all $x \in B_{\delta^{\prime}}\left(x_{0}\right)$.
- $x_{0}$ is called asymptotically stable, if $x_{0}$ is stable and attractive.
- $x_{0}$ attracts a set $K \subset \mathbb{R}^{n}$ uniformly, if $\operatorname{dist}\left(S_{t} K, x_{0}\right):=\sup _{x \in K} \| S_{t} x-$ $x_{0} \| \xrightarrow{t \rightarrow \infty} 0$.
- $x_{0}$ is called exponentially asymptotically stable (with exponent $-\nu<0$ ), if $x_{0}$ is stable and there is a $\delta^{\prime}>0$ such that $\left\|S_{t} x-x_{0}\right\| e^{+\nu t} \xrightarrow{t \rightarrow \infty} 0$ holds for all $x \in B_{\delta^{\prime}}\left(x_{0}\right)$.

Let is consider a linear right-hand side $f(x)=A x$ where $A$ denotes an $(n \times n)$ matrix. For these linear differential equations

$$
\dot{x}=A x
$$

the solution of the initial value problem $\dot{x}=A x, x(0)=\xi$ is given by $x(t)=$ $\exp (A t) \cdot \xi$. Thus, in the linear case the solutions are known explicitly. From the formula for the solutions it is clear that the stability and attractivity of the equilibrium $x_{0}=0$ depends on the real parts of the eigenvalues of $A$. More precisely, the origin is stable if and only if the real parts of all eigenvalues are non-positive and the geometric multiplicity equals the algebraic multiplicity for all eigenvalues with vanishing real part. The origin is asymptotically stable if the real parts of all eigenvalues are negative. In this case, the origin is even exponentially asymptotically stable.

Now we return to a general nonlinear differential equation $\dot{x}=f(x)$. The stability of an equilibrium $x_{0}$ can often be studied by the linearization around $x_{0}$, i.e. by considering the linear system $\dot{x}=D f\left(x_{0}\right)\left(x-x_{0}\right)$. The real parts of the eigenvalues of $D f\left(x_{0}\right)$ provide information about the stability of the linear system. If all eigenvalues have strictly negative real part, then the equilibrium $x_{0}$ is (exponentially) asymptotically stable - not only with respect to the linearized but also with respect to the original nonlinear system. While this
condition on the real parts of the eigenvalues is only sufficient for asymptotical stability of the nonlinear system, it is sufficient and necessary for exponential asymptotic stability. For a proof of the following well-known proposition, cf. e.g. [36].

Proposition 2.8 Let $x_{0}$ be an equilibrium of (2.1). $x_{0}$ is exponentially asymptotically stable, if and only if $\mathrm{Re} \lambda<0$ holds for all eigenvalues $\lambda$ of $D f\left(x_{0}\right)$.

For an asymptotically stable equilibrium $x_{0}$ there is a neighborhood $B_{\delta^{\prime}}\left(x_{0}\right)$ which is attracted by $x_{0}$ for $t \rightarrow \infty$, cf. Definition 2.7. The set of all initial points of $\mathbb{R}^{n}$, the solutions of which eventually tend to $x_{0}$, is called the basin of attraction of $x_{0}$.

Definition 2.9 (Basin of attraction). The basin of attraction of an asymptotically stable equilibrium $x_{0}$ is defined by

$$
A\left(x_{0}\right):=\left\{x \in \mathbb{R}^{n} \mid S_{t} x \xrightarrow{t \rightarrow \infty} x_{0}\right\} .
$$

Example 2.10 We give several examples.

1. Consider the linear system $\dot{x}=-x, x \in \mathbb{R}$. The solution of the initial value problem $x(0)=\xi$ is given by $x(t)=e^{-t} \xi .0$ is an exponentially asymptotically stable equilibrium with basin of attraction $A(0)=\mathbb{R}$.
2. We study the nonlinear system $\dot{x}=\frac{1}{1+x^{4}} x\left(x^{2}-1\right)=: f(x), x \in \mathbb{R}$. The system has three equilibria $x_{0}=0, x_{1}=1, x_{2}=-1 . x_{0}=0$ is exponentially asymptotically stable since $f^{\prime}(0)=-1$. The other two equilibria are unstable. The basin of attraction of 0 is $A(0)=(-1,1)$.
3. Consider the two-dimensional nonlinear system

$$
\left\{\begin{array}{l}
\dot{x}=-x\left(1-x^{2}-y^{2}\right)-y \\
\dot{y}=-y\left(1-x^{2}-y^{2}\right)+x
\end{array}\right.
$$

In polar coordinates $(r, \varphi)$, where $x=r \cos \varphi, y=r \sin \varphi$, the system reads $\dot{r}=-r\left(1-r^{2}\right), \dot{\varphi}=1$. The only equilibrium is the origin, it is exponentially asymptotically stable since $D f(0,0)=\left(\begin{array}{r}-1 \\ 1\end{array}-1\right)$ and the eigenvalues are $-1 \pm i$, i.e. both have negative real part. The basin of attraction of the origin is given by the unit disc $A(0,0)=\left\{(x, y) \in \mathbb{R}^{2} \mid\right.$ $\left.x^{2}+y^{2}<1\right\}$.
The unit sphere in this example is a periodic orbit, i.e. a solution $x(t)$ such that $x(0)=x(T)$ with $T>0$.

Proposition 2.11 (Properties of the basin of attraction) Let $x_{0}$ be an asymptotically stable equilibrium. Then the basin of attraction $A\left(x_{0}\right)$ is nonempty and open.

Let $K \subset A\left(x_{0}\right)$ be a compact set. Then $x_{0}$ attracts $K$ uniformly.

Proof: $x_{0}$ is an element of the basin of attraction, which is thus non-empty by definition. Let $B_{\delta^{\prime}}\left(x_{0}\right)$ be as in Definition 2.7 and let $x \in A\left(x_{0}\right)$. By definition there is a $T_{0}$ such that $S_{T_{0}} x \in B_{\frac{\delta^{\prime}}{2}}\left(x_{0}\right)$. Since $S_{T_{0}}$ is continuous, there is a $\delta>0$ such that $S_{T_{0}} B_{\delta}(x) \subset B_{\frac{\delta^{\prime}}{2}}\left(S_{T_{0}}^{2} x\right) \subset B_{\delta^{\prime}}\left(x_{0}\right)$. Since $B_{\delta^{\prime}}\left(x_{0}\right)$ is attracted by $x_{0}, S_{T_{0}} B_{\delta}(x) \in A\left(x_{0}\right)$ and thus also $B_{\delta}(x) \subset A\left(x_{0}\right)$; in particular, $A\left(x_{0}\right)$ is open.

We prove the uniform attractivity: Assuming the opposite, there is an $\epsilon>0$ and sequences $t_{k} \rightarrow \infty$ and $x_{k} \in K$, such that $S_{t_{k}} x_{k} \notin B_{\epsilon}\left(x_{0}\right)$ holds for all $k \in \mathbb{N}$. Since $x_{0}$ is stable, there is a $\delta>0$ such that $x \in B_{\delta}\left(x_{0}\right)$ implies $S_{t} x \in B_{\epsilon}\left(x_{0}\right)$ for all $t \geq 0$.

Since $K$ is compact there is a convergent subsequence of $x_{k} \in K$, which we still denote by $x_{k}$, with limit $x \in K$. Since $x \in K \subset A\left(x_{0}\right)$, there is a $T_{0} \geq 0$ with $S_{T_{0}} x \in B_{\frac{\delta}{2}}\left(x_{0}\right)$. Since $S_{T_{0}}$ is continuous, there is a $\tilde{\delta}>0$, such that $y \in B_{\tilde{\delta}}(x)$ implies $S_{T_{0}} y \in B_{\frac{\delta}{2}}\left(S_{T_{0}} x\right)$. Now let $N$ be so large that both $t_{N} \geq T_{0}$ and $x_{N} \in B_{\tilde{\delta}}(x)$ hold. Then $S_{T_{0}} x_{N} \in B_{\frac{\delta}{2}}\left(S_{T_{0}} x\right) \subset B_{\delta}\left(x_{0}\right)$ and hence $S_{t_{N}} x_{N} \in B_{\epsilon}\left(x_{0}\right)$, which is a contradiction.

The long-time behavior of solutions is characterized by the $\omega$-limit set.
Definition 2.12 ( $\omega$-limit set). We define the $\omega$-limit set for a point $x \in \mathbb{R}^{n}$ with respect to (2.1) by

$$
\begin{equation*}
\omega(x):=\bigcap_{s \geq 0} \overline{\bigcup_{t \geq s} S_{t} x} \tag{2.3}
\end{equation*}
$$

We have the following characterization of limit sets: $w \in \omega(x)$ if and only if there is a sequence $t_{k} \xrightarrow{k \rightarrow \infty} \infty$ such that $S_{t_{k}} x \xrightarrow{k \rightarrow \infty} w$.

Definition 2.13 (Positively invariant). A set $K \subset \mathbb{R}^{n}$ is called positively invariant if $S_{t} K \subset K$ holds for all $t \geq 0$.

Lemma 2.14. Let $K \subset \mathbb{R}^{n}$ be a compact, positively invariant set. Then $\varnothing \neq$ $\omega(x) \subset K$ for all $x \in K$.

Proof: Let $x \in K$. Since $K$ is positively invariant, $S_{t} x \in K$ for all $t \geq 0$. Since $K$ is compact, the limit of any convergent sequence $S_{t_{k}} x$ lies in $K$ and thus $\omega(x) \subset K$. Moreover, the sequence $S_{n} x, n \in \mathbb{N}$ has a convergent subsequence and hence $\omega(x) \neq \varnothing$.

Example 2.15 For Example 2.10, 2. we have $\omega(x)=\{0\}$ for all $x \in(-1,1)$, $\omega(x)=\varnothing$ for all $x \in(-\infty,-1) \cup(1, \infty)$ and $\omega(1)=\{1\}, \omega(-1)=\{-1\}$. $K_{1}=\{0\}, K_{2}=(-1 / 2,1 / 2), K_{3}=(-1,1], K_{4}=(0,1)$ and $K_{5}=\mathbb{R}$ are examples for positively invariant sets.

As a second example we consider the two-dimensional nonlinear system $\left\{\begin{array}{l}\dot{x}=x\left(1-x^{2}-y^{2}\right)+y \\ \dot{y}=y\left(1-x^{2}-y^{2}\right)-x\end{array}\right.$. This is Example 2.10, 3. after inversion of time.

In polar coordinates the system reads $\dot{r}=r\left(1-r^{2}\right), \dot{\varphi}=-1$. Here we have $\omega(0,0)=\{(0,0)\}$ and $\omega(x, y)=\left\{(\xi, \eta) \mid \xi^{2}+\eta^{2}=1\right\}$ for all $(x, y) \neq(0,0)$, i.e. the $\omega$-limit set of all points except for the origin is the periodic orbit.

Lemma 2.16. Let $x_{0}$ be a stable equilibrium and $\epsilon>0$. Then there is $a$ positively invariant neighborhood $U \subset B_{\epsilon}\left(x_{0}\right)$ of $x_{0}$.

Proof: Since $x_{0}$ is stable, there is a $\delta>0$ such that $x \in B_{\delta}\left(x_{0}\right)$ implies $S_{t} x \in B_{\epsilon}\left(x_{0}\right)$ for all $t \geq 0$. Set $U:=\bigcup_{t \geq 0} S_{t} B_{\delta}\left(x_{0}\right)=\left\{S_{t} x \mid x \in B_{\delta}\left(x_{0}\right), t \geq\right.$ $0\}$. This set is positively invariant by construction and a neighborhood of $x_{0}$ since $B_{\delta}\left(x_{0}\right) \subset U$. Moreover, $U \subset B_{\epsilon}\left(x_{0}\right)$ by stability of $x_{0}$.

The following Lemma 2.17 will be used for the proof of Theorem 2.24.
Lemma 2.17. Let $x_{0}$ be a stable equilibrium and let $\omega(x)=\left\{x_{0}\right\}$ for an $x \in \mathbb{R}^{n}$. Then $\lim _{t \rightarrow \infty} S_{t} x=x_{0}$.

Proof: Assuming the opposite, there is an $\epsilon>0$ and a sequence $t_{k} \rightarrow \infty$, such that $S_{t_{k}} x \notin B_{\epsilon}\left(x_{0}\right)$ holds for all $k \in \mathbb{N}$. Since $x_{0}$ is stable, there is a positively invariant neighborhood $U$ of $x_{0}$ with $U \subset B_{\epsilon}\left(x_{0}\right)$ by Lemma 2.16. Since $\omega(x)=\left\{x_{0}\right\}$ there is a $T_{0} \geq 0$, such that $S_{T_{0}} x \in U$. Hence, $S_{T_{0}+t} x \in U \subset B_{\epsilon}\left(x_{0}\right)$ for all $t \geq 0$ : contradiction to the assumption for all $t_{k}$ with $t_{k} \geq T_{0}$.

Now we consider a function $Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$. We define its orbital derivative which is its derivative along a solution of (2.1).

Definition 2.18 (Orbital derivative). The orbital derivative of a function $Q \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ with respect to (2.1) at a point $x \in \mathbb{R}^{n}$ is denoted by $Q^{\prime}(x)$ (in contrast to the derivative with respect to the time $t: \dot{x}(t)=\frac{d}{d t} x(t)$ ). It is defined by

$$
Q^{\prime}(x)=\langle\nabla Q(x), f(x)\rangle .
$$

Remark 2.19 The orbital derivative is the derivative along a solution: with the chain rule we have

$$
\left.\frac{d}{d t} Q\left(S_{t} x\right)\right|_{t=0}=\left.\left\langle\nabla Q\left(S_{t} x\right), \dot{x}(t)\right\rangle\right|_{t=0}=\langle\nabla Q(x), f(x)\rangle=Q^{\prime}(x)
$$

LaSalle's principle states that for points $z$ in the $\omega$-limit set we have $Q^{\prime}(z)=0$.

Theorem 2.20 (LaSalle's principle). Let $\varnothing \neq K \subset \mathbb{R}^{n}$ be a closed and positively invariant set. Let $Q \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be such that $Q^{\prime}(x) \leq 0$ holds for all $x \in K$.

Then $z \in \omega(x)$ for an $x \in K$ implies $Q^{\prime}(z)=0$.

Proof: Let $x \in K$. If $\omega(x)=\varnothing$, then there is nothing to show. Now let $z \in$ $\omega(x)$. Then $z \in K$, since $K$ is closed. Assume in contradiction to the theorem that $Q^{\prime}(z) \neq 0$, i.e. $Q^{\prime}(z)<0$. Then there is a $\tau>0$ such that $Q\left(S_{\tau} z\right)<Q(z)$. There is a sequence $t_{k} \rightarrow \infty$ with $S_{t_{k}} x \rightarrow z$ and without loss of generality we can assume $t_{k+1}-t_{k}>\tau$ for all $k \in \mathbb{N}$. Then $Q\left(S_{t_{k+1}} x\right) \leq Q\left(S_{\tau+t_{k}} x\right)$ since $Q^{\prime}\left(S_{t} x\right) \leq 0$ for all $t \geq 0$ by assumption. Hence, $S_{\tau+t_{k}} x \rightarrow S_{\tau} z$ which implies $Q\left(S_{\tau+t_{k}} x\right) \rightarrow Q\left(S_{\tau} z\right)$. This leads to the contradiction $Q(z) \leq Q\left(S_{\tau} z\right)$.

Hence, we have shown $Q^{\prime}(z)=0$.

### 2.1.2 Lyapunov Functions

The idea of a Lyapunov function can be illustrated by the following example: consider a heavy ball on some mountainous landscape; the gravitational force acts on the ball. The deepest point of a valley corresponds to an asymptotically stable equilibrium: starting at this point, the ball remains there for all times. Starting near the equilibrium in the valley, the ball stays near the equilibrium (stability) and, moreover, approaches the equilibrium as times tends to infinity (attractivity). The basin of attraction consists of all starting points, such that the ball approaches the equilibrium.

A Lyapunov function in this simple example is the height. The classical definition of a Lyapunov function is a function $Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with (i) a strict local minimum at $x_{0}$ which (ii) decreases along solutions. The first property is fulfilled since $x_{0}$ is the deepest point of a valley and the second by the gravitation which forces the ball to loose height. For differential equations which model a dissipative physical situation, the energy is a candidate for a Lyapunov function: it decreases along solutions due to the dissipativity of the system. Hence, solutions tend to a local minimum of the energy (i). For concrete examples, the property (ii) can be checked without explicitly calculating the solution: the orbital derivative has to be negative, i.e. $Q^{\prime}(x)<0$ for $x \neq x_{0}$.

We can also use the Lyapunov function to obtain a subset of the basin of attraction: the sublevel set $\left\{x \in B \mid Q(x) \leq R^{2}\right\}$, where $B$ is some neighborhood of $x_{0}$, is a subset of the basin of attraction, provided that $Q^{\prime}(x)$ is negative here. This set is positively invariant, i.e. solutions starting in the set do not leave it in the future.

In this book we give a slightly different definition of a Lyapunov function for an equilibrium $x_{0}$. We call a function $Q \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ a Lyapunov function if there is a neighborhood $K$ of $x_{0}$ with $Q^{\prime}(x)<0$ for all $x \in K \backslash\left\{x_{0}\right\}$.

A function $Q \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ and a compact set $K$ with $x_{0} \in \stackrel{\circ}{K}$ are called a Lyapunov function $Q$ with Lyapunov basin $K$, if there is an open neighborhood $B$ of $K$ such that the following two conditions are satisfied:

- sublevel set: $K=\left\{x \in B \mid Q(x) \leq R^{2}\right\}$ and
- negative orbital derivative: $Q^{\prime}(x)<0$ holds for all $x \in K \backslash\left\{x_{0}\right\}$.

Note that compared to the classical definition we only assume the property (ii) concerning the orbital derivative. The property (i), i.e. $Q$ has a strict local minimum at $x_{0}$, turns out to be a consequence of the above definition of a Lyapunov function $Q$ and a Lyapunov basin $K$, cf. Theorem 2.24. This theorem also states that a Lyapunov basin $K$ is always a subset of the basin of attraction. Hence, the goal of this book will be to find such a pair of Lyapunov function and Lyapunov basin.

The level sets of Lyapunov functions of an exponentially asymptotically stable equilibrium are diffeomorphic to $S^{n-1}$ as we show in Theorem 2.45. Hence, supposed we are given a Lyapunov function with negative orbital derivative in $K \backslash\left\{x_{0}\right\}$ where $K$ is a compact neighborhood of $x_{0}$, there is a corresponding Lyapunov basin which reaches up to the boundary of $K$. Thus, a Lyapunov function for an exponentially asymptotically stable equilibrium always provides a Lyapunov basin and thus a subset of the basin of attraction. The main goal is thus to find a Lyapunov function, i.e. a function with negative orbital derivative.

In 1893, Lyapunov [48] introduced what later was called Lyapunov function. He used these functions for the stability analysis of an equilibrium without knowledge about the solutions of the differential equation, but only using the differential equation itself. Lyapunov [48] proved that a strict (classical) Lyapunov function implies the asymptotic stability of the equilibrium. Barbašin and Krasovskii [6] showed that the basin of attraction is the whole phase space if the Lyapunov function is radially unbounded, cf. also [35], p. 109 and [9], p. 68. Hahn describes in [35], pp. 108/109 and 156/157, how a Lyapunov function can be used to obtain a subset of the basin of attraction.

Classically, a function $Q \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ is called a strict Lyapunov function for an equilibrium $x_{0}$ if both

- $Q^{\prime}(x)<0$ holds for all $x \in K \backslash\left\{x_{0}\right\}$ and
- $Q(x)>Q\left(x_{0}\right)$ holds for all $x \in K \backslash\left\{x_{0}\right\}$
where $K$ is some neighborhood of $x_{0}$. Then $x_{0}$ is an asymptotically stable equilibrium. The idea for the proof is that solutions near $x_{0}$ decrease along solutions and thus tend to the minimum, which is $x_{0}$.

We use the following definition of a Lyapunov function in this book.
Definition 2.21 (Lyapunov function). Let $x_{0}$ be an equilibrium of $\dot{x}=$ $f(x), f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$.

Let $B \ni x_{0}$ be an open set. A function $Q \in C^{1}(B, \mathbb{R})$ is called Lyapunov function if there is a set $K \subset B$ with $x_{0} \in \stackrel{\circ}{K}$, such that

$$
Q^{\prime}(x)<0 \text { for all } x \in K \backslash\left\{x_{0}\right\} .
$$

Remark 2.22 If the set $K$ is small, we call $Q$ a local Lyapunov function. If there is a neighborhood $E \subset K$ of $x_{0}$ (exceptional set) such that $Q^{\prime}(x)<0$ holds for $x \in K \backslash E$, then $Q$ is called a non-local Lyapunov function. Note
that such a function is not a Lyapunov function in the sense of Definition 2.21. However, if we have additional information on the set E, e.g. by a local Lyapunov function, then we can draw similar conclusions as in the case of a Lyapunov function, cf. Definition 2.25 and Theorem 2.26.

If, in addition, we assume that the set $K$ in Definition 2.21 is a compact sublevel set of $Q$, i.e. $K=\left\{x \in B \mid Q(x) \leq R^{2}\right\}$, then the second property of classical Lyapunov functions, namely $Q(x)>Q\left(x_{0}\right)$ for all $x \in K \backslash\left\{x_{0}\right\}$, is a consequence as we show in Theorem $2.24, x_{0}$ is asymptotically stable and $K$ is a subset of the basin of attraction $A\left(x_{0}\right)$. We call such a compact sublevel set $K$ a Lyapunov basin.

Definition 2.23 (Lyapunov basin). Let $x_{0}$ be an equilibrium of $\dot{x}=f(x)$, $f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$. Let $B \ni x_{0}$ be an open set. A function $Q \in C^{1}(B, \mathbb{R})$ and a compact set $K \subset B$ are called a Lyapunov function $Q$ with Lyapunov basin $K$ if

1. $x_{0} \in \stackrel{\circ}{K}$,
2. $Q^{\prime}(x)<0$ holds for all $x \in K \backslash\left\{x_{0}\right\}$,
3. $K=\left\{x \in B \mid Q(x) \leq R^{2}\right\}$ for an $R \in \mathbb{R}^{+}$, i.e. $K$ is a sublevel set of $Q$.

We assume without loss of generality that $Q\left(x_{0}\right)=0$, this can be achieved by adding a constant. In this situation we define the following sublevel sets of $Q$ for $0<r \leq R$ :

$$
\begin{aligned}
\tilde{B}_{r}^{Q}\left(x_{0}\right) & :=\left\{x \in B \mid Q(x)<r^{2}\right\} \\
\text { and } \tilde{K}_{r}^{Q}\left(x_{0}\right) & :=\left\{x \in B \mid Q(x) \leq r^{2}\right\}
\end{aligned}
$$

Note that the function $Q$ of Definition 2.23 is in particular a Lyapunov function in the sense of Definition 2.21. If the equilibrium $x_{0}$ is exponentially asymptotically stable and $Q$ is a Lyapunov function in the sense of Definition 2.21, then there exists a corresponding Lyapunov basin $K$, cf. Theorem 2.45.

The following well-known theorem provides a sufficient condition for a compact set $K$ to belong to the basin of attraction using a Lyapunov function $Q(x)$ (cf. for instance [35], p. 157): in short, a Lyapunov basin is a subset of the basin of attraction.

Theorem 2.24. Let $x_{0}$ be an equilibrium of $\dot{x}=f(x)$ with $f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$. Let $Q$ be a Lyapunov function with Lyapunov basin $K$ in the sense of Definition 2.23.

Then $x_{0}$ is asymptotically stable, $K$ is positively invariant and

$$
K \subset A\left(x_{0}\right)
$$

holds. Moreover, $Q(z)>Q\left(x_{0}\right)$ holds for all $z \in B \backslash\left\{x_{0}\right\}$.

Proof: First, we show that the compact set $K$ is positively invariant: Assuming the opposite, there is an $x \in \partial K$ and a $T>0$ such that $S_{T} x \notin K$. By assumption, there is an open neighborhood $U \subset B$ of $x$ such that $Q^{\prime}(y)<0$ holds for all $y \in U$ and, without loss of generality, we assume $S_{t} x \in U$ for all $t \in[0, T]$. Then $R^{2}<Q\left(S_{T} x\right)=Q(x)+\int_{0}^{T} Q^{\prime}\left(S_{\tau} x\right) d \tau<R^{2}+0$, contradiction. Hence, $K$ is positively invariant.

Now we fix an $x \in K$. For the $\omega$-limit set $\varnothing \neq \omega(x) \subset K$ holds by Lemma 2.14. LaSalle's principle Theorem 2.20 implies $Q^{\prime}(z)=0$ for all $z \in \omega(x)$. By Definition $2.23,2$. this property only holds for $x=x_{0}$, hence $\omega(x)=\left\{x_{0}\right\}$ holds for all $x \in K$.

Next, we show that $Q(z)>Q\left(x_{0}\right)$ holds for all $z \in B \backslash\left\{x_{0}\right\}$ : For $z \in B \backslash K$ the statement follows by the Definition 2.23, 3. For $z \in K \backslash\left\{x_{0}\right\}$ we have $\omega(z)=\left\{x_{0}\right\}$ and hence there is a sequence $t_{k}$, which can be assumed to be strictly monotonously increasing with $t_{1}>0$ without loss of generality, such that $\lim _{k \rightarrow \infty} S_{t_{k}} z=x_{0}$. Since $Q$ is continuous, we have $\lim _{k \rightarrow \infty} Q\left(S_{t_{k}} z\right)=$ $Q\left(x_{0}\right)$. Moreover, $Q(z)>Q\left(S_{t_{1}} z\right) \geq Q\left(S_{t_{k}} z\right)$ holds for all $k \in \mathbb{N}$, so that $Q(z)>Q\left(S_{t_{1}} z\right) \geq Q\left(x_{0}\right)$.

Now we show the stability of $x_{0}$ : Assuming the opposite, there is an $\epsilon>0$, a sequence $x_{k} \in K$ with $\lim _{k \rightarrow \infty} x_{k}=x_{0}$ and a sequence $t_{k} \geq 0$, such that $S_{t_{k}} x_{k} \notin B_{\epsilon}\left(x_{0}\right)$ holds. Since $K$ is positively invariant, we have $S_{t} x_{k} \in K$ for all $t \in\left[0, t_{k}\right]$. As $Q(x)$ is not increasing as long as $x$ is in $K$, we have $Q\left(x_{k}\right) \geq Q\left(S_{t_{k}} x_{k}\right)$. Since $K \backslash B_{\epsilon}\left(x_{0}\right)$ is compact, there is a subsequence of $S_{t_{k}} x_{k}$ which converges to a $z \in K \backslash B_{\epsilon}\left(x_{0}\right)$. Thus, for $k \rightarrow \infty$ we obtain $Q\left(x_{0}\right) \geq Q(z)$. But for $z \in K \backslash\left\{x_{0}\right\}$ we have just shown $Q(z)>Q\left(x_{0}\right)$ : contradiction.

Let $x \in K$. Since $x_{0}$ is stable and $\omega(x)=\left\{x_{0}\right\}$ holds, $x \in A\left(x_{0}\right)$, cf. Lemma 2.17. In particular, $x_{0}$ is asymptotically stable.

Later we will have the situation that $Q$ and $K$ are as in Definition 2.23 except for the fact that $Q^{\prime}(x)<0$ only holds for all $x \in K \backslash E$ with an exceptional set $E$. If $E \subset A\left(x_{0}\right)$, then $K \subset A\left(x_{0}\right)$ still holds as we show in Theorem 2.26. Note that we do not claim $E \subset K$.

Definition 2.25 (Non-local Lyapunov function, Lyapunov basin and exceptional set). Let $x_{0}$ be an asymptotically stable equilibrium of $\dot{x}=f(x)$, $f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$.

Let $B \ni x_{0}$ be an open set. A function $Q \in C^{1}(B, \mathbb{R})$, a compact set $K \subset B$ and an open set $E \ni x_{0}$ are called non-local Lyapunov function $Q$ with Lyapunov basin $K$ and exceptional set $E$ if

1. $x_{0} \in \stackrel{\circ}{K}$,
2. $Q^{\prime}(x)<0$ holds for all $x \in K \backslash E$,
3. $K=\{x \in B \mid Q(x) \leq R\}$ for an $R \in \mathbb{R}$, i.e. $K$ is a sublevel set of $Q$,
4. $E \subset A\left(x_{0}\right)$.

Theorem 2.26. Let $x_{0}$ be an asymptotically stable equilibrium of $\dot{x}=f(x)$ with $f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$. Let $Q$ be a non-local Lyapunov function with Lyapunov basin $K$ and exceptional set $E$ in the sense of Definition 2.25.

Then $K \subset A\left(x_{0}\right)$ holds.
Proof: Let $x \in K$. We want to show that $x \in A\left(x_{0}\right)$. Therefore, we distinguish between the two cases:

1. there is a $T_{0} \geq 0$ such that $S_{T_{0}} x \in E$ and
2. the positive orbit $O^{+}(x)=\bigcup_{t=0}^{\infty} S_{t} x \subset \mathbb{R}^{n} \backslash E$.

In case 1., $S_{T_{0}} x \in E \subset A\left(x_{0}\right)$ and hence $x \in A\left(x_{0}\right)$. We will now show that case 2. does not occur: Assuming the opposite, there is an $x$ such that case 2. holds, in particular $K \backslash E \neq \varnothing$.

We will show that $\bigcup_{t=0}^{\infty} S_{t} x \in K \backslash E$. Indeed, assuming the opposite, there is a $T_{0} \geq 0$ such that $w:=S_{T_{0}} x \in \partial K \backslash E$ and a $T>0$ such that $S_{T} w \notin K$. By assumption, there is an open neighborhood $U \subset B$ of $w$ such that $Q^{\prime}(y)<0$ holds for all $y \in U$ and, without loss of generality, we assume $S_{t} w \in U$ for all $t \in[0, T]$. Then $R<Q\left(S_{T} w\right)=Q(w)+\int_{0}^{T} Q^{\prime}\left(S_{\tau} w\right) d \tau<R+0$, contradiction. Hence, $\bigcup_{t=0}^{\infty} S_{t} x \in K \backslash E$.

Since $K \backslash E$ is non-empty and compact, $\varnothing \neq \omega(x) \subset K \backslash E$ holds for the $\omega$-limit set by Lemma 2.14. By LaSalle's principle Theorem 2.20 we have $Q^{\prime}(y)=0$ for all $y \in \omega(x)$. But by Definition 2.25, 2. $Q^{\prime}(z)<0$ holds for all $z \in K \backslash E$, which is a contradiction. Hence, case 2. does not occur and the theorem is proven.

Theorems 2.24 and 2.26 show that a Lyapunov basin is a subset of the basin of attraction. However, the question arises whether such Lyapunov functions and basins exist, how they can be constructed and whether we can use them to obtain the whole basin of attraction.

First, we focus on the problem of finding a Lyapunov function with negative orbital derivative. We can explicitly construct local Lyapunov functions $\mathfrak{q}$ using the linearized system around $x_{0}$, i.e. $\mathfrak{q}^{\prime}(x)<0$ holds for all $x \in U \backslash\left\{x_{0}\right\}$ where $U$ is a (possibly small) neighborhood of $x_{0}$, cf. Section 2.2. On the other hand, we can prove the existence of global Lyapunov functions $Q$, i.e. functions satisfying $Q^{\prime}(x)<0$ for all $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$, cf. Section 2.3. These global Lyapunov functions, however, cannot be calculated explicitly in general. Using the properties of the global Lyapunov functions that we show in this chapter, we will approximate them using radial basis functions in Chapter 4. The approximations then turn out to be Lyapunov functions themselves.

The setting is summarized by the following assumption:
Assumption We consider the autonomous system of differential equations

$$
\dot{x}=f(x)
$$

where $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), \sigma \geq 1, n \in \mathbb{N}$. We assume the system to have an exponentially asymptotically stable equilibrium $x_{0}$ such that $-\nu<0$ is the maximal real part of the eigenvalues of $\operatorname{Df}\left(x_{0}\right)$.

### 2.2 Local Lyapunov Functions

There is no general approach to explicitly construct Lyapunov functions for a nonlinear system. However, for linear systems we can explicitly calculate Lyapunov functions. Hence, in this section we study Lyapunov functions for linear differential equations of the form $\dot{x}=A x$. The goal of this section is twofold: on the one hand we thus explicitly construct Lyapunov functions for linear systems. On the other hand, we start from the nonlinear differential equation $\dot{x}=f(x)$ and consider the linearization around the equilibrium, namely

$$
\begin{equation*}
\dot{x}=D f\left(x_{0}\right)\left(x-x_{0}\right) \tag{2.4}
\end{equation*}
$$

Hence, we set $A=D f\left(x_{0}\right)$. The Lyapunov functions for the linearized system (2.4) turn out to be Lyapunov functions for the nonlinear system since the behavior of solutions near $x_{0}$ of the nonlinear and the linearized system is similar. However, while Lyapunov functions for linear systems are always global Lyapunov functions, i.e. their orbital derivative is negative in $\mathbb{R}^{n} \backslash\{0\}$, the Lyapunov functions are only local for the nonlinear system, i.e. their orbital derivative is negative in some neighborhood of $x_{0}$, which is small in general.

In this section we consider the following Lyapunov functions of the linearized system (2.4), which are quadratic forms in $\left(x-x_{0}\right)$ and hence defined in $\mathbb{R}^{n}$ :

- $\mathfrak{d}$ satisfying $\left\langle\nabla \mathfrak{d}(x), D f\left(x_{0}\right)\left(x-x_{0}\right)\right\rangle \leq 2(-\nu+\epsilon) \mathfrak{d}(x)$ with $\epsilon>0$.
- $\mathfrak{v}$ satisfying $\left\langle\nabla \mathfrak{v}(x), D f\left(x_{0}\right)\left(x-x_{0}\right)\right\rangle=-\left(x-x_{0}\right)^{T} C\left(x-x_{0}\right)$ where $C$ is a positive definite matrix, often $C=I$.

Note that the left-hand sides are the orbital derivatives with respect to the linearized system (2.4). These functions can be calculated explicitly with knowledge of the Jordan normal form (for $\mathfrak{d}$ ) or as the solution of a matrix equation, i.e. a system of linear equations (for $\mathfrak{v}$ ).

In the following we write $\mathfrak{q}$ for a local Lyapunov function, where either $\mathfrak{q}=\mathfrak{d}$ or $\mathfrak{q}=\mathfrak{v}$. We show that $\mathfrak{q}$ is a Lyapunov function for the nonlinear system $\dot{x}=f(x)$ and that there are Lyapunov basins $\tilde{K}_{r}^{\mathfrak{q}}\left(x_{0}\right):=\left\{x \in \mathbb{R}^{n} \mid \mathfrak{q}(x) \leq r^{2}\right\}$ with $r>0$ (cf. Definition 2.23), where $\mathfrak{q}=\mathfrak{d}$ or $\mathfrak{q}=\mathfrak{v}$.

Since the proofs of the existence use local properties (linearization) and the Lyapunov basins obtained are small, we call these Lyapunov functions and Lyapunov basins local.

### 2.2.1 The Function $\mathfrak{d}$ (Jordan Normal Form)

In this section we calculate a Lyapunov function for a linear equation using the Jordan normal form. The resulting Lyapunov function does not satisfy an equation for the orbital derivative, but an inequality. In the next lemma we consider a matrix $A$ such that all its eigenvalues have negative real part.

We define a transformation matrix $S$ consisting of the transformation to the real Jordan normal form and a scaling by $\epsilon$ in the direction of the generalized eigenvectors. For the nonlinear differential equation $\dot{x}=f(x)$ we later choose $A=D f\left(x_{0}\right)$.

Lemma 2.27. Let $A$ be an $(n \times n)$ matrix such that $-\nu<0$ is the maximal real part of the eigenvalues of $A$. Then for each $\epsilon>0$ there is an invertible matrix $S=S(\epsilon)$ such that $B:=S A S^{-1}$ satisfies

$$
u^{T} B u \leq(-\nu+\epsilon)\|u\|^{2} \text { for all } u \in \mathbb{R}^{n}
$$

Proof: Denote the real eigenvalues of $A$ by $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r} \in \mathbb{R}$ and the complex eigenvalues by $\alpha_{r+1}, \overline{\alpha_{r+1}}, \ldots \alpha_{r+c}, \overline{\alpha_{r+c}} \in \mathbb{C} \backslash \mathbb{R}$, and set $\alpha_{r+j}=: \lambda_{j}+i \mu_{j}$, where $\lambda_{j}, \mu_{j} \in \mathbb{R}$ for $1 \leq j \leq c$. Let $m_{1}, m_{2}, \ldots, m_{r+c} \geq 1$ be the lengths of the Jordan blocks, so that $\sum_{i=1}^{r} m_{i}+\sum_{j=1}^{c} 2 m_{r+j}=n$. Denote a basis of the corresponding generalized real and complex eigenvectors by

$$
\begin{gathered}
w_{1}^{1}, \ldots, w_{1}^{m_{1}}, \ldots, w_{r}^{1}, \ldots, w_{r}^{m_{r}}, u_{r+1}^{1}+i v_{r+1}^{1}, \ldots, u_{r+1}^{m_{r+1}}+i v_{r+1}^{m_{r+1}}, u_{r+1}^{1}-i v_{r+1}^{1} \\
\ldots, u_{r+1}^{m_{r+1}}-i v_{r+1}^{m_{r+1}}, \ldots, u_{r+c}^{1}+i v_{r+c}^{1}, \ldots, u_{r+c}^{m_{r+c}}+i v_{r+c}^{m_{r+c}}, u_{r+c}^{1}-i v_{r+c}^{1} \\
\ldots, u_{r+c}^{m_{r+c}}-i v_{r+c}^{m_{r+c}}
\end{gathered}
$$

Let $\tilde{T}$ be the matrix with columns $w_{1}^{1}, \ldots, w_{m_{r+1}}^{m_{1}}, \ldots, w_{r}^{1}, \ldots, w_{r}^{m_{r}}, u_{r+1}^{1}, v_{r+1}^{1}$, $\ldots, u_{r+1}^{m_{r+1}}, v_{r+1}^{m_{r+1}}, \ldots, u_{r+c}^{1}, v_{r+c}^{1}, \ldots, u_{r+c}^{m_{r+c}}, v_{r+c}^{m_{r+c}}$. By the Jordan normal form theorem $\tilde{T}^{-1} A \tilde{T}$ is the real Jordan normal form of $A$, i.e.

$$
\begin{aligned}
& \tilde{T}^{-1} A \tilde{T}=\left(\begin{array}{cccccc}
J_{1} & & & & & \\
& \ddots & & & & \\
& & J_{r} & & & \\
& & & K_{r+1} & & \\
& & & & \ddots & \\
& & & & & \\
& & & & & K_{r+c}
\end{array}\right) \text { with the Jordan matrices } \\
& J_{i}:=\left(\begin{array}{cccc}
\alpha_{i} & 1 & & 0 \\
& \ddots & \ddots & \\
& & \ddots & 1 \\
& & & \alpha_{i}
\end{array}\right) \text { and } \\
& K_{r+j}:=\left(\begin{array}{ccccccc}
\lambda_{j} & \mu_{j} & 1 & & & & \\
-\mu_{j} & \lambda_{j} & 0 & 1 & & & \\
& & \lambda_{j} & \mu_{j} & \ddots & & \\
& -\mu_{j} & \lambda_{j} & & & \\
& & & & 1 & \\
& & & & \ddots & 0 & 1 \\
& & & & & \lambda_{j} & \mu_{j} \\
& & & & & -\mu_{j} & \lambda_{j}
\end{array}\right) .
\end{aligned}
$$

Define $\tilde{S}_{\epsilon}:=\left(\begin{array}{cccccc}S_{1} & & & & & \\ \\ & \ddots & & & & \\ \\ & & & S_{r} & & \\ \\ & & & & & \\ & & & & & \\ & & & & \ddots & \\ & & & & & \\ & & & & & \\ r+c\end{array}\right)$, where $S_{j}$ is given by $S_{j} \quad:=$
$\left\{\begin{array}{ll}\operatorname{diag}\left(1, \epsilon, \epsilon^{2}, \ldots, \epsilon^{m_{j}-1}\right) & \text { for } j \leq r \\ \operatorname{diag}\left(1,1, \epsilon, \epsilon, \ldots, \epsilon^{m_{j}-1}, \epsilon^{m_{j}-1}\right) & \text { for } j>r\end{array}\right.$. Setting $S:=\left(\tilde{T} \tilde{S}_{\epsilon}\right)^{-1}$ we get

$$
S A S^{-1}=B:=\left(\begin{array}{ccccccc}
M_{1} & & 0 & & & \\
& \ddots & & & 0 & \\
0 & & M_{r} & & & \\
& & & Z_{r+1} & & 0 \\
& 0 & & & \ddots & \\
& & & & 0 & & Z_{r+c}
\end{array}\right)
$$

where

$$
M_{j}:=\left(\begin{array}{cccc}
\alpha_{j} & \epsilon & & 0 \\
& \ddots & \ddots & \\
& & \ddots & \\
& & & \alpha_{j}
\end{array}\right)
$$

$$
\text { and } Z_{r+j}:=\left(\begin{array}{ccccccc}
\lambda_{j} & \mu_{j} & \epsilon & & & & \\
-\mu_{j} & \lambda_{j} & 0 & \epsilon & & & \\
& & \lambda_{j} & \mu_{j} & \ddots & & \\
& -\mu_{j} & \lambda_{j} & & & \\
& & & & & \epsilon & \\
& & & & \ddots & 0 & \epsilon \\
& & & & & \lambda_{j} & \mu_{j} \\
& & & & & -\mu_{j} & \lambda_{j}
\end{array}\right)
$$

Now we prove the inequality: First, let $1 \leq j \leq r$ and $u \in \mathbb{R}^{m_{j}}$. Then

$$
\begin{aligned}
& u^{T} M_{j} u \\
& =\alpha_{j}\left(u_{1}^{2}+u_{2}^{2}+\ldots+u_{m_{j}}^{2}\right)+\epsilon\left(u_{1} u_{2}+u_{2} u_{3}+\ldots+u_{m_{j}-1} u_{m_{j}}\right) \\
& \leq \alpha_{j}\left(u_{1}^{2}+u_{2}^{2}+\ldots+u_{m_{j}}^{2}\right)+\frac{\epsilon}{2}\left(u_{1}^{2}+u_{2}^{2}+u_{2}^{2}+u_{3}^{2}+\ldots+u_{m_{j}-1}^{2}+u_{m_{j}}^{2}\right) \\
& \leq\left(\alpha_{j}+\epsilon\right)\left(u_{1}^{2}+u_{2}^{2}+\ldots+u_{m_{j}}^{2}\right) .
\end{aligned}
$$

Now let $1 \leq j \leq c$ and $u \in \mathbb{R}^{2 m_{r+j}}$.

$$
\begin{aligned}
& u^{T} Z_{r+j} u \\
& =\lambda_{j}\left(u_{1}^{2}+u_{2}^{2}+\ldots+u_{2 m_{r+j}}^{2}\right)+\mu_{j}(\underbrace{u_{1} u_{2}-u_{1} u_{2}+\ldots}_{=0}) \\
& \quad+\epsilon\left(u_{1} u_{3}+u_{2} u_{4}+u_{3} u_{5}+\ldots+u_{2 m_{r+j}-2} u_{2 m_{r+j}}\right) \\
& \leq \\
& \lambda_{j}\left(u_{1}^{2}+u_{2}^{2}+\ldots+u_{2 m_{r+j}}^{2}\right) \\
& \\
& \quad+\frac{\epsilon}{2}(\underbrace{u_{1}^{2}+u_{2}^{2}+u_{4}^{2}+u_{3}^{2}+u_{5}^{2}+\ldots+u_{2 m_{r+j}-2}^{2}+u_{2 m_{r+j}}^{2}}_{=u_{1}^{2}+u_{2}^{2}+u_{2 m_{r+j}-1}^{2}+u_{2 m_{r+j}}^{2}+2\left(u_{3}^{2}+u_{4}^{2}+\ldots+u_{2 m_{r+j}-2}^{2}\right)}) \\
& \leq\left(\lambda_{j}+\epsilon\right)\left(u_{1}^{2}+u_{2}^{2}+\ldots+u_{2 m_{r+j}}^{2}\right) .
\end{aligned}
$$

So we get by definition of $B$ for all $u \in \mathbb{R}^{n}$

$$
\begin{aligned}
u^{T} B u & \leq\left[\max \left(\max _{1 \leq j \leq r} \alpha_{j}, \max _{1 \leq i \leq c} \lambda_{i}\right)+\epsilon\right]\left(u_{1}^{2}+\ldots+u_{n}^{2}\right) \\
& =(-\nu+\epsilon)\|u\|^{2}
\end{aligned}
$$

which completes the proof of the lemma.
In the next lemma we prove that $\mathfrak{d}(x):=\left\|S\left(x-x_{0}\right)\right\|^{2}$ is a Lyapunov function for the nonlinear system in a neighborhood of $x_{0}$.
Lemma 2.28. Consider $\dot{x}=f(x)$ with $f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$. Let $x_{0}$ be an equilibrium, such that the maximal real part of all eigenvalues of $D f\left(x_{0}\right)$ is $-\nu<0$.

Then for each $\epsilon>0$ there is an $r>0$ and an invertible matrix $S=S\left(\frac{\epsilon}{2}\right)$, as defined in Lemma 2.27, such that for

$$
\begin{equation*}
\mathfrak{d}(x):=\left\|S\left(x-x_{0}\right)\right\|^{2} \tag{2.5}
\end{equation*}
$$

the orbital derivative $\mathfrak{d}^{\prime}(x)=\langle\nabla \mathfrak{d}(x), f(x)\rangle$ satisfies

$$
\begin{equation*}
\mathfrak{d}^{\prime}(x) \leq 2(-\nu+\epsilon) \mathfrak{d}(x) \text { for all } x \in \tilde{K}_{r}^{\mathfrak{d}}\left(x_{0}\right)=\left\{x \in \mathbb{R}^{n} \mid \mathfrak{d}(x) \leq r^{2}\right\} \tag{2.6}
\end{equation*}
$$

Proof: Define $S=S\left(\frac{\epsilon}{2}\right)$ as in Lemma 2.27. Note that $\left\|S\left(x-x_{0}\right)\right\|$ is an equivalent norm to $\left\|x-x_{0}\right\|$ since $S$ has full rank. The Taylor expansion gives $f(x)=\underbrace{f\left(x_{0}\right)}_{=0}+D f\left(x_{0}\right)\left(x-x_{0}\right)+\phi(x)$ with a function $\phi \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ such that $\lim _{x \rightarrow x_{0}} \frac{\phi(x)}{\left\|x-x_{0}\right\|}=0$. Hence, there is an $r>0$ such that

$$
\|\phi(x)\| \leq \frac{\epsilon}{2\|S\|}\left\|S\left(x-x_{0}\right)\right\|
$$

holds for all $x \in \tilde{K}_{r}^{\text {}}\left(x_{0}\right)$. For $x \in \tilde{K}_{r}^{〕}\left(x_{0}\right)$ we thus obtain, cf. (2.5),

$$
\begin{aligned}
\mathfrak{d}^{\prime}(x) & =2\left[S\left(x-x_{0}\right)\right]^{T} S f(x) \\
& =2\left[S\left(x-x_{0}\right)\right]^{T} \underbrace{S D f\left(x_{0}\right) S^{-1}}_{=B}\left[S\left(x-x_{0}\right)\right]+2\left[S\left(x-x_{0}\right)\right]^{T} S \phi(x) \\
& \leq 2\left(-\nu+\frac{\epsilon}{2}\right)\left\|S\left(x-x_{0}\right)\right\|^{2}+\epsilon\left\|S\left(x-x_{0}\right)\right\|^{2} \text { by Lemma } 2.27 \\
& =2(-\nu+\epsilon) \mathfrak{d}(x) .
\end{aligned}
$$

This shows (2.6).
Hence, we have found a pair of Lyapunov function $\mathfrak{d}$ and Lyapunov basin $\tilde{K}_{r}^{\text {D }}\left(x_{0}\right)$.

Corollary 2.29 Let the assumptions of Lemma 2.28 hold and let $0<\epsilon<\nu$.
There is an $r>0$ such that the function $\mathfrak{d}$ defined in Lemma 2.28 is a Lyapunov function with Lyapunov basin $\tilde{K}_{r}^{d}\left(x_{0}\right)$ in the sense of Definition 2.23.

Moreover, for all $x \in \tilde{K}_{r}^{\supset}\left(x_{0}\right)$ and for all $t \geq 0$

$$
\mathfrak{d}\left(S_{t} x\right) \leq e^{2(-\nu+\epsilon) t} \mathfrak{d}(x) \quad \text { holds }
$$

Proof: Let $r$ be as in Lemma 2.28. Note that $\mathfrak{d}(x)$ and $\tilde{K}_{r}^{\mathfrak{d}}\left(x_{0}\right)$ are a Lyapunov function and Lyapunov basin as in Definition 2.23 with $B=\mathbb{R}^{n}$. Hence, $\tilde{K}_{r}^{\mathfrak{D}}\left(x_{0}\right)$ is positively invariant by Theorem 2.24 . For all $x \in \tilde{K}_{r}^{\mathfrak{D}}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ we have by (2.6)

$$
\begin{aligned}
\mathfrak{d}^{\prime}\left(S_{\tau} x\right) & \leq 2(-\nu+\epsilon) \mathfrak{d}\left(S_{\tau} x\right) \\
\frac{d}{d \tau} \ln \mathfrak{d}\left(S_{\tau} x\right) & \leq 2(-\nu+\epsilon)
\end{aligned}
$$

for all $\tau \geq 0$. By integration with respect to $\tau$ from 0 to $t \geq 0$ we thus obtain

$$
\begin{aligned}
\ln \mathfrak{d}\left(S_{t} x\right)-\ln \mathfrak{d}(x) & \leq 2(-\nu+\epsilon) t \\
\mathfrak{d}\left(S_{t} x\right) & \leq e^{2(-\nu+\epsilon) t} \mathfrak{d}(x) .
\end{aligned}
$$

For $x=x_{0}$ the statement is trivial.
For an explicit calculation of $\mathfrak{d}$, cf. Example 6.1 in Chapter 6.

### 2.2.2 The Function $\mathfrak{v}$ (Matrix Equation)

A classical way to calculate a Lyapunov function for a linear system of differential equations is to solve a matrix equation. Consider the system of linear differential equations $\dot{x}=A\left(x-x_{0}\right)$, where $A$ is an $(n \times n)$ matrix such that all eigenvalues have negative real parts. We denote by $\mathfrak{v}$ the function $\mathfrak{v}(x)=\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)$ satisfying $\left\langle\nabla \mathfrak{v}(x), A\left(x-x_{0}\right)\right\rangle=-\left(x-x_{0}\right)^{T} C\left(x-x_{0}\right)$. By a classical theorem there is a unique solution $B$. If $C$ is symmetric (positive definite), then so is $B$. This is shown in Theorem 2.30, cf. e.g. [33] or [57], p. 168.

For the meaning of (2.7), note that setting $\mathfrak{v}(x):=\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)$ the expression $\left\langle\nabla \mathfrak{v}(x), A\left(x-x_{0}\right)\right\rangle$ is the orbital derivative of $\mathfrak{v}(x)$ with respect to the linear system $\dot{x}=A\left(x-x_{0}\right)$. We have $\left\langle\nabla \mathfrak{v}(x), A\left(x-x_{0}\right)\right\rangle=(A(x-$ $\left.\left.x_{0}\right)\right)^{T} B\left(x-x_{0}\right)+\left(x-x_{0}\right)^{T} B A\left(x-x_{0}\right)=\left(x-x_{0}\right)^{T}\left(A^{T} B+B A\right)\left(x-x_{0}\right)=$ $-\left(x-x_{0}\right)^{T} C\left(x-x_{0}\right)$. If $C$ is positive definite, then $\left\langle\nabla \mathfrak{v}(x), A\left(x-x_{0}\right)\right\rangle \leq 0$ holds for all $x \in \mathbb{R}^{n}$.

Theorem 2.30. Let $A$ be an $(n \times n)$ matrix such that $-\nu<0$ is the maximal real part of all eigenvalues of $A$. Consider the linear differential equation

$$
\dot{x}=A\left(x-x_{0}\right)
$$

Then for each matrix $C$ there exists one and only one solution $B$ of (2.7):

$$
\begin{equation*}
A^{T} B+B A=-C \tag{2.7}
\end{equation*}
$$

If $C$ is positive definite (symmetric), then so is $B$.
Proof: [[33] or [57], p. 168] $B \rightarrow A^{T} B+B A$ is a linear mapping from $\mathbb{R}^{n \times n}$ to $\mathbb{R}^{n \times n}$. For linear mappings between finite-dimensional vector spaces of same dimension, injectivity and surjectivity are equivalent. Thus, we only show that the mapping is surjective.

We consider (2.7) with given matrices $A$ and $C$, and show that there is a solution $B$. Since the maximal real part of all eigenvalues of $A$ is $-\nu<0$, there is a constant $c>0$ such that $\left\|e^{t A^{T}} C e^{t A}\right\| \leq c e^{-\nu t}$ holds for all $t \geq 0$. Thus, $B:=\int_{0}^{\infty} e^{t A^{T}} C e^{t A} d t$ exists. We show that $B$ is a solution of (2.7):

$$
\begin{aligned}
A^{T} B+B A & =\int_{0}^{\infty}\left[A^{T} e^{t A^{T}} C e^{t A}+e^{t A^{T}} C e^{t A} A\right] d t \\
& =\int_{0}^{\infty} \frac{d\left[e^{t A^{T}} C e^{t A}\right]}{d t} d t \\
& =\lim _{t \rightarrow \infty} e^{t A^{T}} C e^{t A}-C \\
& =-C .
\end{aligned}
$$

By definition of $B$ it is clear that if $C$ is symmetric (positive definite), then so is $B$.

Remark 2.31 For given $A$ and $C$, the matrix $B$ can be calculated by solving the system of $n^{2}$ linear equations (2.7). Note that if $C$ is symmetric, then the number of equations can be reduced to $n+(n-1)+\ldots+1=\frac{(n+1) n}{2}$.

For the nonlinear system $\dot{x}=f(x)$, the function $\mathfrak{v}$ corresponding to the linearized system turns out to be a Lyapunov function for a small neighborhood of the equilibrium $x_{0}$ and satisfies $\mathfrak{v}^{\prime}(x)=-\left(x-x_{0}\right)^{T} C\left(x-x_{0}\right)+\tilde{\epsilon}(x)$ with $\lim _{x \rightarrow x_{0}} \frac{\tilde{\epsilon}(x)}{\left\|x-x_{0}\right\|^{2}}=0$. The proof uses the Taylor expansion around $x_{0}$. In Theorem 2.32 and its Corollary 2.33 we prove, more generally, the existence of a local Lyapunov function with exponential decay.

Theorem 2.32. Consider $\dot{x}=f(x)$ with $f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$. Let $x_{0}$ be an equilibrium, such that the maximal real part of all eigenvalues of $D f\left(x_{0}\right)$ is $-\nu<0$.

Then for all $0 \leq \tilde{\nu}<2 \nu$ and all symmetric and positive definite $(n \times n)$ matrices $C$ there is a symmetric and positive definite $(n \times n)$-matrix $B$ and
a function $\tilde{\epsilon} \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ with $\lim _{x \rightarrow x_{0}} \frac{\tilde{\epsilon}(x)}{\left\|x-x_{0}\right\|^{2}}=0$ such that for $\mathfrak{v}(x):=$ $\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)$ we have

$$
\begin{equation*}
\mathfrak{v}^{\prime}(x)=-\tilde{\nu} \mathfrak{v}(x)-\left(x-x_{0}\right)^{T} C\left(x-x_{0}\right)+\tilde{\epsilon}(x) \tag{2.8}
\end{equation*}
$$

In particular, there is an $r>0$ such that

$$
\begin{equation*}
\mathfrak{v}^{\prime}(x) \leq-\tilde{\nu} \mathfrak{v}(x) \tag{2.9}
\end{equation*}
$$

holds for all $x \in \tilde{K}_{r}^{\mathfrak{v}}\left(x_{0}\right)$.
The matrix $B$ is the unique solution of the matrix equation

$$
\begin{equation*}
D f\left(x_{0}\right)^{T} B+B D f\left(x_{0}\right)=-C-\tilde{\nu} B \tag{2.10}
\end{equation*}
$$

Proof: Set $A:=D f\left(x_{0}\right)+\frac{1}{2} \tilde{\nu} I$. We show that $A$ has only eigenvalues $\tilde{\lambda}$ with $\operatorname{Re} \tilde{\lambda}<0$. Indeed, let $\tilde{\lambda}$ be an eigenvalue of $A$. Then $\lambda:=\tilde{\lambda}-\frac{1}{2} \tilde{\nu}$ is an eigenvalue of $D f\left(x_{0}\right)$. But for these eigenvalues $\operatorname{Re} \tilde{\lambda}-\frac{1}{2} \tilde{\nu} \leq-\nu$ holds by assumption, hence $\operatorname{Re} \tilde{\lambda} \leq \frac{\tilde{\nu}-2 \nu}{2}<0$. By Theorem 2.30, the equation $A^{T} B+B A=-C$, which is equivalent to (2.10), has a unique solution $B$, which is symmetric and positive definite.

The Taylor expansion for the $C^{1}$-function $f$ reads $f(x)=f\left(x_{0}\right)+$ $D f\left(x_{0}\right)\left(x-x_{0}\right)+\phi(x)$, where $\phi \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ fulfills $\lim _{x \rightarrow x_{0}} \frac{\phi(x)}{\left\|x-x_{0}\right\|}=0$. Since $f\left(x_{0}\right)=0$ we have

$$
\begin{aligned}
\mathfrak{v}^{\prime}(x)= & f(x)^{T} B\left(x-x_{0}\right)+\left(x-x_{0}\right)^{T} B f(x) \\
= & {\left[D f\left(x_{0}\right)\left(x-x_{0}\right)+\phi(x)\right]^{T} B\left(x-x_{0}\right) } \\
& +\left(x-x_{0}\right)^{T} B\left[D f\left(x_{0}\right)\left(x-x_{0}\right)+\phi(x)\right] \\
= & \left(x-x_{0}\right)^{T}\left[D f\left(x_{0}\right)^{T} B+B D f\left(x_{0}\right)\right]\left(x-x_{0}\right) \\
& +\phi(x)^{T} B\left(x-x_{0}\right)+\left(x-x_{0}\right)^{T} B \phi(x) \\
= & -\tilde{\nu}\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)-\left(x-x_{0}\right)^{T} C\left(x-x_{0}\right)+\tilde{\epsilon}(x)
\end{aligned}
$$

by (2.10), where $\tilde{\epsilon}(x):=\phi(x)^{T} B\left(x-x_{0}\right)+\left(x-x_{0}\right)^{T} B \phi(x)$. Because of the properties of $\phi, \lim _{x \rightarrow x_{0}} \frac{\tilde{\epsilon}(x)}{\left\|x-x_{0}\right\|^{2}}=0$ holds; this shows (2.8).

Thus, for all $\epsilon>0$ there is an $r>0$, such that $\|\tilde{\epsilon}(x)\| \leq \epsilon\left(x-x_{0}\right)^{T} C(x-$ $\left.x_{0}\right)$ holds for all $x \in \tilde{K}_{r}^{\mathfrak{v}}\left(x_{0}\right)$ since $\left\|x-x_{0}\right\|,\left[\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)\right]^{\frac{1}{2}}$ and $\left[\left(x-x_{0}\right)^{T} C\left(x-x_{0}\right)\right]^{\frac{1}{2}}$ are equivalent norms. Choose $\epsilon \leq 1$ and (2.9) follows from (2.8).

In $\tilde{K}_{r}^{\mathfrak{v}}\left(x_{0}\right)$ we have an exponential decay of $\mathfrak{v}$, cf. (2.9). Hence, in Corollary 2.33 we obtain the well-known result that the exponential asymptotic stability with respect to the linearized equation implies the exponential asymptotic stability with respect to the nonlinear equation.

Corollary 2.33 Under the assumptions of Theorem 2.32, for all $0 \leq \tilde{\nu}<$ $2 \nu$ there is an $r>0$ such that the function $\mathfrak{v}$ is a Lyapunov function with Lyapunov basin $\tilde{K}_{r}^{\mathfrak{v}}\left(x_{0}\right)$ in the sense of Definition 2.23.

Moreover, for all $x \in \tilde{K}_{r}^{\mathfrak{v}}\left(x_{0}\right)$ and for all $t \geq 0$

$$
\mathfrak{v}\left(S_{t} x\right) \leq e^{-\tilde{\nu} t} \mathfrak{v}(x) \quad \text { holds }
$$

Proof: Let $r$ be as in Theorem 2.32. For all $x \in \tilde{K}_{r}^{\mathfrak{v}}\left(x_{0}\right)$ we have $\mathfrak{v}^{\prime}(x) \leq$ $-\tilde{\nu} \mathfrak{v}(x)$ by (2.9) which implies $\mathfrak{v}\left(S_{t} x\right) \leq e^{-\tilde{\nu} t} \mathfrak{v}(x)$ for all $t \geq 0$ as in the proof of Corollary 2.29. $\mathfrak{v}$ is a Lyapunov function with Lyapunov basin $\tilde{K}_{r}^{\mathfrak{v}}\left(x_{0}\right)$ by (2.9).

Remark 2.34 In the following we denote by $\mathfrak{v}$ the function as in Corollary 2.33 with the constant $\tilde{\nu}=0$ and $C=I$, i.e. $\mathfrak{v}(x)=\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)$ and

$$
\left\langle\nabla \mathfrak{v}(x), D f\left(x_{0}\right)\left(x-x_{0}\right)\right\rangle=-\left\|x-x_{0}\right\|^{2}
$$

$B$ is then the solution of

$$
D f\left(x_{0}\right)^{T} B+B D f\left(x_{0}\right)=-I
$$

For the explicit calculation of the function $\mathfrak{v}$, cf. Example 6.1 in Chapter 6 or the following example.

### 2.2.3 Summary and Example

The explicit construction of Lyapunov functions is not possible in general. For linear systems, as explained above, one can explicitly construct Lyapunov functions. Thus, for a nonlinear system, one can use a Lyapunov function for the linearized system, which we call local Lyapunov function - this function has negative orbital derivative in a certain neighborhood of $x_{0}$. In particular, one can find a corresponding Lyapunov basin, which we call local Lyapunov basin. Such a local Lyapunov basin, however, may be very small.

We will illustrate all important steps of our method by an example throughout the book. Namely, we consider the two-dimensional system

$$
\left\{\begin{array}{l}
\dot{x}=x\left(-1+4 x^{2}+\frac{1}{4} y^{2}\right)+\frac{1}{8} y^{3}  \tag{2.11}\\
\dot{y}=y\left(-1+\frac{5}{2} x^{2}+\frac{3}{8} y^{2}\right)-6 x^{3}
\end{array}\right.
$$

The system (2.11) has an asymptotically stable equilibrium at $x_{0}=(0,0)$, since the Jacobian at $(0,0)$ is given by $D f(0,0)=\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$ which has the double negative eigenvalue -1 .

For (2.11) we calculate the local Lyapunov function $\mathfrak{v}(x, y)=\frac{1}{2}\left(x^{2}+y^{2}\right)$, cf. Remark 2.34: with $B=\left(\begin{array}{cc}1 / 2 & 0 \\ 0 & 1 / 2\end{array}\right)$ we have $D f(0,0)^{T} B+B D f(0,0)=-I$, where $\underset{\sim}{f}$ denotes the right-hand side of (2.11). We obtain the local Lyapunov $\operatorname{basin} \tilde{K}=\left\{(x, y) \in \mathbb{R}^{2} \mid \mathfrak{v}(x, y) \leq 0.09\right\}$. Figure 2.1 shows the sign of the orbital derivative $\mathfrak{v}^{\prime}(x, y)$ and the sublevel set $\tilde{K}$ which is bounded by a circle; since the local Lyapunov function is a quadratic form, the level sets are ellipses in general.


Fig. 2.1. The sign of $\mathfrak{v}^{\prime}(x, y)$ (grey) and the level set $\mathfrak{v}(x, y)=0.09$ (black), the boundary of the local Lyapunov basin $\tilde{K}$. The example considered is (2.11).

### 2.3 Global Lyapunov Functions

Now we turn to the existence of global Lyapunov functions, i.e. functions $Q$, such that $Q^{\prime}(x)<0$ holds for all $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$.

Converse theorems which guarantee the existence of a Lyapunov function under certain conditions have been given by many authors, for an overview cf. [35] or [58]. The first main converse theorem for asymptotic stability was given by Massera. In [50] he showed that for $f \in C^{1}$ and $A\left(x_{0}\right)=\mathbb{R}^{n}$ there exists a $C^{1}$ Lyapunov function $Q$. Later he showed the same result for $f \in C^{0}$ and $Q \in C^{\infty}$. The Lyapunov function $Q$ is given by an improper integral over the solution of the differential equation. Barbašin showed $Q \in C^{\sigma}$ if $f \in C^{\sigma}$ with dynamical system's methods, cf. [34].

Improvements have been made in several directions, one of which is to prove the existence of smooth Lyapunov functions under weak smoothness assumptions on $f$. By smoothing techniques of [65], the existence of $C^{\infty_{-}}$ Lyapunov functions was shown, if $f$ is continuous and Lipschitz [47], and even for discontinuous $f$, cf. [15] and [58]. These results also cover control systems.

A different direction, in which we are particularly interested in, deals with the existence of smooth Lyapunov functions with certain, known values of their orbital derivatives. Here Bhatia [8], cf. also [9] Theorem V. 2.9, showed that there exists a Lyapunov function satisfying $L\left(x_{0}\right)=0$ and $L(x)>0$ for all $x \in A\left(x_{0}\right)$ as well as

$$
\begin{equation*}
L\left(S_{t} x\right)=e^{-t} L(x) \tag{2.12}
\end{equation*}
$$

for all $x \in A\left(x_{0}\right)$ and $t \in \mathbb{R}$. He assumes that the flow $S_{t}$, mapping the initial value $x(0)$ to the solution $x(t)$ at time $t$, is a continuous mapping for all $t \in \mathbb{R}$ and that $x_{0}$ is asymptotically stable. This result is important for our purpose since (2.12) is equivalent to $L^{\prime}(x)=-L(x)$ if $L$ is smooth enough. The idea of the proof is repeated in this book for the construction of the function $T$ which satisfies $T(x)=\ln L(x)$ and thus $T^{\prime}(x)=-1$. Since $L\left(x_{0}\right)=0, T$ is not defined in $x_{0}$. Note that Bhatia only assumed $x_{0}$ to be asymptotically stable whereas $x_{0}$ is exponentially asymptotically stable in our case which simplifies the proof considerably.

A different approach is needed to prove the existence of a Lyapunov function $V$ which is also defined in $x_{0} . V$ satisfies $V^{\prime}(x)=-p(x)$, where $p$ is a given function with $p\left(x_{0}\right)=0$. The function $V$ is then given by $V(x)=\int_{0}^{\infty} p\left(S_{t} x\right) d t$. If $p$ satisfies certain conditions and $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, then $V \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}\right)$. The idea for this proof goes back to Zubov [70], cf. also Hahn [34], p. 69.

Zubov, moreover, proved that a related Lyapunov function, the solution of a certain partial differential equation, exactly determines the boundary of the basin of attraction. Although the partial differential equation cannot be solved in general, there are some examples where solutions are available, and Zubov also provided a method to approximate the basin of attraction if $f$ is analytic. Generalizations to time-periodic systems and periodic orbits of autonomous systems were given by Aulbach, cf. [3] and [4]. Furthermore, the method was extended to control systems in [13]. For a description of Zubov's method and a review of the determination of the basin of attraction also consider the Russian literature cited in [45].

A first idea for the existence of a Lyapunov function is to use the flow $S_{T}$ with a fixed $T>0$ to define a function $Q(x):=\mathfrak{q}\left(S_{T} x\right)$, where $\mathfrak{q}=\mathfrak{d}$ or $\mathfrak{q}=\mathfrak{v}$ denotes one of the local Lyapunov functions with local Lyapunov basin $\tilde{K}_{r}^{\mathbf{q}}\left(x_{0}\right)$. The function $Q$ has negative orbital derivatives on $S_{-T} \tilde{K}_{r}^{\mathbf{q}}\left(x_{0}\right)$ and thus is not a Lyapunov function on the whole basin of attraction $A\left(x_{0}\right)$ since $T$ is finite. We assume that $f$ is bounded so that $S_{-T}$ is defined on $A\left(x_{0}\right)$, cf. Remark 2.5.

Theorem 2.35. Consider $\dot{x}=f(x)$ with $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), \sigma \geq 1$ and let $x_{0}$ be an equilibrium. Let $f$ be bounded and let the maximal real part of all eigenvalues of $D f\left(x_{0}\right)$ be $-\nu<0$. Moreover, let $K \subset A\left(x_{0}\right)$ be a compact set.

Then there is a function $Q \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}_{0}^{+}\right)$, such that $Q^{\prime}(x)<0$ holds for all $x \in K \backslash\left\{x_{0}\right\}$.

Proof: Since $x_{0}$ attracts $K$ uniformly, cf. Proposition 2.11, there is a $T>0$, such that $S_{T} K \subset \tilde{K}$ holds with a local Lyapunov basin $\tilde{K}=\tilde{K}_{r}^{\text {q }}\left(x_{0}\right)$. With this $T$ we set $Q(x):=\mathfrak{q}\left(S_{T} x\right)$ where $\mathfrak{q}$ is the corresponding local Lyapunov function. We have

$$
\begin{aligned}
Q^{\prime}(x) & =\left.\frac{d}{d t} Q\left(S_{t} x\right)\right|_{t=0} \\
& =\left.\frac{d}{d t} \mathfrak{q}\left(S_{T+t} x\right)\right|_{t=0} \\
& =\left.\left\langle\nabla \mathfrak{q}\left(S_{T+t} x\right), f\left(S_{T+t} x\right)\right\rangle\right|_{t=0} \\
& =\left\langle\nabla \mathfrak{q}\left(S_{T} x\right), f\left(S_{T} x\right)\right\rangle \\
& =\mathfrak{q}^{\prime}\left(S_{T} x\right) \\
& <0
\end{aligned}
$$

for $x \in K \backslash\left\{x_{0}\right\}$. This proves the theorem.
This Lyapunov function has two disadvantages: on the one hand, $Q^{\prime}(x)$ is not negative in the whole basin of attraction, but only in a compact subset. On the other hand, $Q$ is only as smooth as the flow. In both ways there are better Lyapunov functions: the existence of $C^{\infty}$-Lyapunov functions for the whole basin of attraction has been shown, if $f$ is continuous and Lipschitz, cf. [47].

A disadvantage of this function and the function of Theorem 2.35 for our purpose is that their orbital derivative satisfies no equation of the form $Q^{\prime}(x)=-p(x)$ with a known function $p(x)$. This, however, will be important for its approximation and the method of this book. Therefore, we will focus on the two classes of functions $T$ and $V$ with known orbital derivatives.

The natural choice is the class of functions $T$ fulfilling $T^{\prime}(x)=-\bar{c}$, where $\bar{c}$ is a positive constant. Since the approximation error can be estimated by $\left|T^{\prime}(x)-t^{\prime}(x)\right| \leq \iota$, we have $t^{\prime}(x) \leq T^{\prime}(x)+\iota=-\bar{c}+\iota<0$ if $\iota<\bar{c}$. However, $T$ is not defined in $x_{0}$.

In order to obtain a function which is defined and smooth in $A\left(x_{0}\right)$, we consider the class of functions $V$ satisfying $V^{\prime}(x)=-p(x)$, where $p$ is a function with several properties, in particular $p\left(x_{0}\right)=0$. As the function of Theorem 2.35, the functions $T$ and $V$ are only as smooth as the flow. $T$ and $V$ are defined on $A\left(x_{0}\right) \backslash\left\{x_{0}\right\}, A\left(x_{0}\right)$, respectively. We will discuss the function $T$ in Section 2.3.1 and the function $V$ in Section 2.3.3.

### 2.3.1 The Lyapunov Function $T$ with Constant Orbital Derivative

In this section we study the function $T$ which satisfies $T^{\prime}(x)=-\bar{c}$, where $\bar{c}>0$. This function is only defined in $A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and fulfills $\lim _{x \rightarrow x_{0}} T(x)=-\infty$. Later we define the function $L$ by $L(x):=\exp [T(x)]$ which satisfies $L^{\prime}(x)=$ $-\bar{c} L(x) . L$, however, can be defined at $x_{0}$ by $L\left(x_{0}\right)=0$; the smoothness in $x_{0}$ depends on the largest real part $-\nu$ of the eigenvalues of $D f\left(x_{0}\right)$, and $L$ is at least continuous in $x_{0}$.

Note that $T$ is the solution of the linear first-order partial differential equation $T^{\prime}(x)=\sum_{k=1}^{n} f_{k}(x) \frac{\partial}{\partial x_{k}} T(x)=-\bar{c}$. The appropriate problem for this
partial differential equation is a Cauchy-problem with an $(n-1)$-dimensional non-characteristic datum manifold $\Omega$ and given values $H$ on $\Omega$. The solution of this non-characteristic Cauchy problem is obtained by the characteristic ordinary differential equation: $\dot{x}=f(x)$. Its solutions define a $(n-1)$-parameter family of characteristic curves, parameterized by $\Omega$, which are the orbits of the ordinary differential equation. On $\Omega$ the value of $T$ is given; along the characteristic curves the variation is given by $\frac{d T}{d t}\left(S_{t} x\right)=-\bar{c}$. Note that we have a singular point at $x_{0}$.

First, we define a non-characteristic hypersurface which is the abovementioned non-characteristic datum manifold in our setting and then we show how to obtain a non-characteristic hypersurface by a Lyapunov function. In Theorem 2.38 we prove the existence of $T$.
Definition 2.36 (Non-characteristic hypersurface). Consider $\dot{x}=$ $f(x)$, where $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), \sigma \geq 1$. Let $h \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}\right)$. The set $\Omega \subset \mathbb{R}^{n}$ is called a non-characteristic hypersurface if

1. $\Omega$ is compact,
2. $h(x)=0$ if and only if $x \in \Omega$,
3. $h^{\prime}(x)<0$ holds for all $x \in \Omega$, and
4. for each $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ there is a time $\theta(x) \in \mathbb{R}$ such that $S_{\theta(x)} x \in \Omega$.

An example for a non-characteristic hypersurface is the level set of a Lyapunov function within its basin of attraction, e.g. one of the local Lyapunov functions $\mathfrak{d}$ or $\mathfrak{v}$.

Lemma 2.37 (Level sets define a non-characteristic hypersurface). Let $Q \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ be a Lyapunov function with Lyapunov basin $\tilde{K}_{R}^{Q}\left(x_{0}\right)=$ $\left\{x \in B \mid Q(x) \leq R^{2}\right\}$, cf. Definition 2.23, and let $Q\left(x_{0}\right)=0$ (this can be achieved by adding a constant).

Then each set $\Omega_{r}:=\left\{x \in B \mid Q(x)=r^{2}\right\}$ with $0<r \leq R$ is a noncharacteristic hypersurface.
Proof: Set $h(x):=Q(x)-r^{2}$ on $B$ and extend it smoothly with strictly positive values outside. Then $h(x)=0$ holds if and only if $x \in \Omega_{r}$. The set $\Omega_{r}$ is compact, since it is a closed subset of the compact set $\tilde{K}_{R}^{Q}\left(x_{0}\right)$. $h^{\prime}(x)=Q^{\prime}(x)<0$ holds for all $x \in \Omega$ by definition of a Lyapunov function.

Now let $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$. Since $x \in A\left(x_{0}\right)$ there is a time $T \geq 0$ such that $S_{T} x=z \in \tilde{K}_{r}^{Q}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$. Hence, we have $Q\left(x_{0}\right)<Q(z) \leq \overline{r^{2}}$. There is a constant $c>0$ such that we have $Q^{\prime}(y) \leq-c<0$ for all $y \in \tilde{K}_{R}^{Q}\left(x_{0}\right) \backslash$ $\tilde{B}_{\sqrt{Q(z)}}^{Q}\left(x_{0}\right)=\left\{y \in B \mid Q(z) \leq Q(y) \leq R^{2}\right\}$, which is a compact set. Thus, for all $t \leq 0$ such that $S_{\tau} z \in \tilde{K}_{R}^{Q}\left(x_{0}\right)$ holds for all $\tau \in[t, 0]$ we have $R^{2} \geq$ $Q\left(S_{t} z\right)=Q(z)+\int_{0}^{t} Q^{\prime}\left(S_{\tau} z\right) d \tau \geq Q(z)+|t| c$. Hence, by the mean value theorem there is a $t \leq 0$ such that $Q\left(S_{t} z\right)=r^{2}$ and thus $Q\left(S_{t+T} x\right)=r^{2}$.

Now we prove the existence theorem of the function $T$. The proof follows the ideas of [8] or [9], Theorem V. 2.9.

Theorem 2.38 (Existence of $T$ ). Let $\dot{x}=f(x), f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), \sigma \geq 1$. Let $x_{0}$ be an equilibrium such that $-\nu<0$ is the maximal real part of all eigenvalues of $D f\left(x_{0}\right)$.

Let $\Omega$ be a non-characteristic hypersurface. Then there is a function $\theta \in$ $C^{\sigma}\left(A\left(x_{0}\right) \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ satisfying

$$
\begin{equation*}
S_{t} x \in \Omega \Leftrightarrow t=\theta(x) . \tag{2.13}
\end{equation*}
$$

Furthermore, $\theta^{\prime}(x)=-1$ and $\lim _{x \rightarrow x_{0}} \theta(x)=-\infty$.
For all $\bar{c} \in \mathbb{R}^{+}$and all functions $H \in C^{\sigma}(\Omega, \mathbb{R})$ there is a function $T \in$ $C^{\sigma}\left(A\left(x_{0}\right) \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ satisfying

$$
\begin{aligned}
T^{\prime}(x) & =-\bar{c} \text { for all } x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\} \text { and } \\
T(x) & =H(x) \text { for all } x \in \Omega
\end{aligned}
$$

Moreover, $\lim _{x \rightarrow x_{0}} T(x)=-\infty$.
Proof: We first show that the function $\theta$, implicitly defined by

$$
h\left(S_{\theta(x)} x\right)=0,
$$

is well-defined on $A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and $C^{\sigma}$.
By definition of a non-characteristic hypersurface, there is a $\theta \in \mathbb{R}$ such that $S_{\theta} x \in \Omega$ and thus $h\left(S_{\theta} x\right)=0$ holds. We show that $\theta$ is unique and, hence, $\theta(x)$ is well-defined: Indeed, assume that $h\left(S_{\theta} x\right)=h\left(S_{\theta+\tau^{*}} x\right)=0$ for $\theta \in \mathbb{R}$ and $\tau^{*}>0$. Since $h^{\prime}\left(S_{\theta} x\right)<0, h\left(S_{\theta+t} x\right)<0$ for $t \in(0, \tau)$ with some $\tau>0$. Hence, there is a minimal $\tau^{*}>0$ as above such that $h\left(S_{\theta+\tau^{*}} x\right)=0$. Then $h\left(S_{\theta+t} x\right)<0$ for $t \in\left(0, \tau^{*}\right)$ in contradiction to $h^{\prime}\left(S_{\theta+\tau^{*}} x\right)<0$. Hence, the function $\theta(x)$ is well-defined.

We show that $\theta \in C^{\sigma}\left(A\left(x_{0}\right) \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ using the implicit function theorem. $\theta$ is the solution $t$ of

$$
F(x, t)=h\left(S_{t} x\right)=0
$$

Let $(x, t)$ be a point satisfying $S_{t} x \in \Omega$, i.e. $h\left(S_{t} x\right)=0$. Then

$$
\frac{\partial F}{\partial t}(x, t)=h^{\prime}\left(S_{t} x\right)<0
$$

Since $S_{t} x$ is a $C^{\sigma}$ function with respect to $x$ and $t$, cf. [36], $\theta \in C^{\sigma}$ follows with the implicit function theorem, cf. e.g. [1].

By definition $\theta\left(S_{t} x\right)=\theta(x)-t$. Thus,

$$
\theta^{\prime}(x)=\left.\frac{d}{d t} \theta\left(S_{t} x\right)\right|_{t=0}=-1 .
$$

Also, $\lim _{x \rightarrow x_{0}} \theta(x)=-\infty$. Indeed, assuming the opposite, there is a sequence $x_{k} \neq x_{0}$ with $\lim _{k \rightarrow \infty} x_{k}=x_{0}$ and $\theta\left(x_{k}\right) \geq-T_{0} \in \mathbb{R}^{-} . \Omega$ is a compact set by definition and $x_{0} \notin \Omega$. Thus, there is an $\epsilon>0$ with $B_{\epsilon}\left(x_{0}\right) \cap \Omega=\varnothing$.

Since $x_{0}$ is stable, there is a positively invariant neighborhood $U$ of $x_{0}$ with $U \subset B_{\epsilon}\left(x_{0}\right)$ by Lemma 2.16. By continuity of $S_{-T_{0}}$ there is a $\delta>0$ such that $S_{-T_{0}} B_{\delta}\left(x_{0}\right) \subset U$ since $x_{0}$ is an equilibrium and thus a fixed point of $S_{-T_{0}}$. Since $U$ is positively invariant, $S_{t} B_{\delta}\left(x_{0}\right) \subset U$ holds for all $t \geq-T_{0}$. Choose $k \in \mathbb{N}$ so large that $x_{k} \in B_{\delta}\left(x_{0}\right)$. Then $S_{t} x_{k} \notin \Omega$ for $t \in\left[-T_{0}, \infty\right)$ and hence $\theta\left(x_{k}\right)<-T_{0}$ in contradiction to the assumption.

Define

$$
\begin{equation*}
T(x):=\bar{c} \theta(x)+H\left(S_{\theta(x)} x\right) \tag{2.14}
\end{equation*}
$$

The function is $C^{\sigma}$, satisfies $T^{\prime}(x)=-\bar{c}$ and $T(x)=H(x)$ for $x \in \Omega$. $\lim _{x \rightarrow x_{0}} T(x)=-\infty$ holds since $\bar{c}>0$ and the term $H\left(S_{\theta(x)} x\right)$ is bounded by $\max _{\xi \in \Omega}|H(\xi)|$.

We have the following corollary showing that $\theta$ and $T$ correspond to the time which a solution takes from one point to the other. Level sets of $\theta$ or $T$ thus provide information about the time which solutions take from one level set to another.

Corollary 2.39 Let the assumptions of Theorem 2.38 hold. If $x, y \in A\left(x_{0}\right) \backslash$ $\left\{x_{0}\right\}$ lie on the same trajectory, then there is a $\tau \in \mathbb{R}$ such that $y=S_{\tau} x$.

With the functions $\theta, T$ of Theorem 2.38 we have

$$
\tau=\theta(x)-\theta(y)=\frac{T(x)-T(y)}{\bar{c}}
$$

Proof: We have shown $\theta\left(S_{\tau} x\right)=\theta(x)-\tau$. Also, cf. (2.14), we have

$$
T(x)-T(y)=\bar{c}[\theta(x)-\theta(y)]+\underbrace{H\left(S_{\theta(x)} x\right)-H\left(S_{\theta(y)} y\right)}_{=0}
$$

since $x$ and $y$ lie on the same trajectory. This shows the corollary.
Corollary 2.40 Under the assumptions of Theorem 2.38 there is a function $L \in C^{0}\left(A\left(x_{0}\right), \mathbb{R}\right) \cap C^{\sigma}\left(A\left(x_{0}\right) \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ satisfying

$$
L^{\prime}(x)=-\bar{c} L(x) \quad \text { for all } x \in A\left(x_{0}\right)
$$

Moreover, $L(x) \geq 0$ holds for all $x \in A\left(x_{0}\right) ; L(x)=0$ holds if and only if $x=x_{0}$.
Proof: Set $L(x):=e^{T(x)}$ for $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and $L\left(x_{0}\right)=0 . L$ is continuous in $x_{0}$ since $\lim _{x \rightarrow x_{0}} T(x)=-\infty$ and thus $\lim _{x \rightarrow x_{0}} L(x)=0$.

### 2.3.2 Level Sets of Lyapunov Functions

The structure of general Lyapunov functions concerning their level sets has been studied by several authors. If one only assumes that the equilibrium is asymptotically stable, then Wilson [64] showed that the level sets are homotopically equivalent to a sphere. Thus, the level sets are diffeomorphic to a sphere if $n \neq 4,5$. However, for any space dimension $n, A\left(x_{0}\right)$ is diffeomorphic to $\mathbb{R}^{n}$, cf. [64]. The homotopical equivalence is used in Grüne et al. [31] to show that one can transform an asymptotically stable system into an exponentially asymptotically stable system if $n \neq 4,5$. We, however, assume that the equilibrium is exponentially asymptotically stable and thus can prove that the level sets of a smooth Lyapunov function are diffeomorphic to spheres in any dimension.

This result has important implications for our method: given a Lyapunov function, i.e. a function with negative orbital derivative in a certain set $K \backslash\left\{x_{0}\right\}$, one can always find a corresponding Lyapunov basin, i.e. a sublevel set of the Lyapunov function, and thus obtain a subset of the basin of attraction. Moreover, this Lyapunov basin is maximal in the sense that it comes arbitrarily near to the boundary of $K$, if $K$ is compact.

In this section we consider a general Lyapunov function $Q$ for an exponentially asymptotically stable equilibrium $x_{0}$. We show that level sets of Lyapunov functions $Q$ are diffeomorphic to spheres in Corollary 2.43. In Theorem 2.45 we show that given a Lyapunov function, i.e. a function with negative orbital derivative, one can always find a Lyapunov basin and thus apply Theorem 2.24. The proofs of the results in this section use similar techniques as in Theorem 2.38.

Definition 2.41. Let $\Omega$ be a non-characteristic hypersurface. Let $\theta$ be the function of Theorem 2.38. Define

$$
\Omega^{i}:=\left\{x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\} \mid \theta(x)<0\right\} \cup\left\{x_{0}\right\} .
$$

If the equilibrium $x_{0}$ is exponentially asymptotically stable, then the level sets are diffeomorphic to $S^{n-1}$. For dimensions $n \neq 4,5$ this is even true for Lyapunov functions of equilibria which are not exponentially, but only asymptotically stable, cf. [31] which uses [64]. Our proof for an exponentially asymptotically stable equilibrium, however, is much simpler.

Proposition 2.42 Let $\Omega$ be a non-characteristic hypersurface for an exponentially asymptotically stable equilibrium $x_{0}$. Then $\Omega$ is $\sigma$-diffeomorphic to $S^{n-1}$. Moreover, $\Omega^{i}$ is homeomorphic to $B_{1}(0)$ and $\Omega^{i} \cup \Omega$ is homeomorphic to $\overline{B_{1}(0)}$ such that each level set $\left\{x \in \Omega^{i} \mid \theta(x)=c\right\}$ with $c<0$ is mapped to a sphere of radius $e^{c}$.

Proof: Let $\mathfrak{d}(x)=\left\|S\left(x-x_{0}\right)\right\|^{2}$, cf. (2.5), be the local Lyapunov function of Corollary 2.29 with a local Lyapunov basin $\tilde{K}_{r}^{\supset}\left(x_{0}\right)$. The mapping

$$
d_{1}: S^{n-1} \rightarrow \Omega^{\prime}, \quad d_{1}(y):=r S^{-1} y+x_{0}
$$

is a $C^{\infty}$-diffeomorphism from $S^{n-1}$ to $\Omega^{\prime}:=\partial \tilde{K}_{r}^{\partial}\left(x_{0}\right)$, since $S$ has full rank. Indeed, if $\|y\|=1$, then $\mathfrak{d}\left(d_{1}(y)\right)=\left\|S\left(r S^{-1} y+x_{0}-x_{0}\right)\right\|^{2}=r^{2}$.

Since $\Omega$ is a non-characteristic hypersurface, by Theorem 2.38 there is a function $\theta \in C^{\sigma}\left(A\left(x_{0}\right) \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ such that $S_{\theta(x)} x \in \Omega$.

Now set

$$
d_{2}: \Omega^{\prime} \rightarrow \Omega, \quad d_{2}(x):=S_{\theta(x)} x
$$

Obviously, $d_{2}$ is $C^{\sigma}$. Since also $\Omega^{\prime}$ is a non-characteristic hypersurface by Lemma 2.37, there is a function $\tilde{\theta} \in C^{\sigma}\left(A\left(x_{0}\right) \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ such that $S_{\tilde{\theta}(y)} y \in \Omega^{\prime}$. Define the function $\tilde{d}_{2} \in C^{\sigma}\left(\Omega, \Omega^{\prime}\right)$ by $\tilde{d}_{2}(y)=S_{\tilde{\theta}(y)} y$. We show that $\tilde{d}_{2}=d_{2}^{-1}$ holds. Indeed, we have $\tilde{d}_{2}\left(d_{2}(x)\right)=S_{\tilde{\theta}\left(d_{2}(x)\right)+\theta(x)} x \in \Omega^{\prime}$. Since there is a unique time $t \in \mathbb{R}$ such that $S_{t} x \in \Omega^{\prime}$ and $t=0$ is such a time, $\tilde{d}_{2}\left(d_{2}(x)\right)=x$. $d_{2}\left(\tilde{d}_{2}(y)\right)=y$ is shown similarly. Thus,

$$
\begin{equation*}
d=d_{2} \circ d_{1} \in C^{\sigma}\left(S^{n-1}, \Omega\right) \tag{2.15}
\end{equation*}
$$

is a $C^{\sigma}$-diffeomorphism with inverse $d^{-1}=d_{1}^{-1} \circ \tilde{d}_{2} \in C^{\sigma}\left(\Omega, S^{n-1}\right)$.
Now we prove that there is a homeomorphism $\phi: B_{1}(0) \rightarrow \Omega^{i}$. Define

$$
\begin{equation*}
\phi(y):=S_{-\ln \|y\|} d\left(\frac{y}{\|y\|}\right) \text { for } y \neq 0 \tag{2.16}
\end{equation*}
$$

and $\phi(0):=x_{0}$. Here, $d$ denotes the diffeomorphism $d \in C^{\sigma}\left(S^{n-1}, \Omega\right)$ defined in (2.15). If $\|y\|<1$, then $\phi(y)=S_{t} x$ with $t>0$, and $x \in \Omega$ and hence $\phi(y) \in$ $\Omega^{i}$. For all sequences $y \rightarrow 0$ we have $\lim _{y \rightarrow 0} \phi(y)=\lim _{t \rightarrow \infty} S_{t} d\left(\frac{y}{\|y\|}\right)=x_{0}$ because $d\left(\frac{y}{\|y\|}\right) \in \Omega \subset A\left(x_{0}\right)$ is compact. Hence, $\phi$ is continuous. Now define

$$
\begin{equation*}
\tilde{\phi}(x):=e^{\theta(x)} d^{-1}\left(S_{\theta(x)} x\right) \text { for } x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\} \tag{2.17}
\end{equation*}
$$

and $\tilde{\phi}\left(x_{0}\right)=0$. Since $\lim _{x \rightarrow x_{0}} e^{\theta(x)} d^{-1}\left(S_{\theta(x)} x\right)=0$ by Theorem 2.38, $\tilde{\phi}$ is continuous. If $x \in \Omega^{i}$, then $e^{\theta(x)}<1$ and hence $\tilde{\phi}(x) \in B_{1}(0)$. Note that the level set $L_{c}:=\left\{x \in \Omega^{i} \mid \theta(x)=c\right\}$ with $c<0$ is mapped to $\tilde{\phi}\left(L_{c}\right)=e^{c} S^{n-1}$, i.e. the sphere of radius $e^{c}$.

Moreover, $\tilde{\phi}(\phi(y))=\tilde{\phi}\left(S_{-\ln \|y\|} d\left(\frac{y}{\|y\|}\right)\right)=\|y\| \frac{y}{\|y\|}=y$ for $y \neq 0$ and $\phi(\tilde{\phi}(x))=\phi\left(e^{\theta(x)} d^{-1}\left(S_{\theta(x)} x\right)\right)=S_{-\theta(x)} S_{\theta(x)} x=x$ for $x \neq x_{0}$.

The homeomorphism $\phi$ can be extended to a homeomorphism from $\Omega^{i} \cup$ $\Omega=\overline{\Omega^{i}}$ to $\overline{B_{1}(0)}$ by the same definition (2.16).

Corollary 2.43 Let $x_{0}$ be an equilibrium of $\dot{x}=f(x), f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$. Let $-\nu<0$ be the maximal real part of all eigenvalues of $\operatorname{Df}\left(x_{0}\right)$. Let $Q$ be a Lyapunov function with Lyapunov basin $\tilde{K}=\tilde{K}_{R}^{Q}\left(x_{0}\right)$, cf. Definition 2.23, and $Q\left(x_{0}\right)=0$.

Then for all $0<r \leq R$ there is a $C^{\sigma}$-diffeomorphism

$$
d \in C^{\sigma}\left(S^{n-1},\left\{x \in B \mid Q(x)=r^{2}\right\}\right)
$$

Proof: Define $\Omega:=\left\{x \in B \mid Q(x)=r^{2}\right\}$. $\Omega$ is a non-characteristic hypersurface by Lemma 2.37. By Proposition 2.42 there exists a $C^{\sigma}$-diffeomorphism $d$ as stated in the corollary.

For the next proposition we assume that $f$ is bounded in $A\left(x_{0}\right)$. This can be achieved by considering a modified differential equation, cf. Remark 2.5.

Proposition 2.44 Let the assumptions of Theorem 2.38 hold. Let additionally $\sup _{x \in A\left(x_{0}\right)}\|f(x)\|<\infty$ hold.

Then

$$
K_{R}:=\left\{x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\} \mid T(x) \leq R\right\} \cup\left\{x_{0}\right\}
$$

is a compact set in $\mathbb{R}^{n}$ for all $R \in \mathbb{R}$.
Proof: We assume that there is a constant $C$ such that $\|f(x)\| \leq C$ holds for all $x \in A\left(x_{0}\right)$. If for an $R \in \mathbb{R}$ the set $K_{R}$ is not compact in $\mathbb{R}^{n}$, then either $K_{R}$ is unbounded or not closed.

We first show that all sets $K_{R}$ are bounded: We show that $K_{R} \subset$ $\overline{B_{S+\frac{R+S_{H}}{\bar{c}} C}(0)} \cup \overline{\Omega^{i}}$, where $S:=\max _{\xi \in \Omega}\|\xi\|, S_{H}:=\max _{\xi \in \Omega}|T(x)|=$ $\max _{\xi \in \Omega}|H(x)|$, for the definition of $H$ cf. Theorem 2.38. Since $\overline{\Omega^{i}}$ is the image of the compact set $\overline{B_{1}(0)}$ under the continuous mapping $\phi$ by Proposition 2.42, $\overline{\Omega^{i}}$ is bounded.

If $K_{R} \subset \overline{\Omega^{i}}$, then $K_{R}$ is bounded. Now let $x \in K_{R} \backslash \overline{\Omega^{i}}$, i.e. $\theta(x)>0$. Then, cf. (2.14),

$$
\begin{aligned}
x-S_{\theta(x)} x & =-\int_{0}^{\theta(x)} f\left(S_{\tau} x\right) d \tau \\
\|x\| & \leq\left\|S_{\theta(x)} x\right\|+\theta(x) \sup _{\xi \in A\left(x_{0}\right)}\|f(\xi)\| \\
& \leq S+\frac{T(x)+S_{H}}{\bar{c}} \cdot C \\
& \leq S+\frac{R+S_{H}}{\bar{c}} \cdot C .
\end{aligned}
$$

Hence, $K_{R}$ is bounded.
Now assume that $K_{R}$ is not closed for an $R \in \mathbb{R}$. Then there is a sequence $x_{k} \in K_{R}$, with $\lim _{k \rightarrow \infty} x_{k}=x^{*} \notin K_{R}$. By definition of $K_{R}, x^{*} \notin A\left(x_{0}\right)$.

Since $\overline{\Omega_{i}} \subset A\left(x_{0}\right)$ and $A\left(x_{0}\right)$ is open, there is an $\epsilon>0$ such that $\left(\overline{\Omega^{i}}\right)_{\epsilon}:=$ $\left\{x \in \mathbb{R}^{n} \mid \operatorname{dist}\left(x, \overline{\Omega^{i}}\right)<\epsilon\right\}$ satisfies $\left(\overline{\Omega^{i}}\right)_{\epsilon} \subset A\left(x_{0}\right)$. Let $R^{*}:=\frac{R+S_{H}}{\bar{c}}$. By continuity of $S_{R^{*}} x$ with respect to $x$ there is a $\delta>0$ such that $\| S_{R^{*}} x^{*}-$ $S_{R^{*}} y \|<\epsilon$ holds for all $y$ with $\left\|x^{*}-y\right\|<\delta$. Moreover, there is a $k \in \mathbb{N}$ such that $y=x_{k}$ satisfies $\left\|x^{*}-x_{k}\right\|<\delta$. Then

$$
T\left(S_{R^{*}} y\right)-T(y)=\int_{0}^{R^{*}} T^{\prime}\left(S_{t} y\right) d t=-\bar{c} R^{*}
$$

Hence, by (2.14) we have

$$
\begin{aligned}
\bar{c} \theta\left(S_{R^{*}} y\right)+H\left(S_{\theta(y)} y\right) & =T\left(S_{R^{*}} y\right) \\
& =-\bar{c} R^{*}+T(y) \\
& \leq-\bar{c} R^{*}+R, \text { since } y=x_{k} \in K_{R} \\
\theta\left(S_{R^{*}} y\right) & \leq-R^{*}+\frac{R+S_{H}}{\bar{c}}=0
\end{aligned}
$$

Hence, $S_{R^{*}} y \in \overline{\Omega^{i}}$ and $S_{R^{*}} x^{*} \in\left(\overline{\Omega^{i}}\right)_{\epsilon} \subset A\left(x_{0}\right)$ in contradiction to the assumption.

In Theorem 2.45 we study the following problem: Assume, we have a function $Q \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ which satisfies $Q^{\prime}(x)<0$ in a set $K$. How can we use this Lyapunov function to obtain a Lyapunov basin and thus, using Theorem 2.24 , to determine a subset of the basin of attraction? The answer is that we can always find a Lyapunov basin, which is maximal in the following sense:

Theorem 2.45. Let $x_{0}$ be an equilibrium of $\dot{x}=f(x)$, where $f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, such that the real parts of $D f\left(x_{0}\right)$ are all negative.

Let $Q \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be a function with $Q\left(x_{0}\right)=0$ (this can be achieved by adding a constant to $Q$ ). Let $K$ be a compact set with $x_{0} \in \stackrel{\circ}{K}$ and let

$$
\begin{equation*}
Q^{\prime}(x)<0 \quad \text { hold for all } x \in K \backslash\left\{x_{0}\right\} \tag{2.18}
\end{equation*}
$$

Then there is an open neighborhood $B \subset \stackrel{\circ}{K}$ of $x_{0}$ and $a y \in \partial B \cap \partial K$ such that with $R^{*}:=\sqrt{Q(y)}>0$ all sets

$$
K_{R}:=\left\{x \in B \mid Q(x) \leq R^{2}\right\} \quad \text { with } 0<R<R^{*}
$$

are Lyapunov basins. In particular, $\stackrel{\circ}{K}$ is an open neighborhood of $K_{R}$.
Proof: Let $\mathfrak{q}$ be a local Lyapunov function and let $\tilde{K}_{r}^{\mathfrak{q}}\left(x_{0}\right) \subset K$ with $r>0$ be a local Lyapunov basin. Denote

$$
\begin{equation*}
\rho:=\sqrt{\min _{x \in \partial \tilde{K}_{r}^{q}\left(x_{0}\right)} Q(x)}>0 . \tag{2.19}
\end{equation*}
$$

The minimum exists since $\partial \tilde{K}_{r}^{\mathbf{q}}\left(x_{0}\right)$ is a compact set, and $\rho \neq 0$ by Theorem 2.24.

Now fix $\rho>\epsilon>0$ and set

$$
K^{0}:=\left\{x \in \tilde{B}_{r}^{\mathrm{q}}\left(x_{0}\right) \mid Q(x) \leq(\rho-\epsilon)^{2}\right\}
$$

$K^{0}$ is a Lyapunov basin with Lyapunov function $Q$. To show this, we prove that $K^{0}$ is a compact set in $\mathbb{R}^{n}$ : It is bounded since $K^{0} \subset \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$. To show that
it is closed, assume the opposite, i.e. that there is a sequence $x_{k} \in K^{0}$ with $\lim _{k \rightarrow \infty} x_{k}=x \notin K^{0}$. By definition of $K^{0}, x \in \partial \tilde{K}_{r}^{\boldsymbol{q}}\left(x_{0}\right)$. Hence $Q(x) \geq \rho^{2}$ by (2.19) which is a contradiction to $(\rho-\epsilon)^{2} \geq \lim _{k \rightarrow \infty} Q\left(x_{k}\right)=Q(x) \geq \rho^{2}$.

Next, consider $x \in \partial K^{0}$, i.e. $Q(x)=(\rho-\epsilon)^{2}>0$. We show that there is a (maximal) $t \leq 0$ with $S_{t} x \in \partial K$ : Assuming the opposite, $S_{t} x \in K$ holds for all $t \leq 0$. Hence, every sequence $t_{k} \rightarrow-\infty$ satisfies $S_{t_{k}} x \in K$ and thus has a convergent subsequence which we still denote by $t_{k}$ such that $\lim _{k \rightarrow \infty} S_{t_{k}} x=y \in K$.

By an argument similar to LaSalle's principle (Theorem 2.20) we will show that $Q^{\prime}(y)=0$. Assume in contradiction that $Q^{\prime}(y)<0$. Then there is a $\tau>0$ such that $Q\left(S_{\tau} y\right)<Q(y)$. There is a subsequence of the $t_{k}$ which we still denote by $t_{k}$ such that $t_{k+1}-t_{k}<-\tau$ holds for all $k$. Thus, $Q\left(S_{t_{k+1}+\tau} x\right) \geq$ $Q\left(S_{t_{k}} x\right)$. By continuity of $Q$ we conclude $Q\left(S_{\tau} y\right) \geq Q(y)$ in contradiction to the assumption. Hence, $Q^{\prime}(y)=0$.

Since the only point $y \in K$ with $Q^{\prime}(y)=0$ is $x_{0}$, we conclude $y=x_{0}$. But since $S_{t} x \in K$ we have $Q\left(S_{t} x\right) \geq Q(x)$ for all $t \leq 0$ and thus $0=$ $\lim _{k \rightarrow \infty} Q\left(S_{t_{k}} x\right) \geq Q(x)>0$, contradiction. Hence, for all $x \in \partial K^{0}$ there is a $T^{*}(x)$ which is the maximal $T^{*}(x) \leq 0$ with $S_{T^{*}(x)} x \in \partial K$. In particular, $Q\left(S_{T^{*}(x)} x\right) \geq(\rho-\epsilon)^{2}$. Note that $T^{*}(x)$ is not continuous with respect to $x$ in general.

Now we show that there is a $T^{*} \leq 0$ such that $T^{*}(x) \in\left[T^{*}, 0\right]$ holds for all $x \in \partial K^{0}$. We have for all $x \in \partial K^{0}$

$$
\begin{align*}
\int_{0}^{T^{*}(x)} Q^{\prime}\left(S_{\tau} x\right) d \tau & =Q\left(S_{T^{*}(x)} x\right)-Q(x) \\
& \leq \max _{x \in K} Q(x)-\min _{x \in K} Q(x)=: M \tag{2.20}
\end{align*}
$$

Note that $\bigcup_{\tau=T^{*}(x)}^{0} S_{\tau} x \in K \backslash{ }^{\circ}$. Indeed, for $\tau \leq 0$ we have $Q\left(S_{\tau} x\right) \geq$ $Q(x)=(\rho-\epsilon)^{2}$. Thus, $m:=\min _{y \in K \backslash K^{0}}^{\circ}\left|Q^{\prime}(y)\right|>0$. Now (2.20) implies $\left|T^{*}(x)\right| \cdot m \leq \int_{0}^{T^{*}(x)} Q^{\prime}\left(S_{\tau} x\right) d \tau \leq M$ and thus $\left|T^{*}(x)\right| \leq \frac{M}{m}=:-T^{*}$ which is a constant independent of $x$.

Now define

$$
R^{*}:=\sqrt{\inf _{x \in \partial K^{0}} Q\left(S_{T^{*}(x)} x\right)} \geq \rho-\epsilon,
$$

since $T^{*}(x) \leq 0$ and $S_{t} x \in K$ holds for $x \in \partial K^{0}$ and $t \in\left[T^{*}(x), 0\right]$. Let $x_{k} \in$ $\partial K^{0}$ be a minimizing sequence. Since $\partial K^{0}$ is compact, we can assume that $\lim _{k \rightarrow \infty} x_{k}=\xi \in \partial K^{0}$. Then we have $y_{k}:=S_{T^{*}\left(x_{k}\right)} x_{k} \in \partial K$ and hence there is a convergent subsequence such that both $\lim _{k \rightarrow \infty} y_{k}=y \in \partial K$, since $\partial K$ is compact, and $\lim _{k \rightarrow \infty} T^{*}\left(x_{k}\right)=T \in\left[T^{*}, 0\right]$ since $T^{*}\left(x_{k}\right) \in\left[T^{*}, 0\right]$. This $y \in$ $\partial K$ satisfies the statements of the theorem. We have $Q(y)=\lim _{k \rightarrow \infty} Q\left(y_{k}\right)=$ $\lim _{k \rightarrow \infty} Q\left(S_{T^{*}\left(x_{k}\right)} x_{k}\right)=\left(R^{*}\right)^{2}, y=\lim _{k \rightarrow \infty} S_{T^{*}\left(x_{k}\right)} x_{k}=S_{T} \xi$ and $Q\left(S_{T} \xi\right)=$ $Q(y)=\left(R^{*}\right)^{2}$.

Now define $t(x) \in\left[T^{*}(x), 0\right]$ for $x \in \partial K^{0}$ by

$$
Q\left(S_{t(x)} x\right)=\left(R^{*}\right)^{2}
$$

The function $t(x)$ is well-defined since for all $x \in \partial K^{0}$ we have $Q\left(S_{T^{*}(x)} x\right) \geq$ $\left(R^{*}\right)^{2}, Q(x)=(\rho-\epsilon)^{2} \leq\left(R^{*}\right)^{2}$ and $Q^{\prime}\left(S_{t} x\right)<0$ for all $t \in\left[T^{*}(x), 0\right]$ since here $S_{t} x \in K \backslash\left\{x_{0}\right\}$. Moreover, $T^{*}(x) \leq t(x)$ and $t(x)$ is a continuous function with respect to $x$ by the implicit function theorem since $Q^{\prime}(x)<0$ holds for all $x \in K \backslash\left\{x_{0}\right\}$. Note that $t(\xi)=T$ and hence $y \in \Omega$, where

$$
\Omega:=\left\{S_{t(x)} x \mid x \in \partial K^{0}\right\}
$$

We show that $\Omega$ is a non-characteristic hypersurface: $\Omega$ is compact since it is the continuous image of the compact set $\partial K^{0}$.

Define $h(x)=Q(x)-\left(R^{*}\right)^{2}$ for $x \in K$ and prolongate it smoothly and strictly positive outside; then $h(x)=0$ if and only if $x \in \Omega$, and $h^{\prime}(x)=$ $Q^{\prime}(x)<0$ holds for all $x \in \Omega$ since $\partial K^{0}$ is a non-characteristic hypersurface by Lemma 2.37. For $\xi \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ there is a time $\tau \in \mathbb{R}$ such that $S_{\tau} \xi=$ : $x \in \partial K^{0}$, hence $S_{t(x)+\tau} \xi \in \Omega$.

By Proposition 2.42, the set $\Omega$ is $\sigma$-diffeomorphic to $S^{n-1}$ and $\Omega^{i}$ is homeomorphic to $B_{1}(0)$. Set $B:=\Omega^{i} . B$ is open and $y \in \Omega=\partial \Omega^{i}$. Note that by definition of $\Omega^{i}$, cf. Definition 2.41, $\Omega^{i}=\left\{S_{t} x \mid x \in \partial K^{0}, t>t(x)\right\} \cup\left\{x_{0}\right\}$. Since in particular $t(x) \geq T^{*}(x), B=\Omega^{i} \subset K$ and hence $B \subset \stackrel{\circ}{K}$.

Now let $0<R<R^{*}$. We show that $B$ is an open neighborhood of $K_{R}$, therefore, we show that $K_{R} \subset \overline{\phi\left(B_{r^{*}}(0)\right)} \subset B$, where $r^{*}<1$ will be defined below and $\phi$ is the homeomorphism $B_{1}(0) \rightarrow B$, cf. (2.16). Define $\tilde{T}(x)$ by $Q\left(S_{\tilde{T}(x)} x\right)=R^{2}$ for all $x \in B$. Let $x \in K_{R}$, i.e. $Q(x) \leq R^{2}$. Then $\theta(x) \leq$ $\tilde{T}(x) \leq 0$ for $x \in K_{R}$ where $\theta(x)$ is the function of Theorem 2.38 satisfying $S_{\theta(x)} x \in \Omega$. With $C^{\prime}:=\max _{\xi \in K}\left|Q^{\prime}(\xi)\right|>0$ we have

$$
\begin{aligned}
\left(R^{*}\right)^{2}-R^{2} & =Q\left(S_{\theta(x)} x\right)-Q\left(S_{\tilde{T}(x)} x\right) \\
& =\int_{\tilde{T}(x)}^{\theta(x)} Q^{\prime}\left(S_{\tau} x\right) d \tau \\
& \leq[\tilde{T}(x)-\theta(x)] C^{\prime} \\
& \leq-\theta(x) C^{\prime} .
\end{aligned}
$$

Thus, $\theta(x) \leq-\frac{\left(R^{*}\right)^{2}-R^{2}}{C^{\prime}}$ and $\phi^{-1}\left(K_{R}\right) \subset \overline{B_{r^{*}}(0)}$, cf. (2.17), where we set $r^{*}=\exp \left(-\frac{\left(R^{*}\right)^{2}-R^{2}}{C^{\prime}}\right)<1$.

### 2.3.3 The Lyapunov Function $V$ Defined in $A\left(x_{0}\right)$

In this section we show the existence of a Lyapunov function $V$ such that $V^{\prime}=-p(x)$ holds. $p(x)$ is a given function with $p(x)>0$ for $x \neq x_{0}$ and $p(x)=O\left(\left\|x-x_{0}\right\|^{\eta}\right)$ for $x \rightarrow x_{0}$ with $\eta>0$. Among these functions we consider quadratic forms $\left(x-x_{0}\right)^{T} C\left(x-x_{0}\right)$ with a positive definite matrix
$C$ and in particular $C=I$, i.e. $p(x)=\left\|x-x_{0}\right\|^{2}$. The resulting function $V$ is defined on $A\left(x_{0}\right)$ and as smooth as the flow or $f$ is, i.e. $V \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}\right)$. This section follows [24]. In Proposition 2.48 we will show that the function $V$ with these properties is unique up to a constant.

Theorem 2.46 (Existence of $V$ ). Let $x_{0}$ be an equilibrium of $\dot{x}=f(x)$ with $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), \sigma \geq 1$, such that the maximal real part of all eigenvalues of $D f\left(x_{0}\right)$ is $-\nu<0$. Let $p \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be a function with the following properties:

1. $p(x)>0$ for $x \neq x_{0}$,
2. $p(x)=O\left(\left\|x-x_{0}\right\|^{\eta}\right)$ with $\eta>0$ for $x \rightarrow x_{0}$,
3. For all $\epsilon>0, p$ has a positive lower bound on $\mathbb{R}^{n} \backslash B_{\epsilon}\left(x_{0}\right)$.

Then there exists a function $V \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}\right)$ with $V\left(x_{0}\right)=0$ such that

$$
V^{\prime}(x)=-p(x)
$$

holds for all $x \in A\left(x_{0}\right)$.
If $\sup _{x \in A\left(x_{0}\right)}\|f(x)\|<\infty$, then

$$
K_{R}:=\left\{x \in A\left(x_{0}\right) \mid V(x) \leq R^{2}\right\}
$$

is a compact set in $\mathbb{R}^{n}$ for all $R \geq 0$.
Proof: Define the function $V$ by

$$
V(x):=\int_{0}^{\infty} p\left(S_{t} x\right) d t \geq 0
$$

By the properties of $p, V(x)=0$, if and only if $x=x_{0}$. Provided that the integral and its derivative converge uniformly, we have

$$
\begin{aligned}
V^{\prime}(x) & =\left.\frac{d}{d \tau} \lim _{T \rightarrow \infty} \int_{0}^{T} p\left(S_{t+\tau} x\right) d t\right|_{\tau=0} \\
& =\left.\lim _{T \rightarrow \infty} \frac{d}{d \tau} \int_{\tau}^{T+\tau} p\left(S_{t} x\right) d t\right|_{\tau=0} \\
& =\lim _{T \rightarrow \infty} p\left(S_{T} x\right)-p(x) \\
& =p\left(x_{0}\right)-p(x) \\
& =-p(x)
\end{aligned}
$$

We show that the integral and all derivatives of maximal order $\sigma \geq 1$ with respect to $x$ converge uniformly. Then the smoothness follows.

By Corollary 2.29 or 2.33 with the constants $0<\tilde{\nu}:=\frac{4}{3} \nu<2 \nu$ and $\epsilon:=\frac{\nu}{3}$ there is a positively invariant and bounded neighborhood $\tilde{K}=\tilde{K}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ of $x_{0}$, such that $\mathfrak{q}\left(S_{t} x\right) \leq e^{-\tilde{\nu} t} \mathfrak{q}(x)$ holds for all $x \in \tilde{K}$ and all $t \geq 0$; here
again $\mathfrak{q}$ denotes either $\mathfrak{q}=\mathfrak{d}$ or $\mathfrak{q}=\mathfrak{v}$. Moreover, choose $\tilde{K}$ so small that $p(x) \leq c^{*}\left\|x-x_{0}\right\|^{\eta}$ holds for all $x \in \tilde{K}$. Since $\mathfrak{q}$ is a quadratic form, there are constants $0<c_{1} \leq c_{2}$ such that $c_{1} \mathfrak{q}(x) \leq\left\|x-x_{0}\right\|^{2} \leq c_{2} \mathfrak{q}(x)$ holds for all $x \in \mathbb{R}^{n}$. Hence, for all $x \in \tilde{K}$ we have

$$
\begin{align*}
\left\|S_{t} x-x_{0}\right\|^{\eta} & \leq\left(c_{2} \mathfrak{q}\left(S_{t} x\right)\right)^{\frac{\eta}{2}} \\
& \leq\left(c_{2} e^{-\tilde{\nu} t} \mathfrak{q}(x)\right)^{\frac{\eta}{2}} \\
& \leq \underbrace{c_{2}^{\frac{\eta}{2}}}_{:=C^{*}} \mathfrak{q}(x)^{\frac{\eta}{2}} e^{-\tilde{\nu} \frac{\eta}{2} t} . \tag{2.21}
\end{align*}
$$

Let $x \in A\left(x_{0}\right)$ and let $O$ be a bounded, open neighborhood of $x$, such that $\bar{O} \subset A\left(x_{0}\right)$. Since $\bar{O}$ is compact and $\tilde{K}$ positively invariant, Proposition 2.11 implies that there is a $T \in \mathbb{R}_{0}^{+}$such that $S_{T+t} \bar{O} \subset \tilde{K}$ holds for all $t \geq 0$. Thus, we have for all $z \in \bar{O}$

$$
\begin{aligned}
& \int_{0}^{\infty} p\left(S_{t} z\right) d t \\
& =\max _{y \in \bar{O}} \int_{0}^{T} p\left(S_{t} y\right) d t+\max _{y \in \tilde{K}} \int_{0}^{\infty} p\left(S_{t} y\right) d t \\
& \leq \max _{y \in \bar{O}} \int_{0}^{T} p\left(S_{t} y\right) d t+c^{*} C^{*} \int_{0}^{\infty} e^{-\tilde{\nu} \frac{\eta}{2} t} d t\left(\max _{y \in \tilde{K}} \mathfrak{q}(y)\right)^{\frac{\eta}{2}} \text { by }(2.21) \\
& =\max _{y \in \bar{O}} \int_{0}^{T} p\left(S_{t} y\right) d t+\frac{2 c^{*} C^{*}}{\tilde{\nu} \eta} r^{\eta}
\end{aligned}
$$

since $\tilde{K}=\left\{y \in \mathbb{R}^{n} \mid \mathfrak{q}(y) \leq r^{2}\right\}$. Hence, the integral converges uniformly on $\bar{O}$. Similarly, $p\left(S_{t} x\right)$ converges to $p\left(x_{0}\right)=0$ as $t \rightarrow \infty$, uniformly for all $x \in \bar{O}$.

Now we show that $V \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}\right)$; the proof of this fact needs several preliminary steps. First we prove a formula for the derivative $\partial_{x}^{\alpha} f(g(x))$, where $f, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \alpha \in \mathbb{N}_{0}^{n}$ and $\partial_{x}^{\alpha}=\partial_{x_{1}}^{\alpha_{1}} \ldots \partial_{x_{n}}^{\alpha_{n}}$. The formula will be shown via induction using the chain rule, it focusses on the structure which will be important in the sequel. We denote the respective functions by $f(y)$ and $g(x)$.

For $|\alpha|:=\sum_{k=1}^{n} \alpha_{k} \geq 1$

$$
\begin{align*}
\partial_{x}^{\alpha} f(g(x))= & D f(g(x)) \partial_{x}^{\alpha} g(x) \\
& +\sum_{2 \leq|\beta| \leq|\alpha|}\left(\partial_{y}^{\beta} f\right)(g(x)) c_{\beta}^{\alpha} \prod_{j=1}^{|\beta|} \partial_{x}^{\gamma(\alpha, \beta, j)} g_{l(\alpha, \beta, j)}(x)  \tag{2.22}\\
= & \sum_{1 \leq|\beta| \leq|\alpha|}\left(\partial_{y}^{\beta} f\right)(g(x)) c_{\beta}^{\alpha} \prod_{j=1}^{|\beta|} \partial_{x}^{\gamma(\alpha, \beta, j)} g_{l(\alpha, \beta, j)}(x) \tag{2.23}
\end{align*}
$$

holds with constants $c_{\beta}^{\alpha} \in \mathbb{R}$, where $g_{l}$ denotes the $l$-th component of $g$ and the multiindex $\gamma(\alpha, \beta, j)$ satisfies $1 \leq|\gamma(\alpha, \beta, j)| \leq|\alpha|-|\beta|+1$. Note that (2.23)
is a consequence of (2.22). Thus we show (2.22) via induction with respect to $|\alpha| \geq 1$.

For $|\alpha|=1$ the sum is empty and (2.22) follows easily by the chain rule. Now assume that (2.22) holds for $|\alpha| \geq 1$. Let $\left|\alpha^{\prime}\right|=|\alpha|+1$ and write $\alpha^{\prime}=\alpha+e_{i}$, where $e_{i}=(0, \ldots, 0,1,0, \ldots, 0)$ with the 1 at the $i$-th position. Then by induction we obtain

$$
\begin{aligned}
& \partial_{x}^{e_{i}} \partial_{x}^{\alpha} f(g(x)) \\
&= \partial_{x}^{e_{i}}\left(\sum_{l=1}^{n}\left(\partial_{y}^{e_{l}} f\right)(g(x)) \partial_{x}^{\alpha} g_{l}(x)\right. \\
&\left.+\sum_{2 \leq|\beta| \leq|\alpha|}\left(\partial_{y}^{\beta} f\right)(g(x)) c_{\beta}^{\alpha} \prod_{j=1}^{|\beta|} \partial_{x}^{\gamma} g_{l(\alpha, \beta, j)}(x)\right) \\
&= D f(g(x)) \partial_{x}^{e_{i}} \partial_{x}^{\alpha} g(x)+\sum_{l=1}^{n} \sum_{k=1}^{n}\left(\partial_{y}^{e_{i}+e_{k}} f\right)(g(x)) \partial_{x}^{\alpha} g_{l}(x) \partial_{x}^{e_{i}} g_{k}(x) \\
&+\sum_{2 \leq|\beta| \leq|\alpha|} \sum_{k=1}^{n}\left(\partial_{y}^{\beta+e_{k}} f\right)(g(x)) \partial_{x}^{e_{i}} g_{k}(x) c_{\beta}^{\alpha} \prod_{j=1}^{|\beta|} \partial_{x}^{\gamma} g_{l(\alpha, \beta, j)}(x) \\
&+\sum_{2 \leq|\beta| \leq|\alpha|}\left(\partial_{y}^{\beta} f\right)(g(x)) c_{\beta}^{\alpha} \prod_{j=1}^{|\beta|} \partial_{x}^{\gamma+e_{i}} g_{l(\alpha, \beta, j)}(x) \\
&= D f(g(x)) \partial_{x}^{\alpha^{\prime}} g(x)+\sum_{2 \leq|\beta| \leq|\alpha|+1}\left(\partial_{y}^{\beta} f\right)(g(x)) c_{\beta}^{\alpha^{\prime}} \prod_{j=1}^{|\beta|} \partial_{x}^{\gamma} g_{l\left(\alpha^{\prime}, \beta, j\right)}(x),
\end{aligned}
$$

where now $1 \leq|\gamma| \leq|\alpha|-|\beta|+2$. This shows (2.22).
We have set $\epsilon=\frac{\nu}{3}$ and with this $\epsilon$ we define the matrix $S$ as in Lemma 2.27. Set $\nu^{\prime}:=\frac{\nu}{3}$, i.e. $\nu-2 \epsilon=\nu^{\prime}$ and $\tilde{\nu}=\frac{4}{3} \nu=4 \nu^{\prime}$. Since $f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ we can choose $r$ in $\tilde{K}:=\tilde{K}_{r}^{q}\left(x_{0}\right)$ so small that

$$
\begin{equation*}
\left\|S\left[D f(x)-D f\left(x_{0}\right)\right] S^{-1}\right\| \leq \epsilon \tag{2.24}
\end{equation*}
$$

holds for all $x \in \tilde{K}$. Now we show that

$$
\begin{equation*}
\left\|S \partial_{x}^{\alpha}\left(S_{t} x-x_{0}\right)\right\| \leq C_{\alpha} e^{-\nu^{\prime} t} \tag{2.25}
\end{equation*}
$$

holds for all $\alpha$ with $|\alpha| \leq \sigma, x \in \tilde{K}$ and $t \geq 0$. We prove this by induction with respect to $k=|\alpha|$.

For $k=0$ the inequality follows from (2.21):

$$
\left\|S\left(S_{t} x-x_{0}\right)\right\| \leq\|S\| c_{2}^{\frac{1}{2}} r e^{-\tilde{\nu} \frac{1}{2} t}
$$

Now assume that (2.25) holds for all $|\alpha|=k-1 \geq 0$. Let $\left|\alpha^{\prime}\right|=k$. Write $\alpha^{\prime}=\alpha+e_{i}$, where $|\alpha|=k-1$ and $e_{i}=(0, \ldots, 0,1,0, \ldots, 0)$ with the 1 at $i$-th
position. We use (2.22) with $g(x)=S_{t} x$. Since $f \in C^{\sigma}$ and $\left|\alpha^{\prime}\right|=k \leq \sigma$, we have for all $x \in \tilde{K}$ and $t \geq 0$

$$
\begin{aligned}
&\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\| \cdot \frac{d}{d t}\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\| \\
&= \frac{1}{2} \frac{d}{d t}\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\|^{2} \\
&=\left(S \partial_{x}^{\alpha^{\prime}} S_{t} x\right)^{T} S(\partial_{x}^{\alpha^{\prime}} \underbrace{\partial_{t} S_{t} x}_{=f\left(S_{t} x\right)}) \\
&=\left(S \partial_{x}^{\alpha^{\prime}} S_{t} x\right)^{T} S\left(D f\left(S_{t} x\right) \partial_{x}^{\alpha^{\prime}} S_{t} x\right. \\
&\left.+\sum_{2 \leq|\beta| \leq k}\left(\partial_{y}^{\beta} f\right)\left(S_{t} x\right) c_{\beta}^{\alpha^{\prime}} \prod_{j=1}^{|\beta|} \partial_{x}^{\gamma\left(\alpha^{\prime}, \beta, j\right)}\left(S_{t} x\right)_{l\left(\alpha^{\prime}, \beta, j\right)}\right) \\
& \leq\left(S \partial_{x}^{\alpha^{\prime}} S_{t} x\right)^{T} S D f\left(S_{t} x\right) S^{-1}\left(S \partial_{x}^{\alpha^{\prime}} S_{t} x\right)+C\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\| e^{-2 \nu^{\prime} t}
\end{aligned}
$$

since each summand of the sum is a product of at least two terms of the form $\partial_{x}^{\gamma}\left(S_{t} x\right)_{l\left(\alpha^{\prime}, \beta, j\right)}$ with $|\gamma| \leq\left|\alpha^{\prime}\right|-1=|\alpha|$, and we can thus apply the induction assumption (2.25). Note that we could exchange $\partial_{x}^{\alpha^{\prime}}$ and $\partial_{t}$ since the solution $S_{t} x$ is smooth enough, cf. [36], Chapter V, Theorem 4.1. Hence,

$$
\begin{aligned}
& \left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\| \cdot \frac{d}{d t}\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\| \\
& \leq\left(S \partial_{x}^{\alpha^{\prime}} S_{t} x\right)^{T} S D f\left(x_{0}\right) S^{-1}\left(S \partial_{x}^{\alpha^{\prime}} S_{t} x\right) \\
& \quad+\left\|S\left[D f\left(S_{t} x\right)-D f\left(x_{0}\right)\right] S^{-1}\right\| \cdot\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\|^{2}+C\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\| e^{-2 \nu^{\prime} t} \\
& \leq(-\nu+2 \epsilon)\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\|^{2}+C\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\| e^{-2 \nu^{\prime} t} \\
& =-\nu^{\prime}\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\|^{2}+C\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\| e^{-2 \nu^{\prime} t}
\end{aligned}
$$

by (2.24) and Lemma 2.27. Now we use Gronwall's Lemma for $\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\|=$ $G(t) \geq 0$ : if $\frac{d}{d t} G(t) \leq-\nu^{\prime} G(t)+C e^{-2 \nu^{\prime} t}$, then, by integration from 0 to $t$

$$
\begin{aligned}
\frac{d}{d \tau}\left(e^{\nu^{\prime} \tau} G(\tau)\right) & \leq C e^{-\nu^{\prime} \tau} \\
e^{\nu^{\prime} t} G(t)-G(0) & \leq-\frac{C}{\nu^{\prime}}\left(e^{-\nu^{\prime} t}-1\right) \\
G(t) & \leq e^{-\nu^{\prime} t}\left[G(0)-\frac{C}{\nu^{\prime}}\left(e^{-\nu^{\prime} t}-1\right)\right] \\
& \leq e^{-\nu^{\prime} t}\left[G(0)+\frac{C}{\nu^{\prime}}\right]
\end{aligned}
$$

Thus, with $G(t)=\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\|$,

$$
\begin{aligned}
\left\|S \partial_{x}^{\alpha^{\prime}} S_{t} x\right\| & \leq C^{\prime} e^{-\nu^{\prime} t} \\
\text { and thus }\left\|\partial_{x}^{\alpha^{\prime}} S_{t} x\right\| & \leq C^{\prime \prime} e^{-\nu^{\prime} t}
\end{aligned}
$$

with a uniform constant $C^{\prime \prime}$ for all $x \in \tilde{K}$. This shows (2.25).
Next, we show that $\int_{0}^{\infty} \partial_{x}^{\alpha} p\left(S_{t} x\right) d t$ converges uniformly with respect to $x$ for $1 \leq|\alpha| \leq \sigma$. As above, let $x \in A\left(x_{0}\right)$ and let $O$ be a bounded, open neighborhood of $x$, such that $\bar{O} \subset A\left(x_{0}\right)$. Since $\bar{O}$ is compact, Proposition 2.11 implies that there is a $T \in \mathbb{R}_{0}^{+}$such that $S_{T+t} \bar{O} \subset \tilde{K}$ holds for all $t \geq 0$. Hence, it is sufficient to show that $\int_{0}^{\infty} \partial_{x}^{\alpha} p\left(S_{t} x\right) d t$ is uniformly bounded for all $x \in \tilde{K}$ by a similar argumentation as above. By a similar statement as (2.23), where we use $p: \mathbb{R}^{n} \rightarrow \mathbb{R}$ instead of $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, and $g(x)=S_{t} x$, we have

$$
\partial_{x}^{\alpha} p\left(S_{t} x\right)=\sum_{1 \leq|\beta| \leq|\alpha|}\left(\partial_{y}^{\beta} p\right)\left(S_{t} x\right) c_{\beta}^{\alpha} \prod_{j=1}^{|\beta|} \partial_{x}^{\gamma}\left(S_{t} x\right)_{l(\alpha, \beta, j)}
$$

where the multiindex $\gamma$ satisfies $1 \leq|\gamma| \leq|\alpha|-|\beta|+1$. Hence, by (2.25),

$$
\int_{0}^{\infty} \partial_{x}^{\alpha} p\left(S_{t} x\right) d t \leq \sum_{1 \leq|\beta| \leq|\alpha|} \max _{x \in \tilde{K}}\left|\partial_{x}^{\beta} p(x)\right| \tilde{C} \int_{0}^{\infty} e^{-\nu^{\prime} t} d t
$$

which is uniformly bounded for all $x \in \tilde{K}$. This proves $V \in C^{\sigma}$.
Now assume that $f(x)$ is bounded, i.e. there is a constant $C>0$ such that $\|f(x)\| \leq C$ holds for all $x \in A\left(x_{0}\right)$. If for an $R \geq 0$ the set

$$
K_{R}:=\left\{x \in A\left(x_{0}\right) \mid V(x) \leq R^{2}\right\}
$$

is not compact in $\mathbb{R}^{n}$, then either $K_{R}$ is unbounded or not closed.
We will first show that all sets $K_{R}$ are bounded: Indeed, let $\mathfrak{q}$ be a local Lyapunov function with local Lyapunov basin $\tilde{K}=\tilde{K}_{r}^{\text {q }}\left(x_{0}\right)$. Denote the noncharacteristic hypersurface $\partial \tilde{K}=\Omega$ and let $\theta \in C^{\sigma}\left(A\left(x_{0}\right) \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ be the function satisfying $S_{\theta(x)} x \in \Omega$, cf. Theorem 2.38. Then for $x \in A\left(x_{0}\right) \backslash \tilde{K}$ we have $\theta(x)>0$ and

$$
\begin{align*}
x-S_{\theta(x)} x & =-\int_{0}^{\theta(x)} f\left(S_{\tau} x\right) d \tau \\
\|x\| & \leq\left\|S_{\theta(x)} x\right\|+|\theta(x)| \sup _{\xi \in A\left(x_{0}\right)}\|f(\xi)\| \\
& \leq S+\theta(x) \cdot C, \tag{2.26}
\end{align*}
$$

where $S:=\max _{\xi \in \Omega}\|\xi\|$. By assumption, there is a constant $c>0$ such that $p(x) \geq c$ holds for all $x \notin \tilde{K}$. Let $x \in K_{R} \backslash \tilde{K}$, i.e. $\theta(x)>0$. Then

$$
\begin{aligned}
R^{2} & \geq V(x) \\
& =\int_{0}^{\theta(x)} p\left(S_{t} x\right) d t+\int_{\theta(x)}^{\infty} p\left(S_{t} x\right) d t \\
& \geq \theta(x) c \\
& \geq \frac{c(\|x\|-S)}{C}
\end{aligned}
$$

by (2.26). Hence, $K_{R} \subset \tilde{K} \cup \overline{B_{\frac{C R^{2}}{c}+S}(0)}$ and, in particular, $K_{R}$ is bounded.
Now assume that $K_{R}$ is not closed for an $R$ : Then there is a sequence $x_{k} \in K_{R}$ with $\lim _{k \rightarrow \infty} x_{k}=x \notin K_{R}$. By definition of $K_{R}, x \notin A\left(x_{0}\right)$.

Let $\epsilon>0$ be such that $B_{\epsilon}\left(x_{0}\right) \subset A\left(x_{0}\right)$. Choose the constant $c>0$ such that $p(x) \geq c$ for all $x \notin B_{\frac{\epsilon}{2}}\left(x_{0}\right)$. Set $T_{0}:=\frac{R^{2}+1}{c}>0$. We have $S_{t} x \notin B_{\epsilon}\left(x_{0}\right)$ for all $t \in\left[0, T_{0}\right]$, since $B_{\epsilon}\left(x_{0}\right) \subset A\left(x_{0}\right)$. By continuity of $S_{t} x$ with respect to $t$ and $x$ there is a $\delta>0$ such that $\left\|S_{t} x-S_{t} y\right\|<\frac{\epsilon}{2}$ holds for all $y$ with $\|x-y\|<\delta$ and for all $t \in\left[0, T_{0}\right]$. There is a $k \in \mathbb{N}$ such that $y=x_{k}$ satisfies $\left\|x-x_{k}\right\|<\delta$. For this point we thus have $S_{t} x_{k} \notin B_{\frac{\epsilon}{2}}\left(x_{0}\right)$ for all $t \in\left[0, T_{0}\right]$. Hence,

$$
V\left(x_{k}\right) \geq \int_{0}^{T_{0}} p\left(S_{t} x_{k}\right) d t \geq T_{0} \cdot c=R^{2}+1
$$

which is a contradiction to $x_{k} \in K_{R}$.
Remark 2.47 The definition of $V$ and the convergence of the integral was shown by Zubov [70]. He assumes that $f$ is continuous and shows that also $V$ is continuous. Aulbach [3] showed that $V$ is analytic, if $f$ is analytic.

Proposition 2.48 A function $V \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}\right)$ with $V^{\prime}(x)=-p(x)$, where $p$ is as in Theorem 2.46, is unique up to a constant.

Proof: Assume, $V_{1}, V_{2} \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}\right)$ both satisfy $V_{1}^{\prime}(x)=V_{2}^{\prime}(x)=-p(x)$. Let $V_{1}\left(x_{0}\right)=c_{1}$ and $V_{2}\left(x_{0}\right)=c_{2}$ and define $C:=c_{1}-c_{2}$.

Fix $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$. For $t \geq 0$ we have $V_{i}\left(S_{t} x\right)=V_{i}(x)+\int_{0}^{t} V_{i}^{\prime}\left(S_{\tau} x\right) d \tau=$ $V_{i}(x)-\int_{0}^{t} p\left(S_{\tau} x\right) d \tau$, where $i=1,2$. Thus, $V_{1}\left(S_{t} x\right)-V_{2}\left(S_{t} x\right)=V_{1}(x)-V_{2}(x)$. Since $\lim _{t \rightarrow \infty} S_{t} x=x_{0}$ and $V_{1}$ and $V_{2}$ are continuous, we have $V_{1}(x)-V_{2}(x)=$ $\lim _{t \rightarrow \infty}\left[V_{1}\left(S_{t} x\right)-V_{2}\left(S_{t} x\right)\right]=V_{1}\left(x_{0}\right)-V_{2}\left(x_{0}\right)=c_{1}-c_{2}=C$ and thus $V_{1}(x)=$ $V_{2}(x)+C$ for all $x \in A\left(x_{0}\right)$.

Remark 2.49 The function $V$ of Theorem 2.46 is unique if we claim $V\left(x_{0}\right)=$ 0 , cf. Proposition 2.48. Unless stated otherwise, we will denote by $V$ the unique function satisfying $V\left(x_{0}\right)=0$ and $V^{\prime}(x)=-p(x)$ for all $x \in A\left(x_{0}\right)$.
Corollary 2.50 For linear systems and $p(x)=\left\|x-x_{0}\right\|^{2}$, we have $V(x)=$ $\mathfrak{v}(x)$, where $V$ is defined in Remark 2.49 and $\mathfrak{v}$ is as in Remark 2.34. Indeed, since the functions satisfy $V^{\prime}(x)=\mathfrak{v}^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}$ and $V\left(x_{0}\right)=\mathfrak{v}\left(x_{0}\right)=0$, they are equal by Proposition 2.48.

If we also want to fix the values of $V$ on a non-characteristic hypersurface, then the resulting function $V^{*}$ is not defined in $x_{0}$ in general, similarly to the function $T$.

Proposition 2.51 (Existence of $\left.V^{*}\right)$ Let $\dot{x}=f(x), f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), \sigma \geq$ 1. Let $x_{0}$ be an equilibrium such that $-\nu<0$ is the maximal real part of all eigenvalues of $D f\left(x_{0}\right)$. Let $\Omega$ be a non-characteristic hypersurface and $p(x)$ a function as in Theorem 2.46.

For all functions $H \in C^{\sigma}(\Omega, \mathbb{R})$ there is a function $V^{*} \in C^{\sigma}\left(A\left(x_{0}\right) \backslash\right.$ $\left.\left\{x_{0}\right\}, \mathbb{R}\right)$ satisfying

$$
\begin{aligned}
& \qquad \begin{array}{c}
\left(V^{*}\right)^{\prime}(x)=-p(x) \text { for all } x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}, \\
V^{*}(x)=H(x) \text { for all } x \in \Omega . \\
\text { If } \sup _{x \in A\left(x_{0}\right)}\|f(x)\|<\infty, \text { then } \\
K_{R}^{*}:=\left\{x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\} \mid V^{*}(x) \leq R^{2}\right\} \cup\left\{x_{0}\right\}
\end{array}
\end{aligned}
$$

is a compact set in $\mathbb{R}^{n}$ for all $R \geq 0$.
Proof: Define

$$
V^{*}(x)=V(x)+H\left(S_{\theta(x)} x\right)-V\left(S_{\theta(x)} x\right)
$$

for $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ where $V$ is the function of Theorem 2.46 with $V\left(x_{0}\right)=0$ and $\theta$ is defined in Theorem 2.38. Then for the orbital derivative $\left(V^{*}\right)^{\prime}(x)=$ $V^{\prime}(x)=-p(x)$ holds. For $x \in \Omega, V^{*}(x)=V(x)+H(x)-V(x)=H(x)$. Since $K_{R}^{*} \subset\left\{x \in A\left(x_{0}\right) \mid V(x) \leq \max \left(R^{2}+\max _{\xi \in \Omega}[V(\xi)-H(\xi)], 0\right)\right\}, K_{R}^{*}$ is a closed subset of a compact set by Theorem 2.46 and thus compact for each $R \geq 0$.

### 2.3.4 Taylor Polynomial of $V$

$V$ is a smooth function in $A\left(x_{0}\right)$. In particular, $V$ is $C^{\sigma}$ at $x_{0}$ and we can study its Taylor polynomial at $x_{0}$. The Taylor polynomial will also be of use for the approximation. The reason is that approximating the function $V$ by an approximation $v$ using radial basis functions, we obtain an error estimate $\left|V^{\prime}(x)-v^{\prime}(x)\right| \leq \iota$ which implies $v^{\prime}(x) \leq V^{\prime}(x)+\iota=-p(x)+\iota$. Thus, $v^{\prime}(x) \leq-p(x)+\iota<0$ only where $p(x)>\iota$. Thus, we cannot guarantee that $v$ has negative orbital derivative in the neighborhood of $x_{0}$, where $p(x) \leq \iota$. This may just be a lack of estimates, but we will also show that typically there are indeed points near $x_{0}$ where $v^{\prime}(x)>0$. Hence, this local problem has to be solved, cf. Section 4.2. One possibility, which will be discussed in Section 4.2.3, uses the Taylor polynomial of $V$. In this section we will derive a method to calculate the Taylor polynomial of $V$ without explicitly knowing $V$.

We consider the function $V$, which satisfies $V^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}$, i.e. $p(x)=$ $\left\|x-x_{0}\right\|^{2}$. We will describe a way to calculate the Taylor polynomial $\mathfrak{h}$ of $V$ explicitly. Moreover, we will construct a function $\mathfrak{n}$ with $\mathfrak{n}(x)=\mathfrak{h}(x)+M \| x-$ $x_{0} \|^{2 H}$ which satisfies $\mathfrak{n}(x)>0$ for all $x \neq x_{0}$. With this function we define

$$
W(x):=\frac{V(x)}{\mathfrak{n}(x)}
$$

for $x \neq x_{0}$ and $W\left(x_{0}\right)=1$, and show several properties of $W$ in Proposition 2.58. In particular, $W$ turns out to be $C^{P-2}$ in $x_{0}$, where $P$ is the order of the Taylor polynomial.

We are also interested in a method to calculate the Taylor polynomial. For linear systems, we have $V(x)=\mathfrak{v}(x)$, cf. Corollary 2.50. For nonlinear systems, $\mathfrak{v}$ is the Taylor polynomial of $V$ of order two. Note that $\mathfrak{v}$ is characterized by

$$
\begin{aligned}
\left\langle\nabla \mathfrak{v}(x), D f\left(x_{0}\right)\left(x-x_{0}\right)\right\rangle & =-\left\|x-x_{0}\right\|^{2} \\
\Longleftrightarrow \mathfrak{v}^{\prime}(x)=\langle\nabla \mathfrak{v}(x), f(x)\rangle & =-\left\|x-x_{0}\right\|^{2}+o\left(\left\|x-x_{0}\right\|^{2}\right)
\end{aligned}
$$

Note that $\nabla \mathfrak{v}(x)=O\left(\left\|x-x_{0}\right\|\right)$, cf. Remark 2.34, and $f(x)-D f\left(x_{0}\right)\left(x-x_{0}\right)=$ $o\left(\left\|x-x_{0}\right\|\right)$.

The second equation can be used to explicitly calculate $\mathfrak{v}$. We generalize this idea: The local Lyapunov function $\mathfrak{v}$ satisfies $\mathfrak{v}^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}+o(\| x-$ $\left.x_{0} \|^{2}\right)$. We define a function $\mathfrak{h}$ which is a polynomial in $\left(x-x_{0}\right)$ of order $P \geq 2$ and satisfies $\mathfrak{h}^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}+o\left(\left\|x-x_{0}\right\|^{P}\right)$; note that for $P=2, \mathfrak{h}=\mathfrak{v}$. The function $\mathfrak{h}$ turns out to be the Taylor polynomial of $V$ of order $P$. Later, in order to obtain a function $\mathfrak{n}(x)>0$ for all $x \neq x_{0}$, we add another polynomial of high order, i.e. $\mathfrak{n}(x)=\mathfrak{h}(x)+M\left\|x-x_{0}\right\|^{2 H}$, cf. Definition 2.56.

We start by defining the function $\mathfrak{h}$. One can calculate the constants $c_{\alpha}$ in (2.27) by solving (2.28) where $f$ is replaced by its Taylor polynomial of degree $P-1$. An example will be given in Example 2.55.
Definition 2.52 (Definition of $\mathfrak{h}$ ). Let $\dot{x}=f(x), f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), \sigma \geq 1$. Let $x_{0}$ be an equilibrium such that the real parts of all eigenvalues of $\operatorname{Df}\left(x_{0}\right)$ are negative. Let $\sigma \geq P \geq 2$. Let $\mathfrak{h}$ be the function

$$
\begin{equation*}
\mathfrak{h}(x):=\sum_{2 \leq|\alpha| \leq P} c_{\alpha}\left(x-x_{0}\right)^{\alpha}, \tag{2.27}
\end{equation*}
$$

$c_{\alpha} \in \mathbb{R}$, such that

$$
\begin{equation*}
\mathfrak{h}^{\prime}(x)=\langle\nabla \mathfrak{h}(x), f(x)\rangle=-\left\|x-x_{0}\right\|^{2}+\varphi(x), \tag{2.28}
\end{equation*}
$$

where $\varphi(x)=o\left(\left\|x-x_{0}\right\|^{P}\right)$.
Lemma 2.53. There is one and only one function $\mathfrak{h}$ of the form (2.27) which satisfies (2.28).

The function $\mathfrak{h}$ is the Taylor polynomial of $V$ (with $V^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}$ and $V\left(x_{0}\right)=0$ ) of order $P$.

The proof of the lemma will be given below. First, we explain in Remark 2.54 and Example 2.55 how to calculate $\mathfrak{h}$ explicitly. This reflects at the same time the main idea for the proof of Lemma 2.53.

Remark 2.54 The equation (2.28) can be solved by plugging the ansatz (2.27) in (2.28) and replacing $f$ by its Taylor polynomial of order $P-1$. Then (2.28) becomes

$$
\begin{gather*}
\left\langle\sum_{2 \leq|\alpha| \leq P} c_{\alpha} \nabla\left(x-x_{0}\right)^{\alpha}, D f\left(x_{0}\right)\left(x-x_{0}\right)+\sum_{2 \leq|\beta| \leq P-1} \frac{\partial^{\beta} f\left(x_{0}\right)}{\beta!}\left(x-x_{0}\right)^{\beta}\right\rangle \\
=-\left\|x-x_{0}\right\|^{2}+o\left(\left\|x-x_{0}\right\|^{P}\right) \tag{2.29}
\end{gather*}
$$

The difference of $f$ to its Taylor polynomial is of order $o\left(\left\|x-x_{0}\right\|^{P-1}\right)$ and by multiplication with $\nabla \mathfrak{h}(x)=O\left(\left\|x-x_{0}\right\|\right)$ the remaining term is of order $o\left(\left\|x-x_{0}\right\|^{P}\right)$.

Example 2.55 Consider the differential equation

$$
\left\{\begin{array}{l}
\dot{x}=-x+x^{3}  \tag{2.30}\\
\dot{y}=-\frac{1}{2} y+x^{2}
\end{array}\right.
$$

with equilibrium $x_{0}=(0,0)$. We calculate the polynomial $\mathfrak{h}(x, y)$ and start with the terms $\mathfrak{h}_{2}(x, y)$ of second order. We have shown that $\mathfrak{h}_{2}(x, y)=\mathfrak{v}(x, y)=$ $(x, y) B\binom{x}{y} . B$ is the solution of $\operatorname{Df}(0,0)^{T} B+B D f(0,0)=-I$, cf. Remark 2.34, in our case $B=\left(\begin{array}{cc}\frac{1}{2} & 0 \\ 0 & 1\end{array}\right)$. Thus $\mathfrak{h}_{2}(x, y)=\frac{1}{2} x^{2}+y^{2}$.

For the terms of order three, which we denote by $\mathfrak{h}_{3}(x, y)$, we calculate the left-hand side of (2.29) with $P=3$ :

$$
\begin{aligned}
& \left\langle\nabla\left[\mathfrak{h}_{2}(x, y)+\mathfrak{h}_{3}(x, y)\right],\binom{-x}{-\frac{1}{2} y}+\binom{0}{x^{2}}\right\rangle \\
& =-x^{2}-y^{2}+2 x^{2} y+\left\langle\nabla \mathfrak{h}_{3}(x, y),\binom{-x}{-\frac{1}{2} y}\right\rangle+o\left(\|(x, y)\|^{3}\right) .
\end{aligned}
$$

Thus, $\mathfrak{h}_{3}(x, y)=a x^{2} y$, where $2-2 a-\frac{1}{2} a=0$, i.e. $\mathfrak{h}_{3}(x, y)=\frac{4}{5} x^{2} y$.
For the terms of order four, which we denote by $\mathfrak{h}_{4}(x, y)$, we calculate the left-hand side of (2.29) with $P=4$ :

$$
\begin{aligned}
& \left\langle\nabla\left[\mathfrak{h}_{2}(x, y)+\mathfrak{h}_{3}(x, y)+\mathfrak{h}_{4}(x, y)\right],\binom{-x}{-\frac{1}{2} y}+\binom{0}{x^{2}}+\binom{x^{3}}{0}\right\rangle \\
& =-x^{2}-y^{2}+x^{4}+\frac{4}{5} x^{4}+\left\langle\nabla \mathfrak{h}_{4}(x, y),\binom{-x}{-\frac{1}{2} y}\right\rangle+o\left(\|(x, y)\|^{4}\right) .
\end{aligned}
$$

Thus, $\mathfrak{h}_{4}(x, y)=b x^{4}$, where $1+\frac{4}{5}-4 b=0$, i.e. $\mathfrak{h}_{4}(x, y)=\frac{9}{20} x^{4}$.
For the terms of order five, which we denote by $\mathfrak{h}_{5}(x, y)$, we calculate the left-hand side of (2.29) with $P=5$ :

$$
\begin{aligned}
& \left\langle\nabla \sum_{i=2}^{5} \mathfrak{h}_{i}(x, y),\binom{-x}{-\frac{1}{2} y}+\binom{0}{x^{2}}+\binom{x^{3}}{0}\right\rangle \\
& =-x^{2}-y^{2}+\frac{8}{5} x^{4} y+\left\langle\nabla \mathfrak{h}_{5}(x, y),\binom{-x}{-\frac{1}{2} y}\right\rangle+o\left(\|(x, y)\|^{5}\right) .
\end{aligned}
$$

Thus, $\mathfrak{h}_{4}(x, y)=c x^{4} y$, where $\frac{8}{5}-4 c-\frac{1}{2} c=0$, i.e. $\mathfrak{h}_{5}(x, y)=\frac{16}{45} x^{4} y$.
Altogether, the function $\mathfrak{h}$ for $P=5$ is thus given by

$$
\begin{equation*}
\mathfrak{h}(x, y)=\underbrace{\frac{1}{2} x^{2}+y^{2}}_{=\mathfrak{v}(x, y)}+\frac{4}{5} x^{2} y+\frac{9}{20} x^{4}+\frac{16}{45} x^{4} y . \tag{2.31}
\end{equation*}
$$

A corresponding function $\mathfrak{n}$ will be given in Example 2.57. The example will further be considered in Example 6.3.

Proof: [of Lemma 2.53] By Remark 2.54, (2.28) turns out to be a system of linear equations for $c_{\alpha}$ when considering each order of $\left(x-x_{0}\right)$. We will show that this system has a unique solution.

We will first show, that it is sufficient to consider the special case when $D f\left(x_{0}\right)=J$ is an upper diagonal matrix. Indeed, there is an invertible matrix $S$ such that $J=S D f\left(x_{0}\right) S^{-1}$ is the (complex) Jordan normal form of $D f\left(x_{0}\right)$. In particular, $J$ is an upper diagonal matrix. Note that $S$ and $J$ are complexvalued matrices. However, if we can show that there is a unique solution $\mathfrak{h}$, it is obvious that all coefficients $c_{\alpha}$ are in fact real. Define $y:=S\left(x-x_{0}\right)$, then $x=$ $S^{-1} y+x_{0}$. The equation $\dot{x}=f(x)$ then is equivalent to $\dot{y}=S f\left(S^{-1} y+x_{0}\right)=$ : $g(y)$, and we have $D g(y)=S D f\left(S^{-1} y+x_{0}\right) S^{-1}$ and $D g(0)=S D f\left(x_{0}\right) S^{-1}=$ $J$. We will later show that the special case $\dot{y}=g(y)$ with upper diagonal matrix $D g(0)=J$ has a unique solution $\mathfrak{h}(y)=\sum_{2 \leq|\alpha| \leq P} c_{\alpha} y^{\alpha}$ of the following equation, which is similar to (2.28):

$$
\begin{equation*}
\left[\nabla_{y} \mathfrak{h}(y)\right]^{T} g(y)=-y^{T} C y+o\left(\|y\|^{P}\right) \tag{2.32}
\end{equation*}
$$

where $C=\left(S^{-1}\right)^{T} S^{-1}$.
Note that $\mathfrak{h}(y)=\sum_{2 \leq|\alpha| \leq P} c_{\alpha} y^{\alpha}$ is a solution of (2.32) if and only if $\tilde{\mathfrak{h}}(x):=\sum_{2 \leq|\alpha| \leq P} c_{\alpha}\left(S\left(x-x_{0}\right)\right)^{\alpha}=\sum_{2 \leq|\alpha| \leq P} c_{\alpha}^{\prime}\left(x-x_{0}\right)^{\alpha}$ is a solution of (2.28), since we have with $y=S\left(x-x_{0}\right)$

$$
\begin{aligned}
\tilde{\mathfrak{h}}^{\prime}(x) & =\left[\nabla_{x} \tilde{\mathfrak{h}}(x)\right]^{T} f(x) \\
& =\left[\nabla_{y} \mathfrak{h}(y)\right]^{T} S S^{-1} g(y) \\
\text { and }-y^{T} C y+o\left(\|y\|^{P}\right) & =-\left\|S^{-1} y\right\|^{2}+o\left(\left\|S^{-1} y\right\|^{P}\right) \\
& =-\left\|x-x_{0}\right\|^{2}+o\left(\left\|x-x_{0}\right\|^{P}\right) .
\end{aligned}
$$

Hence, we have to show that there exists a unique solution $\mathfrak{h}(y)=$ $\sum_{2 \leq|\alpha| \leq P} c_{\alpha} y^{\alpha}$ of (2.32), i.e.

$$
\begin{equation*}
\left\langle\sum_{2 \leq|\alpha| \leq P} c_{\alpha} \nabla y^{\alpha}, J y+\sum_{2 \leq|\beta| \leq P-1} \frac{\partial^{\beta} g(0)}{\beta!} y^{\beta}\right\rangle=-y^{T} C y+o\left(\|y\|^{P}\right) \tag{2.33}
\end{equation*}
$$

where $J$ is an upper diagonal matrix such that all eigenvalues have negative real parts, $C$ is a symmetric matrix and $P \geq 2$. We consider the terms order by order in $y$. The lowest appearing order is two and the terms of this order in $y$ of both sides of (2.33) are

$$
\begin{equation*}
\left\langle\nabla \sum_{|\alpha|=2} c_{\alpha} y^{\alpha}, J y\right\rangle=-y^{T} C y \tag{2.34}
\end{equation*}
$$

Writing the terms of order two $\sum_{|\alpha|=2} c_{\alpha} y^{\alpha}=y^{T} B y$, (2.34) becomes $J^{T} B+$ $B J=-C$. Since the eigenvalues of $J$ have negative real parts, this equation has a unique solution $B$; the proof for the complex-valued matrix $J$ is the same as for the real case, cf. Theorem 2.30 and [57], Lemma 4.6.14, p. 167.

Now we show by induction with respect to $|\alpha| \leq P$ that the constants $c_{\alpha}$ are uniquely determined by (2.33): For $|\alpha|=2$ this has just been done. Now let $P \geq|\alpha|=k \geq 3$. We have $\mathfrak{h}(y)=\sum_{2 \leq|\alpha| \leq k-1} c_{\alpha} y^{\alpha}+\sum_{|\alpha|=k} c_{\alpha} y^{\alpha}$. The constants $c_{\alpha}$ with $2 \leq|\alpha| \leq k-1$ are fixed. We will show that there is a unique solution for the constants $c_{\alpha}$ with $|\alpha|=k$ such that $\langle\nabla \mathfrak{h}(y), J y+$ $\left.\sum_{2 \leq|\beta| \leq P-1} \frac{\partial^{\beta} g(0)}{\beta!} y^{\beta}\right\rangle+y^{T} C y=o\left(\|y\|^{k}\right)$, i.e. the expression has no terms of order $\leq k$. Consider (2.33): the terms of order $\leq k-1$ satisfy the equation by induction. Now consider the terms of order $|\alpha|=k$ :

$$
\left\langle\sum_{|\alpha|=k} c_{\alpha} \nabla y^{\alpha}, J y\right\rangle=-\left\langle\sum_{2 \leq|\alpha| \leq k-1,|\beta|=k-|\alpha|+1} c_{\alpha} \nabla y^{\alpha}, \frac{\partial^{\beta} g(0)}{\beta!} y^{\beta}\right\rangle .
$$

Since all $c_{\alpha}$ on the right-hand side are known and all $c_{\alpha}$ on the left-hand side are unknown, this is equivalent to an inhomogeneous system of linear equations. It has a unique solution, if and only if the corresponding homogeneous system has only the zero solution. Therefore, we study the problem

$$
\begin{equation*}
\left\langle\sum_{|\alpha|=k} c_{\alpha} \nabla y^{\alpha}, J y\right\rangle=0, \tag{2.35}
\end{equation*}
$$

which is equivalent to the corresponding homogeneous problem, and show that $c_{\alpha}=0$ is its only solution. Note that $\operatorname{Re} J_{i i}<0$ holds for all $1 \leq i \leq n$ since $J$ is an upper diagonal matrix and $J$ is the Jordan normal form of $D f\left(x_{0}\right)$, the eigenvalues of which have negative real parts. All terms of (2.35) are polynomials of order $k$.

We prove by induction that all coefficients $c_{\alpha}$ vanish. We introduce an order on $\tilde{A}:=\left\{\alpha \in \mathbb{N}_{0}^{n} \mid \alpha_{i} \in\{0, \ldots, k\}\right.$ for all $\left.i \in\{1, \ldots, n\}\right\}$. Note that $\left\{\alpha \in \mathbb{N}_{0}^{n} \mid\right.$ $|\alpha|=k\} \subset \tilde{A}$. The order $\|\alpha\|$ on $\tilde{A}$ is such that $\alpha$ is the $(k+1)$-adic expansion of $\|\alpha\|$, i.e.

$$
\mathbb{N}_{0} \ni\|\alpha\|=\sum_{l=1}^{n} \alpha_{l}(k+1)^{l-1}
$$

Now we start the induction with respect to $\|\alpha\|$. The minimal $\alpha$ with $|\alpha|=k$ is $\alpha=(k, 0, \ldots, 0)$. The coefficient of $y_{1}^{k}$ in (2.35) is $c_{(k, 0, \ldots, 0)} k J_{11}$ and since $J_{11} \neq 0$, we have $c_{(k, 0, \ldots, 0)}=0$.

Now we assume that all coefficients $c_{\alpha}$ with $|\alpha|=k$ and $\|\alpha\| \leq A^{*}$ for some $A^{*} \in \mathbb{N}$ are zero. Let $\beta$ be minimal with $\|\beta\|>A^{*}$ and $|\beta|=k$. We will show that $c_{\beta}=0$. Consider the coefficient of $y^{\beta}$ in (2.35). How can we obtain such terms in (2.35)? We consider the terms of $\sum_{|\alpha|=k} c_{\alpha} y^{\alpha}$ with $\alpha_{i}=\beta_{i}+1$, $\alpha_{j}=\beta_{j}-1$ and $\alpha_{l}=\beta_{l}$ for $l \in\{1, \ldots, n\} \backslash\{i, j\}$. Note that $i=j$ is possible.

These terms in $\sum_{|\alpha|=k} c_{\alpha} y^{\alpha}$ result in a term $y^{\beta}$ in (2.35) with coefficient $\left(\beta_{i}+1\right) c_{\alpha} J_{i j}$. Altogether, the coefficient of $y^{\beta}$ in (2.35) is

$$
\begin{equation*}
\sum_{j=1, \beta_{j} \neq 0}^{n}\left(\sum_{i=1, i \neq j, \beta_{i} \neq k}^{n} c_{\beta+e_{i j}}\left(\beta_{i}+1\right) J_{i j}+c_{\beta} \beta_{j} J_{j j}\right)=0 \tag{2.36}
\end{equation*}
$$

where $e_{i j}=(0, \ldots, 0,1,0, \ldots, 0,-1,0, \ldots, 0)$ with the 1 at $i$-th position and the -1 at $j$-th position.

Note that $J_{i j}=0$ for $j<i$ since $J$ is an upper diagonal matrix. Moreover, $c_{\beta+e_{i j}}=0$ for $j>i$ by induction since $\left\|\beta+e_{i j}\right\|<\|\beta\|$. Indeed,

$$
\left\|\beta+e_{i j}\right\|-\|\beta\|=(k+1)^{i-1}-(k+1)^{j-1}<0
$$

since $j>i$. Hence, (2.36) becomes

$$
c_{\beta} \sum_{j=1, \beta_{j} \neq 0}^{n} \beta_{j} J_{j j}=0
$$

Since the real part of all $J_{j j}$ is negative, $\beta_{j}>0$ and the sum is not empty because $|\beta|=k$, we can conclude $c_{\beta}=0$.

We show that $\mathfrak{h}$ is the Taylor polynomial of $V$ of order $P$ : Let $V(x)=$ $\sum_{0 \leq|\alpha| \leq P} d_{\alpha}\left(x-x_{0}\right)^{\alpha}+\tilde{\varphi}(x)$ with $\tilde{\varphi}(x)=o\left(\left\|x-x_{0}\right\|^{P}\right)$, i.e. $\sum_{0 \leq|\alpha| \leq P} d_{\alpha}(x-$ $\left.x_{0}\right)^{\alpha}$ is the Taylor polynomial of $V$ of order $P$. Then

$$
\begin{align*}
-\left\|x-x_{0}\right\|^{2} & =V^{\prime}(x) \\
& =\left\langle\nabla \sum_{0 \leq|\alpha| \leq P} d_{\alpha}\left(x-x_{0}\right)^{\alpha}, f(x)\right\rangle+\underbrace{\langle\nabla \tilde{\varphi}(x), f(x)\rangle}_{=o\left(\left\|x-x_{0}\right\|^{P}\right)} \tag{2.37}
\end{align*}
$$

since $\nabla \tilde{\varphi}(x)=o\left(\left\|x-x_{0}\right\|^{P-1}\right)$, cf. Lemma 2.59, and $f(x)=O\left(\left\|x-x_{0}\right\|\right)$. By the uniqueness of $\mathfrak{h}, \sum_{0 \leq|\alpha| \leq P} d_{\alpha}\left(x-x_{0}\right)^{\alpha}=\mathfrak{h}(x)$, since it satisfies (2.28). Note that $V\left(x_{0}\right)=0$ and the terms of order one must be zero by (2.37).

The terms of $\mathfrak{h}$ of order two are the function $\mathfrak{v}$. $\mathfrak{v}$ is positive definite by Theorem 2.30. We add a higher order polynomial $M\left\|x-x_{0}\right\|^{2 H}$ to $\mathfrak{h}$ in order to obtain a function $\mathfrak{n}$ for which $\mathfrak{n}(x)>0$ holds for all $x \neq x_{0}$.

Definition 2.56 (Definition of $\mathfrak{n}$ ). Let $\sigma \geq P \geq 2$ and let $\mathfrak{h}$ be as in Definition 2.52. Let $H:=\left\lfloor\frac{P}{2}\right\rfloor+1$ and $M \geq 0$, and define

$$
\begin{align*}
\mathfrak{n}(x) & =\mathfrak{h}(x)+M\left\|x-x_{0}\right\|^{2 H}  \tag{2.38}\\
& =\sum_{2 \leq|\alpha| \leq P} c_{\alpha}\left(x-x_{0}\right)^{\alpha}+M\left\|x-x_{0}\right\|^{2 H} .
\end{align*}
$$

Choose the constant $M$ so large, that $\mathfrak{n}(x)>0$ holds for all $x \neq x_{0}$.

Proof: We show that the choice of the constant $M$ is possible: Define the function $\tilde{\mathfrak{h}}(x):=\mathfrak{h}(x)+\left\|x-x_{0}\right\|^{2 H}$. Assume that there is a point $\xi \neq x_{0}$ such that $\tilde{\mathfrak{h}}(\xi) \leq 0$; if there is no such point, then choose $M=1$. Note that there are constants $0<r \leq R$ such that $\tilde{\mathfrak{h}}(x)>0$ holds for all $\left\|x-x_{0}\right\| \notin\{0\} \cup(r, R)$, since both the lowest and the highest order terms of $\tilde{\mathfrak{h}}$ are positive definite. Set $M:=-\underbrace{\frac{\min _{\left\|x-x_{0}\right\| \in[r, R]} \tilde{\mathfrak{h}}(x)}{r^{2 H}}}_{<0}+2>1$. Then $\mathfrak{n}(x)$ as in (2.38) satisfies $\mathfrak{n}(x)>0$ for all $\left\|x-x_{0}\right\| \notin\{0\} \cup(r, R)$ as above. For $\left\|x-x_{0}\right\| \in(r, R)$ we have

$$
\begin{aligned}
\mathfrak{n}(x) & =\tilde{\mathfrak{h}}(x)-\frac{\min _{\left\|x-x_{0}\right\| \in[r, R]} \tilde{\mathfrak{h}}(x)}{r^{2 H}}\left\|x-x_{0}\right\|^{2 H}+\left\|x-x_{0}\right\|^{2 H} \\
& \geq \min _{\left\|x-x_{0}\right\| \in[r, R]} \tilde{\mathfrak{h}}(x)(1-1)+\left\|x-x_{0}\right\|^{2 H} \\
& >0
\end{aligned}
$$

Example 2.57 We consider again the differential equation (2.30) of Example 2.55. A function $\mathfrak{n}(x, y)$ for $P=5$ is given by $\mathfrak{n}(x, y)=\mathfrak{h}(x, y)+\left(x^{2}+y^{2}\right)^{3}$, i.e., cf. (2.31)

$$
\begin{aligned}
\mathfrak{n}(x, y)= & \underbrace{\frac{1}{2} x^{2}+y^{2}}_{=\mathfrak{v}(x, y)}+\frac{4}{5} x^{2} y+\frac{9}{20} x^{4}+\frac{16}{45} x^{4} y+\left(x^{2}+y^{2}\right)^{3} . \\
\mathfrak{n}^{\prime}(x, y)= & -x^{2}-y^{2} \\
& -\frac{173}{45} x^{6}-15 x^{4} y^{2}-12 x^{2} y^{4}-3 y^{6}+\frac{334}{45} x^{6} y \\
& +12 x^{4} y^{3}+6 y^{5} x^{2}+6 x^{8}+12 x^{6} y^{2}+6 x^{4} y^{4} .
\end{aligned}
$$

$\mathfrak{n}(x, y)>0$ holds for $(x, y) \neq(0,0)$ since $\frac{4}{5} x^{2} y \geq-\frac{2}{5}\left(x^{4}+y^{2}\right)$ and thus

$$
\begin{aligned}
\mathfrak{n}(x, y) & \geq \frac{1}{2} x^{2}+\frac{3}{5} y^{2}+\frac{1}{20} x^{4}+\frac{16}{45} x^{4} y+3 x^{4} y^{2} \\
& =\frac{1}{2} x^{2}+\frac{3}{5} y^{2}+3 x^{4} \underbrace{\left(\frac{1}{60}+\frac{16}{135} y+y^{2}\right)}_{\geq 0}
\end{aligned}
$$

The example will further be considered in Example 6.3.
In Proposition 2.58 we show some properties of $\mathfrak{n}(x)$ and $W(x):=\frac{V(x)}{\mathfrak{n}(x)}$.
Proposition 2.58 Let $\sigma \geq P \geq 2$ and let $\mathfrak{n}$ be as in Definition 2.56. Then 1. $\mathfrak{n}(x)>0$ holds for all $x \neq x_{0}$.
2. For a compact set $K$, there is a $C>0$ such that $\mathfrak{n}(x) \leq C\left\|x-x_{0}\right\|^{2}$ holds for all $x \in K$.
3. Set $W(x)=\frac{V(x)}{\mathfrak{n}(x)}$ for $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and $W\left(x_{0}\right)=1$. We have $W \in$ $C^{P-2}\left(A\left(x_{0}\right), \mathbb{R}\right)$ and $\partial_{x}^{\alpha} W\left(x_{0}\right)=0$ for all $1 \leq|\alpha| \leq P-2$.
Proof: 1. is clear by construction, cf. Definition 2.56.
For 2. note that $\mathfrak{n}(x)=\mathfrak{v}(x)+\sum_{3 \leq|\alpha| \leq P} c_{\alpha}\left(x-x_{0}\right)^{\alpha}$ and $\mathfrak{v}(x)=$ $\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)$ with a symmetric, positive definite matrix $B$. Denote the minimal and maximal eigenvalue of $B$ by $0<\lambda \leq \Lambda$, respectively, such that $\lambda\left\|x-x_{0}\right\|^{2} \leq \mathfrak{v}(x) \leq \Lambda\left\|x-x_{0}\right\|^{2}$. There is an open neighborhood $U \subset B_{1}\left(x_{0}\right)$ of $x_{0}$ such that $\left|\sum_{3 \leq|\alpha| \leq P} c_{\alpha}\left(x-x_{0}\right)^{\alpha}\right| \leq \frac{\lambda}{2}\left\|x-x_{0}\right\|^{2}$ holds for all $x \in U$. Hence,

$$
\begin{equation*}
\frac{\lambda}{2}\left\|x-x_{0}\right\|^{2} \leq \mathfrak{n}(x) \leq\left(\Lambda+\frac{\lambda}{2}\right)\left\|x-x_{0}\right\|^{2} \tag{2.39}
\end{equation*}
$$

holds for all $x \in U$. If $K \subset U$, then set $C:=\Lambda+\frac{\lambda}{2}>0$. Otherwise define $M:=\max _{x \in K \backslash U} \mathfrak{n}(x)>0$ for the compact set $K \backslash U$ and $M_{0}:=\min _{x \in K \backslash U} \| x-$ $x_{0} \|^{2}>0$. Set $C:=\max \left(\Lambda+\frac{\lambda}{2}, \frac{M}{M_{0}}\right)$.

To prove 3., note that $V(x) \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}\right)$ and $\mathfrak{n}(x) \in C^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)$. Because of 1 ., the only point to consider is $x_{0}$. We first prove the following Lemmas 2.59 and 2.60.

Lemma 2.59. Let $g \in C^{s}\left(\mathbb{R}^{n}, \mathbb{R}\right)$.

1. Let $g(x)=o\left(\|x\|^{p}\right)$, where $p \leq s$, and $\alpha \in \mathbb{N}_{0}^{n}$ with $|\alpha| \leq p$. Then $\partial^{\alpha} g(x) \in$ $C^{s-|\alpha|}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ and $\partial^{\alpha} g(x)=o\left(\|x\|^{p-|\alpha|}\right)$.
2. Let $g(x)=O\left(\|x\|^{p}\right)$, where $p \leq s$, and $\alpha \in \mathbb{N}_{0}^{n}$ with $|\alpha| \leq p$. Then $\partial^{\alpha} g(x) \in C^{s-|\alpha|}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ and $\partial^{\alpha} g(x)=O\left(\|x\|^{p-|\alpha|}\right)$.

Proof: We prove 1.: The first statement follows by definition of the partial derivative. By Taylor's Theorem we have

$$
\begin{equation*}
g(x)=\sum_{|\beta| \leq s} \frac{\partial^{\beta} g(0)}{\beta!} x^{\beta}+\tilde{\varphi}(x) \tag{2.40}
\end{equation*}
$$

with $\tilde{\varphi}(x)=o\left(\|x\|^{s}\right)$. Since $g(x)=o\left(\|x\|^{p}\right)$, we have $\partial^{\beta} g(0)=0$ for all $|\beta| \leq p$. Taylor's Theorem for $\partial^{\alpha} g(x)$ yields

$$
\begin{equation*}
\partial^{\alpha} g(x)=\sum_{|\beta| \leq s-|\alpha|} \frac{\partial^{\alpha+\beta} g(0)}{\beta!} x^{\beta}+\varphi^{*}(x) \tag{2.41}
\end{equation*}
$$

with $\varphi^{*}(x)=o\left(\|x\|^{s-|\alpha|}\right)$. Since we know that $\partial^{\alpha+\beta} g(0)=0$ for $|\alpha+\beta| \leq p$,

$$
\partial^{\alpha} g(x)=\sum_{p+1-|\alpha| \leq|\beta| \leq s-|\alpha|} \frac{\partial^{\alpha+\beta} g(0)}{\beta!} x^{\beta}+\varphi^{*}(x)
$$

i.e. $\partial^{\alpha} g(x)=o\left(\|x\|^{p-|\alpha|}\right)$.

The proof of 2 . is similar, here we have $\partial^{\beta} g(0)=0$ for all $|\beta| \leq p-1$.

Lemma 2.60. Let $s, G, H \in \mathbb{N}$ with $s \geq G \geq H$. Let $g \in C^{s}\left(U, \mathbb{R}^{n}\right)$, where $U$ is an open neighborhood of 0 in $\mathbb{R}^{n}$, and let $g(x)=o\left(\|x\|^{G}\right)$ for $x \rightarrow 0$. Let $h(x)$ be a polynomial with respect to $x \in \mathbb{R}^{n}$ and let $c_{1}, c_{2}>0$ be such that $c_{1}\|x\|^{H} \leq h(x) \leq c_{2}\|x\|^{H}$ holds for all $x \in U$.

Then $\frac{g(x)}{h(x)} \in C^{G-H}\left(U, \mathbb{R}^{n}\right)$, where $\left(\partial^{\alpha} \frac{g}{h}\right)(x)=0$ for all $0 \leq|\alpha| \leq G-H$.
Proof: $\frac{g(x)}{h(x)} \in C^{s}\left(U \backslash\{0\}, \mathbb{R}^{n}\right)$, since $h(x) \neq 0$ for $x \in U \backslash\{0\}$. We show that for $k=|\alpha| \leq G-H$

$$
\begin{equation*}
\partial_{x}^{\alpha} \frac{g(x)}{h(x)}=\frac{g_{\alpha}(x)}{h_{\alpha}(x)} \tag{2.42}
\end{equation*}
$$

holds for all $x \in U \backslash\{0\}$ with functions $g_{\alpha}(x)=o\left(\|x\|^{G-k+\left(2^{k}-1\right) H}\right)$ for $x \rightarrow 0$ and $h_{\alpha}(x)=[h(x)]^{2^{k}}$, i.e. $c_{1}^{\prime}\|x\|^{2^{k} H} \leq h_{\alpha}(x) \leq c_{2}^{\prime}\|x\|^{2^{k} H}$. Then

$$
\begin{equation*}
\partial_{x}^{\alpha} \frac{g(x)}{h(x)}=o\left(\|x\|^{G-H-|\alpha|}\right) . \tag{2.43}
\end{equation*}
$$

We prove (2.42) by induction with respect to $k$. For $k=0,(2.42)$ is true. Denoting $\partial_{i}:=\frac{\partial}{\partial x_{i}}$, we have

$$
\partial_{i} \frac{g_{\alpha}(x)}{h_{\alpha}(x)}=\frac{\partial_{i} g_{\alpha}(x) \cdot h_{\alpha}(x)-\partial_{i} h_{\alpha}(x) \cdot g_{\alpha}(x)}{h_{\alpha}(x)^{2}}
$$

with $G-H-1 \geq|\alpha|=k \geq 0$. With $e_{i}=(0, \ldots, 0,1,0, \ldots, 0)$, where the 1 is at $i$-th position, set $g_{\alpha+e_{i}}(x):=\partial_{i} g_{\alpha}(x) \cdot h_{\alpha}(x)-\partial_{i} h_{\alpha}(x) \cdot g_{\alpha}(x)=$ $o\left(\|x\|^{G-k+\left(2^{k}-1\right) H+2^{k} H-1}\right)=o\left(\|x\|^{G-(k+1)+\left(2^{k+1}-1\right) H}\right)$ by Lemma 2.59. Moreover, $h_{\alpha+e_{i}}(x)=h_{\alpha}(x)^{2}$. This shows (2.42) and thus (2.43).

Hence, the partial derivatives of order $|\alpha| \leq G-H$ at the origin vanish. Indeed, for $\alpha=0$ this is clear by (2.43). For $|\alpha| \geq 1$ set $\alpha=\alpha^{\prime}+e_{i}$ with $\left|\alpha^{\prime}\right| \leq G-H-1$. We have

$$
\begin{aligned}
\partial^{\alpha^{\prime}+e_{i}} \frac{g(0)}{h(0)} & =\lim _{a \rightarrow 0} \frac{\partial^{\alpha^{\prime}} \frac{g\left(a e_{i}\right)}{h\left(a e_{i}\right)}}{a} \\
& \leq \lim _{a \rightarrow 0} \frac{o\left(|a|^{G-H-\left|\alpha^{\prime}\right|}\right)}{a} \quad \text { by }(2.43) \\
& =0 \quad \text { since } G-H-\left|\alpha^{\prime}\right| \geq 1
\end{aligned}
$$

where $a \in \mathbb{R}$ and $e_{i} \in \mathbb{R}^{n}$ is the $i$-th unit vector.
The partial derivatives are continuous since for $G-H-|\alpha| \geq 0$ we have $\lim _{x \rightarrow 0} \partial^{\alpha} \frac{g(x)}{h(x)}=\lim _{x \rightarrow 0} o\left(\|x\|^{G-H-|\alpha|}\right)=0$ by (2.43).

We prove 3. of Proposition 2.58: By Lemma 2.53 we have $V(x)=\mathfrak{n}(x)+$ $\varphi(x)$ with $\varphi \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}^{n}\right)$ and $\varphi(x)=o\left(\left\|x-x_{0}\right\|^{P}\right)$. Hence, for $x \in$ $A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$

$$
W(x)=\frac{V(x)}{\mathfrak{n}(x)}=1+\frac{\varphi(x)}{\mathfrak{n}(x)}
$$

Now set $g(x):=\varphi\left(x+x_{0}\right)$ and $h(x):=\mathfrak{n}\left(x+x_{0}\right)$ and use Lemma 2.60 and (2.39) where $G=P$ and $H=2$. This proves 3 .

We will later calculate the Taylor polynomial to use the local information which is encoded in it. The function $W(x)=\frac{V(x)}{\mathfrak{n}(x)}$ satisfies a certain partial differential equation. We will later approximate the function $W$ by $w$ and obtain an approximation $v_{W}(x)=w(x) \mathfrak{n}(x)$ of $V(x)$.

Example 2.61 We apply this procedure to the example (2.11) and calculate the following Taylor polynomial for $V$ of order four, which even turns out to be of order five:

$$
\mathfrak{h}(x, y)=\frac{1}{2} x^{2}+\frac{1}{2} y^{2}+x^{4}-\frac{3}{2} x^{3} y+\frac{11}{16} x^{2} y^{2}+\frac{1}{32} x y^{3}+\frac{3}{32} y^{4}
$$

In this case $\mathfrak{n}(x)=\mathfrak{h}(x)>0$ holds for all $x \neq x_{0}$.

### 2.3.5 Summary and Examples

In Section 2.3 we have defined the global Lyapunov functions $V$ and $T . T$ satisfies the equation $T^{\prime}(x)=-\bar{c}$ with a constant orbital derivative and thus is not defined in $x_{0}$. $V$ fulfills $V^{\prime}(x)=-p(x)$ where the function $p(x)$ satisfies the conditions of Theorem 2.46. In particular, $p\left(x_{0}\right)=0$ and thus $V$ is defined and smooth in $x_{0} . T$ and $V$ are both $C^{\sigma}$-functions, $T$ is defined on $A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and $V$ is defined on $A\left(x_{0}\right) . T$ provides information about the time which a solution takes from one point to another.

For the approximation, the equation $T^{\prime}(x)=-\bar{c}$ with a constant orbital derivative is preferable. Moreover, the function $p(x)$ requires knowledge about the position of $x_{0}$, whereas the constant $\bar{c}$ does not. The main disadvantage of $T$ is the fact, that $T$ is not defined in $x_{0}$.

The function $V$ is unique up to a constant. This relies on the smoothness of $V$ in $x_{0}$. The values of $T$, however, can be fixed arbitrarily on a noncharacteristic hypersurface. If we do the same with a function $V^{*}$ satisfying $\left(V^{*}\right)^{\prime}(x)=-p(x)$ for all $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$, i.e. we assume that $V^{*}(x)=H(x)$ holds for all $x \in \Omega$, where $\Omega$ is a non-characteristic hypersurface, then $V^{*}$ cannot be continued in a continuous way to $x_{0}$ in general and is only defined for $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$, similarly to $T$.

At the end of this section we give simple examples where we can explicitly calculate all different Lyapunov functions.

Example 2.62 We consider the linear scalar differential equation

$$
\dot{x}=a x
$$

with $x \in \mathbb{R}$ and $a=-\nu<0 . x_{0}=0$ is an exponentially asymptotically stable equilibrium. As a non-characteristic hypersurface we choose $\Omega=\{-1,1\}$. With the function $H: \Omega \rightarrow \mathbb{R}$ defined by $H(-1)=c_{-}, H(1)=c_{+}$we obtain the function

$$
T(x)=\bar{c} \frac{\ln |x|}{\nu}+c_{\mathrm{sgn}(x)} \text { for } x \neq 0 .
$$

Indeed, following the proof of Theorem 2.38 we determine $\theta(x)$ by $S_{\theta(x)} x \in \Omega$. Since $S_{t} x=x e^{a t},\left|S_{\theta} x\right|=1$ if and only if $\theta=\frac{1}{a} \ln \frac{1}{|x|}$. Now set $T(x)=$ $\bar{c} \theta(x)+H\left(S_{\theta(x)} x\right)$.

The functions $\mathfrak{v}$ and $V$ with $p(x)=x^{2}$ are given by $V(x)=\mathfrak{v}(x)=\frac{1}{2 \nu} x^{2}$, since the equation is linear, cf. Corollary 2.50. The function $\mathfrak{d}$ is not unique but only defined up to a constant, and is thus always $\mathfrak{d}(x)=c x^{2}$ with $c>0$ in the scalar case.

Example 2.63 Consider the nonlinear scalar differential equation

$$
\dot{x}=-x-x^{3} .
$$

$x_{0}=0$ is an asymptotically stable equilibrium. We calculate the different functions explicitly, cf. also Figure 2.2, where $p(x)=x^{2}, \Omega=\{-1,1\}$ and $H: \Omega \rightarrow \mathbb{R}$ is defined by $H(-1)=H(1)=0$. Then

$$
\begin{aligned}
\mathfrak{v}(x) & =\frac{1}{2} x^{2} \\
V(x) & =\frac{1}{2} \ln \left(1+x^{2}\right) \\
T(x) & =\frac{\bar{c}}{2} \ln \frac{2 x^{2}}{1+x^{2}} \\
L(x) & =\left(\frac{2 x^{2}}{1+x^{2}}\right)^{\frac{\bar{c}}{2}}
\end{aligned}
$$

For the function $\mathfrak{d}$ we have $\mathfrak{d}(x)=c x^{2}$ with any $c>0$, cf. the preceding example.

Proof: The solution $x(t)$ of the differential equation with initial value $x(0)=$ $\xi$ is calculated by separation and is given by

$$
x(t)=\frac{\frac{\xi}{\sqrt{1+\xi^{2}}} e^{-t}}{\sqrt{1-\frac{\xi^{2}}{1+\xi^{2}} e^{-2 t}}} \text { for } T \geq 0
$$

We calculate $V(x)$ satisfying $V^{\prime}(x)=-x^{2}$ and substitute $y=\frac{x}{\sqrt{1+x^{2}}} e^{-t}$. Note that $|y|<1$ for $t \geq 0$.


Fig. 2.2. The functions $\mathfrak{v}(x)$ (dotted), $V(x)$ (grey) and $T(x)$ (black solid) with $\bar{c}=1$, cf. Example 2.63. Note that $\mathfrak{v}$ is the Taylor polynomial of $V$ of order two and that $T(x)$ tends to $-\infty$ as $x$ approaches the equilibrium $x_{0}=0$.

$$
\begin{aligned}
V(x) & =\int_{0}^{\infty}\left(S_{t} x\right)^{2} d t=\int_{0}^{\infty} \frac{\frac{x^{2}}{1+x^{2}} e^{-2 t}}{1-\frac{x^{2}}{1+x^{2}} e^{-2 t}} d t=\int_{\frac{x}{\sqrt{1+x^{2}}}}^{0} \frac{y^{2}}{1-y^{2}} \frac{d y}{-y} \\
& =\int_{\frac{x}{\sqrt{1+x^{2}}}}^{0} \frac{-y}{1-y^{2}} d y=\left.\frac{1}{2} \ln \left(1-y^{2}\right)\right|_{\frac{x}{\sqrt{1+x^{2}}}} ^{0}=\frac{1}{2} \ln \left(1+x^{2}\right) .
\end{aligned}
$$

We calculate the function $\theta$ by $\left|S_{\theta(x)} x\right|^{2}=1$ for $x \neq 0$. Hence

$$
\begin{aligned}
\frac{x^{2}}{1+x^{2}} e^{-2 \theta} & =1-\frac{x^{2}}{1+x^{2}} e^{-2 \theta} \\
e^{-2 \theta} & =\frac{1+x^{2}}{2 x^{2}} \\
\theta(x) & =\frac{1}{2} \ln \frac{2 x^{2}}{1+x^{2}} .
\end{aligned}
$$

The function $T$ satisfying $T^{\prime}(x)=-\bar{c}$ and $T( \pm 1)=H( \pm 1)=0$ is then given by $T(x)=\bar{c} \theta(x)=\frac{\bar{c}}{2} \ln \frac{2 x^{2}}{1+x^{2}}$.

Thus, the function $L(x)=e^{T(x)}$ is given by $L(x)=\left(\frac{2 x^{2}}{1+x^{2}}\right)^{\frac{\bar{c}}{2}}$. The smoothness of $L$ at 0 depends on $\bar{c}$ : For $\bar{c}=1, L$ is continuous in zero but not differentiable since $\lim _{x \backslash 0} \frac{L(x)-L(0)}{x}=\lim _{x \backslash 0} \sqrt{\frac{2}{1+x^{2}}}=\sqrt{2}$ but $\lim _{x \nearrow 0} \frac{L(x)-L(0)}{x}=\lim _{x \backslash 0}\left(-\sqrt{\frac{2}{1+x^{2}}}\right)=-\sqrt{2}$.

## Radial Basis Functions

In order to construct a function with negative orbital derivative, we approximate the Lyapunov function $Q=V$ or $Q=T$ which satisfies the linear partial differential equation $V^{\prime}(x)=-p(x), T^{\prime}(x)=-\bar{c}$, respectively, by radial basis functions. Radial basis functions are a powerful tool to approximate multivariate functions or to solve partial differential equations. For an overview cf. [63], [11], [10], or [52], for a tutorial cf. [40]. The main advantage of this method is that it is meshless, i.e. no triangulation of the space $\mathbb{R}^{n}$ is needed.

We will first discuss how radial basis functions are used to interpolate a function by given values. This is used if the function values are only known on a grid and one is interested in reconstructing the original function. We will later indicate how we use this part of the radial basis functions theory in our setting. To interpolate a function $Q$ by given values on a grid $\left\{\xi_{1}, \ldots, \xi_{M}\right\}$, one uses an ansatz of a linear combination of shifted radial basis functions centered in each grid point, i.e. $q(x)=\sum_{k=1}^{M} \gamma_{k} \Psi\left(x-\xi_{k}\right)$ where $\Psi$ is a fixed function which often is of the form $\Psi(x)=\psi(\|x\|)$ and hence is called radial basis function. The coefficients $\gamma_{k}$ of the linear combination are determined by the claim that the values of the interpolant $q$ and the original function $Q$ are the same for all points of the grid, i.e. $q\left(\xi_{j}\right)=Q\left(\xi_{j}\right)$ for all $j=1, \ldots, M$. This condition is equivalent to a system of linear equations for $\gamma$; its size is the number of the grid points $M$. Error estimates of $|Q(x)-q(x)|$, i.e. the difference of the approximated function $Q$ to the approximation $q$, can be derived and depend on the density of the grid.

A generalization, however, enables us to interpolate functions via the values of a linear operator applied to the function, in our case via their orbital derivative. In other words, we approximate the solution of a linear partial differential equation. A combination of both, orbital derivatives and function values, is used to approximate solutions of a Cauchy problem in partial differential equations.

Let us explain the approximation with radial basis functions using a linear operator $D$, e.g. the orbital derivative $D Q(x)=Q^{\prime}(x)=\langle\nabla Q(x), f(x)\rangle$. We use the symmetric ansatz leading to a symmetric interpolation matrix $A$.

One defines a grid $\left\{x_{1}, \ldots, x_{N}\right\}$. The reconstruction (approximation) of a function $Q$ through the values of $Q^{\prime}$ on the grid is obtained by the ansatz $q(x)=\sum_{k=1}^{N} \beta_{k}\left\langle\left.\nabla_{y} \Psi(x-y)\right|_{y=x_{k}}, f\left(x_{k}\right)\right\rangle$. The function $\Psi$ is again the radial basis function. The coefficients $\beta_{k} \in \mathbb{R}$ are determined by the claim that $q^{\prime}\left(x_{j}\right)=Q^{\prime}\left(x_{j}\right)$ holds for all grid points $j=1, \ldots, N$. This is equivalent to a system of linear equations $A \beta=\alpha$ where the interpolation matrix $A$ and the right-hand side vector $\alpha$ are determined by the grid and the values $Q^{\prime}\left(x_{j}\right)$. The interpolation matrix $A$ is an $(N \times N)$ matrix, where $N$ is the number of grid points. We show that $A$ is positive definite and thus the linear equation has a unique solution $\beta$. Provided that $Q$ is smooth enough, one obtains an error estimate on $\left|Q^{\prime}(x)-q^{\prime}(x)\right|$ depending on the density of the grid.

While the interpolation of function values has been studied in detail since the 1970's, the interpolation via the values of a linear operator has only been considered since the 1990's. The values of such linear operators are also called Hermite-Birkhoff data. They have been studied, e.g. by Iske [38], Wu [67], Wendland [63] and Franke \& Schaback [17] and [18]. The last authors approximate the solution of a Cauchy problem in partial differential equations, cf. also [54]. This results in a mixed problem, combining different linear operators, cf. [17] and [18]. Their error estimates, however, use the fact that the linear operator is translation invariant and, hence, they study partial differential equations with constant coefficients. Our linear operator $D$, however, is the orbital derivative and is not translation invariant. Error estimates hence have to use different techniques, which are Taylor expansions in our case.

Since in our case the values of $Q^{\prime}(x)$ are known for all points, we are free to choose any grid, provided that the grid points are pairwise distinct and no equilibria. A denser grid provides a smaller error but on the other hand the condition number of the interpolation matrix becomes larger. Schaback observed this dilemma and called it the uncertainty principle for radial basis function interpolation, cf. [53]. Iske, [39] or [40], showed that the optimal choice to obtain a dense grid and, at the same time, a large minimal distance of grid points which corresponds to a small condition number of the linear equation, is the hexagonal grid and its generalizations to higher dimensions. Thus, we use such a grid in general, however, we can add additional points where the grid appears not to be dense enough.

We are interested in the determination of the basin of attraction of an equilibrium $x_{0}$. As we have seen in the last chapter, the key is to construct a Lyapunov function $q$, i.e. a function with negative orbital derivative in a set $K \backslash\left\{x_{0}\right\}$ with $x_{0} \in \stackrel{\circ}{K}$. Then there exists a sublevel set of $q$ in $K$ by Theorem 2.45 , which is a Lyapunov basin and thus a subset of the basin of attraction by Theorem 2.24.

Since we are not able to determine a Lyapunov function explicitly in general, we will approximate a Lyapunov function $Q$ by the approximation $q$ using radial basis functions. In Chapter 2 we have proved the existence of the Lyapunov functions $Q=T$ and $Q=V$ which have

- known orbital derivatives in the basin of attraction
- and, in the case of $T$, known values at a non-characteristic hypersurface.

In other words, $V$ satisfies a linear partial differential equation and $T$ a Cauchy problem. We have shown that these problems have unique and smooth solutions. Using radial basis functions, we are thus able to approximate $V, T$, respectively. It turns out that the approximation itself has negative orbital derivative and thus is a Lyapunov function.

In this chapter we will present the facts from radial basis function theory that are needed for our goals. We consider a general function $Q$ which later will be one of the Lyapunov functions $T$ or $V$ of Chapter 2. More details of this application to Lyapunov functions will be studied in Chapters 4 and 5.

The approximation is explained in Section 3.1, whereas the error estimates are given in Section 3.2. As radial basis functions we use the Wendland functions, which have compact support and are polynomials on their support.

### 3.1 Approximation

Radial basis functions are a powerful tool to approximate multivariate functions. The basic idea is to interpolate a function $Q$ by given values on a grid. One uses an ansatz of a linear combination of shifted radial basis functions centered in each grid point. The shifted radial basis function is thus a function of the distance to the respective grid point. The coefficients of the linear combination are determined by the claim that the values of the interpolant $q$ and the original function $Q$ are the same for all points of the grid. One obtains the coefficients by solving a system of linear equations; its size is determined by the number of the grid points. In Section 3.1.1 the values of the function and in Section 3.1.2 the values of a general linear operator, in particular the orbital derivative, are given on a grid. Section 3.1.3 considers the case where the values of two different linear operators, in particular the functions values and the values of the orbital derivatives, are prescribed; this is called mixed approximation. In Section 3.1.4 we present the Wendland functions, the family of radial basis functions which is used in this book.

### 3.1.1 Approximation via Function Values

Consider a function $Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$. Assume, the values $Q\left(\xi_{k}\right)$ are given for all points $\xi_{k} \in X_{M}^{0}$, where $X_{M}^{0}=\left\{\xi_{1}, \ldots, \xi_{M}\right\} \subset \mathbb{R}^{n}$ is a set of pairwise distinct points. For the approximant $q: \mathbb{R}^{n} \rightarrow \mathbb{R}$ we make the following ansatz:

$$
\begin{equation*}
q(x)=\sum_{k=1}^{M} \gamma_{k} \Psi\left(x-\xi_{k}\right) \tag{3.1}
\end{equation*}
$$

where $\Psi(x):=\psi(\|x\|)$ is a fixed function, the radial basis function. Note that many results also hold for functions $\Psi$ which are not of this special form. We, however, assume in the following that $\Psi$ is a function of $\|x\|$.

The coefficients $\gamma_{k} \in \mathbb{R}$ are determined by the claim that

$$
\begin{equation*}
Q\left(\xi_{j}\right)=q\left(\xi_{j}\right) \tag{3.2}
\end{equation*}
$$

holds for all $\xi_{j} \in X_{M}^{0}$. Plugging the ansatz (3.1) into (3.2) one obtains

$$
Q\left(\xi_{j}\right)=\sum_{k=1}^{M} \gamma_{k} \Psi\left(\xi_{j}-\xi_{k}\right)
$$

for all $j=1, \ldots, M$. This is equivalent to the following system of linear equations with interpolation matrix $A^{0}=\left(a_{j k}^{0}\right)_{j, k=1, \ldots, M}$ and vector $\alpha^{0}=$ $\left(\alpha_{j}^{0}\right)_{j=1, \ldots, M}$

$$
\begin{aligned}
A^{0} \gamma & =\alpha^{0}, \\
\text { where } a_{j k}^{0} & =\Psi\left(\xi_{j}-\xi_{k}\right) \\
\text { and } \alpha_{j}^{0} & =Q\left(\xi_{j}\right) .
\end{aligned}
$$

Note that the interpolation matrix $A^{0}$ is symmetric by construction.
Definition 3.1 (Interpolation problem, function values). Let $X_{M}^{0}$ be a grid with pairwise distinct points and $Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$.

The interpolation matrix $A^{0}=\left(a_{j k}^{0}\right)_{j, k=1, \ldots, M}$ is given by

$$
a_{j k}^{0}=\Psi\left(\xi_{j}-\xi_{k}\right) .
$$

The reconstruction $q$ of $Q$ with respect to the grid $X_{M}^{0}$ is given by

$$
q(x)=\sum_{k=1}^{M} \gamma_{k} \Psi\left(x-\xi_{k}\right)
$$

where $\gamma$ is the solution of $A^{0} \gamma=\alpha^{0}$ with $\alpha_{j}^{0}=Q\left(\xi_{j}\right)$ and $\Psi \in C^{0}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ is a radial basis function.
For existence and uniqueness of the solution $\gamma$, the interpolation matrix $A^{0}$ must have full rank. We will even show that $A^{0}$ is positive definite. Note that the matrix $A^{0}$ depends on the grid $X_{M}^{0}$ and on $\Psi$. A function $\Psi$ for which the interpolation matrix $A^{0}$ is positive definite for all grids $X_{M}^{0}$ is called a positive definite function.

Definition 3.2 (Positive definite function). A function $\Psi \in C^{0}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ is called positive definite, if for all $M \in \mathbb{N}$ and all grids $X_{M}^{0}=\left\{\xi_{1}, \ldots, \xi_{M}\right\}$ with pairwise distinct points $\xi_{k}$

$$
\begin{equation*}
\gamma^{T} A^{0} \gamma=\sum_{j, k=1}^{M} \gamma_{j} \gamma_{k} \Psi\left(\xi_{j}-\xi_{k}\right)>0 \tag{3.3}
\end{equation*}
$$

holds for all $\gamma=\left(\gamma_{1}, \ldots, \gamma_{M}\right) \in \mathbb{R}^{M} \backslash\{0\}$, where $A^{0}$ is defined as in Definition 3.1.

More generally, one defines conditionally positive definite functions of a certain degree, for which (3.3) only holds for all $\gamma$ satisfying additional conditions. On the other hand the ansatz for $q$ then includes polynomials of a certain degree in order to achieve uniqueness of the solution. Many radial basis functions such as thin plate splines and Multiquadrics are only conditionally positive definite. Since the Wendland functions, which will be used in this book, are positive definite functions, we restrict ourselves to positive definite functions in the following.

Definition 3.2 implies the following lemma.
Lemma 3.3. Let $\Psi(x)=\psi(\|x\|)$ be a positive definite function.
Then for all grids $X_{M}^{0}$ with pairwise distinct points and all functions $Q$ the corresponding interpolation problem, cf. Definition 3.1, has a unique solution. The interpolation matrix $A^{0}$ is symmetric and positive definite.

Since $A^{0}$ is symmetric and positive definite, one can use the Cholesky-method, cf. for instance [55], p. 37, to solve the system of linear equations. When using a denser grid one can thus use the information of the points calculated before.

A criterion for a function $\Psi$ to be positive definite using its Fourier transform will be given in Section 3.2.2. The Wendland functions are positive definite functions; they will be introduced in Section 3.1.4.

### 3.1.2 Approximation via Orbital Derivatives

In this section we use a generalization of the radial basis function theory, cf. [38], [17], [63]: The approximating function is not obtained by interpolation of the function values, but by interpolation of the values of a linear operator applied to the function. The interpolation of function values discussed in Section 3.1.1 is a special case where the linear operator is the identity, i.e. $D=\mathrm{id}$. In this section we study a general linear operator $D$. In two subsections we later calculate the explicit formulas for $D$ being the orbital derivative, i.e. $D Q(x)=Q^{\prime}(x)=\langle\nabla Q(x), f(x)\rangle$, and for the operator $D_{m}$ of the orbital derivative and multiplication with the scalar-valued function $m(x)$, namely $D_{m} Q(x)=Q^{\prime}(x)+m(x) Q(x)$.

Consider a function $Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$, which is smooth enough such that $D Q$ is defined. For example, if $Q$ is the orbital derivative then we claim that $Q \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$. Assume that the values $\left(\delta_{x_{k}} \circ D\right)^{x} Q(x)=(D Q)\left(x_{k}\right)$ are known for all points $x_{k} \in X_{N}$, where $X_{N}=\left\{x_{1}, \ldots, x_{N}\right\}$ is a set of pairwise distinct points. Here, $\delta_{x_{k}}$ denotes Dirac's $\delta$-operator, i.e. $\delta_{x_{k}} Q(x)=Q\left(x_{k}\right)$ and the superscript $x$ denotes the application of the operator with respect to the variable $x$. For the approximant $q: \mathbb{R}^{n} \rightarrow \mathbb{R}$ we make the following ansatz:

$$
\begin{equation*}
q(x)=\sum_{k=1}^{N} \beta_{k}\left(\delta_{x_{k}} \circ D\right)^{y} \Psi(x-y) \tag{3.4}
\end{equation*}
$$

where $\Psi(x):=\psi(\|x\|)$ is a fixed function, the radial basis function, and $\beta_{k} \in \mathbb{R}$. Note that this ansatz requires a certain smoothness of the function $\Psi$ if the operator $D$ is a differential operator. The advantage of this ansatz including the operator $D$ is, as it turns out, that the interpolation matrix $A$ will be symmetric. Note that for $D=$ id the ansatz (3.4) is (3.1). Using a different ansatz than (3.4) which does not include the operator $D$, results in the unsymmetric approach, cf. Kansa [43] and [44]. We, however, will concentrate on the symmetric approach in this book.

The coefficients $\beta_{k}$ are determined by the claim that

$$
\begin{equation*}
\left(\delta_{x_{j}} \circ D\right)^{x} Q(x)=\left(\delta_{x_{j}} \circ D\right)^{x} q(x) \tag{3.5}
\end{equation*}
$$

holds for all $x_{j} \in X_{N}$, i.e. $D Q\left(x_{j}\right)=D q\left(x_{j}\right)$. Plugging the ansatz (3.4) into (3.5) one obtains

$$
\begin{aligned}
\left(\delta_{x_{j}} \circ D\right)^{x} Q(x) & =\left(\delta_{x_{j}} \circ D\right)^{x} q(x) \\
& =\sum_{k=1}^{N}\left(\delta_{x_{j}} \circ D\right)^{x}\left(\delta_{x_{k}} \circ D\right)^{y} \Psi(x-y) \beta_{k}
\end{aligned}
$$

for all $j=1, \ldots, N$, since $D$ is a linear operator. This is equivalent to the following system of linear equations with interpolation matrix $A=$ $\left(a_{j k}\right)_{j, k=1, \ldots, N}$ and vector $\alpha=\left(\alpha_{j}\right)_{j=1, \ldots, N}$

$$
\begin{aligned}
A \beta & =\alpha, \\
\text { where } a_{j k} & =\left(\delta_{x_{j}} \circ D\right)^{x}\left(\delta_{x_{k}} \circ D\right)^{y} \Psi(x-y) \\
\text { and } \alpha_{j} & =\left(\delta_{x_{j}} \circ D\right)^{x} Q(x) .
\end{aligned}
$$

$A$ clearly is a symmetric matrix. Note that $\Psi$ has to be smooth enough to apply the operator $D$ twice to $\Psi$. If, for example, $D$ is a differential operator of first order as the orbital derivative, $\Psi$ has to be at least $C^{2}$. We summarize the interpolation problem for a general linear operator $D$.

Definition 3.4 (Interpolation problem, operator). Let $X_{N}$ be a grid with pairwise distinct points and $Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$. Let $D$ be a linear operator.

The interpolation matrix $A=\left(a_{j k}\right)_{j, k=1, \ldots, N}$ is given by

$$
\begin{equation*}
a_{j k}=\left(\delta_{x_{j}} \circ D\right)^{x}\left(\delta_{x_{k}} \circ D\right)^{y} \Psi(x-y) \tag{3.6}
\end{equation*}
$$

The reconstruction $q$ of $Q$ with respect to the grid $X_{N}$ and the operator $D$ is given by

$$
q(x)=\sum_{k=1}^{N} \beta_{k}\left(\delta_{x_{k}} \circ D\right)^{y} \Psi(x-y),
$$

where $\beta$ is the solution of $A \beta=\alpha$ with $\alpha_{j}=\left(\delta_{x_{j}} \circ D\right)^{x} Q(x)$. Note that $Q$ and $\Psi$ have to be smooth enough in order to apply $D$.

For existence and uniqueness of the solution $\beta$, the interpolation matrix $A$ must have full rank. We will even obtain a positive definite matrix $A$ for grids which include no equilibrium point. A criterion for the function $\Psi$ to guarantee that all interpolation matrices are positive definite will be given in Section 3.2.2. The Wendland functions are functions with which one obtains positive definite interpolation matrices.

We will now consider the operator $D$ of the orbital derivative in more detail. Later, we consider the linear operator $D_{m}$, defined by $D_{m} Q(x)=$ $Q^{\prime}(x)+m(x) \cdot Q(x)$ which combines orbital derivative and multiplication with a scalar-valued function $m$.

## Orbital Derivative

We consider the autonomous differential equation $\dot{x}=f(x), x \in \mathbb{R}^{n}$. Let $x_{0}$ be an equilibrium point of the corresponding dynamical system.

We consider the linear operator of the orbital derivative

$$
D Q(x):=\langle\nabla Q(x), f(x)\rangle=Q^{\prime}(x)
$$

Let $X_{N}=\left\{x_{1}, \ldots, x_{N}\right\} \subset \mathbb{R}^{n}$ be a set of pairwise distinct points, which are no equilibrium points, i.e. $f\left(x_{j}\right) \neq 0$ for all $j=1, \ldots, N$. If $x_{j}$ was an equilibrium point, then we would have $a_{j k}=0$ for all $k=1, \ldots, N$ since $f\left(x_{j}\right)=0$, cf. (3.6) and the definition of $D$. Hence, $A$ would be a singular matrix. Later we will see that for suitable radial basis functions, e.g. the Wendland functions, excluding equilibrium points is not only a necessary but also a sufficient condition for the positive definiteness of the interpolation matrix, cf. Proposition 3.23.

Let $\Psi(x):=\psi(\|x\|)$ be a suitable radial basis function with $\Psi \in C^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$. We calculate the matrix elements $a_{j k}$ of $A$ defined in Definition 3.4.
Proposition 3.5 Let $D$ be given by

$$
D Q(x)=\langle\nabla Q(x), f(x)\rangle
$$

Let $\Psi(x):=\psi(\|x\|)$ with $\Psi \in C^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$. Define $\psi_{1}$ and $\psi_{2}$ by

$$
\begin{align*}
& \psi_{1}(r)=\frac{\frac{d}{d r} \psi(r)}{r} \text { for } r>0  \tag{3.7}\\
& \psi_{2}(r)= \begin{cases}\frac{d}{d r} \psi_{1}(r) & \text { for } r>0 \\
0 & \text { for } r=0\end{cases} \tag{3.8}
\end{align*}
$$

Let $\psi$ be such that $\frac{d}{d r} \psi(r)=O(r), \psi_{1}$ can be extended continuously to 0 and $\frac{d}{d r} \psi_{1}(r)=O(1)$ for $r \rightarrow 0$.

The matrix elements $a_{j k}$ of the interpolation matrix $A$ in Definition 3.4 are then given by

$$
\begin{align*}
a_{j k}= & \psi_{2}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle x_{j}-x_{k}, f\left(x_{j}\right)\right\rangle\left\langle x_{k}-x_{j}, f\left(x_{k}\right)\right\rangle \\
& -\psi_{1}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle f\left(x_{j}\right), f\left(x_{k}\right)\right\rangle . \tag{3.9}
\end{align*}
$$

The approximant $q$ and its orbital derivative are given by

$$
\begin{aligned}
q(x)= & \sum_{k=1}^{N} \beta_{k}\left\langle x_{k}-x, f\left(x_{k}\right)\right\rangle \psi_{1}\left(\left\|x-x_{k}\right\|\right) \\
q^{\prime}(x)= & \sum_{k=1}^{N} \beta_{k}\left[\psi_{2}\left(\left\|x-x_{k}\right\|\right)\left\langle x-x_{k}, f(x)\right\rangle\left\langle x_{k}-x, f\left(x_{k}\right)\right\rangle\right. \\
& \left.-\psi_{1}\left(\left\|x-x_{k}\right\|\right)\left\langle f(x), f\left(x_{k}\right)\right\rangle\right] .
\end{aligned}
$$

Proof: The assumptions on $\psi_{1}$ imply that $\psi_{2}(r)=O\left(\frac{1}{r}\right)$ holds for $r \rightarrow 0$. Thus, for the first term of (3.9) we have $\psi_{2}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle x_{j}-x_{k}, f\left(x_{j}\right)\right\rangle\left\langle x_{k}-\right.$ $\left.x_{j}, f\left(x_{k}\right)\right\rangle=O\left(\left\|x_{j}-x_{k}\right\|\right)$ for $r=\left\|x_{j}-x_{k}\right\| \rightarrow 0$. Hence, the terms in (3.9) are well-defined and continuous for $\left\|x_{j}-x_{k}\right\|=r \in[0, \infty)$.

For the following calculation we denote ${ }^{\prime}=\frac{d}{d r}$. By (3.6) we have for $x_{j} \neq x_{k}$

$$
\begin{aligned}
a_{j k}= & \left(\delta_{x_{j}} \circ D\right)^{x}\left(\delta_{x_{k}} \circ D\right)^{y} \Psi(x-y) \\
= & \left(\delta_{x_{j}} \circ D\right)^{x}\left\langle\left.\nabla_{y} \psi(\|x-y\|)\right|_{y=x_{k}}, f\left(x_{k}\right)\right\rangle \\
= & \left(\delta_{x_{j}} \circ D\right)^{x}\left[\frac{\psi^{\prime}\left(\left\|x-x_{k}\right\|\right)}{\left\|x-x_{k}\right\|}\left\langle x_{k}-x, f\left(x_{k}\right)\right\rangle\right] \\
= & \left(\delta_{x_{j}} \circ D\right)^{x}\left[\psi_{1}\left(\left\|x-x_{k}\right\|\right)\left\langle x_{k}-x, f\left(x_{k}\right)\right\rangle\right] \\
= & \left.\frac{\psi_{1}^{\prime}\left(\left\|x-x_{k}\right\|\right)}{\left\|x-x_{k}\right\|}\left\langle x-x_{k}, f(x)\right\rangle\left\langle x_{k}-x, f\left(x_{k}\right)\right\rangle\right|_{x=x_{j}} \\
& -\psi_{1}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle f\left(x_{j}\right), f\left(x_{k}\right)\right\rangle \\
= & \psi_{2}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle x_{j}-x_{k}, f\left(x_{j}\right)\right\rangle\left\langle x_{k}-x_{j}, f\left(x_{k}\right)\right\rangle \\
& -\psi_{1}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle f\left(x_{j}\right), f\left(x_{k}\right)\right\rangle .
\end{aligned}
$$

For $x_{j}=x_{k}$ we have $a_{j j}=-\psi_{1}(0)\left\|f\left(x_{j}\right)\right\|^{2}$. The formulas for $q(x)$ and $q^{\prime}(x)$ follow by similar calculations.

## Orbital Derivative and Multiplication

We consider again the autonomous differential equation $\dot{x}=f(x)$ as above with equilibrium $x_{0}$. We fix a function $m: \mathbb{R}^{n} \backslash\left\{x_{0}\right\} \rightarrow \mathbb{R}$ which is continuous in $\mathbb{R}^{n} \backslash\left\{x_{0}\right\}$ and bounded for $x \rightarrow x_{0} . m$ will later be the function defined in Proposition 3.38. We consider the linear operator $D_{m}$ defined by $D_{m} Q(x):=$ $Q^{\prime}(x)+m(x) Q(x)$. We calculate the matrix elements of $A$ defined in Definition 3.4 for the operator $D_{m}$.

Proposition 3.6 Let $X_{N}=\left\{x_{1}, \ldots, x_{N}\right\}$ be a set of pairwise distinct points, which are no equilibrium points. Let $m: \mathbb{R}^{n} \backslash\left\{x_{0}\right\} \rightarrow \mathbb{R}$ be continuous in $\mathbb{R}^{n} \backslash\left\{x_{0}\right\}$ and bounded for $x \rightarrow x_{0}$. Let $D=D_{m}$ be given by

$$
D_{m} Q(x):=\langle\nabla Q(x), f(x)\rangle+m(x) Q(x)=Q^{\prime}(x)+m(x) Q(x) .
$$

Let $\Psi(x):=\psi(\|x\|)$ with $\Psi \in C^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$. Moreover, let $\psi$ satisfy the assumptions of Proposition 3.5, where $\psi_{1}$ and $\psi_{2}$ are defined by (3.7) and (3.8).

The matrix elements $a_{j k}$ of the interpolation matrix $A$ in Definition 3.4 are then given by

$$
\begin{align*}
a_{j k}= & \psi_{2}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle x_{j}-x_{k}, f\left(x_{j}\right)\right\rangle\left\langle x_{k}-x_{j}, f\left(x_{k}\right)\right\rangle \\
& -\psi_{1}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle f\left(x_{j}\right), f\left(x_{k}\right)\right\rangle \\
& +m\left(x_{k}\right) \psi_{1}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle x_{j}-x_{k}, f\left(x_{j}\right)\right\rangle \\
& +m\left(x_{j}\right) \psi_{1}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle x_{k}-x_{j}, f\left(x_{k}\right)\right\rangle \\
& +m\left(x_{j}\right) m\left(x_{k}\right) \psi\left(\left\|x_{j}-x_{k}\right\|\right) . \tag{3.10}
\end{align*}
$$

The approximant $q$ and its orbital derivative $q^{\prime}$ are given by

$$
\begin{aligned}
q(x)= & \sum_{k=1}^{N} \beta_{k}\left[\left\langle x_{k}-x, f\left(x_{k}\right)\right\rangle \psi_{1}\left(\left\|x-x_{k}\right\|\right)+m\left(x_{k}\right) \psi\left(\left\|x-x_{k}\right\|\right)\right] \\
q^{\prime}(x)= & \sum_{k=1}^{N} \beta_{k}\left[\psi_{2}\left(\left\|x-x_{k}\right\|\right)\left\langle x-x_{k}, f(x)\right\rangle\left\langle x_{k}-x, f\left(x_{k}\right)\right\rangle\right. \\
& -\psi_{1}\left(\left\|x-x_{k}\right\|\right)\left\langle f(x), f\left(x_{k}\right)\right\rangle \\
& \left.+m\left(x_{k}\right) \psi_{1}\left(\left\|x-x_{k}\right\|\right)\left\langle x-x_{k}, f(x)\right\rangle\right] .
\end{aligned}
$$

Proof: The terms in (3.10) are well-defined and continuous with respect to $r=\left\|x_{j}-x_{k}\right\| \in[0, \infty)$ for $x_{j} \neq x_{0}$ and $x_{k} \neq x_{0}$, cf. the proof of Proposition 3.5. By (3.6) we have

$$
\begin{aligned}
a_{j k}= & \left(\delta_{x_{j}} \circ D_{m}\right)^{x}\left(\delta_{x_{k}} \circ D_{m}\right)^{y} \psi(\|x-y\|) \\
= & \left(\delta_{x_{j}} \circ D_{m}\right)^{x}\left(\psi_{1}\left(\left\|x-x_{k}\right\|\right)\left\langle x_{k}-x, f\left(x_{k}\right)\right\rangle+m\left(x_{k}\right) \psi\left(\left\|x-x_{k}\right\|\right)\right) \\
= & \left.\frac{\psi_{1}^{\prime}\left(\left\|x-x_{k}\right\|\right)}{\left\|x-x_{k}\right\|}\left\langle x-x_{k}, f(x)\right\rangle\left\langle x_{k}-x, f\left(x_{k}\right)\right\rangle\right|_{x=x_{j}} \\
& -\psi_{1}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle f\left(x_{j}\right), f\left(x_{k}\right)\right\rangle \\
& +\left.m\left(x_{k}\right) \frac{\psi^{\prime}\left(\left\|x-x_{k}\right\|\right)}{\left\|x-x_{k}\right\|}\left\langle x-x_{k}, f(x)\right\rangle\right|_{x=x_{j}} \\
& +m\left(x_{j}\right) \psi_{1}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle x_{k}-x_{j}, f\left(x_{k}\right)\right\rangle+m\left(x_{j}\right) m\left(x_{k}\right) \psi\left(\left\|x_{j}-x_{k}\right\|\right)
\end{aligned}
$$

The formulas for $q(x)$ and $q^{\prime}(x)$ follow by similar calculations.

### 3.1.3 Mixed Approximation

We combine the Sections 3.1.1 and 3.1.2 to a mixed approximation. Because of the linearity of the ansatz, one can consider two or more different operators.

With this ansatz one can, for instance, approximate solutions of a Cauchy problem for partial differential equations, cf. [17].

We restrict ourselves to the case of the two linear operators $D^{0}=\mathrm{id}$ and $D$. $D$ will later be the orbital derivative. Hence, we assume that for the function $Q$

- the function values $Q(x)$ are known on the grid $x \in X_{M}^{0}$ and
- the values of $D Q(x)$ are known on the grid $x \in X_{N}$.

This information will be used to reconstruct $Q$ by an approximant $q$, which interpolates the above data.

We choose two grids, $X_{N}:=\left\{x_{1}, \ldots, x_{N}\right\}$ and $X_{M}^{0}:=\left\{\xi_{1}, \ldots, \xi_{M}\right\}$. The mixed ansatz for the approximant $q$ of the function $Q$ is

$$
\begin{equation*}
q(x)=\sum_{k=1}^{N} \beta_{k}\left(\delta_{x_{k}} \circ D\right)^{y} \Psi(x-y)+\sum_{k=1}^{M} \gamma_{k}\left(\delta_{\xi_{k}} \circ D^{0}\right)^{y} \Psi(x-y), \tag{3.11}
\end{equation*}
$$

where $D^{0}=$ id. The coefficients $\beta_{k}, \gamma_{k} \in \mathbb{R}$ are determined by the claim that

$$
\begin{align*}
\left(\delta_{x_{j}} \circ D\right)^{x} Q(x) & =\left(\delta_{x_{j}} \circ D\right)^{x} q(x)  \tag{3.12}\\
\left(\delta_{\xi_{i}} \circ D^{0}\right)^{x} Q(x) & =\left(\delta_{\xi_{i}} \circ D^{0}\right)^{x} q(x) \tag{3.13}
\end{align*}
$$

holds for all $x_{j} \in X_{N}$ and all $\xi_{i} \in X_{M}^{0}$. Plugging the ansatz (3.11) into both (3.12) and (3.13), one obtains

$$
\begin{aligned}
\left(\delta_{x_{j}} \circ D\right)^{x} Q(x)= & \sum_{k=1}^{N} \beta_{k}\left(\delta_{x_{j}} \circ D\right)^{x}\left(\delta_{x_{k}} \circ D\right)^{y} \Psi(x-y) \\
& +\sum_{k=1}^{M} \gamma_{k}\left(\delta_{x_{j}} \circ D\right)^{x}\left(\delta_{\xi_{k}} \circ D^{0}\right)^{y} \Psi(x-y) \\
\text { and }\left(\delta_{\xi_{i}} \circ D^{0}\right)^{x} Q(x)= & \sum_{k=1}^{N} \beta_{k}\left(\delta_{\xi_{i}} \circ D^{0}\right)^{x}\left(\delta_{x_{k}} \circ D\right)^{y} \Psi(x-y) \\
& +\sum_{k=1}^{M} \gamma_{k}\left(\delta_{\xi_{i}} \circ D^{0}\right)^{x}\left(\delta_{\xi_{k}} \circ D^{0}\right)^{y} \Psi(x-y)
\end{aligned}
$$

for all $j=1, \ldots, N$ and $i=1, \ldots, M$. This is equivalent to the following system of linear equations $\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)\binom{\beta}{\gamma}=\binom{\alpha}{\alpha^{0}}$. For the definition of the matrices, cf. the following definition, where we summarize the mixed interpolation problem.

Definition 3.7 (Mixed interpolation problem). Let $X_{N}=\left\{x_{1}, \ldots, x_{N}\right\}$ and $X_{M}^{0}=\left\{\xi_{1}, \ldots, \xi_{M}\right\}$ be grids with pairwise distinct points, respectively, and $Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$. Let $D$ and $D^{0}=i d$ be linear operators.

The interpolation matrix $\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)$ has the matrices $A=\left(a_{j k}\right)_{j, k=1, \ldots, N}$, $C=\left(c_{j k}\right)_{j=1, \ldots, N, k=1, \ldots, M}$ and $A^{0}=\left(a_{j k}^{0}\right)_{j, k=1, \ldots, M}$ with elements

$$
\begin{aligned}
a_{j k} & =\left(\delta_{x_{j}} \circ D\right)^{x}\left(\delta_{x_{k}} \circ D\right)^{y} \Psi(x-y) \\
c_{j k} & =\left(\delta_{x_{j}} \circ D\right)^{x}\left(\delta_{\xi_{k}} \circ D^{0}\right)^{y} \Psi(x-y) \\
a_{j k}^{0} & =\left(\delta_{\xi_{j}} \circ D^{0}\right)^{x}\left(\delta_{\xi_{k}} \circ D^{0}\right)^{y} \Psi(x-y)
\end{aligned}
$$

The reconstruction $q$ of $Q$ with respect to the grids $X_{N}$ and $X_{M}^{0}$ and the operators $D$ and $D^{0}$ is given by

$$
q(x)=\sum_{k=1}^{N} \beta_{k}\left(\delta_{x_{k}} \circ D\right)^{y} \Psi(x-y)+\sum_{k=1}^{M} \gamma_{k}\left(\delta_{\xi_{k}} \circ D^{0}\right)^{y} \Psi(x-y)
$$

where $(\beta, \gamma)$ is the solution of $\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)\binom{\beta}{\gamma}=\binom{\alpha}{\alpha^{0}}$. The vectors $\alpha$ and $\alpha^{0}$ are given by $\alpha_{j}=\left(\delta_{x_{j}} \circ D\right)^{x} Q(x)$ and $\alpha_{i}^{0}=\left(\delta_{\xi_{i}} \circ D^{0}\right)^{x} Q(x)$.

Under certain assumptions we will obtain a positive definite matrix $\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)$ if the grid $X_{N}$ includes no equilibrium point.

We consider the autonomous differential equation $\dot{x}=f(x)$. Let $x_{0}$ be an equilibrium point. We consider the linear operator of the orbital derivative $D Q(x)=Q^{\prime}(x)$ and calculate the matrix elements of $A, C$ and $A^{0}$ defined in Definition 3.7.

Proposition 3.8 Let $D$ be given by

$$
D Q(x)=Q^{\prime}(x)=\langle\nabla Q(x), f(x)\rangle
$$

Let $\Psi(x):=\psi(\|x\|)$ with $\Psi \in C^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$. Moreover, let $\psi$ satisfy the assumptions of Proposition 3.5, where $\psi_{1}$ and $\psi_{2}$ are defined by (3.7) and (3.8).

The matrix elements $a_{j k}, c_{j k}$ and $a_{j k}^{0}$ of the interpolation matrix $\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)$ in Definition 3.7 are then given by

$$
\begin{align*}
a_{j k}= & \psi_{2}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle x_{j}-x_{k}, f\left(x_{j}\right)\right\rangle\left\langle x_{k}-x_{j}, f\left(x_{k}\right)\right\rangle \\
& -\psi_{1}\left(\left\|x_{j}-x_{k}\right\|\right)\left\langle f\left(x_{j}\right), f\left(x_{k}\right)\right\rangle  \tag{3.14}\\
c_{j k}= & \psi_{1}\left(\left\|x_{j}-\xi_{k}\right\|\right)\left\langle x_{j}-\xi_{k}, f\left(x_{j}\right)\right\rangle  \tag{3.15}\\
a_{j k}^{0}= & \psi\left(\left\|\xi_{j}-\xi_{k}\right\|\right) . \tag{3.16}
\end{align*}
$$

The approximant $q$ and its orbital derivative are given by

$$
\begin{aligned}
q(x)= & \sum_{k=1}^{N} \beta_{k} \psi_{1}\left(\left\|x-x_{k}\right\|\right)\left\langle x_{k}-x, f\left(x_{k}\right)\right\rangle+\sum_{k=1}^{M} \gamma_{k} \psi\left(\left\|x-\xi_{k}\right\|\right), \\
q^{\prime}(x)= & \sum_{k=1}^{N} \beta_{k}\left[\psi_{2}\left(\left\|x-x_{k}\right\|\right)\left\langle x-x_{k}, f(x)\right\rangle\left\langle x_{k}-x, f\left(x_{k}\right)\right\rangle\right. \\
& \left.-\psi_{1}\left(\left\|x-x_{k}\right\|\right)\left\langle f(x), f\left(x_{k}\right)\right\rangle\right] \\
& +\sum_{k=1}^{M} \gamma_{k} \psi_{1}\left(\left\|x-\xi_{k}\right\|\right)\left\langle x-\xi_{k}, f(x)\right\rangle,
\end{aligned}
$$

where $\binom{\beta}{\gamma}$ is the solution of $\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)\binom{\beta}{\gamma}=\binom{\alpha}{\alpha^{0}}$.
The vectors $\alpha$ and $\alpha^{0}$ are given by $\alpha_{j}=Q^{\prime}\left(x_{j}\right)$ and $\alpha_{i}^{0}=Q\left(\xi_{i}\right)$.
Proof: The matrix elements of $A$ have already been calculated in Proposition 3.5 , cf. (3.9). For the elements of $C$ we have

$$
\begin{aligned}
c_{j k} & =\left(\delta_{x_{j}} \circ D\right)^{x}\left(\delta_{\xi_{k}} \circ D^{0}\right)^{y} \Psi(x-y) \\
& =\frac{\psi^{\prime}\left(\left\|x_{j}-\xi_{k}\right\|\right)}{\left\|x_{j}-\xi_{k}\right\|}\left\langle x_{j}-\xi_{k}, f\left(x_{j}\right)\right\rangle \\
& =\psi_{1}\left(\left\|x_{j}-\xi_{k}\right\|\right)\left\langle x_{j}-\xi_{k}, f\left(x_{j}\right)\right\rangle
\end{aligned}
$$

For $A^{0}$ we have, cf. also Definition 3.1,

$$
a_{j k}^{0}=\left(\delta_{\xi_{j}} \circ D^{0}\right)^{x}\left(\delta_{\xi_{k}} \circ D^{0}\right)^{y} \Psi(x-y)=\psi\left(\left\|\xi_{j}-\xi_{k}\right\|\right)
$$

The formulas for the function $q$ and its orbital derivative follow similarly.

### 3.1.4 Wendland Functions

In this book we use a special class of radial basis functions: the Wendland functions, introduced by Wendland, cf. [61] or [62]. In contrast to many classical radial basis function, e.g. polynomials, thin plate splines or Multiquadrics, the Wendland functions are positive definite and not only conditionally positive definite. Hence, it is not necessary to modify the ansatz discussed above by adding polynomials of some degree. Moreover, in contrast to the Gaussians or the inverse Multiquadrics, which are positive definite radial basis functions, the Wendland functions have compact support and are polynomials on their support. Thus, one can approximate functions which are not necessarily $C^{\infty}$ and the resulting interpolation matrix $A$ of the linear equation $A \beta=\alpha$ is sparse.

We prove in Section 3.2.2 that the interpolation matrix $A$ is positive definite and, hence, the above linear equation $A \beta=\alpha$ has a unique solution $\beta$. For the proof of this fact as well as for the error estimates we use the native space


Fig. 3.1. The Wendland functions $\Psi(x)=\psi_{3,1}(\|x\|)$ (left) and $\Psi(x)=\psi_{4,2}(\|x\|)$ (right) for $x \in \mathbb{R}^{2}$.
$\mathcal{F}$ and its dual $\mathcal{F}^{*}$, cf. Section 3.2. The space $\mathcal{F}$ contains the approximated and approximating function $Q, q$, respectively; the corresponding dual space $\mathcal{F}^{*}$ includes the linear operator of the orbital derivative evaluated at a point. $\mathcal{F}^{*}$ is a subset of the space of distributions $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$. The native space can be characterized via Fourier transformation; the Fourier transform of the Wendland functions has been studied in [62]. In the case of the Wendland functions, the native space turns out to be the Sobolev space $\mathcal{F}=H^{\frac{n+1}{2}+k}\left(\mathbb{R}^{n}\right)$, where $H$ denotes the Sobolev space, $n$ the space dimension and $k \in \mathbb{N}$ corresponds to the respective radial basis function of the Wendland function family. In order to obtain $Q \in \mathcal{F}, Q$ has to be of a certain smoothness, in our case $Q \in H^{\frac{n+1}{2}+k}\left(\mathbb{R}^{n}\right)$. Since $Q$ will later be one of the Lyapunov functions $T$ or $V, f$ also has to have this smoothness.

The Wendland functions are positive definite functions with compact support, cf. Figure 3.1. On their support they are polynomials. They are defined by the following recursion with respect to the parameter $k$.

Definition 3.9 (Wendland functions). Let $l \in \mathbb{N}$, $k \in \mathbb{N}_{0}$. We define by recursion

$$
\begin{align*}
\psi_{l, 0}(r) & =(1-r)_{+}^{l}  \tag{3.17}\\
\text { and } \psi_{l, k+1}(r) & =\int_{r}^{1} t \psi_{l, k}(t) d t \tag{3.18}
\end{align*}
$$

for $r \in \mathbb{R}_{0}^{+}$. Here we set $x_{+}=x$ for $x \geq 0$ and $x_{+}=0$ for $x<0$.
For the functions $\psi_{3,1}(c r), \psi_{4,2}(c r)$ and $\psi_{5,3}(c r)$, where $c>0$ and $\psi_{l, k}$ denotes the Wendland function, we have calculated the corresponding functions $\psi_{1}$ and $\psi_{2}$, cf. Table 3.1. Note that these are the Wendland functions of Definition 3.9 up to a constant.

|  | $\psi_{3,1}(c r)$ | $\psi_{4,2}(c r)$ |
| :--- | :--- | :--- |
| $\psi(r)$ | $(1-c r)_{+}^{4}[4 c r+1]$ | $(1-c r)_{+}^{6}\left[35(c r)^{2}+18 c r+3\right]$ |
| $\psi_{1}(r)$ | $-20 c^{2}(1-c r)_{+}^{3}$ | $-56 c^{2}(1-c r)_{+}^{5}[1+5 c r]$ |
| $\frac{d}{d r} \psi_{1}(r)$ | $60 c^{3}(1-c r)_{+}^{2}$ | $1680 c^{4} r(1-c r)_{+}^{4}$ |
| $\psi_{2}(r)$ | $60 c^{3} \frac{1}{r}(1-c r)_{+}^{2}$ | $1680 c^{4}(1-c r)_{+}^{4}$ |


|  | $\psi_{5,3}(c r)$ |
| :--- | :--- |
| $\psi(r)$ | $(1-c r)_{+}^{8}\left[32(c r)^{3}+25(c r)^{2}+8 c r+1\right]$ |
| $\psi_{1}(r)$ | $-22 c^{2}(1-c r)_{+}^{7}\left[16(c r)^{2}+7 c r+1\right]$ |
| $\frac{d}{d r} \psi_{1}(r)$ | $528 c^{4} r(1-c r)_{+}^{6}[6 c r+1]$ |
| $\psi_{2}(r)$ | $528 c^{4}(1-c r)_{+}^{6}[6 c r+1]$ |

Table 3.1. The functions $\psi_{1}$ and $\psi_{2}$, cf. (3.7) and (3.8), for the Wendland functions $\psi_{3,1}(c r), \psi_{4,2}(c r)$ and $\psi_{5,3}(c r)$. Note, that these are the Wendland functions of Definition 3.9 up to a constant. The parameters fulfill $l=k+2$. Hence, these are the appropriate Wendland functions for the dimensions $n=2$ and $n=3$, since here $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1=k+2$.

We summarize some properties of the Wendland functions in the following Proposition 3.10.

Proposition 3.10 (Properties of Wendland functions) The Wendland function $\psi_{l, k}$ with $l \in \mathbb{N}$ and $k \in \mathbb{N}_{0}$ satisfies:

1. $\operatorname{supp}\left(\psi_{l, k}\right) \subset[0,1]$. We have $\psi_{l, k}(r)=0$ for all $r \geq 1$, i.e. in particular $\psi_{l, k}(1)=0$.
2. $\psi_{l, k}(r)$ is a polynomial of degree $l+2 k$ for $r \in[0,1]$.
3. The function $\Psi(x):=\psi_{l, k}(\|x\|)$ is $C^{2 k}$ in 0 .
4. $\psi_{l, k}$ is $C^{k+l-1}$ in 1 .

Proof: (cf. [61])

1. $k=0$ : this follows directly from the definition $(3.17) ; k \geq 1$ : this follows from (3.18) by induction.
2. For $k=0$ this is clear. By induction we have: if $\psi_{l, k}$ is a polynomial of degree $l+2 k$, then $t \psi_{l, k}(t)$ is a polynomial of degree $l+2 k+1$ and integration augments the degree to $l+2 k+2$.

3 . Because of 2., 3. is equivalent to: the coefficients of the first $k$ odd powers are zero. We prove this by induction with respect to $k$ : For $\psi_{l, 0}$ there is nothing to show. Now let $k \geq 1$ and assume that $\psi_{l, k}(r)=\sum_{j=0}^{l+2 k} c_{j} r^{j}$ with $c_{2 i-1}=0$ for $i=1, \ldots, k$. Then $\psi_{l, k+1}(r)=\left.\sum_{j=0}^{l+2 k} \frac{c_{j}}{j+2} t^{j+2}\right|_{r} ^{1}=C-\sum_{j=0}^{l+2 k} \frac{c_{j}}{j+2} r^{j+2}$. The coefficient of $r$ is zero and the coefficients of $r^{3}, r^{5}, \ldots, r^{2 k+1}$ are zero by assumption.
4. $\psi_{l, 0}$ is $C^{l-1}$ in 1. Since $\frac{d}{d r} \psi_{l, k+1}(r)=-r \psi_{l, k}(r)$, the induction hypothesis implies that $\psi_{l, k}$ is $C^{k+l-1}$ at 1 .
We fix the parameter $l$ depending on the space dimension $n$ and the parameter $k$. Then we have the following properties for the function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with scaling parameter $c>0$.

Proposition 3.11 Let $k \in \mathbb{N}$ and $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $\Psi(x):=\psi_{l, k}(c\|x\|)$ with $c>0$. Then

1. $\psi_{l, k}(c r)$ is a polynomial of degree $\left\lfloor\frac{n}{2}\right\rfloor+3 k+1$ for $r \in\left[0, \frac{1}{c}\right]$.
2. $\Psi \in C_{0}^{2 k}\left(\mathbb{R}^{n}, \mathbb{R}\right)$, where $C_{0}^{2 k}$ denotes the $C^{2 k}$ functions with compact support.
3. The Fourier transform $\hat{\Psi}(\omega)$ is an analytic function. We have $\hat{\Psi}(\omega) \in \mathbb{R}$ for all $\omega \in \mathbb{R}^{n}$ and

$$
\begin{equation*}
C_{1}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}-k} \leq \hat{\Psi}(\omega) \leq C_{2}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}-k} \tag{3.19}
\end{equation*}
$$

with positive constants $C_{1}, C_{2}$. In particular, $\hat{\Psi}(\omega)>0$ holds for all $\omega \in \mathbb{R}^{n}$. For the definition of the Fourier transform, cf. Appendix A.2, Definition A.11.
4. For $\psi(r):=\psi_{l, k}(c r)$ we have the following asymptotics for $r \rightarrow 0$, for the definition of the functions $\psi_{1}$ and $\psi_{2} c f$. (3.7) and (3.8):

- $\frac{d}{d r} \psi(r)=O(r)$,
- $\psi_{1}(r)=O(1)$ and $\psi_{1}$ can be extended continuously to 0
- $\frac{d}{d r} \psi_{1}(r)=O(1)$ if $k=1$ and $\frac{d}{d r} \psi_{1}(r)=O(r)$ if $k \geq 2$,
- $\psi_{2}(r)=O\left(\frac{1}{r}\right)$ if $k=1$ and $\psi_{2}(r)=O(1)$ if $k \geq 2$.

Proof: 1. and 2. follow from Proposition 3.10 since $k+l-1=\left\lfloor\frac{n}{2}\right\rfloor+2 k \geq 2 k$.
We prove 3.: $\hat{\Psi}$ is analytic since $\Psi$ has compact support, cf. Proposition A.18. First we consider the case $c=1$ and denote the function $\Phi(x)=\psi_{l, k}(\|x\|)$. Radial functions also have a radial Fourier transform. It can be expressed by the following formula where $J_{m}(x)$ denotes the Bessel functions of first kind of order $m: \hat{\Phi}(\omega)=\|\omega\|^{-\frac{n-2}{2}} \int_{0}^{\infty} \psi_{l, k}(t) t^{\frac{n}{2}} J_{\frac{n-1}{2}}(\|\omega\| t) d t$, cf. [62]. In particular, $\hat{\Phi}$ is a real-valued function.

Moreover, cf. [61] or [62], we have $\hat{\Phi}(\omega)>0$ for all $\omega \in \mathbb{R}^{n}$ and

$$
\begin{equation*}
C_{1}^{\prime}\|\omega\|^{-n-2 k-1} \leq \hat{\Phi}(\omega) \leq C_{2}^{\prime}\|\omega\|^{-n-2 k-1} \tag{3.20}
\end{equation*}
$$

with positive constants $C_{1}^{\prime}, C_{2}^{\prime}$; the first inequality only holds for $\|\omega\| \geq r_{0}$ with some $r_{0}>0$, the second for $\omega \neq 0$.

Now consider the Fourier transform $\hat{\Psi}(\omega)$ of $\Psi(x)=\Phi(c x)=\psi_{l, k}(\|c x\|)$ with $c>0$. We have with the transformation $y=c x$

$$
\begin{aligned}
\hat{\Psi}(x) & =\int_{\mathbb{R}^{n}} \Phi(c x) e^{-i\langle x, \omega\rangle} d x \\
& =\frac{1}{c^{n}} \int_{\mathbb{R}^{n}} \Phi(y) e^{-\frac{i}{c}\langle y, \omega\rangle} d y \\
& =\frac{1}{c^{n}} \hat{\Phi}\left(\frac{\omega}{c}\right) .
\end{aligned}
$$

The inequality (3.19) follows by (3.20).
For 4. note that by the recursion formula (3.18) we have

$$
\begin{align*}
\frac{d}{d r} \psi_{l, k+1}(c r) & =-c^{2} r \psi_{l, k}(c r)  \tag{3.21}\\
\psi_{l_{l, k+1}}(c r) & =-c^{2} \psi_{l, k}(c r), \text { cf. } \tag{3.22}
\end{align*}
$$

for all $k \in \mathbb{N}_{0}$ and all $0<r<\frac{1}{c}$. By (3.21) we have $\frac{d}{d r} \psi_{l, k}(c r)=O(r)$ for $r \rightarrow$ 0 if $k \geq 1$. (3.22) shows $\psi_{1_{l, k}}(r)=O(1)$ for $r \rightarrow 0$ if $k \geq 1$, and $\psi_{l_{l, k}}(r)$ can be extended continuously to 0 by $\psi_{1_{l, k}}(0)=-c^{2} \psi_{l, k}(0)$.

Setting $k=0$ in (3.22) we obtain with $\frac{d}{d r} \psi_{l, 0}(c r)=\frac{d}{d r}(1-c r)^{l}=-c l(1-$ $c r)^{l-1}=O(1)$ for $r \rightarrow 0$ since $l \geq 1$ :

$$
\frac{d}{d r} \psi_{1_{l, 1}}(c r)=-c^{2} \frac{d}{d r} \psi_{l, 0}(c r)=O(1) \text { for } r \rightarrow 0
$$

Moreover, combining (3.22) with (3.21), we have

$$
\frac{d}{d r} \psi_{1_{l, k+2}}(c r)=-c^{2} \frac{d}{d r} \psi_{l, k+1}(c r)=c^{4} r \psi_{l, k}(c r)
$$

For $k \geq 2$ we have thus

$$
\frac{d}{d r} \psi_{1_{l, k}}(c r)=O(r) \text { for } r \rightarrow 0
$$

The statements for $\psi_{2}$ follow from the definition (3.8). This shows the proposition.

### 3.2 Native Space

Throughout this book we define the radial basis function $\Psi$ by a Wendland function with parameter $k \geq 1$.
Assumption Let $k \in \mathbb{N}, l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$ and $c>0$. Define the radial basis function by

$$
\Psi(x)=\psi_{l, k}(c\|x\|)
$$

where $\psi_{l, k}$ denotes a Wendland function, cf. Definition 3.9.

### 3.2.1 Characterization of the Native Space

The goal of this section is (i) to show that the interpolation matrix $A$ of each interpolation problem is positive definite and (ii) to provide an estimate of the error of $q$ to $Q$, namely $|D q(x)-D Q(x)|$ where $D$ is the corresponding linear operator. Note that $|D q(x)-D Q(x)|=0$ holds for all points $x \in X_{N}$ of the grid by construction. For all other points the error will depend on the density of the grid, i.e. the denser the grid is, the smaller is the error. This is done for the operator $D=D^{0}$ (identity), $D=$ orbital derivative and $D=D_{m}$ (orbital derivative and multiplication) as well as for the mixed interpolation.

In order to achieve these two goals, we define the Hilbert spaces $\mathcal{F}$ and $\mathcal{F}^{*}$ which are dual spaces to each other. $\mathcal{F}$ is a function space, including the function $Q$ which will be approximated, as well as the approximating function $q$. The dual $\mathcal{F}^{*}$, on the other hand, is a space of operators, among them $\left(\delta_{x} \circ D\right)$, where $D$ denotes the operator which is approximated, e.g. in our case the orbital derivative. These spaces will enable us to split the interpolation error into a part in $\mathcal{F}$ and a part in $\mathcal{F}^{*}$. Note that for the Wendland functions the spaces $\mathcal{F}$ and $\mathcal{F}^{*}$ are Sobolev spaces, cf. [61] or Lemma 3.13. For the relation of native spaces to reproducing kernel Hilbert spaces, cf. [63].

In Appendix A we summarize the results about Distributions and Fourier transformation that we need in this section. In the following definition, $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ denotes the dual of the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$ of rapidly decreasing functions, cf. Appendix A.2, Definition A.17. For distributions $\lambda \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ we define as usual $\langle\check{\lambda}, \varphi\rangle:=\langle\lambda, \check{\varphi}\rangle$ and $\langle\hat{\lambda}, \varphi\rangle:=\langle\lambda, \hat{\varphi}\rangle$ with $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, where $\check{\varphi}(x)=$ $\varphi(-x)$ and $\hat{\varphi}(\omega)=\int_{\mathbb{R}^{n}} \varphi(x) e^{-i x^{T} \omega} d x$ denotes the Fourier transform.

Since $\Psi$ is defined by a Wendland function by assumption, $\Psi \in \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$, where $\mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ denotes the distributions with compact support. Then the Fourier transform $\hat{\Psi}(\omega)=: \varphi(\omega)$ is an analytic function. Moreover, we have shown that $\varphi(\omega)=\hat{\Psi}(\omega)>0$ holds for all $\omega \in \mathbb{R}^{n}$, cf. Proposition 3.11, 3 .

Definition 3.12 (Native Space). Let $\Psi \in \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ be defined by a Wendland function and denote its Fourier transform by $\varphi(\omega):=\hat{\Psi}(\omega)$. We define the Hilbert space

$$
\mathcal{F}^{*}:=\left\{\lambda \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \left\lvert\, \hat{\tilde{\lambda}}(\omega)(\varphi(\omega))^{\frac{1}{2}} \in L_{2}\left(\mathbb{R}^{n}\right)\right.\right\}
$$

with the scalar product

$$
\langle\lambda, \mu\rangle_{\mathcal{F}^{*}}:=(2 \pi)^{-n} \int_{\mathbb{R}^{n}} \hat{\tilde{\lambda}}(\omega) \overline{\hat{\tilde{\mu}}(\omega)} \varphi(\omega) d \omega
$$

The native space $\mathcal{F}$ of approximating functions is identified with the dual $\mathcal{F}^{* *}$ of $\mathcal{F}^{*}$. The norm is given by $\|f\|_{\mathcal{F}}:=\sup _{\lambda \in \mathcal{F}^{*}, \lambda \neq 0} \frac{|\lambda(f)|}{\|\lambda\|_{\mathcal{F}^{*}}}$.

In the case of the Wendland functions, $\mathcal{F}$ and $\mathcal{F}^{*}$ are Sobolev spaces.

Lemma 3.13. (cf. [61]) Since $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function, $k \in \mathbb{N}, l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$ and $c>0$ we have, using the properties of the Fourier transform in Proposition 3.11,

$$
\mathcal{F}^{*}=H^{-\frac{n+1}{2}-k}\left(\mathbb{R}^{n}\right)
$$

where $H^{-\frac{n+1}{2}-k}\left(\mathbb{R}^{n}\right)$ denotes the Sobolev space, cf. Definition A.19. The norm in Definition 3.12 and the norm of the Sobolev space $H^{-\frac{n+1}{2}-k}\left(\mathbb{R}^{n}\right)$ are equivalent to each other. Moreover,

$$
\begin{equation*}
C_{0}^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right) \subset \mathcal{F}=H^{\frac{n+1}{2}+k}\left(\mathbb{R}^{n}\right) \tag{3.23}
\end{equation*}
$$

with $\mathbb{N} \ni \sigma \geq \frac{n+1}{2}+k$.
Proof: Note that $\lambda \in H^{-\frac{n+1}{2}-k}\left(\mathbb{R}^{n}\right) \Leftrightarrow \check{\lambda} \in H^{-\frac{n+1}{2}-k}\left(\mathbb{R}^{n}\right)$. We use the estimate for the Fourier transform of the Wendland function (3.19). We have

$$
\int_{\mathbb{R}^{n}}|\hat{\tilde{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega \leq C_{2} \int_{\mathbb{R}^{n}}|\hat{\bar{\lambda}}(\omega)|^{2}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}-k} d \omega<\infty
$$

for $\check{\lambda} \in H^{-\frac{n+1}{2}-k}\left(\mathbb{R}^{n}\right)$. Thus, $\mathcal{F}^{*} \supset H^{-\frac{n+1}{2}-k}\left(\mathbb{R}^{n}\right)$.
On the other hand we have by (3.19)

$$
C_{1} \int_{\mathbb{R}^{n}}|\hat{\tilde{\lambda}}(\omega)|^{2}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}-k} d \omega \leq \int_{\mathbb{R}^{n}}|\hat{\tilde{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega<\infty
$$

for $\check{\lambda} \in \mathcal{F}^{*}$. Thus, we obtain $\mathcal{F}^{*} \subset H^{-\frac{n+1}{2}-k}\left(\mathbb{R}^{n}\right)$. This shows that the norms of the respective Sobolev space and $\|\cdot\|_{\mathcal{F}},\|\cdot\|_{\mathcal{F}^{*}}$ are equivalent to each other. Similar inequalities show (3.23).

We have the following alternative formulas for the scalar product of $\mathcal{F}^{*}$, cf. [17].
Proposition 3.14 For $\lambda, \mu \in \mathcal{F}^{*}$ and $\Psi \in \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ we have

$$
\begin{align*}
\langle\lambda, \mu\rangle_{\mathcal{F}^{*}} & =\lambda^{x} \bar{\mu}^{y} \Psi(x-y)  \tag{3.24}\\
& =\lambda(\bar{\mu} * \Psi) . \tag{3.25}
\end{align*}
$$

Proof: We denote the $L_{2}$ scalar product by $\langle\cdot, \cdot\rangle$. We have, cf. Appendix A.2, in particular Proposition A.18, 3. and 4., and Proposition A. 10

$$
\begin{aligned}
\langle\lambda, \mu\rangle_{\mathcal{F}^{*}} & =(2 \pi)^{-n}\langle\hat{\tilde{\lambda}}, \overline{\tilde{\mu}} \hat{\Psi}\rangle \\
& =(2 \pi)^{-n}\langle\tilde{\bar{\lambda}}, \hat{\bar{\mu}} \hat{\Psi}\rangle \\
& =(2 \pi)^{-n} \check{\lambda} \widehat{\bar{\mu} \hat{\Psi}} \\
& =\check{\lambda}\left(\check{\bar{\mu}}^{\prime} * \check{\Psi}\right) \\
& =\lambda(\bar{\mu} * \Psi), \text { i.e. }(3.25) \\
& =\lambda\left(\bar{\mu}^{y} \Psi(\cdot-y)\right) \\
& =\lambda^{x} \bar{\mu}^{y} \Psi(x-y),
\end{aligned}
$$

which shows (3.24).
Also for the norm of $\mathcal{F}$ we have a characterization via the Fourier transform, cf. (3.26). In order to prove Proposition 3.17 we recall the definition of the Riesz representative for general Hilbert spaces.

Theorem 3.15 (Riesz Theorem). Let $\mathcal{F}$ be a Hilbert space. For every $f \in \mathcal{F}$ there is one and only one $\lambda=\lambda_{f} \in \mathcal{F}^{*}$, such that

$$
\mu(f)=\left\langle\mu, \lambda_{f}\right\rangle_{\mathcal{F} *}
$$

holds for all $\mu \in \mathcal{F}^{*}$. Moreover, $\left\|\lambda_{f}\right\|_{\mathcal{F}^{*}}=\|f\|_{\mathcal{F}}$ and $\langle f, g\rangle_{\mathcal{F}}=\left\langle\lambda_{g}, \lambda_{f}\right\rangle_{\mathcal{F}^{*}}$ hold.

The Riesz representative of $\bar{\mu} * \Psi$ is particularly easy to characterize.
Lemma 3.16. Let $\mu \in \mathcal{F}^{*}$. Then $\mu * \Psi \in \mathcal{F}$ and $\|\mu\|_{\mathcal{F}^{*}}=\|\mu * \Psi\|_{\mathcal{F}}$.
Moreover, $f:=\bar{\mu} * \Psi \in \mathcal{F}$ and $\lambda_{f}=\mu$.
Proof: First, we show the second part. We have for all $\lambda \in \mathcal{F}^{*}$

$$
\left\langle\lambda, \lambda_{f}\right\rangle_{\mathcal{F}^{*}}=\lambda(f)=\lambda(\bar{\mu} * \Psi)=\langle\lambda, \mu\rangle_{\mathcal{F}^{*}}
$$

by (3.25). This shows $\lambda_{f}=\mu$.
For all $\lambda \in \mathcal{F}^{*}$ we have $|\lambda(f)|=\left|\langle\lambda, \mu\rangle_{\mathcal{F}^{*}}\right| \leq\|\lambda\|_{\mathcal{F}^{*}} \cdot\|\mu\|_{\mathcal{F}^{*}}$. Thus, $f \in \mathcal{F}$ and $\|f\|_{\mathcal{F}} \leq\|\mu\|_{\mathcal{F}^{*}}=\|\bar{\mu}\|_{\mathcal{F}^{*}}$. Equality follows by choosing $\lambda=\mu$, hence $\|\bar{\mu} * \Psi\|_{\mathcal{F}}=\|\bar{\mu}\|_{\mathcal{F}^{*}}$.

Now we show the first part: For $\mu \in \mathcal{F}^{*}$, we have $\bar{\mu} \in \mathcal{F}^{*}$ and thus $\|\mu * \Psi\|_{\mathcal{F}}=\|\mu\|_{\mathcal{F} *}$ with the above argumentation.

## Proposition 3.17

1. For $f \in \mathcal{F}$ we have $\hat{f}=\overline{\tilde{\lambda}}_{f} \varphi$, where $\lambda_{f}$ denotes the Riesz representative, cf. Theorem 3.15.
2. For $f, g \in \mathcal{F}$ we have

$$
\begin{equation*}
\langle f, g\rangle_{\mathcal{F}}=(2 \pi)^{-n} \int_{\mathbb{R}^{n}} \hat{f}(\omega) \overline{\hat{g}(\omega)} \frac{1}{\varphi(\omega)} d \omega \tag{3.26}
\end{equation*}
$$

Proof: 1. By the Riesz Theorem 3.15 we have for all $\lambda \in \mathcal{F}^{*}$

$$
\begin{aligned}
\langle\lambda, \check{f}\rangle & =\check{\lambda}(f) \\
& =\left\langle\check{\lambda}, \lambda_{f}\right\rangle_{\mathcal{F}^{*}} \\
& =(2 \pi)^{-n} \int_{\mathbb{R}^{n}} \hat{\lambda}(\omega) \overline{\hat{\tilde{\lambda}}_{f}(\omega)} \varphi(\omega) d \omega \\
& =(2 \pi)^{-n} \widehat{\left\langle\lambda, \widehat{\hat{\lambda}_{f}} \varphi\right\rangle} \\
\Rightarrow \check{f} & =(2 \pi)^{-n} \widehat{\hat{\tilde{\lambda}}_{f}} \varphi
\end{aligned}
$$

Hence, since $\hat{\tilde{f}}=\check{\hat{f}}$, cf. Proposition A.18, 1. we have

$$
\check{\hat{f}}=\left(\overline{\overline{\tilde{\lambda}}_{f}} \varphi\right)^{\sim} \quad \text { and } \quad \hat{f}=\overline{\tilde{\lambda}}_{f} \varphi
$$

2. Because of $\varphi(\omega) \in \mathbb{R}$ we have with Theorem 3.15

$$
\begin{aligned}
\langle f, g\rangle_{\mathcal{F}} & =\left\langle\lambda_{g}, \lambda_{f}\right\rangle_{\mathcal{F} *} \\
& =(2 \pi)^{-n} \int_{\mathbb{R}^{n}} \hat{\tilde{\lambda}}_{g}(\omega) \overline{\tilde{\lambda}_{f}(\omega)} \varphi(\omega) d \omega \\
& =(2 \pi)^{-n} \int_{\mathbb{R}^{n}} \overline{\hat{g}(\omega)} \hat{f}(\omega) \frac{1}{\varphi(\omega)} d \omega \text { by } 1 .
\end{aligned}
$$

This shows the proposition.

### 3.2.2 Positive Definiteness of the Interpolation Matrices

In this section we prove the positive definiteness of the interpolation matrices. More precisely, there are four different interpolation problems with corresponding interpolation matrices, cf. Sections 3.1.1, 3.1.2 and 3.1.3. Note that the function $\Psi$ throughout the rest of the book is given by $\Psi(x)=\psi_{l, k}(c\|x\|)$ where $\psi_{l, k}$ is the Wendland function with parameters $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$; $c>0$ is a scaling parameter. First we define the spaces of approximating functions $\mathcal{F}_{X_{M}^{0}}, \mathcal{F}_{X_{N}}, \mathcal{F}_{X_{N}, X_{M}^{0}}$, respectively, and show that they are subsets of $\mathcal{F}$. Afterwards, we show the positive definiteness.

## Approximation via Function Values

The space $\mathcal{F}_{X_{M}^{0}}^{*}$ in the following definition includes the evaluation of the function at a grid point. The space $\mathcal{F}_{X_{M}^{0}}$ includes the approximating functions.

Definition 3.18. Let $X_{M}^{0}=\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{M}\right\}$ be a set of pairwise distinct points. We define

$$
\begin{aligned}
& \mathcal{F}_{X_{M}^{0}}^{*}:=\left\{\lambda \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \mid \lambda=\sum_{j=1}^{M} \gamma_{j} \delta_{\xi_{j}}, \gamma_{j} \in \mathbb{R}\right\} \\
& \mathcal{F}_{X_{M}^{0}}:=\left\{\lambda * \Psi \mid \lambda \in \mathcal{F}_{X_{M}^{0}}^{*}\right\},
\end{aligned}
$$

where $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function $\psi_{l, k}$, where $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$.

Lemma 3.19. We have $\mathcal{F}_{X_{M}^{0}}^{*} \subset \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\mathcal{F}_{X_{M}^{0}} \subset \mathcal{F}$.

Proof: For $\lambda \in \mathcal{F}_{X_{M}^{0}}^{*}$ we have $\operatorname{supp}(\lambda)=\cup_{j=1}^{M}\left\{\xi_{j}\right\}=: K$ and

$$
\hat{\tilde{\lambda}}(\omega)=\sum_{j=1}^{M} \gamma_{j} \delta_{\xi_{j}}^{x} e^{i x^{T} \omega}=\sum_{j=1}^{M} \gamma_{j} e^{i \xi_{j}^{T} \omega}
$$

With Proposition 3.11 we have

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}|\hat{\tilde{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega & \leq C_{2}\left(\sum_{j=1}^{M}\left|\gamma_{j}\right|\right)^{2} \int_{\mathbb{R}^{n}}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}-k} d \omega \\
& \leq C \int_{\mathbb{R}^{n}}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}} d \omega<\infty
\end{aligned}
$$

This shows $\mathcal{F}_{X_{N}}^{*} \subset \mathcal{F}^{*}$. The second inclusion follows by Lemma 3.16.
Proposition 3.20 Let $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function $\psi_{l, k}$, where $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $X_{M}^{0}=\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{M}\right\}$ be a set of pairwise distinct points. Then the interpolation matrix $A^{0}$ defined in Definition 3.1 is positive definite.
Proof: For $\lambda=\sum_{i=1}^{M} \gamma_{i} \delta_{\xi_{i}} \in \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ we have with Proposition 3.14 $\gamma^{T} A^{0} \gamma=\lambda^{x} \bar{\lambda}^{y} \Psi(x-y)=\|\lambda\|_{\mathcal{F}^{*}}^{2}=(2 \pi)^{-n} \int_{\mathbb{R}^{n}}|\hat{\bar{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega$. Since $\varphi(\omega)=$ $\hat{\Psi}(\omega)>0$ holds for all $\omega \in \mathbb{R}^{n}$, cf. Proposition 3.11, the matrix $A^{0}$ is positive semidefinite.

Now we show that $\gamma^{T} A^{0} \gamma=0$ implies $\gamma=0$. We assume that $\gamma^{T} A^{0} \gamma=$ $(2 \pi)^{-n} \int_{\mathbb{R}^{n}}|\hat{\bar{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega=0$. Then the analytic function satisfies $\hat{\tilde{\lambda}}(\omega)=0$ for all $\omega \in \mathbb{R}^{n}$. By Fourier transformation in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ we have $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \ni \lambda=0$, i.e.

$$
\begin{equation*}
\lambda(h)=\sum_{i=1}^{M} \gamma_{i} h\left(\xi_{i}\right)=0 \tag{3.27}
\end{equation*}
$$

for all test functions $h \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Fix a $j \in\{1, \ldots, M\}$. Since the points $\xi_{i}$ are distinct, there is a neighborhood $B_{\delta}\left(\xi_{j}\right)$ such that $\xi_{i} \notin B_{\delta}\left(\xi_{j}\right)$ holds for all $i \neq j$. Define the function $h(x)=1$ for $x \in B_{\frac{\delta}{2}}\left(\xi_{j}\right)$ and $h(x)=0$ for $x \notin B_{\delta}\left(\xi_{j}\right)$, and extend it smoothly such that $h \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Then (3.27) yields

$$
0=\lambda(h)=\gamma_{j} .
$$

This argumentation holds for all $j=1, \ldots, M$ and thus $\gamma=0$. Hence, $A^{0}$ is positive definite.

## Approximation via Orbital Derivatives

The space $\mathcal{F}_{X_{N}}^{*}$ in the following definition includes the evaluation of the orbital derivative at a grid point. The space $\mathcal{F}_{X_{N}}$ includes the approximating functions.

Definition 3.21. Let $X_{N}=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ be a set of pairwise distinct points, which are no equilibrium points. We define

$$
\begin{aligned}
& \mathcal{F}_{X_{N}}^{*}:=\left\{\lambda \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \mid \lambda=\sum_{j=1}^{N} \beta_{j}\left(\delta_{x_{j}} \circ D\right), \beta_{j} \in \mathbb{R}\right\} \\
& \mathcal{F}_{X_{N}}:=\left\{\lambda * \Psi \mid \lambda \in \mathcal{F}_{X_{N}}^{*}\right\}
\end{aligned}
$$

where $D q(x)=q^{\prime}(x)$ denotes the orbital derivative and $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function $\psi_{l, k}$, where $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$.
Lemma 3.22. We have $\mathcal{F}_{X_{N}}^{*} \subset \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\mathcal{F}_{X_{N}} \subset \mathcal{F}$.
Moreover, $\delta_{x} \in \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ for all $x \in \mathbb{R}^{n}$.
Proof: For $\lambda \in \mathcal{F}_{X_{N}}^{*}$ we have $\operatorname{supp}(\lambda)=\cup_{j=1}^{N}\left\{x_{j}\right\}=: K$ and

$$
\hat{\tilde{\lambda}}(\omega)=\sum_{j=1}^{N} \beta_{j}\left(\delta_{x_{j}} \circ D\right)^{x} e^{i x^{T} \omega}=i \sum_{j=1}^{N} \beta_{j}\left\langle\omega, f\left(x_{j}\right)\right\rangle e^{i x_{j}^{T} \omega} .
$$

With Proposition 3.11 we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}|\hat{\tilde{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega \\
& \leq C_{2}\left(\sum_{j=1}^{N}\left|\beta_{j}\right| \max _{x \in K}\|f(x)\|\right)^{2} \int_{\mathbb{R}^{n}}\|\omega\|^{2}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}-k} d \omega \\
& \leq C \int_{\mathbb{R}^{n}}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}} d \omega<\infty
\end{aligned}
$$

since $k \geq 1$. This shows $\mathcal{F}_{X_{N}}^{*} \subset \mathcal{F}^{*}$. The second inclusion follows by Lemma 3.16.

For $x \in \mathbb{R}^{n}$ we have $\operatorname{supp}\left(\delta_{x}\right)=\{x\}$ and

$$
\hat{\tilde{\delta}}_{x}(\omega)=e^{i x^{T} \omega} .
$$

With Proposition 3.11 we have

$$
\int_{\mathbb{R}^{n}}\left|\hat{\delta}_{x}(\omega)\right|^{2} \varphi(\omega) d \omega \leq C_{2} \int_{\mathbb{R}^{n}}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}-k} d \omega<\infty
$$

Proposition 3.23 Let $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function $\psi_{l, k}$, where $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $X_{N}=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ be a set of pairwise distinct points, which are no equilibrium points. Then the matrix $A$ of Proposition 3.5 is positive definite.

Proof: For $\lambda=\sum_{i=1}^{N} \beta_{i}\left(\delta_{x_{i}} \circ D\right) \in \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ we have with Proposition $3.14 \beta^{T} A \beta=\lambda^{x} \bar{\lambda}^{y} \Psi(x-y)=\|\lambda\|_{\mathcal{F}^{*}}^{2}=(2 \pi)^{-n} \int_{\mathbb{R}^{n}}|\hat{\bar{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega$. Since $\varphi(\omega)=\hat{\Psi}(\omega)>0$ holds for all $\omega \in \mathbb{R}^{n}$, cf. Proposition 3.11 , the matrix $A$ is positive semidefinite.

Now we show that $\beta^{T} A \beta=0$ implies $\beta=0$. We assume that $\beta^{T} A \beta=$ $(2 \pi)^{-n} \int_{\mathbb{R}^{n}}|\hat{\tilde{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega=0$. Then the analytic function satisfies $\hat{\tilde{\lambda}}(\omega)=0$ for all $\omega \in \mathbb{R}^{n}$. By Fourier transformation in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ we have $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \ni \lambda=0$, i.e.

$$
\begin{equation*}
\lambda(h)=\sum_{i=1}^{N} \beta_{i}\left\langle\nabla h\left(x_{i}\right), f\left(x_{i}\right)\right\rangle=0 \tag{3.28}
\end{equation*}
$$

for all test functions $h \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Fix a $j \in\{1, \ldots, N\}$. Since the points $x_{i}$ are distinct, there is a neighborhood $B_{\delta}\left(x_{j}\right)$ such that $x_{i} \notin B_{\delta}\left(x_{j}\right)$ holds for all $i \neq j$. Define the function $h(x)=\left\langle x-x_{j}, f\left(x_{j}\right)\right\rangle$ for $x \in B_{\frac{\delta}{2}}\left(x_{j}\right)$ and $h(x)=0$ for $x \notin B_{\delta}\left(x_{j}\right)$, and extend it smoothly such that $h \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Then (3.28) yields

$$
0=\lambda(h)=\beta_{j}\left\|f\left(x_{j}\right)\right\|^{2}
$$

Since $x_{j}$ is no equilibrium, $\beta_{j}=0$. This argumentation holds for all $j=$ $1, \ldots, N$ and thus $\beta=0$. Hence, $A$ is positive definite.

## Approximation via Orbital Derivatives and Multiplication

In the following definition the space $\mathcal{F}_{X_{N}}$ includes the approximating functions.

Definition 3.24. Let $X_{N}=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ be a set of pairwise distinct points, which are no equilibrium points. Let $m: \mathbb{R}^{n} \backslash\left\{x_{0}\right\} \rightarrow \mathbb{R}$ be continuous in $\mathbb{R}^{n} \backslash\left\{x_{0}\right\}$ and bounded in $B_{\epsilon}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ for each $\epsilon>0$. Let $D=D_{m}$ be given by $D_{m} Q(x):=Q^{\prime}(x)+m(x) Q(x)$.

We define

$$
\begin{aligned}
& \mathcal{F}_{X_{N}}^{*}:=\left\{\lambda \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \mid \lambda=\sum_{j=1}^{N} \beta_{j}\left(\delta_{x_{j}} \circ D_{m}\right), \beta_{j} \in \mathbb{R}\right\} \\
& \mathcal{F}_{X_{N}}:=\left\{\lambda * \Psi \mid \lambda \in \mathcal{F}_{X_{N}}^{*}\right\}
\end{aligned}
$$

where $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function $\psi_{l, k}$, where $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$.

Lemma 3.25. We have $\mathcal{F}_{X_{N}}^{*} \subset \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\mathcal{F}_{X_{N}} \subset \mathcal{F}$.

$$
\text { Moreover, } \delta_{x} \in \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right) \text { for all } x \in \mathbb{R}^{n}
$$

Proof: For $\lambda \in \mathcal{F}_{X_{N}}^{*}$ we have $\operatorname{supp}(\lambda)=\cup_{j=1}^{N}\left\{x_{j}\right\}=: K$; note that $x_{0} \notin K$. We have

$$
\begin{aligned}
\hat{\tilde{\lambda}}(\omega) & =\sum_{j=1}^{N} \beta_{j}\left(\delta_{x_{j}} \circ D_{m}\right)^{x} e^{i x^{T} \omega} \\
& =\sum_{j=1}^{N} \beta_{j}\left(i\left\langle\omega, f\left(x_{j}\right)\right\rangle+m\left(x_{j}\right)\right) e^{i x_{j}^{T} \omega}
\end{aligned}
$$

Since $m$ is continuous in $\mathbb{R}^{n} \backslash\left\{x_{0}\right\}$, there is a constant $M>0$ such that $|m(x)| \leq M$ holds for all $x \in K$. With Proposition 3.11 we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}|\hat{\tilde{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega \\
& \leq 2 C_{2}\left(\sum_{j=1}^{N}\left|\beta_{j}\right| \max _{x \in K}\|f(x)\|\right)^{2} \int_{\mathbb{R}^{n}}\|\omega\|^{2}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}-k} d \omega \\
& \quad+2 C_{2}\left(\sum_{j=1}^{N}\left|\beta_{j}\right| \max _{x \in K}|m(x)|\right)^{2} \int_{\mathbb{R}^{n}}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}-k} d \omega \\
& \leq C \int_{\mathbb{R}^{n}}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}} d \omega \\
& <\infty
\end{aligned}
$$

since $k \geq 1$. This shows $\mathcal{F}_{X_{N}}^{*} \subset \mathcal{F}^{*}$. The second inclusion follows by Lemma 3.16. For $\delta_{x} \in \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$, cf. Lemma 3.22.

Proposition 3.26 Let $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function $\psi_{l, k}$, where $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $X_{N}=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ be a set of pairwise distinct points, which are no equilibrium points. Then the matrix $A$ defined in Proposition 3.6 is positive definite.
Proof: For $\lambda=\sum_{i=1}^{N} \beta_{i}\left(\delta_{x_{i}} \circ D_{m}\right) \in \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ we have with Proposition $3.14 \beta^{T} A \beta=\lambda^{x} \bar{\lambda}^{y} \Psi(x-y)=\|\lambda\|_{\mathcal{F}^{*}}^{2}=(2 \pi)^{-n} \int_{\mathbb{R}^{n}}|\hat{\bar{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega$. Since $\varphi(\omega)=\hat{\Psi}(\omega)>0$ holds for all $\omega \in \mathbb{R}^{n}$, the matrix $A$ is positive semidefinite.

Now we show that $\beta^{T} A \beta=0$ implies $\beta=0$. We assume that $\beta^{T} A \beta=$ $(2 \pi)^{-n} \int_{\mathbb{R}^{n}}|\hat{\tilde{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega=0$. Then the analytic function satisfies $\hat{\tilde{\lambda}}(\omega)=0$ for all $\omega \in \mathbb{R}^{n}$. By Fourier transformation in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ we have $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \ni \lambda=0$, i.e.

$$
\begin{equation*}
\lambda(h)=\sum_{i=1}^{N} \beta_{i}\left[\left\langle\nabla h\left(x_{i}\right), f\left(x_{i}\right)\right\rangle+m\left(x_{i}\right) h\left(x_{i}\right)\right]=0 \tag{3.29}
\end{equation*}
$$

for all test functions $h \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Fix a $j \in\{1, \ldots, N\}$. Since the points $x_{i}$ are distinct, there is a neighborhood $B_{\delta}\left(x_{j}\right)$ such that $x_{i} \notin B_{\delta}\left(x_{j}\right)$ holds for all $i \neq j$. Define the function $h(x)=\left\langle x-x_{j}, f\left(x_{j}\right)\right\rangle$ for $x \in B_{\frac{\delta}{2}}\left(x_{j}\right)$ and $h(x)=0$ for $x \notin B_{\delta}\left(x_{j}\right)$, and extend it smoothly such that $h \in \mathcal{S}^{2}\left(\mathbb{R}^{n}\right)$. Then (3.29) yields

$$
0=\lambda(h)=\beta_{j}\left\|f\left(x_{j}\right)\right\|^{2}
$$

Since $x_{j}$ is no equilibrium, $\beta_{j}=0$. This argumentation holds for all $j=$ $1, \ldots, N$ and thus $\beta=0$. Hence, $A$ is positive definite.

## Mixed Approximation

In the case of mixed approximation we define the space $\mathcal{F}_{X_{N}, X_{M}^{0}}$, which includes the approximating functions, and the space $\mathcal{F}_{X_{N}, X_{M}^{0}}^{*}$, which includes the operators of the orbital derivative evaluated at a grid point of $X_{N}$ and the operators of the evaluation at a grid point of $X_{M}^{0}$.

Definition 3.27. For the grids $X_{N}=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ with operator $D q(x)=$ $q^{\prime}(x)$ (orbital derivative) and $X_{M}^{0}=\left\{\xi_{1}, \ldots, \xi_{M}\right\}$ with operator $D^{0}=\mathrm{id}$, such that all $x_{i}$ are no equilibria, we define

$$
\begin{aligned}
& \mathcal{F}_{X_{N}, X_{M}^{0}}^{*}:=\left\{\lambda \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \mid \lambda=\sum_{j=1}^{N} \beta_{j}\left(\delta_{x_{j}} \circ D\right)+\sum_{i=1}^{M} \gamma_{i}\left(\delta_{\xi_{i}} \circ D^{0}\right)\right\} \\
& \mathcal{F}_{X_{N}, X_{M}^{0}}:=\left\{\lambda * \Psi \mid \lambda \in \mathcal{F}_{X_{N}, X_{M}^{0}}^{*}\right\}
\end{aligned}
$$

where $\beta_{j}, \gamma_{i} \in \mathbb{R}$ and $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function $\psi_{l, k}$, where $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$.
Lemma 3.28. We have $\mathcal{F}_{X_{N}, X_{M}^{0}}^{*} \subset \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\mathcal{F}_{X_{N}, X_{M}^{0}} \subset \mathcal{F}$.
Proof: For $\lambda \in \mathcal{F}_{X_{N}, X_{M}^{0}}^{*}$ we have $\operatorname{supp}(\lambda)=\bigcup_{j=1}^{N}\left\{x_{j}\right\} \cup \bigcup_{j=1}^{M}\left\{\xi_{j}\right\}=: K$ and

$$
\begin{aligned}
\hat{\tilde{\lambda}}(\omega) & =\sum_{j=1}^{N} \beta_{j}\left(\delta_{x_{j}} \circ D\right)^{x} e^{i x^{T} \omega}+\sum_{j=1}^{M} \gamma_{j} e^{i \xi_{j}^{T} \omega} \\
& =i \sum_{j=1}^{N} \beta_{j}\left\langle\omega, f\left(x_{j}\right)\right\rangle e^{i x_{j}^{T} \omega}+\sum_{j=1}^{M} \gamma_{j} e^{i \xi_{j}^{T} \omega} .
\end{aligned}
$$

With Proposition 3.11 we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}|\hat{\tilde{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega \\
& \leq 2 C_{2}\left(\sum_{j=1}^{N}\left|\beta_{j}\right| \max _{x \in K}\|f(x)\|\right)^{2} \int_{\mathbb{R}^{n}}\|\omega\|^{2}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}-k} d \omega \\
& \quad+2 C_{2}\left(\sum_{j=1}^{M}\left|\gamma_{j}\right|\right)^{2} \int_{\mathbb{R}^{n}}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}-k} d \omega \\
& \leq C \int_{\mathbb{R}^{n}}\left(1+\|\omega\|^{2}\right)^{-\frac{n+1}{2}} d \omega \\
& <\infty
\end{aligned}
$$

since $k \geq 1$. This shows $\mathcal{F}_{X_{N}, X_{M}^{0}}^{*} \subset \mathcal{F}^{*}$. The second inclusion follows again with Lemma 3.16.

The positive definiteness of the corresponding interpolation matrix is shown in the following proposition. Note that $X_{N}$ and $X_{M}^{0}$ may have common points.
Proposition 3.29 Let $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function $\psi_{l, k}$, where $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $X_{N}$ and $X_{M}^{0}$ be grids as in Definition 3.27, i.e. $X_{N}$ contains no equilibria.

Then the interpolation matrix $\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)$, cf. Definition 3.7 and Proposition 3.8, is positive definite.
Proof: For $\lambda=\sum_{i=1}^{N} \beta_{i}\left(\delta_{x_{i}} \circ D\right)+\sum_{i=1}^{M} \gamma_{i}\left(\delta_{\xi_{i}} \circ D^{0}\right) \in \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ (by Lemma 3.28) we have $(\beta, \gamma)\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)\binom{\beta}{\gamma}=\lambda^{x} \bar{\lambda}^{y} \Psi(x-y)=\|\lambda\|_{\mathcal{F}^{*}}^{2}=$ $(2 \pi)^{-n} \int_{\mathbb{R}^{n}}|\hat{\bar{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega$. Since $\varphi(\omega)>0$ holds for all $\omega$, the matrix is positive semidefinite.

Now we show that $(\beta, \gamma)\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)\binom{\beta}{\gamma}=0$ implies $\beta=0$ and $\gamma=0$. If $(\beta, \gamma)\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)\binom{\beta}{\gamma}=(2 \pi)^{-n} \int_{\mathbb{R}^{n}}|\hat{\tilde{\lambda}}(\omega)|^{2} \varphi(\omega) d \omega=0$, then the analytic function satisfies $\check{\tilde{\lambda}}(\omega)=0$ for all $\omega \in \mathbb{R}^{n}$. By Fourier transformation in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ we have $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \ni \lambda=0$, i.e.

$$
\begin{equation*}
\lambda(h)=\sum_{i=1}^{N} \beta_{i}\left\langle\nabla h\left(x_{i}\right), f\left(x_{i}\right)\right\rangle+\sum_{i=1}^{M} \gamma_{i} h\left(\xi_{i}\right)=0 \tag{3.30}
\end{equation*}
$$

for all test functions $h \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Fix a $j \in\{1, \ldots, N\}$. Either there is a point $\xi_{j^{*}}=x_{j}$ with $j^{*} \in\{1, \ldots, M\}$; then there is a neighborhood $B_{\delta}\left(x_{j}\right)$ such that $x_{i} \notin B_{\delta}\left(x_{j}\right)$ holds for all $i \neq j$ and $\xi_{i} \notin B_{\delta}\left(x_{j}\right)$ holds for all $i \neq j^{*}$. Otherwise we can choose $B_{\delta}\left(x_{j}\right)$ such that $x_{i} \notin B_{\delta}\left(x_{j}\right)$ holds for all $i \neq j$ and $\xi_{i} \notin B_{\delta}\left(x_{j}\right)$
holds for all $i$. In both cases define the function $h(x)=\left\langle x-x_{j}, f\left(x_{j}\right)\right\rangle$ for $x \in B_{\frac{\delta}{2}}\left(x_{j}\right)$ and $h(x)=0$ for $x \notin B_{\delta}\left(x_{j}\right)$, and extend it smoothly such that $h \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Then (3.30) yields in both cases

$$
0=\lambda(h)=\beta_{j}\left\|f\left(x_{j}\right)\right\|^{2}
$$

Since $x_{j}$ is no equilibrium, $\beta_{j}=0$. This argumentation holds for all $j=$ $1, \ldots, N$ and thus $\beta=0$.

Now fix a $j \in\{1, \ldots, M\}$. Either there is a point $x_{j^{*}}=\xi_{j}$ with $j^{*} \in$ $\{1, \ldots, N\}$; then there is a neighborhood $B_{\delta}\left(\xi_{j}\right)$ such that $\xi_{i} \notin B_{\delta}\left(\xi_{j}\right)$ holds for all $i \neq j$ and $x_{i} \notin B_{\delta}\left(\xi_{j}\right)$ holds for all $i \neq j^{*}$. Otherwise we can choose $B_{\delta}\left(\xi_{j}\right)$ such that $\xi_{i} \notin B_{\delta}\left(\xi_{j}\right)$ holds for all $i \neq j$ and $x_{i} \notin B_{\delta}\left(\xi_{j}\right)$ holds for all $i$. In both cases define the function $h(x)=1$ for $x \in B_{\frac{\delta}{2}}\left(\xi_{j}\right)$ and $h(x)=0$ for $x \notin B_{\delta}\left(\xi_{j}\right)$, and extend it smoothly such that $h \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Then (3.30) yields in both cases

$$
0=\lambda(h)=\gamma_{j}
$$

This argumentation holds for all $j=1, \ldots, M$ and thus $\gamma=0$.
Hence, the matrix $\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)$ is positive definite.

### 3.2.3 Error Estimates

While the interpolation of function values and the corresponding error estimates have been studied in detail, the interpolation via the values of a linear operator is relatively new. The values of such linear operators are also called Hermite-Birkhoff data. The mixed problem occurs when solving a Cauchy problem in partial differential equations. This has been done in Franke \& Schaback [17] and [18]. Their error estimates used the fact that the linear operator is translation invariant and, hence, they studied a partial differential equation with constant coefficients. Wendland [63] considered the case of non-constant coefficients without zeros. Our linear operator $D$, however, is the orbital derivative, namely $D q(x)=q^{\prime}(x)=\langle\nabla q(x), f(x)\rangle$, and $D$ is not translation invariant. The coefficients $f_{i}(x)$ are neither constant nor nonzero. Hence, we have to use different techniques for our error estimates, which are Taylor expansions in this book. In [27], one obtains better approximation orders using a general convergence result [51], but one has to make further assumptions on the set $K$. We prefer the direct estimates using the Taylor expansion in this book.

In this section we estimate the error between the approximated function $Q$ and the approximant $q$. Depending on the ansatz we can give a bound on the corresponding operator evaluated at any point in a compact set, i.e. if we approximate $Q$ via function values, we obtain an estimate on the values $|Q(x)-q(x)|$, if we approximate $Q$ via the orbital derivative, we obtain a bound on the orbital derivative $\left|Q^{\prime}(x)-q^{\prime}(x)\right|$. For the mixed approximation both errors within the respective sets can be estimated.

We fix a compact set. The denser the grid is within this compact set, the smaller is the error. We define the fill distance.

Definition 3.30 (Fill distance). Let $K \subset \mathbb{R}^{n}$ be a compact set and let $X_{N}:=\left\{x_{1}, \ldots, x_{N}\right\} \subset K$ be a grid. The positive real number

$$
h:=h_{K, X_{N}}=\max _{y \in K} \min _{x \in X_{N}}\|x-y\|
$$

is called the fill distance of $X_{N}$ in $K$.
In particular, for all $y \in K$ there is a grid point $x_{k} \in X_{N}$ such that $\left\|y-x_{k}\right\| \leq h$.

For $\lambda=\delta_{x} \circ D$, where $\delta$ denotes Dirac's $\delta$-distribution and $D$ a linear operator, we will use the estimate $|\lambda(Q)-\lambda(q)| \leq|(\lambda-\mu)(Q-q)| \leq \| \lambda-$ $\mu\left\|_{\mathcal{F} *}\right\| Q-q \|_{\mathcal{F}}$, where $\mu \in \mathcal{F}_{X_{M}^{0}}^{*}, \mathcal{F}_{X_{N}}^{*}, \mathcal{F}_{X_{N}, X_{M}^{0}}^{*}$, respectively. Note that $\mu(Q-$ $q)=0$ since $(D Q)\left(x_{j}\right)=(D q)\left(x_{j}\right)$ holds for all grid points $x_{j}$. For the second term we prove $\|Q-q\|_{\mathcal{F}} \leq\|Q\|_{\mathcal{F}}$ and for the first term we use a Taylor expansion. We distinguish again between the four different cases.

## Approximation via Function Values

Proposition 3.31 Let $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function $\psi_{l, k}$, where $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $X_{M}^{0}=\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{M}\right\}$ be a set of pairwise distinct points. Let $Q \in \mathcal{F}$ and $q$ be the reconstruction of $Q$ with respect to the grid $X_{M}^{0}$ in the sense of Definition 3.1, i.e. $q(x)=\sum_{j=1}^{M} \gamma_{j} \Psi\left(x-\xi_{j}\right) \in \mathcal{F}_{X_{M}^{0}}$ and $\gamma$ is the solution of $A^{0} \gamma=\alpha^{0}$ with $\alpha_{j}^{0}=Q\left(\xi_{j}\right)$. Then

$$
\|Q-q\|_{\mathcal{F}} \leq\|Q\|_{\mathcal{F}}
$$

Proof: Note that $Q$ and $q$ are real-valued functions. We have $q=\lambda * \Psi$ with $\lambda=\sum_{j=1}^{M} \gamma_{j} \delta_{\xi_{j}}=\bar{\lambda} \in \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$. Thus,

$$
\begin{aligned}
\|Q-q\|_{\mathcal{F}}^{2} & =\|Q\|_{\mathcal{F}}^{2}+\|q\|_{\mathcal{F}}^{2}-2\langle Q, q\rangle_{\mathcal{F}} \\
& =\|Q\|_{\mathcal{F}}^{2}+\|\lambda * \Psi\|_{\mathcal{F}}^{2}-2\left\langle\lambda_{q}, \lambda_{Q}\right\rangle_{\mathcal{F}^{*}}, \text { cf. Theorem 3.15 } \\
& =\|Q\|_{\mathcal{F}}^{2}+\|\lambda\|_{\mathcal{F}^{*}}^{2}-2\left\langle\lambda, \lambda_{Q}\right\rangle_{\mathcal{F}^{*}}, \text { cf. Lemma } 3.16 \\
& =\|Q\|_{\mathcal{F}}^{2}+\lambda^{x} \bar{\lambda}^{y} \Psi(x-y)-2 \lambda(Q), \\
& =\|Q\|_{\mathcal{F}}^{2}+\gamma^{T} A^{0} \gamma-2 \gamma^{T} \alpha^{0} \quad \text { cf. Proposition 3.14 and Theorem } 3.15 \\
& =\|Q\|_{\mathcal{F}}^{2}-\gamma^{T} A^{0} \gamma \quad \\
& \leq\|Q\|_{\mathcal{F}}^{2},
\end{aligned}
$$

since $A^{0}$ is positive (semi)definite, cf. Proposition 3.20.
Now we prove an error estimate.

Theorem 3.32. Consider the function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$, where $\psi_{l, k}$ denotes the Wendland function with $k \in \mathbb{N}$ and $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$.

Let $K$ be a compact set, and $Q \in \mathcal{F}$. For all $H_{0}>0$ there is a constant $C_{0}^{*}=C_{0}^{*}(K)$ such that: Let $X_{M}^{0}:=\left\{\xi_{1}, \ldots, \xi_{M}\right\} \subset K$ be a grid with fill distance $0<h_{0}<H_{0}$ in $K$ and let $q \in C^{2 k}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be the reconstruction of $Q$ with respect to the grid $X_{M}^{0}$. Then

$$
\begin{equation*}
|Q(x)-q(x)| \leq C_{0}^{*} h_{0} \text { holds for all } x \in K \tag{3.31}
\end{equation*}
$$

Proof: Let $x^{*} \in K$ and set $\lambda=\delta_{x^{*}} \in \mathcal{F}^{*}$. This follows in a similar way as in Lemma 3.19. Let $\mu \in \mathcal{F}_{X_{M}^{0}}^{*}$; then $\mu(Q-q)=0$. In order to prove (3.31)note, that the left hand sides of (3.32) and (3.31) are equal for $x=x^{*}$ - we have thus

$$
\begin{align*}
|\lambda(Q)-\lambda(q)| & =|(\lambda-\mu)(Q-q)| \leq\|\lambda-\mu\|_{\mathcal{F}^{*}} \cdot\|Q-q\|_{\mathcal{F}} \\
& \leq\|\lambda-\mu\|_{\mathcal{F}^{*}} \cdot\|Q\|_{\mathcal{F}} \tag{3.32}
\end{align*}
$$

by Proposition 3.31. Now choose $\mu=\delta_{\tilde{x}}$ with $\tilde{x}=\xi_{i}$ for an $i \in\{1, \ldots, M\}$ such that $\left\|x^{*}-\tilde{x}\right\| \leq h_{0}$. Then we have, denoting $\psi(r)=\psi_{l, k}(c r)$,

$$
\begin{aligned}
\|\lambda-\mu\|_{\mathcal{F}^{*}}^{2} & =(\lambda-\mu)^{x}(\lambda-\mu)^{y} \Psi(x-y) \\
& =\left(\delta_{x^{*}}-\delta_{\tilde{x}}\right)^{x}\left(\delta_{x^{*}}-\delta_{\tilde{x}}\right)^{y} \Psi(x-y) \\
& =2\left[\psi(0)-\psi\left(\left\|x^{*}-\tilde{x}\right\|\right)\right]
\end{aligned}
$$

Denoting $r:=\left\|x^{*}-\tilde{x}\right\| \leq h_{0}$ and using the Taylor expansion there is an $\tilde{r} \in[0, r]$ such that

$$
\begin{aligned}
\|\lambda-\mu\|_{\mathcal{F}^{*}}^{2} & =-2 \frac{d}{d r} \psi(\tilde{r}) r \\
& =O\left(r^{2}\right) \text { for } r \rightarrow 0
\end{aligned}
$$

by the property $\frac{d}{d r} \psi(r)=O(r)$ of the Wendland functions, cf. 4. of Proposition 3.11. Hence, $\|\lambda-\mu\|_{\mathcal{F}^{*}}=O(r)$ and we obtain (3.31) by (3.32). This proves the proposition.

Remark 3.33 Using Fourier analysis, one can show a higher convergence rate. Applying [68], Theorems 4 and 5, we have $s_{\infty}=2 k+1$ for the Wendland functions, and thus $|Q(x)-q(x)| \leq C_{0}^{*}\left(h_{0}\right)^{k+\frac{1}{2}}$ for all $x \in K$. One can transfer this result to operators which are translation invariant, cf. [17]. However, since the orbital derivative is not translation invariant, this is not possible in our case. Moreover, for the mixed approximation we have an ansatz for $q$ involving a non-translation invariant part. Hence, for the following results, we can estimate the error in a similar way as in Theorem 3.32. Note that higher convergence orders for the orbital derivative have been obtained in [27] by a different method.

## Approximation via Orbital Derivatives

Proposition 3.34 Let $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function $\psi_{l, k}$, where $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $X_{N}=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ be a set of pairwise distinct points, which are no equilibrium points. Let $Q \in \mathcal{F}$ and $q$ be the reconstruction of $Q$ with respect to the grid $X_{N}$ in the sense of Proposition 3.5, i.e. $q(x)=\sum_{j=1}^{N} \beta_{j}\left(\delta_{x_{j}} \circ D\right)^{y} \Psi(x-y) \in \mathcal{F}_{X_{N}}$ and $\beta$ is the solution of $A \beta=\alpha$ with $\alpha_{j}=\left(\delta_{x_{j}} \circ D\right)^{x} Q(x)$, where $D q(x)=q^{\prime}(x)$ denotes the orbital derivative. Then

$$
\|Q-q\|_{\mathcal{F}} \leq\|Q\|_{\mathcal{F}}
$$

Proof: Note that $Q$ and $q$ are real-valued functions. We have $q=\lambda * \Psi$ with $\lambda=\sum_{j=1}^{N} \beta_{j}\left(\delta_{x_{j}} \circ D\right)=\bar{\lambda} \in \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$. Thus,

$$
\begin{aligned}
\|Q-q\|_{\mathcal{F}}^{2} & =\|Q\|_{\mathcal{F}}^{2}+\|q\|_{\mathcal{F}}^{2}-2\langle Q, q\rangle_{\mathcal{F}} \\
& =\|Q\|_{\mathcal{F}}^{2}+\|\lambda * \Psi\|_{\mathcal{F}}^{2}-2\left\langle\lambda_{q}, \lambda_{Q}\right\rangle_{\mathcal{F} *}, \text { cf. Theorem 3.15 } \\
& =\|Q\|_{\mathcal{F}}^{2}+\|\lambda\|_{\mathcal{F}^{*}}^{2}-2\left\langle\lambda, \lambda_{Q}\right\rangle_{\mathcal{F}^{*}}, \text { cf. Lemma 3.16 } \\
& =\|Q\|_{\mathcal{F}}^{2}+\lambda^{x} \bar{\lambda}^{y} \Psi(x-y)-2 \lambda(Q), \\
& =\|Q\|_{\mathcal{F}}^{2}+\beta^{T} A \beta-2 \beta^{T} \alpha \quad \text { cf. Proposition 3.14 and Theorem 3.15 } \\
& =\|Q\|_{\mathcal{F}}^{2}-\beta^{T} A \beta \quad \\
& \leq\|Q\|_{\mathcal{F}}^{2},
\end{aligned}
$$

since $A$ is positive (semi)definite, cf. Proposition 3.23.
Now we give an error estimate in Theorem 3.35. Note that the convergence rate $\kappa$ depends on the parameter $k$ of the Wendland functions.

Theorem 3.35. Consider the function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$, where $\psi_{l, k}$ denotes the Wendland function with $k \in \mathbb{N}$ and $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$.

Let $K$ be a compact set, and $Q \in \mathcal{F}$. For all $H>0$ there is a constant $C^{*}=C^{*}(K)$ such that: Let $X_{N}:=\left\{x_{1}, \ldots, x_{N}\right\} \subset K$ be a grid with pairwise distinct points which are no equilibria and with fill distance $0<h<H$ in $K$, and let $q \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be the reconstruction of $Q$ with respect to the grid $X_{N}$ and operator $D q(x)=q^{\prime}(x)$ (orbital derivative).

Then

$$
\begin{equation*}
\left|Q^{\prime}(x)-q^{\prime}(x)\right| \leq C^{*} h^{\kappa} \text { holds for all } x \in K \tag{3.33}
\end{equation*}
$$

where $\kappa=\frac{1}{2}$ for $k=1$ and $\kappa=1$ for $k \geq 2$.
Proof: Let $x^{*} \in K$ and set $\lambda=\delta_{x^{*}} \circ D \in \mathcal{F}^{*}$; this follows in a similar way as in Lemma 3.22. Let $\mu \in \mathcal{F}_{X_{N}}^{*}$. We have $\mu(Q-q)=0$. Hence,

$$
\begin{align*}
|\lambda(Q)-\lambda(q)| & =|(\lambda-\mu)(Q-q)| \leq\|\lambda-\mu\|_{\mathcal{F}^{*}} \cdot\|Q-q\|_{\mathcal{F}} \\
& \leq\|\lambda-\mu\|_{\mathcal{F}^{*}} \cdot\|Q\|_{\mathcal{F}} \tag{3.34}
\end{align*}
$$

by Proposition 3.34. We choose $\mu=\delta_{\tilde{x}} \circ D$ with $\tilde{x}=x_{i}$ for an $i \in\{1, \ldots, N\}$ such that $\left\|x^{*}-\tilde{x}\right\| \leq h$. Then we have with a similar calculation as in Proposition 3.5

$$
\begin{aligned}
\|\lambda-\mu\|_{\mathcal{F}^{*}}^{2}= & (\lambda-\mu)^{x}(\lambda-\mu)^{y} \Psi(x-y) \\
= & \left(\delta_{x^{*}} \circ D-\delta_{\tilde{x}} \circ D\right)^{x}\left(\delta_{x^{*}} \circ D-\delta_{\tilde{x}} \circ D\right)^{y} \Psi(x-y) \\
= & -\psi_{1}(0)\left\|f\left(x^{*}\right)\right\|^{2}-\psi_{1}(0)\|f(\tilde{x})\|^{2} \\
& -2 \psi_{2}\left(\left\|x^{*}-\tilde{x}\right\|\right)\left\langle x^{*}-\tilde{x}, f\left(x^{*}\right)\right\rangle\left\langle\tilde{x}-x^{*}, f(\tilde{x})\right\rangle \\
& +2 \psi_{1}\left(\left\|x^{*}-\tilde{x}\right\|\right) \|\left\langle f\left(x^{*}\right), f(\tilde{x})\right\rangle \\
\leq & -\psi_{1}(0)\left\|f\left(x^{*}\right)-f(\tilde{x})\right\|^{2} \\
& +2\left[\psi_{1}\left(\left\|x^{*}-\tilde{x}\right\|\right)-\psi_{1}(0)\right]\left\langle f\left(x^{*}\right), f(\tilde{x})\right\rangle \\
& +2\left|\psi_{2}\left(\left\|x^{*}-\tilde{x}\right\|\right)\right| \cdot\left\|x^{*}-\tilde{x}\right\|^{2} \cdot\left\|f\left(x^{*}\right)\right\| \cdot\|f(\tilde{x})\| .
\end{aligned}
$$

There are constants $c_{0}, c_{1}$ such that $\|f(x)\| \leq c_{0}$ and $\|D f(x)\| \leq c_{1}$ hold for all $x \in \overline{\operatorname{conv}(K)}$. Denoting $r:=\left\|x^{*}-\tilde{x}\right\| \leq h$ and using Taylor's Theorem there are $\tilde{r} \in[0, r]$ and $\xi=\theta x^{*}+(1-\theta) \tilde{x}$ where $\theta \in[0,1]$ such that

$$
\begin{equation*}
\|\lambda-\mu\|_{\mathcal{F}^{*}}^{2} \leq\left|\psi_{1}(0)\right| \underbrace{\|D f(\xi)\|^{2}}_{\leq c_{1}^{2}} r^{2}+2 c_{0}^{2}\left|\frac{d}{d r} \psi_{1}(\tilde{r})\right| r+2 c_{0}^{2}\left|\psi_{2}(r)\right| r^{2} \tag{3.35}
\end{equation*}
$$

holds. Thus, by the asymptotics of Proposition 3.11, 4. the right hand side of (3.35) is of order $O(r)$ for $k=1$ and of order $O\left(r^{2}\right)$ for $k \geq 2$. Hence, we have $\|\lambda-\mu\|_{\mathcal{F}^{*}} \leq \tilde{C} h^{\kappa}$ for $h<H$, where $\kappa=\frac{1}{2}$ for $k=1$ and $\kappa=1$ for $k \geq 2$. Thus, (3.33) follows by (3.34) with $C^{*}:=\tilde{C}\|Q\|_{\mathcal{F}}$.

Remark 3.36 The error estimate in (3.33) can be improved concerning the order of convergence $\kappa$ depending on $k$ using recent results in [51] and [63], cf. [27]. There, the convergence in (3.33) is $h^{k-\frac{1}{2}}$ instead of $h^{\kappa}$.

## Approximation via Orbital Derivatives and Multiplication

Proposition 3.37 Let $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function $\psi_{l, k}$, where $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $X_{N}=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ be a set of pairwise distinct points, which are no equilibrium points. Let $Q \in \mathcal{F}$ and $q$ be the reconstruction of $Q$ with respect to the grid $X_{N}$ in the sense of Proposition 3.6, i.e. $q(x)=\sum_{j=1}^{N} \beta_{j}\left(\delta_{x_{j}} \circ D_{m}\right)^{y} \Psi(x-y) \in \mathcal{F}_{X_{N}}$ and $\beta$ is the solution of $A \beta=\alpha$ with $\alpha_{j}=\left(\delta_{x_{j}} \circ D_{m}\right)^{x} Q(x)$. Then

$$
\|Q-q\|_{\mathcal{F}} \leq\|Q\|_{\mathcal{F}}
$$

The proof is similar to the one of Proposition 3.34.
With the function $\mathfrak{n}(x)$ defined in Definition 2.56 we set $m(x):=\frac{\mathfrak{n}^{\prime}(x)}{\mathfrak{n}(x)}$. In the following proposition we show several properties of $m$ and related functions that we need for the proof of Theorem 3.39.

Proposition 3.38 Let $\sigma \geq P \geq 2$ and let $\mathfrak{n}(x)$ be as in Definition 2.56; let $n \geq 2$. We define the functions $m \in C^{\sigma}\left(\mathbb{R}^{n} \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$, $m^{*} \in C^{\infty}\left(\mathbb{R}^{n} \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ and $e \in C^{\sigma}\left(\mathbb{R}^{n} \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ by

$$
\begin{align*}
m(x) & =\frac{\mathfrak{n}^{\prime}(x)}{\mathfrak{n}(x)}  \tag{3.36}\\
m^{*}(x) & =-\frac{\left\|x-x_{0}\right\|^{2}}{\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)}  \tag{3.37}\\
e(x) & =m(x)-m^{*}(x) \tag{3.38}
\end{align*}
$$

$B$ denotes the matrix such that $\mathfrak{v}(x)=\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)$, where $\mathfrak{v}(x)$ are the terms of $\mathfrak{n}(x)$ of order two, cf. Remark 2.34 and Section 2.3.4. These functions have the following properties:

- There is an $\epsilon>0$ and a $C_{M}^{\prime}>0$ such that $|m(x)| \leq C_{M}^{\prime}$ holds for all $x \in B_{\epsilon}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$, i.e. $m$ is bounded for $x \rightarrow x_{0}$.
- We have

$$
\begin{equation*}
e(x)=o(1) \quad \text { for } x \rightarrow x_{0} \tag{3.39}
\end{equation*}
$$

and we set $e\left(x_{0}\right):=0$ such that $e: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuous.

- $m^{*}(x)=m^{*}\left(x_{0}+\frac{x-x_{0}}{\left\|x-x_{0}\right\|}\right)$ holds for all $x \in \mathbb{R}^{n} \backslash\left\{x_{0}\right\}$. Therefore, one can define $m^{*}(\varphi)$ as a $C^{\infty}$-function with respect to the angle $\varphi \in[0,2 \pi) \times$ $[0, \pi]^{n-2}=: S$ where $\varphi(x): \mathbb{R}^{n} \backslash\left\{x_{0}\right\} \rightarrow S$ is the canonical mapping from $x \in \mathbb{R}^{n} \backslash\left\{x_{0}\right\}$ to the corresponding angle $\varphi \in S$. More precisely, $x$ and $\varphi \in S$ satisfy

$$
\begin{gathered}
x=x_{0}+r\left(\sin \varphi_{1} \cdot \ldots \cdot \sin \varphi_{n-1}, \cos \varphi_{1} \sin \varphi_{2} \cdot \ldots \cdot \sin \varphi_{n-1}\right. \\
\left.\cos \varphi_{2} \sin \varphi_{3} \cdot \ldots \cdot \sin \varphi_{n-1}, \ldots, \cos \varphi_{n-1}\right)
\end{gathered}
$$

with some $r>0$. We have $C:=\sup _{\varphi \in S}\left|\nabla_{\varphi} m^{*}(\varphi)\right|<\infty$.
Let $X_{N}=\left\{x_{1}, \ldots, x_{N}\right\} \subset \mathbb{R}^{n} \backslash\left\{x_{0}\right\}$ be a grid such that the corresponding grid of the angles $\Xi_{N}=\left\{\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{N}\right)\right\} \subset S$ is a grid in $\bar{S}$ with fill distance $h_{\varphi}$. Then for all $x \in \mathbb{R}^{n} \backslash\left\{x_{0}\right\}$ there is a grid point $x_{i} \in X_{N}$ such that

$$
\begin{equation*}
\left|m^{*}(x)-m^{*}\left(x_{i}\right)\right| \leq C h_{\varphi} \text { holds } \tag{3.40}
\end{equation*}
$$

Proof: Note that $\mathfrak{n}^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}+\varphi(x)$ where $\varphi(x)=o\left(\left\|x-x_{0}\right\|^{P}\right)$ by (2.38) and (2.28). $\varphi$ is a $C^{\sigma}$-function since $\mathfrak{n}^{\prime}(x)$ is a $C^{\sigma}$-function. $\mathfrak{n}(x)$, on the other hand, is given by

$$
\mathfrak{n}(x)=\underbrace{\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)}_{=\mathfrak{v}(x)}+\underbrace{\sum_{3 \leq|\alpha| \leq P} c_{\alpha}\left(x-x_{0}\right)^{\alpha}+M\left\|x-x_{0}\right\|^{2 H}}_{=: r(x)}
$$

where $r(x)=O\left(\left\|x-x_{0}\right\|^{3}\right)$ for $x \rightarrow x_{0}$, and $r \in C^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$.
Now we show that $m$ is bounded near $x_{0}$.

$$
\begin{align*}
m(x) & =\frac{\mathfrak{n}^{\prime}(x)}{\mathfrak{n}(x)} \\
& =\frac{-\left\|x-x_{0}\right\|^{2}}{\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)+r(x)}+\underbrace{\frac{\varphi(x)}{\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)+r(x)}}_{=o\left(\left\|x-x_{0}\right\|^{P-2}\right)} . \tag{3.41}
\end{align*}
$$

Since $B$ is symmetric and positive definite, it has a smallest eigenvalue $\lambda>0$. Since $r(x)=O\left(\left\|x-x_{0}\right\|^{3}\right)$, there is an $\epsilon$ such that $|r(x)| \leq \frac{\lambda}{2}\left\|x-x_{0}\right\|^{2}$ holds for all $x \in B_{\epsilon}\left(x_{0}\right)$. Since $P \geq 2$, the second term of (3.41) is $o(1)$, and thus there is a constant $c^{*}>0$ such that $\left|\frac{\varphi(x)}{\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)+r(x)}\right| \leq c^{*}$ holds for all $x \in B_{\epsilon}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$. Altogether, by (3.41) we have

$$
|m(x)| \leq \frac{\left\|x-x_{0}\right\|^{2}}{\left(\lambda-\frac{\lambda}{2}\right)\left\|x-x_{0}\right\|^{2}}+c^{*}=\frac{2}{\lambda}+c^{*}=: C_{M}^{\prime}
$$

for all $x \in B_{\epsilon}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$.
With $m^{*}(x)=-\frac{\left\|x-x_{0}\right\|^{2}}{\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)}$ for $x \neq x_{0}$ we have

$$
\begin{aligned}
e(x) & =m(x)-m^{*}(x) \\
& =\frac{-\left\|x-x_{0}\right\|^{2}+\varphi(x)}{\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)+r(x)}+\frac{\left\|x-x_{0}\right\|^{2}}{\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)} \\
& =\frac{\varphi(x)\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)+\left\|x-x_{0}\right\|^{2} r(x)}{\left[\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)+r(x)\right]\left(x-x_{0}\right)^{T} B\left(x-x_{0}\right)} \\
& =o\left(\left\|x-x_{0}\right\|^{P-2}\right)+O\left(\left\|x-x_{0}\right\|\right) .
\end{aligned}
$$

Since $P \geq 2$,

$$
e(x)=o(1)
$$

which shows (3.39). In particular, by setting $e\left(x_{0}\right)=0, e$ is a continuous function in $\mathbb{R}^{n}$.

Using spherical coordinates with center $x_{0}, m^{*}$ only depends on the angles $\varphi_{1}, \ldots, \varphi_{n-1}$ and not on the radius. Thus, we can define $m^{*}(\varphi)$ for $\varphi \in S$; $m^{*}$ is a $C^{\infty}$-function with respect to $\varphi$; this can easily be checked considering the concrete form of $m^{*}$. For $v, w \in \mathbb{R}^{n} \backslash\left\{x_{0}\right\}$ we consider the corresponding angles $\varphi(v), \varphi(w) \in S$. By Taylor's Theorem there is a $\theta \in[0,1]$ such that with $\tilde{\varphi}=\theta \varphi(v)+(1-\theta) \varphi(w)$ we have

$$
\begin{aligned}
\left|m^{*}(v)-m^{*}(w)\right| & =\left|m^{*}(\varphi(v))-m^{*}(\varphi(w))\right| \\
& =\left|\nabla_{\varphi} m^{*}(\tilde{\varphi})(\varphi(v)-\varphi(w))\right| \\
& \leq C|\varphi(v)-\varphi(w)|
\end{aligned}
$$

since $\bar{S}$ is convex. If the grid $\Xi_{N}$ has fill distance $h_{\varphi}$ in $\bar{S}$, then for all $\varphi(v)$ there is a grid point $w=x_{i}$ such that $|\varphi(v)-\varphi(w)| \leq h_{\varphi}$. This shows (3.40).

Now we prove Theorem 3.39 giving an error estimate for the values $D_{m} q(x)$. Note, that the convergence rate $\kappa$ depends on the parameter $k$ of the Wendland functions. The grid has again an upper bound for the fill distance in $K$ and additionally a special structure is needed near $x_{0}$ : here the corresponding grid $\Xi_{N}$ of the angles in $S=[0,2 \pi) \times[0, \pi]^{n-2}$ has an upper bound on the fill distance in $S$.

Theorem 3.39. Consider the function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$, where $\psi_{l, k}$ denotes the Wendland function with $k \in \mathbb{N}$ and $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$.

Let $K$ be a compact set and let $m(x)=\frac{\mathfrak{n}^{\prime}(x)}{\mathfrak{n}(x)}$ with $\sigma \geq P \geq 2$, cf. Definition 2.56, and $Q \in \mathcal{F}$.

For all $\tilde{c}>0$ there is a grid $X_{N}:=\left\{x_{1}, \ldots, x_{N}\right\} \subset K \backslash\left\{x_{0}\right\}$ with pairwise distinct points which are no equilibria such that the reconstruction $q \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ of $Q$ with respect to the grid $X_{N}$ and operator $D_{m} q(x)=q^{\prime}(x)+m(x) q(x)$ satisfies

$$
\begin{equation*}
\left|D_{m} Q(x)-D_{m} q(x)\right| \leq \tilde{c} \text { for all } x \in K \backslash\left\{x_{0}\right\} . \tag{3.42}
\end{equation*}
$$

Proof: Denote $\psi(r):=\psi_{l, k}(c r)$. Choose $\epsilon>0$ such that for $e(x)=m(x)-$ $m^{*}(x)$ defined in Proposition 3.38

$$
\begin{equation*}
|e(x)| \leq \frac{1}{8} \frac{\tilde{c}}{\|Q\|_{\mathcal{F}} \sqrt{|\psi(0)|}} \tag{3.43}
\end{equation*}
$$

holds for all $x \in B_{2 \epsilon}\left(x_{0}\right)$; note that in (3.39) we have shown that $e(x)=o(1)$ holds for $x \rightarrow x_{0}$.

There are constants $c_{0}, c_{1}, C_{M}>0$ such that $\|f(x)\| \leq c_{0}$ and $\|D f(x)\| \leq$ $c_{1}$ holds for all $x \in \overline{\operatorname{conv}(K)}$, and $|m(x)| \leq C_{M}$ holds for all $x \in \overline{\operatorname{conv}(K)} \backslash\left\{x_{0}\right\}$, cf. Proposition 3.38. Moreover, there is a constant $c_{M}$ such that $|\nabla m(x)| \leq c_{M}$ holds for all $x \in \overline{\operatorname{conv}(K)} \backslash B_{\epsilon}\left(x_{0}\right)$.

Choose $0<h \leq \epsilon$ such that

$$
\begin{align*}
\frac{1}{2} \frac{\tilde{c}^{2}}{\|Q\|_{\mathcal{F}}^{2}} \geq & \left|\psi_{1}(0)\right| c_{1}^{2} h^{2}+2 c_{0}^{2} \max _{\tilde{h} \in[0, h]}\left|\frac{d}{d r} \psi_{1}(\tilde{h})\right| h+2 c_{0}^{2} \max _{\tilde{h} \in[0, h]}\left|\psi_{2}(\tilde{h})\right| h^{2} \\
& +2 C_{M}^{2} \max _{\tilde{h} \in[0, h]}\left|\frac{d}{d r} \psi(\tilde{h})\right| h+4 C_{M} c_{0} \max _{\tilde{h} \in[0, h]}\left|\psi_{1}(\tilde{h})\right| h \tag{3.44}
\end{align*}
$$

holds (this is possible by the asymptotics of Proposition 3.11, 4.) and, at the same time,

$$
\begin{equation*}
h \leq \frac{1}{\sqrt{2|\psi(0)|}} \frac{\tilde{c}}{\|Q\|_{\mathcal{F} c_{M}}} \tag{3.45}
\end{equation*}
$$

Choose a grid in $K \backslash B_{2 \epsilon}\left(x_{0}\right)$ with fill distance $\leq h$. Inside $B_{2 \epsilon}\left(x_{0}\right)$ choose a grid in the following way: For each $x^{*} \in B_{2 \epsilon}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ there is a grid point $\tilde{x} \in B_{2 \epsilon}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ such that (i) $\left\|x^{*}-\tilde{x}\right\| \leq h$ and (ii) the angles have a distance $\leq h_{\varphi} \leq \frac{1}{4 C} \frac{\tilde{c}}{\|Q\|_{\mathcal{F}} \sqrt{|\psi(0)|}}$ in $S$ where $C$ was defined in Proposition 3.38. Let $X_{N}$ be the union of both grids.

Hence, for all points $x \in \mathbb{R}^{n} \backslash\left\{x_{0}\right\}$ there is a grid point $x_{j}=x_{0}+\rho w_{j}$ with $0<\rho<2 \epsilon$ and $w_{j} \in S^{n-1}$ such that

$$
\begin{equation*}
\left|m^{*}(x)-m^{*}\left(x_{j}\right)\right| \leq \frac{1}{4} \frac{\tilde{c}}{\|Q\|_{\mathcal{F}} \sqrt{|\psi(0)|}} \tag{3.46}
\end{equation*}
$$

holds, cf. (3.40).
Let $x^{*} \in K \backslash\left\{x_{0}\right\}$ and set $\lambda=\delta_{x^{*}} \circ D_{m} \in \mathcal{F}^{*}$; this follows in a similar way as in Lemma 3.25. For $\mu \in \mathcal{F}_{X_{N}}^{*}$ we have $\mu(Q-q)=0$ and hence

$$
\begin{align*}
|\lambda(Q)-\lambda(q)| & =|(\lambda-\mu)(Q-q)| \leq\|\lambda-\mu\|_{\mathcal{F}^{*}} \cdot\|Q-q\|_{\mathcal{F}} \\
& \leq\|\lambda-\mu\|_{\mathcal{F}^{*}} \cdot\|Q\|_{\mathcal{F}} \tag{3.47}
\end{align*}
$$

by Proposition 3.37. We choose $\mu=\delta_{\tilde{x}} \circ D_{m}$ with $\tilde{x}=x_{i}$ for an $i \in\{1, \ldots, N\}$ such that $\left\|x^{*}-\tilde{x}\right\| \leq h$. Then we have with a similar calculation as in Proposition 3.6

$$
\begin{aligned}
\| \lambda & -\mu \|_{\mathcal{F}^{*}}^{2} \\
= & (\lambda-\mu)^{x}(\lambda-\mu)^{y} \Psi(x-y) \\
= & \left(\delta_{x^{*}} \circ D_{m}-\delta_{\tilde{x}} \circ D_{m}\right)^{x}\left(\delta_{x^{*}} \circ D_{m}-\delta_{\tilde{x}} \circ D_{m}\right)^{y} \Psi(x-y) \\
= & -\psi_{1}(0)\left\|f\left(x^{*}\right)\right\|^{2}-\psi_{1}(0)\|f(\tilde{x})\|^{2}+\psi(0)\left[m\left(x^{*}\right)^{2}+m(\tilde{x})^{2}\right] \\
& -2 \psi_{2}\left(\left\|x^{*}-\tilde{x}\right\|\right)\left\langle x^{*}-\tilde{x}, f\left(x^{*}\right)\right\rangle\left\langle\tilde{x}-x^{*}, f(\tilde{x})\right\rangle \\
& +2 \psi_{1}\left(\left\|x^{*}-\tilde{x}\right\|\right) \|\left\langle f\left(x^{*}\right), f(\tilde{x})\right\rangle \\
& -2 \psi_{1}\left(\left\|x^{*}-\tilde{x}\right\|\right)\left[m\left(x^{*}\right)\left\langle\tilde{x}-x^{*}, f(\tilde{x})\right\rangle+m(\tilde{x})\left\langle x^{*}-\tilde{x}, f\left(x^{*}\right)\right\rangle\right] \\
& -2 m\left(x^{*}\right) m(\tilde{x}) \psi\left(\left\|x^{*}-\tilde{x}\right\|\right) \\
\leq & -\psi_{1}(0)\left\|f\left(x^{*}\right)-f(\tilde{x})\right\|^{2} \\
& +2\left[\psi_{1}\left(\left\|x^{*}-\tilde{x}\right\|\right)-\psi_{1}(0)\right]\left\langle f\left(x^{*}\right), f(\tilde{x})\right\rangle \\
& +2\left|\psi_{2}\left(\left\|x^{*}-\tilde{x}\right\|\right)\right| \cdot\left\|x^{*}-\tilde{x}\right\|^{2} \cdot\left\|f\left(x^{*}\right)\right\| \cdot\|f(\tilde{x})\| \\
& +\psi(0)\left[m\left(x^{*}\right)-m(\tilde{x})\right]^{2}-2 m\left(x^{*}\right) m(\tilde{x})\left[\psi\left(\left\|x^{*}-\tilde{x}\right\|\right)-\psi(0)\right] \\
& -2 \psi_{1}\left(\left\|x^{*}-\tilde{x}\right\|\right)\left[m\left(x^{*}\right)\left\langle\tilde{x}-x^{*}, f(\tilde{x})\right\rangle+m(\tilde{x})\left\langle x^{*}-\tilde{x}, f\left(x^{*}\right)\right\rangle\right] .
\end{aligned}
$$

Denoting $r:=\left\|x^{*}-\tilde{x}\right\| \leq h$ and using the Taylor expansion, there are $\tilde{r}_{1}, \tilde{r}_{2} \in[0, r]$ and $\xi=\theta x^{*}+(1-\theta) \tilde{x}$ where $\theta \in[0,1]$ such that

$$
\begin{align*}
\|\lambda-\mu\|_{\mathcal{F}^{*}}^{2} \leq & \left|\psi_{1}(0)\right| \underbrace{\|D f(\xi)\|^{2}}_{\leq c_{1}^{2}} r^{2}+2 c_{0}^{2}\left|\frac{d}{d r} \psi_{1}\left(\tilde{r}_{1}\right)\right| r+2 c_{0}^{2}\left|\psi_{2}(r)\right| r^{2} \\
& +2 C_{M}^{2}\left|\frac{d}{d r} \psi\left(\tilde{r}_{2}\right)\right| r+4 C_{M} c_{0}\left|\psi_{1}(r)\right| r+|\psi(0)|\left[m\left(x^{*}\right)-m(\tilde{x})\right]^{2} \\
\leq & \frac{1}{2} \frac{\tilde{c}^{2}}{\|Q\|_{\mathcal{F}}^{2}}+|\psi(0)|\left[m\left(x^{*}\right)-m(\tilde{x})\right]^{2} \text { by }(3.44) . \tag{3.48}
\end{align*}
$$

If $x^{*} \in B_{2 \epsilon}\left(x_{0}\right)$, then we can choose $\tilde{x}$ such that, additionally to $\left\|x^{*}-\tilde{x}\right\| \leq h$, also $\tilde{x} \in B_{2 \epsilon}\left(x_{0}\right)$ and $\tilde{x}=x_{0}+\rho w_{j}$ hold with $0<\rho<2 \epsilon$ and $w_{j} \in S^{n-1}$. Hence, by (3.38) we have $m\left(x^{*}\right)-m(\tilde{x})=m^{*}\left(x^{*}\right)-m^{*}(\tilde{x})+e\left(x^{*}\right)-e(\tilde{x})$, and with (3.43) and (3.48)

$$
\begin{align*}
\|\lambda-\mu\|_{\mathcal{F}^{*}}^{2} & \leq \frac{1}{2} \frac{\tilde{c}^{2}}{\|Q\|_{\mathcal{F}}^{2}}+|\psi(0)|\left[\left|m^{*}\left(x^{*}\right)-m^{*}(\tilde{x})\right|+2 \frac{1}{8} \frac{\tilde{c}}{\|Q\|_{\mathcal{F}} \sqrt{|\psi(0)|}}\right]^{2} \\
& \leq \frac{1}{2} \frac{\tilde{c}^{2}}{\|Q\|_{\mathcal{F}}^{2}}+|\psi(0)|\left[\frac{1}{4} \frac{\tilde{c}}{\|Q\|_{\mathcal{F}} \sqrt{|\psi(0)|}}+\frac{1}{4} \frac{\tilde{c}}{\|Q\|_{\mathcal{F}} \sqrt{|\psi(0)|}}\right]^{2} \tag{3.46}
\end{align*}
$$

$$
\leq \frac{\tilde{c}^{2}}{\|Q\|_{\mathcal{F}}^{2}}
$$

Thus, (3.42) follows by (3.47).
Now assume $x^{*} \notin B_{2 \epsilon}\left(x_{0}\right)$. Since $h \leq \epsilon$, the line from $\tilde{x}$ to $x^{*}$ has no points in common with $B_{\epsilon}\left(x_{0}\right)$. Hence, there is a $\theta \in[0,1]$ such that with $\tilde{\xi}=\theta x^{*}+(1-\theta) \tilde{x} \notin B_{\epsilon}\left(x_{0}\right)$ we have using (3.48)

$$
\begin{aligned}
\|\lambda-\mu\|_{\mathcal{F}^{*}}^{2} & \leq \frac{1}{2} \frac{\tilde{c}^{2}}{\|Q\|_{\mathcal{F}}^{2}}+|\psi(0)|[|\nabla m(\tilde{\xi})| r]^{2} \\
& \leq \frac{1}{2} \frac{\tilde{c}^{2}}{\|Q\|_{\mathcal{F}}^{2}}+|\psi(0)|\left(c_{M} h\right)^{2} \\
& \leq \frac{\tilde{c}^{2}}{\|Q\|_{\mathcal{F}}^{2}} \text { by }(3.45) .
\end{aligned}
$$

Thus, (3.42) follows again by (3.47).

## Mixed Approximation

Proposition 3.40 Let $\Psi(x)=\psi_{l, k}(c\|x\|)$ with the Wendland function $\psi_{l, k}$, where $k \in \mathbb{N}$ and $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $X_{N}=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ and $X_{M}^{0}=$ $\left\{\xi_{1}, \ldots, \xi_{M}\right\}$ be sets of pairwise distinct points $x_{i}, \xi_{j}$, respectively. Let $x_{i}$ be no equilibrium points. Let $Q \in \mathcal{F}$ and $q$ be the reconstruction of $Q$ with respect to the grids $X_{N}, X_{M}^{0}$ in the sense of Definition 3.7, i.e. $q(x)=\sum_{j=1}^{N} \beta_{j}\left(\delta_{x_{j}} \circ\right.$
$D)^{y} \Psi(x-y)+\sum_{j=1}^{M} \gamma_{j} \Psi\left(x-\xi_{j}\right) \in \mathcal{F}_{X_{N}, X_{M}^{0}}$ and $\binom{\beta}{\gamma}$ is the solution of $\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)\binom{\beta}{\gamma}=\binom{\alpha}{\alpha^{0}}$ with $\alpha_{j}=\left(\delta_{x_{j}} \circ D\right)^{x} Q(x)$ and $\alpha_{j}^{0}=Q\left(\xi_{j}\right)$. Here, $D q(x)=q^{\prime}(x)$ denotes the orbital derivative. Then

$$
\|Q-q\|_{\mathcal{F}} \leq\|Q\|_{\mathcal{F}}
$$

Proof: Note that $Q$ and $q$ are real-valued functions. We have $q=\lambda * \Psi$ with $\lambda=\sum_{j=1}^{N} \beta_{j}\left(\delta_{x_{j}} \circ D\right)+\sum_{j=1}^{M} \gamma_{j}\left(\delta_{\xi_{j}} \circ D^{0}\right)=\bar{\lambda} \in \mathcal{F}^{*} \cap \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$, where $D^{0}=\mathrm{id}$. Thus,

$$
\begin{aligned}
\|Q-q\|_{\mathcal{F}}^{2} & =\|Q\|_{\mathcal{F}}^{2}+\|q\|_{\mathcal{F}}^{2}-2\langle Q, q\rangle_{\mathcal{F}} \\
& =\|Q\|_{\mathcal{F}}^{2}+\|\lambda * \Psi\|_{\mathcal{F}}^{2}-2\left\langle\lambda_{q}, \lambda_{Q}\right\rangle_{\mathcal{F}^{*}}, \text { cf. Theorem 3.15 } \\
& =\|Q\|_{\mathcal{F}}^{2}+\|\lambda\|_{\mathcal{F}^{*}}^{2}-2\left\langle\lambda, \lambda_{Q}\right\rangle_{\mathcal{F}^{*}}, \text { cf. Lemma 3.16 } \\
& =\|Q\|_{\mathcal{F}}^{2}+\lambda^{x} \bar{\lambda}^{y} \Psi(x-y)-2 \lambda(Q), \\
& \quad \text { cf. Proposition 3.14 and Theorem 3.15 } \\
& =\|Q\|_{\mathcal{F}}^{2}+\left(\beta^{T}, \gamma^{T}\right)\left(\begin{array}{cc}
A & C \\
C^{T} & A^{0}
\end{array}\right)\binom{\beta}{\gamma}-2\left(\beta^{T}, \gamma^{T}\right)\binom{\alpha}{\alpha^{0}} \\
& =\|Q\|_{\mathcal{F}}^{2}-\left(\beta^{T}, \gamma^{T}\right)\left(\begin{array}{ll}
A & C \\
C^{T} & A^{0}
\end{array}\right)\binom{\beta}{\gamma} \\
& \leq\|Q\|_{\mathcal{F}}^{2}
\end{aligned}
$$

since $\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)$ is positive (semi)definite, cf. Proposition 3.29.

Theorem 3.41. Consider the function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$, where $\psi_{l, k}$ denotes the Wendland function with $k \in \mathbb{N}$ and $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Assume that $f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$. Denote by $D q(x)=q^{\prime}(x)$ the orbital derivative.

Let $K$ and $\Omega$ be compact sets, and let $Q \in \mathcal{F}$. For all $H, H_{0}>0$ there are constants $C^{*}=C^{*}(K)$ and $C_{0}^{*}=C_{0}^{*}(\Omega)$ such that: Let $X_{N}:=$ $\left\{x_{1}, \ldots, x_{N}\right\} \subset K$ for $i=1, \ldots, N$ be a grid with pairwise distinct points which are no equilibrium points and with fill distance $0<h<H$ in $K$. Let $X_{M}^{0}:=\left\{\xi_{1}, \ldots, \xi_{M}\right\} \subset \Omega$ be a grid with pairwise distinct points and fill distance $0<h_{0}<H_{0}$ in $\Omega$. Let $q \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be the reconstruction of $Q$ with respect to the grids $X_{N}, X_{M}^{0}$, cf. Definition 3.7. Then

$$
\begin{align*}
&\left|Q^{\prime}(x)-q^{\prime}(x)\right| \leq C^{*} h^{\kappa} \text { holds for all } x \in K  \tag{3.49}\\
&|Q(x)-q(x)| \leq C_{0}^{*} h_{0} \text { holds for all } x \in \Omega \tag{3.50}
\end{align*}
$$

where $\kappa=\frac{1}{2}$ for $k=1$ and $\kappa=1$ for $k \geq 2$.
Proof: We can follow Theorems 3.35 and 3.32. In order to prove (3.49) let $x^{*} \in K$ and $\tilde{x} \in X_{N}$ such that $r:=\left\|x^{*}-\tilde{x}\right\| \leq h$. Set $\lambda=\delta_{x^{*}} \circ D \in \mathcal{F}^{*}$, which
follows in a similar way as in Lemma 3.28, and $\mu=\delta_{\tilde{x}} \circ D \in \mathcal{F}_{X_{N}, X_{M}^{0}}^{*} \subset \mathcal{F}^{*}$, cf. Lemma 3.28. Then we have $\mu(Q-q)=0$ and together with Proposition 3.40

$$
\begin{aligned}
|\lambda(Q-q)| & =|(\lambda-\mu)(Q-q)| \leq\|\lambda-\mu\|_{\mathcal{F}^{*}} \cdot\|Q-q\|_{\mathcal{F}} \\
& \leq\|\lambda-\mu\|_{\mathcal{F}^{*}} \cdot\|Q\|_{\mathcal{F}}
\end{aligned}
$$

Now we proceed as in the proof of Theorem 3.35 and obtain (3.49), cf. (3.33).
In order to prove (3.50), let $x^{*} \in \Omega$ and $\tilde{x} \in X_{M}^{0}$ such that $r:=\left\|x^{*}-\tilde{x}\right\| \leq$ $h_{0}$. Set $\lambda=\delta_{x^{*}} \in \mathcal{F}^{*}$, which follows in a similar way as in Lemma 3.28, and $\mu=\delta_{\tilde{x}} \in \mathcal{F}_{X_{N}, X_{M}^{0}}^{*}$. Then $\mu(Q-q)=0$ and, again by Proposition 3.40, $|\lambda(Q-q)| \leq\|\lambda-\mu\|_{\mathcal{F}^{*}} \cdot\|Q\|_{\mathcal{F}}$. Now we proceed as in the proof of Theorem 3.32 and obtain (3.50), cf. (3.31).

Theorems 3.35, 3.39 and 3.41 will be used in the next chapter to construct a Lyapunov function.

## Construction of Lyapunov Functions

In Chapter 3 we have introduced radial basis functions. This method enables us to approximate a function via its values of a linear operator at a finite number of grid points. In particular, given the orbital derivative of a function $Q$ on a grid, we can reconstruct the function $Q$ by an approximation $q$. Moreover, we can estimate the error $\left|Q^{\prime}(x)-q^{\prime}(x)\right|$ and we have proven that it tends to zero if the fill distance of the grid tends to zero.

Hence, the approximations $q=t$ of $T$ and $q=v$ of $V$ via radial basis functions are functions with negative orbital derivatives themselves, provided that the grid is dense enough. For the example (2.11) the result is shown in Figures 4.1 and 4.2. We approximate the Lyapunov function $V$ for which $V^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}$ holds by the approximant $v$. In Figure 4.1, left, the values of the approximating Lyapunov function $v(x)$ are shown, whereas in Figure 4.2 we show the approximation error $v^{\prime}(x)-V^{\prime}(x)$. In Figure 4.1, right, the sign of $v^{\prime}(x)$ is given. Obviously, the approximating function $v$ does not satisfy $v^{\prime}(x)<0$ for all $x \in K \backslash\left\{x_{0}\right\}$. There are points near $x_{0}$ where $v^{\prime}(x)>0$. One could think that the grid was not fine enough. But in fact the error estimate shows that one can only guarantee that $v^{\prime}(x)<0$ holds for a set $K \backslash U$, where $U$ is an arbitrarily small neighborhood of $x_{0}$. Moreover, we show that in general there are points $x$ near $x_{0}$ such that $v^{\prime}(x)>0$ holds, cf. Lemma 4.3. Hence, we call these approximating functions non-local Lyapunov functions. In order to obtain a Lyapunov function, i.e. a function with negative orbital derivative in $K \backslash\left\{x_{0}\right\}$, we have to combine the non-local, approximated Lyapunov function with some local information.

In Section 4.1 we use radial basis functions to approximate a global Lyapunov function of Section 2.3, i.e. $T$ or $V$. Indeed, these functions have a certain smoothness and we know the values of their orbital derivative at all points, cf. Theorems 2.38 and 2.46. Hence, we can use an arbitrary grid. We obtain an approximation $t$ of $T, v$ of $V$, respectively. This approximation will itself have negative orbital derivative. However, the negativity of the orbital derivative cannot be guaranteed (i) near $x_{0}$ and (ii) near $\partial A\left(x_{0}\right)$, but only for each compact set $K \subset A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$.


Fig. 4.1. Left: the approximating Lyapunov function $v(x, y)$. Right: the sign of $v^{\prime}(x, y)$ (grey) and the grid (black + ). $v$ was obtained approximating the function $V(x, y)$ with $V^{\prime}(x, y)=-\left(x^{2}+y^{2}\right)$ for (2.11).


Fig. 4.2. The difference $v^{\prime}(x, y)-V^{\prime}(x, y)$. This is the approximation error, which is small in the region, where the grid points were set, and large outside.

In Section 4.2 we discuss three different possibilities to deal with the local problem (i) near $x_{0}$ since we can also show that in general there are points near $x_{0}$ with positive orbital derivative. For all three possibilities we use some local information: We determine a local Lyapunov basin, i.e. we calculate the local Lyapunov function $\mathfrak{d}$ or $\mathfrak{v}$ and find a Lyapunov basin for this Lyapunov function, and combine it with the approximation $q$ of a global Lyapunov function. This can either be done using Theorem 2.26 or by construction of a new Lyapunov function combining the local and the approximated one by a par-
tition of unity. The third possibility uses a Taylor polynomial of $V$ to define a function $W$ and then approximates $W$ using radial basis functions.

The question (ii), whether we reach the whole basin of attraction or at least each compact subset with this method, will be addressed in Chapter 5.

### 4.1 Non-Local Part

In this section we prove that we can construct a function with negative orbital derivative in the non-local part, i.e. in a set which does not include a (local) neighborhood of $x_{0}$. The idea is to use one of the Lyapunov functions $T$ or $V$ outside a neighborhood of $x_{0}$ and to approximate it by radial basis functions via the orbital derivative. If the grid is dense enough, one obtains an approximating function with negative orbital derivative outside a neighborhood of the equilibrium. We make this precise using the estimates of Section 3.2.3.

We consider the Lyapunov functions $T$ satisfying $T^{\prime}=-\bar{c}$ and $V$ satisfying $V^{\prime}=-p(x) . T$ is neither defined in $x_{0}$ nor outside $A\left(x_{0}\right)$. We extend $T$ in a smooth way to a $C^{\sigma}$-function defined on $\mathbb{R}^{n}$ by setting $T(x)=0$ for all $x$ in a neighborhood $U$ of $x_{0}$ and for all $x \notin A\left(x_{0}\right)$. Note that $h^{*}$ in Theorem 4.1 thus depends on $U$, since $C^{*}$ includes the factor $\|T\|_{\mathcal{F}}$ and the extension $T$ depends on $U$. Moreover, in order to use the Wendland functions, $T$ and hence $f$ must be of a certain smoothness $C^{\sigma}$ depending on the space dimension $n$ and the parameter $k$ of the Wendland function.

Theorem 4.1. Consider the function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$, where $\psi_{l, k}$ denotes the Wendland function with $k \in \mathbb{N}$ and $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, where $\mathbb{N} \ni \sigma \geq \sigma^{*}:=\frac{n+1}{2}+k$.

Let $K_{0} \subset A\left(x_{0}\right)$ be a compact set and $U$ an open neighborhood of $x_{0}$ such that $K_{0} \backslash U \neq \varnothing$. Let $X_{N}:=\left\{x_{1}, \ldots, x_{N}\right\} \subset K_{0} \backslash U$ be a grid with sufficiently small fill distance $h>0$ in $K_{0} \backslash U$.

Then there is a constant $C^{*}=C^{*}\left(K_{0}, U\right)$ such that for all reconstructions $t \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ of $T$, cf. Theorem 2.38, with respect to the grid $X_{N}$ and the operator $D q(x)=q^{\prime}(x)$ (orbital derivative), cf. Definition 3.4, we have

$$
\begin{equation*}
\left|t^{\prime}(x)+\bar{c}\right| \leq C^{*} h^{\kappa} \quad \text { holds for all } x \in K_{0} \backslash U \tag{4.1}
\end{equation*}
$$

where $\kappa=\frac{1}{2}$ for $k=1$ and $\kappa=1$ for $k \geq 2$.
In particular, for all grids $X_{N}$ with fill distance $h<h^{*}:=\left(\frac{\bar{c}}{C^{*}}\right)^{\frac{1}{\kappa}}$ in $K_{0} \backslash U$

$$
\begin{equation*}
t^{\prime}(x)<0 \quad \text { holds for all } x \in K_{0} \backslash U \tag{4.2}
\end{equation*}
$$

Proof: Theorem 2.38 shows the existence of a function $T \in C^{\sigma}\left(A\left(x_{0}\right) \backslash\right.$ $\left.\left\{x_{0}\right\}, \mathbb{R}\right)$. With the open neighborhood $U \subset K_{0}$ of $x_{0}$ denote $K:=K_{0} \backslash U$.

We choose the Lyapunov function $V_{g}$ of Theorem 2.46 for the differential equation $\dot{x}=g(x)=\frac{f(x)}{1+\|f(x)\|^{2}}$, cf. (2.2). Then $V_{g} \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}\right)$ and the sets

$$
\begin{aligned}
K_{1} & :=\left\{x \in A\left(x_{0}\right) \mid \min _{y \in K} V_{g}(y) \leq V_{g}(x) \leq \max _{y \in K} V_{g}(y)\right\} \supset K \\
\text { and } K_{2} & :=\left\{x \in A\left(x_{0}\right) \left\lvert\, \frac{1}{2} \min _{y \in K} V_{g}(y) \leq V_{g}(x) \leq \frac{3}{2} \max _{y \in K} V_{g}(y)\right.\right\}
\end{aligned}
$$

are compact sets by Theorem 2.46 with $C^{\sigma}$-boundary by Corollary 2.43. Hence, we can extend $T$ to a function defined on $\mathbb{R}^{n}$ in a smooth way such that $T(x)$ remains unchanged on $K_{1} \supset K$ and $T(x)=0$ holds for all $x \notin K_{2}$. Denoting the new function also by $T$, we have $T \in C_{0}^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}\right) \subset \mathcal{F}$ by Lemma 3.13. The new function $T$ also fulfills $T^{\prime}(x)=-\bar{c}$ for all $x \in K$. Now we apply Theorem 3.35 to the function $Q=T$. Hence, (3.33) implies (4.1) if $h<H$, i.e. $h$ is sufficiently small.

If the fill distance satisfies $h<h^{*}=\left(\frac{\bar{c}}{C^{*}}\right)^{\frac{1}{\kappa}}$, then (4.1) implies

$$
t^{\prime}(x) \leq-\bar{c}+C^{*} h^{\kappa}<0
$$

for all $x \in K_{0} \backslash U$, i.e. (4.2).
In contrast to the function $T$, which is not defined in $x_{0}$, the function $V(x)$ is defined for all $x \in A\left(x_{0}\right)$. However, $V^{\prime}\left(x_{0}\right)=0$ so that we cannot guarantee $v^{\prime}(x)<0$ for all $x$ since the error $\left|V^{\prime}(x)-v^{\prime}(x)\right|$ is possibly larger than $\left|V^{\prime}(x)\right|$ near $x_{0}$. Thus, the grid constants $h^{*}$ for $T$ and $V$ both depend on the neighborhood $U$. For $V$, the constant $C^{*}$ only depends on $K_{0}$ and not on $U$.

Theorem 4.2. Consider the function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$, where $\psi_{l, k}$ denotes the Wendland function with $k \in \mathbb{N}$ and $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, where $\mathbb{N} \ni \sigma \geq \sigma^{*}:=\frac{n+1}{2}+k$. Let $K_{0} \subset A\left(x_{0}\right)$ be a compact set. Let $X_{N}:=\left\{x_{1}, \ldots, x_{N}\right\} \subset K_{0} \backslash\left\{x_{0}\right\}$ be a grid with sufficiently small fill distance $h>0$ in $K_{0}$.

Then there is a constant $C^{*}=C^{*}\left(K_{0}\right)$ such that for all reconstructions $v \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ of $V$ with $V^{\prime}(x)=-p(x)$, cf. Theorem 2.46, with respect to the grid $X_{N}$ and the operator $D q(x)=q^{\prime}(x)$ (orbital derivative), cf. Definition 3.4, we have

$$
\begin{equation*}
\left|v^{\prime}(x)+p(x)\right| \leq C^{*} h^{\kappa} \quad \text { holds for all } x \in K_{0} \tag{4.3}
\end{equation*}
$$

where $\kappa=\frac{1}{2}$ for $k=1$ and $\kappa=1$ for $k \geq 2$.
In particular, if $U$ is an open neighborhood of $x_{0}$ with $K_{0} \backslash U \neq \varnothing$, then for all grids $X_{N} \subset K_{0} \backslash U$ with fill distance $h<h^{*}:=\left(\frac{\min _{x \in K_{0} \backslash U} p(x)}{C^{*}}\right)^{\frac{1}{\kappa}}$

$$
\begin{equation*}
v^{\prime}(x)<0 \quad \text { holds for all } x \in K_{0} \backslash U \tag{4.4}
\end{equation*}
$$

Proof: Theorem 2.46 shows the existence of a function $V \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}\right)$ with $V^{\prime}(x)=-p(x)$ for all $x \in A\left(x_{0}\right)$. As in the proof of Theorem 4.1 denote by $V_{g}$ the Lyapunov function of Theorem 2.46 for the differential equation $\dot{x}=g(x)=\frac{f(x)}{1+\|f(x)\|^{2}}$, cf. (2.2). Then $V_{g} \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}\right)$ and the sets

$$
\begin{aligned}
K_{1} & :=\left\{x \in A\left(x_{0}\right) \mid V_{g}(x) \leq \max _{y \in K_{0}} V_{g}(y)\right\} \supset K_{0} \\
\text { and } K_{2} & :=\left\{x \in A\left(x_{0}\right) \left\lvert\, V_{g}(x) \leq \frac{3}{2} \max _{y \in K_{0}} V_{g}(y)\right.\right\}
\end{aligned}
$$

are compact sets by Theorem 2.46 with $C^{\sigma}$-boundary by Proposition 2.42. Hence, we can extend $V$ to a function defined on $\mathbb{R}^{n}$ in a smooth way such that $V(x)$ remains unchanged on $K_{1} \supset K_{0}$ and $V(x)=0$ holds for all $x \notin K_{2}$. Denoting the new function also by $V$, we have $V \in C_{0}^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}\right) \subset \mathcal{F}$ by Lemma 3.13. The new function $V$ also fulfills $V^{\prime}(x)=-p(x)$ for all $x \in K_{0}$. We apply Theorem 3.35 to the function $Q=V$ and the set $K_{0}$. Hence, (3.33) implies (4.3) if $h<H$, i.e. $h$ is sufficiently small.

Now we choose a grid in $K:=K_{0} \backslash U$. If the fill distance of $X_{N}$ in $K$ satisfies $h<h^{*}=\left(\frac{\min _{x \in K_{0} \backslash U} p(x)}{C^{*}}\right)^{\frac{1}{\kappa}}$, then (4.3) applied to $K$ implies

$$
v^{\prime}(x)<-p(x)+\min _{x \in K_{0} \backslash U} p(x) \leq 0
$$

for all $x \in K_{0} \backslash U$, i.e. (4.4).
The estimates (4.2) and (4.4) show that $q^{\prime}(x)<0$ holds for all $x \in K_{0} \backslash U$ where $q=t$ or $q=v$. As these results were obtained by inequalities, it is not clear whether they are sharp. Thus, we ask, whether in general there are points $x$ near $x_{0}$ such that $q^{\prime}(x)>0$ holds. The following lemma gives a positive answer, if $\nabla q\left(x_{0}\right) \neq 0$. Since we do not impose any conditions on $\nabla q\left(x_{0}\right)$, in general $\nabla q\left(x_{0}\right) \neq 0$ holds and Lemma 4.3 implies that there is a direction $h \in \mathbb{R}^{n}$ such that $v^{\prime}\left(x_{0}+\delta h\right)>0$ holds for all $\delta \in\left(0, \delta^{\prime}\right)$. On the other hand $q^{\prime}\left(x_{0}-\delta h\right)<0$ holds for all $\delta \in\left(0, \delta^{\prime}\right)$. This can be observed in many examples, e.g. Figures $6.5,6.6,6.7$, etc. However, in some examples, e.g. Figures 4.1 and 5.1 to 5.3 or Figure 6.12 , one finds that $q^{\prime}\left(x_{0}+\delta h\right)>0$ holds for $\delta \in\left(-\delta^{\prime}, 0\right) \cup\left(0, \delta^{\prime}\right)$. The reason for this behavior is that due to the symmetry of both the differential equation and the grid also the approximant $q$ is symmetric and thus $\nabla q\left(x_{0}\right)=0$, cf. Lemma 4.4. In this case one has to consider the higher order terms, cf. Lemma 4.5.
Lemma 4.3. Consider $\dot{x}=f(x), f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ and let $x_{0}$ be an equilibrium such that $-\nu<0$ is the maximal real part of all eigenvalues of $\operatorname{Df}\left(x_{0}\right)$. Let $q \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be a function satisfying $\nabla q\left(x_{0}\right) \neq 0$. Then there is an $h \in \mathbb{R}^{n}$ and $a \delta^{\prime}>0$ such that

$$
\begin{align*}
q^{\prime}\left(x_{0}+\delta h\right) & >0 \text { holds for all } \delta \in\left(0, \delta^{\prime}\right)  \tag{4.5}\\
\text { and } q^{\prime}\left(x_{0}-\delta h\right) & <0 \text { holds for all } \delta \in\left(0, \delta^{\prime}\right) \tag{4.6}
\end{align*}
$$

Proof: Denote $w:=\nabla q\left(x_{0}\right) \neq 0$. Let $S$ be the matrix defined in Lemma 2.27 for $\epsilon=\frac{\nu}{2}$, where $-\nu<0$ denotes the maximal real part of all eigenvalues of $D f\left(x_{0}\right)=: A$. Then by the same lemma $u^{T} B u \leq-\frac{\nu}{2}\|u\|^{2}$ holds for all $u \in \mathbb{R}^{n}$ with $B=S D f\left(x_{0}\right) S^{-1}$. Set

$$
h:=-S^{-1}\left(S^{-1}\right)^{T} w \neq 0
$$

Then

$$
\begin{aligned}
q^{\prime}\left(x_{0}+\delta h\right) & =\left\langle\nabla q\left(x_{0}+\delta h\right), f\left(x_{0}+\delta h\right)\right\rangle \\
& =\left\langle\nabla q\left(x_{0}\right), D f\left(x_{0}\right) \delta h\right\rangle+o(\delta) \\
& =\delta w^{T} D f\left(x_{0}\right) h+o(\delta) \\
& =-\delta w^{T} S^{-1} \underbrace{S D f\left(x_{0}\right) S^{-1}}_{=B}\left(S^{-1}\right)^{T} w+o(\delta) \\
& =-\delta\left[\left(S^{-1}\right)^{T} w\right]^{T} B\left(S^{-1}\right)^{T} w+o(\delta)
\end{aligned}
$$

for $\delta \rightarrow 0$. By Lemma 2.27 we have for $\delta>0: q^{\prime}\left(x_{0}+\delta h\right) \geq \delta \frac{\nu}{2}\left\|\left(S^{-1}\right)^{T} w\right\|^{2}+$ $o(\delta)>0$ if $\delta \in\left(0, \delta^{\prime}\right)$ for some $\delta^{\prime}>0$. Similarly we obtain $q^{\prime}\left(x_{0}-\delta h\right) \leq$ $-\delta \frac{\nu}{2}\left\|\left(S^{-1}\right)^{T} w\right\|^{2}+o(\delta)<0$ if $\delta \in\left(0, \delta^{\prime}\right)$.

Lemma 4.4 (Symmetry). If both the dynamical system and the grid have the symmetry $f\left(x_{0}-x\right)=-f\left(x_{0}+x\right)$ and $X_{2 N}=\left\{x_{0}+x_{1}, \ldots, x_{0}+x_{N}, x_{0}-\right.$ $\left.x_{1}, \ldots, x_{0}-x_{N}\right\}$, then the reconstruction $q \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ of $T^{\prime}(x)=-\bar{c}$ or $V^{\prime}(x)=-p(x)$ with $p\left(x_{0}-x\right)=p\left(x_{0}+x\right)$ satisfies $q\left(x_{0}-x\right)=q\left(x_{0}+x\right)$ for all $x \in \mathbb{R}^{n}$. Thus, $\nabla q\left(x_{0}\right)=0$.

Proof: Denote the interpolation matrix $A=\left(\begin{array}{c}A^{++} \\ A^{+-} \\ A^{-+}\end{array} A^{--}\right)$and $\alpha=\binom{\alpha^{+}}{\alpha^{-}}$, where $A^{++}, A^{+-}, A^{-+}$and $A^{--}$are $(N \times N)$ matrices and $\alpha^{+}, \alpha^{-} \in \mathbb{R}^{N}$. Denote the solution $\beta=\binom{\beta^{+}}{\beta^{-}}$, where $\beta^{+}, \beta^{-} \in \mathbb{R}^{N}$. Hence, the linear equation $A \beta=\alpha$ becomes

$$
\left(\begin{array}{ll}
A^{++} & A^{+-}  \tag{4.7}\\
A^{-+} & A^{--}
\end{array}\right)\binom{\beta^{+}}{\beta^{-}}=\binom{\alpha^{+}}{\alpha^{-}} .
$$

Since $A=A^{T}$, we have $A^{+-}=A^{-+}$. We show $A^{++}=A^{--}$. Indeed, by (3.9) we have

$$
\begin{aligned}
& A_{j k}^{++} \\
& =\left(\delta_{x_{0}+x_{j}} \circ D\right)^{x}\left(\delta_{x_{0}+x_{k}} \circ D\right)^{y} \Psi(x-y) \\
& =\psi_{2}\left(\left\|\left(x_{0}+x_{j}\right)-\left(x_{0}+x_{k}\right)\right\|\right)\left\langle x_{j}-x_{k}, f\left(x_{0}+x_{j}\right)\right\rangle\left\langle x_{k}-x_{j}, f\left(x_{0}+x_{k}\right)\right\rangle \\
& \quad-\psi_{1}\left(\left\|\left(x_{0}+x_{j}\right)-\left(x_{0}+x_{k}\right)\right\|\right)\left\langle f\left(x_{0}+x_{j}\right), f\left(x_{0}+x_{k}\right)\right\rangle \\
& = \\
& \quad \psi_{2}\left(\left\|\left(x_{0}-x_{j}\right)-\left(x_{0}-x_{k}\right)\right\|\right)\left\langle-x_{j}+x_{k}, f\left(x_{0}-x_{j}\right)\right\rangle\left\langle-x_{k}+x_{j}, f\left(x_{0}-x_{k}\right)\right\rangle \\
& \quad-\psi_{1}\left(\left\|\left(x_{0}-x_{j}\right)-\left(x_{0}-x_{k}\right)\right\|\right)\left\langle f\left(x_{0}-x_{j}\right), f\left(x_{0}-x_{k}\right)\right\rangle \\
& =\left(\delta_{x_{0}-x_{j}} \circ D\right)^{x}\left(\delta_{x_{0}-x_{k}} \circ D\right)^{y} \Psi(x-y) \\
& =A_{j k}^{--}
\end{aligned}
$$

using $f\left(x_{0}-x\right)=-f\left(x_{0}+x\right)$.

Now we show $\alpha^{+}=\alpha^{-}$for both $Q=T$ and $Q=V$. Indeed, by $p\left(x_{0}-x\right)=$ $p\left(x_{0}+x\right)$ we have

$$
\alpha_{i}^{+}=Q^{\prime}\left(x_{0}+x_{i}\right)=\left\{\begin{array}{l}
-\bar{c} \\
-p\left(x_{0}+x_{i}\right)
\end{array}=\left\{\begin{array}{l}
-\bar{c} \\
-p\left(x_{0}-x_{i}\right)
\end{array}=Q^{\prime}\left(x_{0}-x_{i}\right)=\alpha_{i}^{-} .\right.\right.
$$

Exchanging the first $N$ and the last $N$ equations in (4.7), we obtain

$$
\left(\begin{array}{ll}
A^{--} & A^{-+} \\
A^{+-} & A^{++}
\end{array}\right)\binom{\beta^{-}}{\beta^{+}}=\binom{\alpha^{-}}{\alpha^{+}} .
$$

Using $A^{++}=A^{--}, A^{+-}=A^{-+}$and $\alpha^{+}=\alpha^{-}$this equation reads

$$
\left(\begin{array}{cc}
A^{++} & A^{+-} \\
A^{-+} & A^{--}
\end{array}\right)\binom{\beta^{-}}{\beta^{+}}=\binom{\alpha^{+}}{\alpha^{-}} .
$$

Since this system, which has the same matrix and right-hand side as (4.7) has a unique solution, $\beta^{+}=\beta^{-}=: \beta$.

The approximation thus reads, cf. Proposition 3.5

$$
\begin{aligned}
q(x)= & \sum_{k=1}^{N} \beta_{k}\left\langle x_{0}+x_{k}-x, f\left(x_{0}+x_{k}\right)\right\rangle \psi_{1}\left(\left\|x-\left(x_{0}+x_{k}\right)\right\|\right) \\
& +\sum_{k=1}^{N} \beta_{k}\left\langle x_{0}-x_{k}-x, f\left(x_{0}-x_{k}\right)\right\rangle \psi_{1}\left(\left\|x-\left(x_{0}-x_{k}\right)\right\|\right)
\end{aligned}
$$

Hence, for all $x \in \mathbb{R}^{n}$ we have, using $f\left(x_{0}-x\right)=-f\left(x_{0}+x\right)$

$$
\begin{aligned}
q\left(x_{0}+x\right)= & \sum_{k=1}^{N} \beta_{k}\left\langle x_{k}-x, f\left(x_{0}+x_{k}\right)\right\rangle \psi_{1}\left(\left\|x-x_{k}\right\|\right) \\
& +\sum_{k=1}^{N} \beta_{k}\left\langle-x_{k}-x, f\left(x_{0}-x_{k}\right)\right\rangle \psi_{1}\left(\left\|x+x_{k}\right\|\right) \\
= & \sum_{k=1}^{N} \beta_{k}\left\langle x-x_{k}, f\left(x_{0}-x_{k}\right)\right\rangle \psi_{1}\left(\left\|x_{k}-x\right\|\right) \\
& +\sum_{k=1}^{N} \beta_{k}\left\langle x_{k}+x, f\left(x_{0}+x_{k}\right)\right\rangle \psi_{1}\left(\left\|-x-x_{k}\right\|\right) \\
= & q\left(x_{0}-x\right)
\end{aligned}
$$

This symmetry occurs in the examples (2.11) and (6.4). If we use a symmetric grid, then the approximating functions are also symmetric. In these cases the assumptions of Lemma 4.3 are not fulfilled and the Hessian matrix Hess $q\left(x_{0}\right)$ determines the behavior of $q^{\prime}(x)$ near $x_{0}$, cf. Lemma 4.5.

Lemma 4.5. Consider $\dot{x}=f(x), f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ and let $x_{0}$ be an equilibrium such that $-\nu<0$ is the maximal real part of all eigenvalues of $\operatorname{Df}\left(x_{0}\right)$. Let $q \in C^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be a function satisfying $\nabla q\left(x_{0}\right)=0$.

If the symmetric matrix Hess $q\left(x_{0}\right)$ has at least one negative eigenvalue, then there is an $h \in \mathbb{R}^{n}$ and a $\delta^{\prime}>0$ such that

$$
\begin{equation*}
q^{\prime}\left(x_{0}+\delta h\right)>0 \text { holds for all } \delta \in\left(-\delta^{\prime}, 0\right) \cup\left(0, \delta^{\prime}\right) \tag{4.8}
\end{equation*}
$$

Proof: Since $\nabla q\left(x_{0}\right)=0$, Taylor's Theorem yields

$$
\nabla q(x)=\operatorname{Hess} q\left(x_{0}\right)\left(x-x_{0}\right)+o\left(\left\|x-x_{0}\right\|\right) \text { for }\left\|x-x_{0}\right\| \rightarrow 0
$$

Since Hess $q\left(x_{0}\right)$ is symmetric, we have for all $h \in \mathbb{R}^{n}$ and $\delta \in \mathbb{R}$

$$
\begin{aligned}
q^{\prime}\left(x_{0}+\delta h\right) & =\left\langle\nabla q\left(x_{0}+\delta h\right), f\left(x_{0}+\delta h\right)\right\rangle \\
& =\left\langle\operatorname{Hess} q\left(x_{0}\right) \delta h, D f\left(x_{0}\right) \delta h\right\rangle+o\left(\delta^{2}\right) \\
& =\delta^{2} h^{T} \operatorname{Hess} q\left(x_{0}\right) D f\left(x_{0}\right) h+o\left(\delta^{2}\right) \\
& =\frac{\delta^{2}}{2} h^{T}\left[\operatorname{Hess} q\left(x_{0}\right) D f\left(x_{0}\right)+D f\left(x_{0}\right)^{T} \operatorname{Hess} q\left(x_{0}\right)\right] h+o\left(\delta^{2}\right)
\end{aligned}
$$

for $\delta \rightarrow 0$. Thus, the sign of $q^{\prime}\left(x_{0}+\delta h\right)$ for small $|\delta|$ is determined by the sign of $h^{T}\left[\right.$ Hess $\left.q\left(x_{0}\right) D f\left(x_{0}\right)+D f\left(x_{0}\right)^{T} \operatorname{Hess} q\left(x_{0}\right)\right] h$.

Denote the symmetric matrix

$$
\begin{equation*}
\operatorname{Hess} q\left(x_{0}\right) D f\left(x_{0}\right)+D f\left(x_{0}\right)^{T} \operatorname{Hess} q\left(x_{0}\right)=:-C . \tag{4.9}
\end{equation*}
$$

We study the problem from a different point of view: Given a positive definite matrix $C$, by Theorem 2.30 there is one and only one solution Hess $q\left(x_{0}\right)$ of (4.9) and Hess $q\left(x_{0}\right)$ is positive definite. In a similar way one can prove that given a positive semidefinite matrix $C$, the unique solution $\operatorname{Hess} q\left(x_{0}\right)$ of (4.9) by Theorem 2.30 is positive semidefinite. Thus, if Hess $q\left(x_{0}\right)$ has at least one negative eigenvalue, which is equivalent to $\operatorname{Hess} q\left(x_{0}\right)$ not being positive semidefinite, then also $C$ is not positive semidefinite, i.e. there is an $h \in \mathbb{R}^{n}$ such that $h^{T} C h<0$.

Thus, the approximants $t$ and $v$ of Theorem 4.1 and Theorem 4.2 generally have no negative orbital derivative for all points near $x_{0}$ and, hence, are no Lyapunov functions themselves. Near $x_{0}$, however, we can use the local information provided by the linearization of $f$. In the following Section 4.2 we discuss different methods to deal with the local part of the problem.

### 4.2 Local Part

For the approximation of both $T$ and $V$ we have derived error estimates which guarantee that the approximations have negative orbital derivatives
except for a neighborhood of $x_{0}$. We have also shown that in general the approximations indeed have points in each neighborhood of $x_{0}$ where the orbital derivative is positive. Hence, we have to deal with the local part. However, the local part is easily accessible since the linearization at $x_{0}$ provides local information. We use this local information in different ways and thus discuss three possibilities to deal with local part: in Section 4.2.1 we use a local Lyapunov basin to cover the set with positive orbital derivative. In Section 4.2.2 we use a local Lyapunov function and define a new function combining the local Lyapunov function and the calculated non-local Lyapunov function. This combined function turns out to be a Lyapunov function. In Section 4.2.3 we use the Taylor polynomial of $V$ and approximate the function $W=\frac{V}{n}$ instead of $V$.


Fig. 4.3. $v$ is an approximation of the Lyapunov function $V$ using a hexagonal grid with grid distance $\alpha=0.2$. The figures show the sign of $v^{\prime}(x, y)$ (grey), a level set of $v$ (black) and two different local Lyapunov basins of the local Lyapunov function $\mathfrak{v}$ (thin black). Left: $\mathfrak{v}(x, y) \leq 0.09$. Right: $\mathfrak{v}(x, y) \leq 0.045$. In the left-hand case, the local Lyapunov basin is not a subset of the Lyapunov basin, in the right-hand case it is. Hence, in the right-hand case one can define a Lyapunov function which is a combination of the local and the approximated one, using a partition of unity. This is not possible in the left-hand case. However, in both cases the Lyapunov basin (black) is a subset of the basin of attraction by Theorem 2.26. The example considered is (2.11).

Let us discuss the three possibilities applied to the example (2.11):
(i) The local information can be obtained by studying the linearization, namely the Jacobian $D f\left(x_{0}\right)$. This information can be used in form of a local Lyapunov basin. If the points with $q^{\prime}(x)>0$ near $x_{0}$ belong to a local Lyapunov basin, then Theorem 2.26 on Lyapunov basins with exceptional set implies that the largest sublevel set $q(x) \leq\left(R^{*}\right)^{2}$ such that for all points either $q^{\prime}(x)<0$ holds or $x$ belongs to the local Lyapunov basin is a subset of
the basin of attraction. In Figure 4.3, left and right, one can use this result to show that the Lyapunov basin bounded by the level set of the approximated Lyapunov function $v$ in black is a subset of the basin of attraction.
(ii) If the local Lyapunov basin is a proper subset of the Lyapunov basin obtained by the approximated function, then one can also define a Lyapunov function $q^{*}(x)$ satisfying $\left(q^{*}\right)^{\prime}(x)<0$ for all $x \in K \backslash\left\{x_{0}\right\}$. The function $q^{*}$ is obtained by the local Lyapunov function $\mathfrak{v}$ and the non-local one $q$ by a partition of unity. Since level sets of $q$ outside the local Lyapunov basin are level sets of $q^{*}$ there is no need to explicitly calculate $q^{*}$ : using Theorem 2.24 on Lyapunov basins one can directly prove that the Lyapunov basin with Lyapunov function $q^{*}$ is a subset of the basin of attraction. In Figure 4.3, right, this is possible, whereas in Figure 4.3, left, the local Lyapunov basin is not a subset of the Lyapunov basin and thus the construction is not possible.


Fig. 4.4. Left: the direct approximation of $V$ by $v$ with a hexagonal grid (black + ) of grid distance $\alpha=0.2$. The sign of $v^{\prime}(x, y)$ (grey) is positive for some points near 0 . Right: the approximation of $V$ via $W$ using the Taylor polynomial with the same grid (black + ). The sign of $v_{W}^{\prime}(x, y)$ (grey) is negative for all points near 0 . The level set $v_{W}(x, y)=0.2$ (black) is shown which is the boundary of a Lyapunov basin. The Lyapunov basin is thus a subset of the basin of attraction for example (2.11).
(iii) The third approach to use the local information is only possible for $Q=V$ with $V^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}$ : one calculates the Taylor polynomial $\mathfrak{h}(x)$ of $V(x)$ of a certain order and adds another high order polynomial to obtain a polynomial $\mathfrak{n}(x)$ for which $\mathfrak{n}(x)>0$ holds for all $x \neq x_{0}$. We define the function $W(x)=\frac{V(x)}{\mathfrak{n}(x)}$ which satisfies a certain partial differential equation. We approximate the function $W$ by $w$ and define an approximation $v_{W}(x)=w(x) \mathfrak{n}(x)$ of $V(x)$; this approximation $v_{W}$, in contrast to the direct approximation $v$ of $V$, has negative orbital derivative in $K \backslash\left\{x_{0}\right\}$ if the grid
is fine enough and, thus, we do not need a local Lyapunov function. We apply this procedure to the example (2.11). The Taylor polynomial for $V$ of order five reads, cf. Example 2.61:

$$
\mathfrak{h}(x, y)=\frac{1}{2} x^{2}+\frac{1}{2} y^{2}+x^{4}-\frac{3}{2} x^{3} y+\frac{11}{16} x^{2} y^{2}+\frac{1}{32} x y^{3}+\frac{3}{32} y^{4} .
$$

In this case $\mathfrak{n}(x)=\mathfrak{h}(x)>0$ holds for all $x \neq x_{0}$. The level set of the approximating function $v_{W}$ and the sign of $v_{W}^{\prime}$ are shown in Figure 4.4, right. Note that the direct approximation $v$ of $V$ in general has points near $x_{0}$ where $v^{\prime}(x)>0$, cf. Figure 4.4, left, where the same grid was used.

### 4.2.1 Local Lyapunov Basin

Since we can obtain a local Lyapunov basin by one of the local Lyapunov functions $\mathfrak{q}=\mathfrak{d}$ or $\mathfrak{q}=\mathfrak{v}$, we only need to combine this local information with a non-local Lyapunov function. This is done in the following lemma, which also holds for arbitrary Lyapunov functions $\mathfrak{q}$ with Lyapunov basin $\tilde{K}$.

Lemma 4.6. Let $\mathfrak{q}$ be a Lyapunov function with Lyapunov basin $\tilde{K}=\tilde{K}_{r}^{\mathfrak{q}}\left(x_{0}\right)$. Let $U:=\tilde{B}_{r}^{q}\left(x_{0}\right)$.

Consider the function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$, where $\psi_{l, k}$ denotes the Wendland function with $k \in \mathbb{N}$ and $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, where $\mathbb{N} \ni \sigma \geq \sigma^{*}:=\frac{n+1}{2}+k$. Let either 1. or 2. hold:

1. Let $A\left(x_{0}\right) \supset K_{0}$ be a compact set with $K_{0} \backslash U \neq \varnothing$ and $X_{N} \subset K_{0} \backslash U$ a grid with fill distance $h<h^{*}$, where $h^{*}$ was defined in Theorem 4.1. Let $t \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be the reconstruction of $T$, cf. Theorem 2.38, with respect to the grid $X_{N}$ with operator $D q(x)=q^{\prime}(x)$ (orbital derivative).
2. Let $A\left(x_{0}\right) \supset K_{0}$ be a compact set with $K_{0} \backslash U \neq \varnothing$ and $X_{N} \subset K_{0} \backslash U$ a grid with fill distance $h<h^{*}$, where $h^{*}$ was defined in Theorem 4.2. Let $v \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be the reconstruction of $V$, cf. Theorem 2.46, with respect to the grid $X_{N}$ with operator $D q(x)=q^{\prime}(x)$ (orbital derivative).

Let $K$ be a compact set and $B$ be a neighborhood of $K$ such that $K=\{x \in$ $B \mid q(x) \leq R\} \subset K_{0}$, where $q=t$ or $q=v$, respectively, and $x_{0} \in \stackrel{\circ}{K}$.

Then $q$ is a Lyapunov function with Lyapunov basin $K$ and exceptional set $U$ in the sense of Definition 2.25.

Proof: The properties in Definition 2.25 are fulfilled: 1. and 3. by assumption, and 2. because of (4.2) or (4.4). Finally, 4., i.e. $U \subset A\left(x_{0}\right)$ holds since $\bar{U}$ is a Lyapunov basin.

### 4.2.2 Local Lyapunov Function

In this section we use a local Lyapunov function in order to modify the nonlocal one near the equilibrium; level sets of the non-local Lyapunov function keep being level sets of the modified one. Hence, there is no need to explicitly calculate the modified function in order to obtain a Lyapunov basin.

Assume that $\mathfrak{q}$ is a Lyapunov function with Lyapunov basin $\tilde{K}=\tilde{K}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ in the sense of Definition 2.23. We also assume that $\mathfrak{q}$ is defined in $\mathbb{R}^{n}$. The functions $\mathfrak{d}$ and $\mathfrak{v}$ with Lyapunov basins are examples for such functions $\mathfrak{q}$, cf. Corollaries 2.29 and 2.33.

We define a function $h$ which is zero near $x_{0}$ and one outside $\tilde{K}$ to link the local and the global part together. The construction of $h$ in Lemma 4.7 is similar to a partition of unity. Note that we will prove $h^{\prime}(x) \leq 0$ for its orbital derivative.

Lemma 4.7. Let $\mathfrak{q} \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be a Lyapunov function with Lyapunov basin $\tilde{K}=\tilde{K}_{r}^{\mathrm{q}}\left(x_{0}\right)$. Let $0<r_{0}<r$. Then there is a function $h \in C^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)$, such that

- $h(x) \in[0,1]$ for all $x \in \mathbb{R}^{n}$,
- $h(x)=0$ for $x \in \tilde{K}_{r-r_{0}}^{\mathfrak{q}}\left(x_{0}\right)$,
- $h(x)=1$ for $x \notin \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$,
- $h^{\prime}(x) \leq 0$ for all $x \in \mathbb{R}^{n}$,
- $h^{\prime}(x)=0$ for all $x \in \tilde{K}_{r-r_{0}}^{\mathfrak{q}}\left(x_{0}\right)$ and for all $x \notin \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$.

Proof: Following the standard procedure for a partition of unity, we define $H_{1}$ for all $\rho \in \mathbb{R}_{0}^{+}$:

$$
H_{1}(\rho):= \begin{cases}\exp \left(\frac{1}{\left[r^{2}-\rho\right]\left[\left(r-r_{0}\right)^{2}-\rho\right]}\right) & \text { for }\left(r-r_{0}\right)^{2}<\rho<r^{2} \\ 0 & \text { otherwise }\end{cases}
$$

$H_{1}$ is a $C^{\infty}$-function and $H_{1}(\rho) \geq 0$ holds for all $\rho \in \mathbb{R}_{0}^{+}$. We set

$$
H_{2}(\rho):=\frac{\int_{\left(r-r_{0}\right)^{2}}^{\rho} H_{1}(\tilde{\rho}) d \tilde{\rho}}{\int_{\left(r-r_{0}\right)^{2}}^{r^{2}} H_{1}(\tilde{\rho}) d \tilde{\rho}}
$$

$H_{2}(\rho)$ is monotonically increasing with respect to $\rho$. For $\rho \in\left[0,\left(r-r_{0}\right)^{2}\right]$, $H_{2}(\rho)=0$ and for $\rho \in\left[r^{2}, \infty\right), H_{2}(\rho)=1$. Now set $h(x):=H_{2}(\mathfrak{q}(x))$ for $x \in$ $\tilde{K}_{r}^{\mathbf{q}}\left(x_{0}\right)$ and $h(x)=1$ otherwise. We have $h \in C^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ and the properties of $h$ follow easily by the respective properties of $H_{2}$ and $\mathfrak{q}$, e.g. the orbital derivative $h^{\prime}(x)$ for $x \in \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ is given by $h^{\prime}(x)=\underbrace{\frac{d}{d \rho} H_{2}(\mathfrak{q}(x))}_{\geq 0} \cdot \underbrace{\mathfrak{q}^{\prime}(x)}_{\leq 0}$.

In the next theorem we combine a (local) Lyapunov function $\mathfrak{q}$ with a non-local Lyapunov function $q$.

Theorem 4.8 (Extension). Let $\mathfrak{q} \in C^{s}\left(\mathbb{R}^{n}, \mathbb{R}\right)$, $s \geq 1$, be a Lyapunov function with Lyapunov basin $\tilde{K}=\tilde{K}_{\tilde{B}_{r}^{q}}^{q}\left(x_{0}\right)$.

Let $K$ be a compact set with $\tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \subset K$. Let $q \in C^{s}\left(\mathbb{R}^{n} \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ be a function such that

$$
\begin{equation*}
q^{\prime}(x)<0 \quad \text { holds for all } x \in K \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \tag{4.10}
\end{equation*}
$$

Then there is a function $q^{*} \in C^{s}\left(\mathbb{R}^{n}, \mathbb{R}\right)$, such that

- $q^{*}(x)=a q(x)+b$ holds for all $x \notin \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ with constants $a \geq 1, b>0$,
- $\left(q^{*}\right)^{\prime}(x)<0$ holds for all $x \in K \backslash\left\{x_{0}\right\}$.

Moreover, $q^{*}\left(x_{0}\right)=\mathfrak{q}\left(x_{0}\right)$ holds.
Proof: By the continuity of $q$ and by (4.10) there is an $0<r_{0}<r$ such that

$$
\begin{equation*}
q^{\prime}(x)<0 \text { holds for all } x \in K \backslash \tilde{B}_{r-r_{0}}^{\mathfrak{q}}\left(x_{0}\right) \tag{4.11}
\end{equation*}
$$

Since $q(x)$ and $\mathfrak{q}(x)$ are continuous functions and since $K$ is compact, the following maxima exist:

$$
\begin{align*}
b_{q} & :=\max _{x \in K}|q(x)|,  \tag{4.12}\\
b_{\mathfrak{q}} & :=\max _{x \in K}|\mathfrak{q}(x)| . \tag{4.13}
\end{align*}
$$

Since also $q^{\prime}(x)$ and $\mathfrak{q}^{\prime}(x)$ are continuous functions, the following maxima exist:

$$
\begin{align*}
& a_{q}:=\frac{\max }{x \in \tilde{B}_{r}^{\mathrm{q}}\left(x_{0}\right) \backslash \tilde{B}_{r-r_{0}}^{\mathrm{q}}\left(x_{0}\right)} q^{\prime}(x)<0,  \tag{4.14}\\
& a_{\mathfrak{q}}:=\frac{\max }{x \in \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \backslash \tilde{B}_{r-r_{0}}^{\mathfrak{q}}\left(x_{0}\right)} \mathfrak{q}^{\prime}(x)<0 . \tag{4.15}
\end{align*}
$$

Set $a:=\max \left(\frac{a_{\mathfrak{q}}}{a_{q}}, 1\right) \geq 1$ and $b:=a b_{q}+b_{\mathfrak{q}}>0$. Thus, $a q(x)-\mathfrak{q}(x)+b \geq 0$ holds for all $x \in K$. With the function $h$, cf. Lemma 4.7, we set

$$
q^{*}(x):=h(x)[a q(x)+b]+[1-h(x)] \mathfrak{q}(x)
$$

Obviously, the function $q^{*}$ is $C^{s}$ since $h(x)=0$ holds for all $x \in \tilde{K}_{r-r_{0}}^{q}\left(x_{0}\right)$. Note that $q_{\tilde{\tilde{D}}}^{*}\left(x_{0}\right)=\mathfrak{q}\left(x_{0}\right)$ holds. We show the properties of $q^{*}$. Since $h(x)=1$ for all $x \notin \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$, the first property is clear.

We calculate the orbital derivative of $q^{*}$

$$
\begin{equation*}
\left(q^{*}\right)^{\prime}(x)=h^{\prime}(x)[a q(x)-\mathfrak{q}(x)+b]+h(x) a q^{\prime}(x)+[1-h(x)] \mathfrak{q}^{\prime}(x) \tag{4.16}
\end{equation*}
$$

For $x \in K \backslash\left\{x_{0}\right\}$ we distinguish between the three cases $x \notin \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$, $\sqrt{\mathfrak{q}(x)} \in\left(r-r_{0}, r\right)$ and $0<\sqrt{\mathfrak{q}(x)} \leq r-r_{0}$.

Case 1: $x \notin \tilde{B}_{r}^{\mathrm{q}}\left(x_{0}\right)$
Here we have $h(x)=1, h^{\prime}(x)=0$ and $q^{\prime}(x)<0$ by (4.11). Thus, with (4.16) we have

$$
\left(q^{*}\right)^{\prime}(x)=\underbrace{h^{\prime}(x)}_{=0}[a q(x)-\mathfrak{q}(x)+b]+\underbrace{h(x)}_{=1} a q^{\prime}(x)+\underbrace{[1-h(x)]}_{=0} \mathfrak{q}^{\prime}(x)<0 .
$$

Case 2: $\sqrt{\mathfrak{q}(x)} \in\left(r-r_{0}, r\right)$
Here we have $h(x) \in[0,1], h^{\prime}(x) \leq 0$, cf. Lemma 4.7, $q^{\prime}(x)<0$ by (4.11) and $\mathfrak{q}^{\prime}(x)<0$. Hence, with (4.16) we have

$$
\begin{aligned}
\left(q^{*}\right)^{\prime}(x) & =\underbrace{h^{\prime}(x)}_{\leq 0} \underbrace{[a q(x)-\mathfrak{q}(x)+b]}_{\geq 0}+h(x) a q^{\prime}(x)+[1-h(x)] \mathfrak{q}^{\prime}(x) \\
& \leq 0+h(x) a a_{q}+a_{\mathfrak{q}}[1-h(x)] \text { by }(4.14) \text { and }(4.15) \\
& =a_{\mathfrak{q}}+h(x)(\underbrace{a a_{q}-a_{\mathfrak{q}}}_{\leq 0}) \\
& =a_{\mathfrak{q}}<0 .
\end{aligned}
$$

Case 3: $0<\sqrt{\mathfrak{q}(x)} \leq r-r_{0}$
Here we have $h(x)=h^{\prime}(x)=0$ and $\mathfrak{q}^{\prime}(x)<0$. Hence, $\left(q^{*}\right)^{\prime}(x)=\mathfrak{q}^{\prime}(x)<0$.
Applying the Extension Theorem 4.8 to a pair of local and non-local Lyapunov function $\mathfrak{q}$ and $q$ we obtain the following corollary which proves the existence of a function $q^{*}$ with negative orbital derivatives also near $x_{0}$. Moreover, since level sets of $q$ away from $x_{0}$ are level sets of $q^{*}$, one can find a Lyapunov basin without explicitly calculating $q^{*}$.

Corollary 4.9 Let $\mathfrak{q} \in C^{s}\left(\mathbb{R}^{n}, \mathbb{R}\right)$, $s \geq 1$, be a Lyapunov function with Lyapunov basin $\tilde{K}=\tilde{K}_{r}^{\mathfrak{q}}\left(x_{0}\right)$. Let $q \in C^{s}\left(\mathbb{R}^{n}, \mathbb{R}\right), B$ be an open set and $\tilde{B}_{r}^{q}\left(x_{0}\right) \subset K \subset B$ be a compact set such that

$$
\begin{equation*}
q^{\prime}(x)<0 \quad \text { holds for all } x \in K \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \tag{4.17}
\end{equation*}
$$

and $K=\left\{x \in B \mid q(x) \leq R^{2}\right\}$. Then $K \subset A\left(x_{0}\right)$ and $K$ is positively invariant.
Proof: The Extension Theorem 4.8 yields the existence of a function $q^{*}$. We claim that $q^{*}$ is a Lyapunov function with Lyapunov basin $K=\{x \in$ $\left.B \mid q^{*}(x) \leq\left(R^{*}\right)^{2}\right\}$, where $R^{*}:=\sqrt{a R^{2}+b}$. Then the corollary follows by Theorem 2.24.

Indeed, we only have to show that for all $x \in \tilde{B}_{r}^{q}\left(x_{0}\right)$ the inequality $q^{*}(x)<$ $\left(R^{*}\right)^{2}$ holds. Let $x \in \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$. Since $\tilde{K}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ is a Lyapunov basin, $x \in A\left(x_{0}\right)$. Since $\Omega=\partial \tilde{K}_{r}^{q}\left(x_{0}\right)$ is a non-characteristic hypersurface by Lemma 2.37, there is a time $t<0$, such that $\mathfrak{q}\left(S_{t} x\right)=r^{2}$. Since $q^{*}(y) \leq\left(R^{*}\right)^{2}$ holds for all $y \in \partial \tilde{K}_{r}^{\mathfrak{q}}\left(x_{0}\right) \subset K$, we have

$$
0<\int_{0}^{t}\left(q^{*}\right)^{\prime}\left(S_{\tau} x\right) d \tau=q^{*}\left(S_{t} x\right)-q^{*}(x) \leq\left(R^{*}\right)^{2}-q^{*}(x)
$$

which proves $q^{*}(x)<\left(R^{*}\right)^{2}$.
The difference between Sections 4.2 .1 and 4.2 .2 is the way we dealt with local part: in Section 4.2.2 we defined a new Lyapunov function whereas in Section 4.2 .1 we used Theorem 2.26 with an exceptional set. In Section 4.2 .2 we need $\tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \subset K$, can apply the results of Section 2.3.2 and we obtain that $K$ is positively invariant. In Section 4.2 .1 there may be points in $x \in \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \backslash K$ and, thus, we do not obtain the positive invariance of $K$. However, the set $\tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \cup K$ is positively invariant: $\tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ is positively invariant by definition. Thus, an orbit can leave $\tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \cup K$ only through a point $w \in \partial K \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$. This is not possible by the same argument as in Theorem 2.26.

The application of the results of Sections 4.2 .1 and 4.2 .2 to several examples is discussed in Section 6.1.

### 4.2.3 Taylor Polynomial

In this section we consider a different way to obtain a Lyapunov function $v_{W}$ via approximation. This function $v_{W}$ fulfills $v_{W}^{\prime}(x)<0$ for all $x$ near $x_{0}$. The function $V$, satisfying $V^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}$ when directly approximated, results in an approximation $v$ which has positive orbital derivative near $x_{0}$ in general. The reason for this fact is that we obtain the error estimate $\left|V^{\prime}(x)-v^{\prime}(x)\right| \leq$ $\iota:=C^{*} h^{\kappa}$ with a fixed $\iota$ for a certain fill distance $h$ of the grid, and thus $v^{\prime}(x) \leq-\left\|x-x_{0}\right\|^{2}+\iota$ which is only negative for $\left\|x-x_{0}\right\|^{2}>\iota$.

In this section we consider again the function $V$ satisfying $V^{\prime}(x)=-\| x-$ $x_{0} \|^{2}$. We use its Taylor polynomial of order $P$ and the function $\mathfrak{n}$ defined in Definition 2.56 and write $V(x)=\mathfrak{n}(x) W(x)$. Instead of approximating $V$ directly, we approximate the function $W$ by an approximation $w$ and thus obtain an approximation $v_{W}(x)=\mathfrak{n}(x) w(x)$ of $V$. Recall that $\mathfrak{n}$ is a known function satisfying $\mathfrak{n}(x)>0$ for $x \neq x_{0}$. The function $W$ is a $C^{P-2}$-function, cf. Proposition 2.58.
Theorem 4.10. Consider the function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$, where $\psi_{l, k}$ denotes the Wendland function with $k \in \mathbb{N}$ and $l:=\left\lfloor\left.\frac{n}{2} \right\rvert\,+k+1\right.$.

Let $V(x)$ be the function such that $V^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}$ and $V\left(x_{0}\right)=0$, and $\mathfrak{n}(x)$ as in Definition 2.56 with $P \geq 2+\sigma^{*}$ where $\sigma^{*}:=\frac{n+1}{2}+k$. Let $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ with $\sigma \geq P$.

Let $K \subset A\left(x_{0}\right)$ be a compact set with $x_{0} \in \stackrel{\circ}{K}$. Let $X_{N}:=\left\{x_{1}, \ldots, x_{N}\right\} \subset$ $K \backslash\left\{x_{0}\right\}$ be a grid with $0<\tilde{c}<\frac{1}{C}$, cf. Theorem 3.39 for the meaning of $\tilde{c}$, where $C$ is defined in Proposition 2.58, 2. with respect to $K$.

Let $w \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ be the reconstruction of $W=\frac{V}{n}$, cf. Proposition 2.58, with respect to the grid $X_{N}$ with operator $D_{m} w(x)=w^{\prime}(x)+m(x) w(x)$, where $m(x)=\frac{\mathfrak{n}^{\prime}(x)}{\mathfrak{n}(x)}$. Set $v_{W}(x)=w(x) \mathfrak{n}(x)$.

Then we have

$$
\begin{equation*}
v_{W}^{\prime}(x)<0 \text { for all } x \in K \backslash\left\{x_{0}\right\} \tag{4.18}
\end{equation*}
$$

and, moreover, $\left|v_{W}^{\prime}(x)+\left\|x-x_{0}\right\|^{2}\right| \leq \tilde{c} C\left\|x-x_{0}\right\|^{2}$.

Proof: $W \in C^{P-2}\left(A\left(x_{0}\right), \mathbb{R}\right)$ defined in Proposition 2.58 can be extended smoothly such that the new function coincides with the former one on $K$ and has compact support, cf. the proof of Theorem 4.1. We denote the extension again by $W \in C_{0}^{P-2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$; since $P-2 \geq \sigma^{*}$, we have $W \in \mathcal{F}$ by Lemma 3.13. By Theorem 3.39 the reconstruction $w$ of $W$ satisfies, cf. (3.42)

$$
\begin{equation*}
D_{m} W(x)-\tilde{c} \leq D_{m} w(x) \leq D_{m} W(x)+\tilde{c} \tag{4.20}
\end{equation*}
$$

for all $x \in K \backslash\left\{x_{0}\right\}$. Since $V(x)=\mathfrak{n}(x) W(x)$ we have

$$
-\left\|x-x_{0}\right\|^{2}=V^{\prime}(x)=\mathfrak{n}^{\prime}(x) W(x)+\mathfrak{n}(x) W^{\prime}(x)
$$

For $x \in K \backslash\left\{x_{0}\right\}$ we can divide this equation by $\mathfrak{n}(x) \neq 0$ and obtain

$$
\begin{align*}
W^{\prime}(x)+\frac{\mathfrak{n}^{\prime}(x)}{\mathfrak{n}(x)} W(x) & =-\frac{\left\|x-x_{0}\right\|^{2}}{\mathfrak{n}(x)}  \tag{4.21}\\
D_{m} W(x) & =-\frac{\left\|x-x_{0}\right\|^{2}}{\mathfrak{n}(x)} \tag{4.22}
\end{align*}
$$

with $D_{m} W(x)=\langle\nabla W(x), f(x)\rangle+\frac{\mathfrak{n}^{\prime}(x)}{\mathfrak{n}(x)} W(x)=W^{\prime}(x)+m(x) W(x)$, where $m(x):=\frac{\mathfrak{n}^{\prime}(x)}{\mathfrak{n}(x)}$. By Proposition 2.58, 2., we have

$$
\begin{equation*}
\mathfrak{n}(x) \leq C\left\|x-x_{0}\right\|^{2} \tag{4.23}
\end{equation*}
$$

for all $x \in K$.
Note that both $\frac{\mathfrak{n}^{\prime}(x)}{\mathfrak{n}(x)}=m(x)$ and $\frac{\left\|x-x_{0}\right\|^{2}}{\mathfrak{n}(x)}$, the left- and the right-hand side of (4.21), are not defined in $x_{0}$ but bounded in each neighborhood of $x_{0}$, cf. Proposition 3.38. However, we can approximate the smooth function $W$ by (4.22) outside $x_{0}$. For $v_{W}(x)=w(x) \mathfrak{n}(x)$ we have

$$
\begin{align*}
v_{W}^{\prime}(x) & =w^{\prime}(x) \mathfrak{n}(x)+w(x) \mathfrak{n}^{\prime}(x) \\
& =\mathfrak{n}(x) D_{m} w(x) \\
& \leq \mathfrak{n}(x)\left(D_{m} W(x)+\tilde{c}\right) \text { by }(4.20) \\
& =-\left\|x-x_{0}\right\|^{2}+\tilde{c} \mathfrak{n}(x) \text { by }(4.22) \\
& \leq-\left\|x-x_{0}\right\|^{2}(1-\tilde{c} C) \text { by }(4.23)  \tag{4.24}\\
& <0
\end{align*}
$$

for all $x \in K \backslash\left\{x_{0}\right\}$, since $\tilde{c}<\frac{1}{C}$. This shows (4.18).
Moreover, we have

$$
\begin{align*}
v_{W}^{\prime}(x) & =\mathfrak{n}(x) D_{m} w(x) \\
& \geq \mathfrak{n}(x)\left(D_{m} W(x)-\tilde{c}\right) \text { by }(4.20) \\
& \geq-\left\|x-x_{0}\right\|^{2}(1+\tilde{c} C) \tag{4.25}
\end{align*}
$$

for all $x \in K \backslash\left\{x_{0}\right\}$ by (4.22) and (4.23). Finally, (4.24) and (4.25) show (4.19), which proves the theorem.

Examples for the approximation of $V$ via the Taylor polynomial are given in Section 6.2.

## Global Determination of the Basin of Attraction

Up to now we have focussed on the construction of a Lyapunov function, i.e. a function with negative orbital derivative. For such a function in a neighborhood of an exponentially asymptotically stable equilibrium one can always find a Lyapunov basin as described above. Since the basin of attraction is an open set and the Lyapunov basins are compact sets, they are always proper subsets of the basin of attraction. Hence, the best we can expect is that, given a compact subset of the basin of attraction, we find a Lyapunov basin larger than this compact set with our method.

For the results of this section we assume that $f$ is bounded in $A\left(x_{0}\right)$ which can be achieved by studying the dynamically equivalent system $\dot{x}=g(x)$ where $g(x)=\frac{f(x)}{1+\|f(x)\|^{2}}$, cf. Remark 2.5. In particular, the basin of attraction of $x_{0}$ is the same for the two systems $\dot{x}=f(x)$ and $\dot{x}=g(x)$. We can show that given a compact set $K_{0} \subset A\left(x_{0}\right)$ one obtains a Lyapunov basin larger than $K_{0}$ by approximating the function $V$. The approximation can either be direct or using the Taylor polynomial of $V$. This result uses an estimate of $\left|\left[V(x)-V\left(x_{0}\right)\right]-\left[v(x)-v\left(x_{0}\right)\right]\right|$ near $x_{0}$. Note, that this estimate is possible although the approximation $v$ only uses the values of the orbital derivative $V^{\prime}(x)$ and not of $V(x)$. The reason is that $V$ is a smooth function in $x_{0}$. Thus, the result does not hold for approximations of the function $T$.

The result requires a sufficiently dense grid. Even if the set $v^{\prime}(x)<0$ is already quite large, the largest sublevel set of $v$ probably only provides a small Lyapunov basin. In order to enlarge the Lyapunov basin one has to use a denser grid - not only where $v^{\prime}(x)>0$, not only near the boundary of the former Lyapunov basin, but in the whole expected basin of attraction.

We consider again the example (2.11). A series of Lyapunov basins with denser grids is shown in Figures 5.1 to 5.3. Note that here the sets $v^{\prime}(x)<0$ do not change significantly, but the values of $v$ and hence the Lyapunov basins do. However, the enlargement of the Lyapunov basins is not monotonous, cf. Figures 5.1 and 5.2. This indicates that in practical applications the error is in fact smaller than predicted by the corresponding theorem. Figure 5.3



Fig. 5.1. The function $v$ is the approximation of the Lyapunov function $V$ satisfying $V^{\prime}(x, y)=-\left(x^{2}+y^{2}\right)$ for the example (2.11). The figures show the set $v^{\prime}(x, y)=0$ (grey), a level set of $v(x, y)$ (black) and a local Lyapunov basin (thin black). Left: grid density $\alpha=0.4$. Right: grid density $\alpha=0.2$ (cf. also Figures 5.2 and 5.3). Compare the Lyapunov basins (black) in both figures: although we used more grid points (black + ) in the right-hand figure, the left-hand Lyapunov basin is no subset of the right-hand one.



Fig. 5.2. The set $v^{\prime}(x, y)=0$ (grey), a level set of $v(x, y)$ (black), the grid points (black + ) and a local Lyapunov basin (thin black). Left: grid density $\alpha=0.15$. Right: grid density $\alpha=0.1$ (cf. also Figure 5.3). The example considered is (2.11).
compares the best result (484 grid points) with the numerically calculated boundary of the basin of attraction, an unstable periodic orbit. For the data of the grids and the calculations of all figures, cf. Appendix B.2.


Fig. 5.3. The set $v^{\prime}(x, y)=0$ (grey), a level set of $v(x, y)$ (black), the grid points (black + ) and a local Lyapunov basin (thin black). Left: grid density $\alpha=0.075$. Right: the same Lyapunov basin (black) is shown together with the numerically calculated periodic orbit which is the boundary of the basin of attraction (grey). The example considered is (2.11).

Given a Lyapunov function $q$ and a Lyapunov basin $K$, Theorem 2.24 implies $K \subset A\left(x_{0}\right)$. Thus, on the one hand, we search for a function $q$, the orbital derivative of which is negative in $K \backslash\left\{x_{0}\right\}$, i.e. a Lyapunov function. On the other hand, $K$ is supposed to be a sublevel set of $q$, i.e. $K$ is a Lyapunov basin. We have discussed the construction of a Lyapunov function in the preceding chapter, but can we thus find a Lyapunov basin? The appropriate question concerning a global Lyapunov function is, whether we can cover any compact set $K_{0} \subset A\left(x_{0}\right)$ with our approach, supposed that the grid is dense enough.

The precise result which we will obtain reads: Let $K_{0}$ be a compact set with $x_{0} \in \stackrel{\circ}{K}_{0} \subset K_{0} \subset A\left(x_{0}\right)$. Then there is an open set $B$ with $\bar{B} \subset A\left(x_{0}\right)$, a compact set $B \supset K \supset K_{0}$ and a function $q$ obtained by our method, such that

1. $K=\left\{x \in B \mid q(x) \leq\left(R^{*}\right)^{2}\right\}$ for an $R^{*} \geq 0$,
2. $q^{\prime}(x)<0$ holds for all $x \in K \backslash\left\{x_{0}\right\}$.

In other words, $q$ is a Lyapunov function with Lyapunov basin $K$ and thus they fulfill the conditions of Theorem 2.24. This can be achieved for the approximant $v_{W}$ of $V$ via $W$. For the direct approximation of $V$ by $v$ one has to use the extension $v^{*}$ due to the local behavior of $v$. For the approximation $t$ of $T$ these results do not hold since $T$ is not defined and smooth in $x_{0}$ which is necessary for the proof. For $T$, we consider a mixed approximation in Section 5.2.

We show in Section 5.1.1 that we can cover any compact subset of $A\left(x_{0}\right)$ when approximating the function $V$ with $V^{\prime}=-p(x)$. Because of possible numerical problems near $x_{0}$ - we have to choose a very dense grid here and this leads to a high condition number of the interpolation matrix - we also discuss a mixed approximation of $V^{*}$ in Section 5.2 where, additionally to the orbital derivative, the values of the approximated function are given on a non-characteristic hypersurface. In case of the approximation of $T$ this mixed approximation is the only possibility to cover an arbitrary compact subset of $A\left(x_{0}\right)$. The mixed approximation is particularly appropriate to approximate the basin of attraction step by step.

### 5.1 Approximation via a Single Operator

In this section we consider the approximation of a single operator. In Section 5.1.1 we approximate the function $V$ satisfying $V^{\prime}(x)=-p(x)$ via the operator $D q(x)=q^{\prime}(x)$ of the orbital derivative, where we follow [24]. In Section 5.1.2 we approximate the function $W(x)=\frac{V(x)}{\mathfrak{n}(x)}$ via the operator $D_{m} W(x)=W^{\prime}(x)+m(x) W(x)$.

### 5.1.1 Approximation via Orbital Derivatives

Approximating the function $V^{\prime}(x)=-p(x)$, cf. Theorem 2.46, we obtain an error estimate for the values of $v$ and show in Theorem 5.1 a converse theorem to Theorem 2.24. However, by this theorem we will need grid points near the equilibrium which may lead to difficulties in the numerical calculation.

Theorem 5.1. Let $x_{0}$ be an equilibrium of $\dot{x}=f(x)$ where $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ such that the real parts of all eigenvalues of $D f\left(x_{0}\right)$ are negative. Moreover, assume that $\sup _{x \in A\left(x_{0}\right)}\|f(x)\|<\infty$ or, more generally, $\sup _{x \in \mathbb{R}^{n}}\|f(x)\|<\infty$ holds; this can be achieved using (2.2).

We consider the radial basis function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$, where $\psi_{l, k}$ denotes the Wendland function with $k \in \mathbb{N}$ and $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $\mathbb{N} \ni \sigma \geq \sigma^{*}:=\frac{n+1}{2}+k$. Let $\mathfrak{q}$ be a (local) Lyapunov function with Lyapunov basin $\tilde{K}:=\tilde{K}_{r}^{\mathrm{q}}\left(x_{0}\right)$. Let $K_{0} \subset A\left(x_{0}\right)$ be a compact set with $\tilde{K} \subset \stackrel{\circ}{K}_{0}$.

Then there is an open set $B$ with $\bar{B} \subset A\left(x_{0}\right)$ and an $h^{*}>0$, such that for all reconstructions $v \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ of the Lyapunov function $V$ of Theorem 2.46 where $V^{\prime}(x)=-p(x)$ with respect to the grid $X_{N} \subset \bar{B} \backslash\left\{x_{0}\right\}$ with fill distance $h \leq h^{*}$ there is an extension $v^{*}$ as in Theorem 4.8 and a compact set $K \supset K_{0}$ such that

- $\left(v^{*}\right)^{\prime}(x)<0$ holds for all $x \in K \backslash\left\{x_{0}\right\}$,
- $K=\left\{x \in B \mid v^{*}(x) \leq\left(R^{*}\right)^{2}\right\}$ for an $R^{*} \in \mathbb{R}^{+}$.

In other words, $v^{*}$ is a Lyapunov function with Lyapunov basin $K$.

Proof: Let $V \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}\right)$ be the function of Theorem 2.46 which satisfies $V^{\prime}(x)=-p(x)$ for all $x \in A\left(x_{0}\right)$ and $V\left(x_{0}\right)=0$. Set $R:=\sqrt{\max _{x \in K_{0}} V(x)}>$ 0 and

$$
\begin{aligned}
K_{1} & =\left\{x \in A\left(x_{0}\right) \mid V(x) \leq R^{2}\right\}, \\
K_{2} & =\left\{x \in A\left(x_{0}\right) \mid V(x) \leq R^{2}+2\right\}, \\
B & =\left\{x \in A\left(x_{0}\right) \mid V(x)<R^{2}+3\right\} .
\end{aligned}
$$

Then obviously $K_{0} \subset K_{1} \subset K_{2} \subset B \subset \bar{B} \subset A\left(x_{0}\right)$ and $B$ is open, cf. Theorem 2.46; note that $\sup _{x \in A\left(x_{0}\right)}\|f(x)\|<\infty$. All these sets are positively invariant. Let $\tilde{B}$ be an open set with $\bar{B} \subset \tilde{B} \subset \overline{\tilde{B}} \subset A\left(x_{0}\right)$, e.g. $\tilde{B}=\left\{x \in A\left(x_{0}\right) \mid\right.$ $\left.V(x)<R^{2}+4\right\}$. Let $\chi \in C_{0}^{\infty}\left(\mathbb{R}^{n},[0,1]\right)$ be a function with $\chi(x)=1$ for $x \in \bar{B}$ and $\chi(x)=0$ for $\mathbb{R}^{n} \backslash \tilde{B}$. Thus, $\chi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \subset \mathcal{F}$. Set $\tilde{a}:=\|\chi\|_{\mathcal{F}}$ and $V_{0}=V \cdot \chi ;$ then $V_{0} \in C_{0}^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ and $V_{0}(x)=V(x)$ holds for all $x \in \bar{B}$. Lemma 3.13 implies $V_{0} \in \mathcal{F}$. Choose $r_{0}^{\prime}>0$ so small that $\overline{B_{r_{0}^{\prime}}\left(x_{0}\right)}=\{x \in$ $\left.\mathbb{R}^{n} \mid\left\|x-x_{0}\right\| \leq r_{0}^{\prime}\right\} \subset \tilde{K}$ and

$$
\begin{equation*}
2 r_{0}^{\prime} \max _{\tilde{r} \in\left[0, r_{0}^{\prime}\right]}\left|\frac{d}{d r} \psi(\tilde{r})\right| \leq \frac{1}{4\left\|V_{0}\right\|_{\mathcal{F}}^{2}} \tag{5.1}
\end{equation*}
$$

hold where $\psi(r):=\psi_{l, k}(c r)$. This is possible since $\frac{d}{d r} \psi(r)=O(r)$ for $r \rightarrow 0$, cf. Proposition 3.11. Choose $r_{0}>0$ such that

$$
\Omega:=\left\{x \in A\left(x_{0}\right) \mid V_{0}(x)=r_{0}^{2}\right\} \subset \overline{B_{r_{0}^{\prime}}\left(x_{0}\right)}
$$

holds. $\Omega$ is a non-characteristic hypersurface by Lemma 2.37 and, hence, by Theorem 2.38 there exists a function $\theta \in C^{\sigma}\left(A\left(x_{0}\right) \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ defined implicitly by $S_{\theta(x)} x \in \Omega$.

Set $\theta_{0}:=\max _{x \in \bar{B}} \theta(x)>0$. Define $\min _{x \in \bar{B} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)} p(x)=: M_{0}>0$. Define $h^{*}>0$ such that $h^{*}<\left(\frac{1}{C^{*}} \min \left(\frac{1}{2 \theta_{0}}, M_{0}\right)\right)^{\frac{1}{\kappa}}$ holds with $C^{*}$ and $\kappa$ as in Theorem 4.2 where $K_{0}=\bar{B}$.

Let $X_{N} \subset \bar{B} \backslash\left\{x_{0}\right\}$ be a grid with fill distance $h \leq h^{*}$. For the approximant $v$ of $V_{0}(=V$ in $\bar{B})$ we set $\tilde{b}:=-v\left(x_{0}\right)$. For the function $\tilde{v}:=v+\tilde{b} \cdot \chi$ we have $\tilde{v}\left(x_{0}\right)=v\left(x_{0}\right)+\tilde{b}=0$. For $x^{*} \in \overline{B_{r_{0}^{\prime}}\left(x_{0}\right)}$ we have with $\delta_{x^{*}}, \delta_{x_{0}} \in \mathcal{F}^{*}$, cf. Lemma 3.22,

$$
\begin{align*}
\left|V_{0}\left(x^{*}\right)-\tilde{v}\left(x^{*}\right)\right| & =\left|\left(\delta_{x^{*}}-\delta_{x_{0}}\right)\left(V_{0}-v-\tilde{b} \chi\right)\right| \\
& =\left|\left(\delta_{x^{*}}-\delta_{x_{0}}\right)\left(V_{0}-v\right)\right| \\
& \leq\left\|\delta_{x^{*}}-\delta_{x_{0}}\right\|_{\mathcal{F}^{*}} \cdot\left\|V_{0}-v\right\|_{\mathcal{F}} \\
& \leq\left\|\delta_{x^{*}}-\delta_{x_{0}}\right\|_{\mathcal{F}^{*}} \cdot\left\|V_{0}\right\|_{\mathcal{F}} \text { by Proposition 3.34. } \tag{5.2}
\end{align*}
$$

Moreover, the Taylor expansion yields the existence of an $\tilde{r} \in[0, \rho]$, where $\rho:=\left\|x^{*}-x_{0}\right\| \leq r_{0}^{\prime}$ such that

$$
\begin{aligned}
\left\|\delta_{x^{*}}-\delta_{x_{0}}\right\|_{\mathcal{F}^{*}}^{2} & =\left(\delta_{x^{*}}-\delta_{x_{0}}\right)^{x}\left(\delta_{x^{*}}-\delta_{x_{0}}\right)^{y} \Psi(x-y) \\
& =\left(\delta_{x^{*}}-\delta_{x_{0}}\right)^{x}\left[\psi\left(\left\|x-x^{*}\right\|\right)-\psi\left(\left\|x-x_{0}\right\|\right)\right] \\
& =2\left[\psi(0)-\psi\left(\left\|x^{*}-x_{0}\right\|\right)\right] \\
& =-2 \frac{d}{d r} \psi(\tilde{r}) \rho \\
& \leq \frac{1}{4\left\|V_{0}\right\|_{\mathcal{F}}^{2}}, \text { cf. }(5.1) .
\end{aligned}
$$

Hence, we have with (5.2)

$$
\left|V_{0}\left(x^{*}\right)-\tilde{v}\left(x^{*}\right)\right| \leq \frac{1}{2} \quad \text { for all } x^{*} \in \overline{B_{r_{0}^{\prime}}\left(x_{0}\right)}
$$

For $x \in \Omega$, i.e. $V(x)=V_{0}(x)=r_{0}^{2}$, we have $x \in \overline{B_{r_{0}^{\prime}}\left(x_{0}\right)}$ and hence $\tilde{v}(x) \leq$ $V_{0}(x)+\frac{1}{2}=r_{0}^{2}+\frac{1}{2}$ and $\tilde{v}(x) \geq V_{0}(x)-\frac{1}{2}=r_{0}^{2}-\frac{1}{2}$. For $v(x)=\tilde{v}(x)-\tilde{b} \chi(x)$ we thus have

$$
\begin{equation*}
v(x) \in\left[r_{0}^{2}-\tilde{b}-\frac{1}{2}, r_{0}^{2}-\tilde{b}+\frac{1}{2}\right] \quad \text { for all } x \in \Omega \tag{5.3}
\end{equation*}
$$

For the orbital derivatives we have, using Theorem 4.2

$$
\begin{equation*}
\left|v^{\prime}(x)-V_{0}^{\prime}(x)\right|=\left|v^{\prime}(x)+p(x)\right| \leq C^{*} h^{\kappa}=: \iota \text { for all } x \in \bar{B} \tag{5.4}
\end{equation*}
$$

Since $C^{*} h^{\kappa}=\iota<M_{0}$ by definition of $h^{*}$, we have $v^{\prime}(x)<-p(x)+M_{0} \leq 0$ for all $x \in \bar{B} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$. Hence, we can apply Theorem 4.8 and obtain an extension $v^{*}$ of $v$, such that $v^{*}(x)=a v(x)+b$ holds for all $x \in \bar{B} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ and $\left(v^{*}\right)^{\prime}(x)<0$ holds for all $x \in \bar{B} \backslash\left\{x_{0}\right\}$. Now set

$$
\begin{aligned}
K & =\left\{x \in B \mid v^{*}(x) \leq a\left(R^{2}+1-\tilde{b}\right)+b=:\left(R^{*}\right)^{2}\right\} \\
& =\left\{x \in B \backslash \tilde{K} \mid v(x) \leq R^{2}+1-\tilde{b}\right\} \cup \tilde{K} .
\end{aligned}
$$

The equation follows from the fact that $\tilde{K}$ is a subset of both sets, for the proof see below.

We will show that $K_{1} \subset K \subset K_{2}$ holds. Then $K_{0} \subset K, K$ is a compact set and $\left(v^{*}\right)^{\prime}(x)<0$ holds for all $x \in K \backslash\left\{x_{0}\right\}$.

We show $K_{1} \subset K$. For $x \in K_{1} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ we have in particular $\theta_{0} \geq \theta(x) \geq 0$ and with $\iota<\frac{1}{2 \theta_{0}}$ we obtain

$$
\begin{aligned}
v(x) & =v\left(S_{\theta(x)} x\right)-\int_{0}^{\theta(x)} v^{\prime}\left(S_{\tau} x\right) d \tau \\
& \leq r_{0}^{2}-\tilde{b}+\frac{1}{2}+\int_{0}^{\theta(x)}\left(-V_{0}^{\prime}\left(S_{\tau} x\right)+\iota\right) d \tau \text { by }(5.3) \text { and }(5.4) \\
& \leq \underbrace{V_{0}\left(S_{\theta(x)} x\right)-\int_{0}^{\theta(x)} V_{0}^{\prime}\left(S_{\tau} x\right) d \tau}_{=V_{0}(x)}+\frac{1}{2}+\theta(x) \iota-\tilde{b} \\
& \leq V_{0}(x)+\frac{1}{2}+\theta_{0} \iota-\tilde{b} \\
& \leq R^{2}+1-\tilde{b}, \text { i.e. } x \in K .
\end{aligned}
$$

Since in particular for $x \in \partial \tilde{K}$ the inequality $v(x) \leq R^{2}+1-\tilde{b}$ and thus $v^{*}(x) \leq$ $a\left(R^{2}+1-\tilde{b}\right)+b$ holds true and, moreover, $v^{*}$ decreases along solutions, $\tilde{K} \subset K$ follows. In particular we have $a\left(R^{2}+1-\tilde{b}\right)+b>0$ since $v^{*}\left(x_{0}\right)=\mathfrak{q}\left(x_{0}\right) \geq 0$. Altogether, we have $K_{1} \subset K$.

For the inclusion $K \subset K_{2}$ we show that for $x \in B \backslash K_{2}$ the inequality $v(x)>R^{2}+1-\tilde{b}$ and thus $v^{*}(x)>a\left(R^{2}+1-\tilde{b}\right)+b$ holds true. If $x \in$ $B \backslash K_{2} \subset A\left(x_{0}\right)$, then we have $\theta(x) \leq \theta_{0}$ and

$$
\begin{aligned}
v(x) & =v\left(S_{\theta(x)} x\right)-\int_{0}^{\theta(x)} v^{\prime}\left(S_{\tau} x\right) d \tau \\
& \geq r_{0}^{2}-\tilde{b}-\frac{1}{2}+\int_{0}^{\theta(x)}\left(-V_{0}^{\prime}\left(S_{\tau} x\right)-\iota\right) d \tau \text { by }(5.3) \text { and (5.4) } \\
& \geq \underbrace{V_{0}\left(S_{\theta(x)} x\right)-\int_{0}^{\theta(x)} V_{0}^{\prime}\left(S_{\tau} x\right) d \tau}_{=V_{0}(x)}-\frac{1}{2}-\theta(x) \iota-\tilde{b} \\
& \geq V_{0}(x)-\frac{1}{2}-\theta_{0} \iota-\tilde{b} \\
& >R^{2}+2-1-\tilde{b}, \text { i.e. } x \notin K
\end{aligned}
$$

since $\iota<\frac{1}{2 \theta_{0}}$. This proves the theorem.

### 5.1.2 Taylor Polynomial

In the following theorem we consider the function $V$ where $V^{\prime}(x)=-\| x-$ $x_{0} \|^{2}$. We do not approximate $V$ by this equation for the orbital derivative, but we approximate the function $W(x)=\frac{V(x)}{\mathfrak{n}(x)}$ as in Section 4.2.3 which satisfies $D_{m} W(x)=-\frac{\left\|x-x_{0}\right\|^{2}}{\mathfrak{n}(x)}$. The proof is similar to the one of Theorem 5.1.

Theorem 5.2. Let $x_{0}$ be an equilibrium of $\dot{x}=f(x)$, where $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ such that the real parts of all eigenvalues of $D f\left(x_{0}\right)$ are negative. Moreover,
assume that $\sup _{x \in A\left(x_{0}\right)}\|f(x)\|<\infty$ or, more generally, $\sup _{x \in \mathbb{R}^{n}}\|f(x)\|<\infty$ holds; this can be achieved using (2.2).

We consider the radial basis function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$, where $\psi_{l, k}$ denotes the Wendland function with $k \in \mathbb{N}$ and $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $V$ be the Lyapunov function of Theorem 2.46 with $V^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}$ and $V\left(x_{0}\right)=0$, and $\mathfrak{n}(x)=\sum_{2 \leq|\alpha| \leq P} c_{\alpha}\left(x-x_{0}\right)^{\alpha}+M\left\|x-x_{0}\right\|^{2 H}$ as in Definition 2.56, and let $W(x)=\frac{V(x)}{\mathfrak{n}(x)} \in C^{P-2}\left(A\left(x_{0}\right), \mathbb{R}\right)$ with $W\left(x_{0}\right)=1$, cf. Proposition 2.58. Let $\sigma \geq P \geq 2+\sigma^{*}$, where $\sigma^{*}:=\frac{n+1}{2}+k$. Let $K_{0} \subset A\left(x_{0}\right)$ be a compact set with $x_{0} \in \stackrel{\circ}{K_{0}}$.

Then there is an open set $B$ with $\bar{B} \subset A\left(x_{0}\right)$, such that for all reconstructions $w \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ of $W$ with respect to a grid $X_{N} \subset \bar{B} \backslash\left\{x_{0}\right\}$ which is dense enough in the sense of Theorem 4.10, there is a compact set $K \supset K_{0}$ such that with $v_{W}(x):=\mathfrak{n}(x) w(x)$

- $v_{W}^{\prime}(x)<0$ holds for all $x \in K \backslash\left\{x_{0}\right\}$,
- $K=\left\{x \in B \mid v_{W}(x) \leq\left(R^{*}\right)^{2}\right\}$ for an $R^{*} \in \mathbb{R}^{+}$.

In other words, $v_{W}$ is a Lyapunov function with Lyapunov basin $K$.
Proof: Let $V \in C^{\sigma}\left(A\left(x_{0}\right), \mathbb{R}\right)$ be the function of Theorem 2.46 which satisfies $V^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}$ for all $x \in A\left(x_{0}\right)$ and $V\left(x_{0}\right)=0$. Then $W \in C^{P-2}\left(A\left(x_{0}\right), \mathbb{R}\right)$ satisfies $W^{\prime}(x)+\frac{\mathfrak{n}^{\prime}(x)}{\mathfrak{n}(x)} W(x)=-\frac{\left\|x-x_{0}\right\|^{2}}{\mathfrak{n}(x)}$ for all $x \in$ $A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$, cf. (4.21). Note that $P-2 \geq \sigma^{*}$. Set $R:=\sqrt{\max _{x \in K_{0}} V(x)}>0$ and

$$
\begin{aligned}
K_{1} & =\left\{x \in A\left(x_{0}\right) \mid V(x) \leq R^{2}\right\}, \\
K_{2} & =\left\{x \in A\left(x_{0}\right) \mid V(x) \leq R^{2}+2\right\}, \\
B & =\left\{x \in A\left(x_{0}\right) \mid V(x)<R^{2}+3\right\} .
\end{aligned}
$$

Then obviously $K_{0} \subset K_{1} \subset K_{2} \subset B \subset \bar{B} \subset A\left(x_{0}\right)$ and $B$ is open, cf. Theorem 2.46; note that $\sup _{x \in A\left(x_{0}\right)}\|f(x)\|<\infty$. All these sets are positively invariant. Let $\tilde{B}$ be an open set with $\bar{B} \subset \tilde{B} \subset \bar{B} \subset A\left(x_{0}\right)$, e.g. $\tilde{B}=\left\{x \in A\left(x_{0}\right) \mid\right.$ $\left.V(x)<R^{2}+4\right\}$. Let $\chi \in C_{0}^{\infty}\left(\mathbb{R}^{n},[0,1]\right)$ be a function with $\chi(x)=1$ for $x \in \bar{B}$ and $\chi(x)=0$ for $\mathbb{R}^{n} \backslash \tilde{B}$. Thus, $\chi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \subset \mathcal{F}$. Set $\tilde{a}:=\|\chi\|_{\mathcal{F}}$ and $W_{0}=W \cdot \chi ;$ then $W_{0} \in C_{0}^{P-2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ and $W_{0}(x)=W(x)$ holds for all $x \in \bar{B}$. Lemma 3.13 implies $W_{0} \in \mathcal{F}$. Choose $r_{0}^{\prime}>0$ so small that $\overline{B_{r_{0}^{\prime}}\left(x_{0}\right)} \subset K_{0}$,

$$
\begin{align*}
r_{0}^{\prime} & \leq \frac{1}{\left(4 C \sqrt{\Psi(0)}\left\|W_{0}\right\|_{\mathcal{F}}\right)^{\frac{1}{2}}}  \tag{5.5}\\
\text { and } 2\left(r_{0}^{\prime}\right)^{5} \max _{\tilde{r} \in\left[0, r_{0}^{\prime}\right]}\left|\frac{d}{d r} \psi(\tilde{r})\right| & \leq \frac{1}{\left(4 C\left\|W_{0}\right\|_{\mathcal{F}}\right)^{2}} \tag{5.6}
\end{align*}
$$

hold, where $\mathfrak{n}(x) \leq C\left\|x-x_{0}\right\|^{2}$ for all $x \in \bar{B}$, cf. Proposition 2.58, 2., and $\psi(r):=\psi_{l, k}(c r)$. This is possible since $\frac{d}{d r} \psi(r)=O(r)$ for $r \rightarrow 0$, cf. Proposition 3.11. Choose $r_{0}>0$ such that

$$
\Omega:=\left\{x \in A\left(x_{0}\right) \mid V(x)=r_{0}^{2}\right\} \subset \overline{B_{r_{0}^{\prime}}\left(x_{0}\right)}
$$

holds. $\Omega$ is a non-characteristic hypersurface by Lemma 2.37 and hence, by Theorem 2.38 there exists a function $\theta \in C^{\sigma}\left(A\left(x_{0}\right) \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ defined implicitly by $S_{\theta(x)} x \in \Omega$. Set $\theta_{0}:=\max _{x \in \bar{B}} \theta(x)>0$. Let

$$
\begin{equation*}
\tilde{c}<\min \left(\frac{1}{2 \theta_{0} C M_{0}}, \frac{1}{C}\right) \tag{5.7}
\end{equation*}
$$

where $M_{0}:=\max _{x \in \bar{B}}\left\|x-x_{0}\right\|^{2}$ and choose a grid $X_{N} \subset \bar{B} \backslash\left\{x_{0}\right\}$ according to Theorem 4.10.

For the approximant $w$ of $W_{0}(=W$ in $\bar{B})$ we set $\tilde{b}:=1-w\left(x_{0}\right)$. With $\delta_{x_{0}} \in \mathcal{F}^{*}$, cf. Lemma 3.25, and $W_{0}\left(x_{0}\right)=1$, cf. Proposition 2.58, 3., we have

$$
\begin{align*}
|\tilde{b}| & =\left|\delta_{x_{0}}\left(W_{0}-w\right)\right| \\
& \leq\left\|\delta_{x_{0}}\right\|_{\mathcal{F}^{*}} \cdot\left\|W_{0}-w\right\|_{\mathcal{F}} \\
& \leq \sqrt{\Psi(0)} \cdot\left\|W_{0}\right\|_{\mathcal{F}} \tag{5.8}
\end{align*}
$$

by Proposition 3.37 since $\left\|\delta_{x_{0}}\right\|_{\mathcal{F}^{*}}^{2}=\delta_{x_{0}}^{x} \delta_{x_{0}}^{y} \Psi(x-y)=\Psi(0)$. For the function $\tilde{w}:=w+\tilde{b} \cdot \chi$ we have $\tilde{w}\left(x_{0}\right)=w\left(x_{0}\right)+\tilde{b}=1$. For $x^{*} \in \overline{B_{r_{0}^{\prime}}\left(x_{0}\right)}$ we have thus

$$
\begin{aligned}
\left|W_{0}\left(x^{*}\right)-\tilde{w}\left(x^{*}\right)\right| & =\left|\left(\delta_{x^{*}}-\delta_{x_{0}}\right)\left(W_{0}-w-\tilde{b} \cdot \chi\right)\right| \\
& =\left|\left(\delta_{x^{*}}-\delta_{x_{0}}\right)\left(W_{0}-w\right)\right| \\
& \leq\left\|\delta_{x^{*}}-\delta_{x_{0}}\right\|_{\mathcal{F}^{*}} \cdot\left\|W_{0}-w\right\|_{\mathcal{F}} \\
& \leq\left\|\delta_{x^{*}}-\delta_{x_{0}}\right\|_{\mathcal{F}^{*}} \cdot\left\|W_{0}\right\|_{\mathcal{F}} \text { by Proposition 3.37. }
\end{aligned}
$$

Moreover, the Taylor expansion yields the existence of an $\tilde{r} \in[0, \rho]$ where $\rho:=\left\|x^{*}-x_{0}\right\| \leq r_{0}^{\prime}$ such that

$$
\begin{aligned}
\left\|\delta_{x^{*}}-\delta_{x_{0}}\right\|_{\mathcal{F}^{*}}^{2} & =\left(\delta_{x^{*}}-\delta_{x_{0}}\right)^{x}\left(\delta_{x^{*}}-\delta_{x_{0}}\right)^{y} \Psi(x-y) \\
& =\left(\delta_{x^{*}}-\delta_{x_{0}}\right)^{x}\left[\psi\left(\left\|x-x^{*}\right\|\right)-\psi\left(\left\|x-x_{0}\right\|\right)\right] \\
& =2\left[\psi(0)-\psi\left(\left\|x^{*}-x_{0}\right\|\right)\right] \\
& =-2 \psi^{\prime}(\tilde{r}) \rho \\
& \leq \frac{1}{\left(4 C \cdot\left(r_{0}^{\prime}\right)^{2}\left\|W_{0}\right\|_{\mathcal{F}}\right)^{2}}, \text { cf. }(5.6) .
\end{aligned}
$$

Hence, for all $x^{*} \in \overline{B_{r_{0}^{\prime}}\left(x_{0}\right)}$ we have

$$
\begin{equation*}
\left|W_{0}\left(x^{*}\right)-\tilde{w}\left(x^{*}\right)\right| \leq \frac{1}{4 C \cdot\left(r_{0}^{\prime}\right)^{2}} \tag{5.9}
\end{equation*}
$$

For $v_{W}(x)=\mathfrak{n}(x) w(x)=\mathfrak{n}(x)[\tilde{w}(x)-\tilde{b} \chi(x)]$ we have for all $x^{*} \in \overline{B_{r_{0}^{\prime}}\left(x_{0}\right)}$

$$
\begin{aligned}
\left|V\left(x^{*}\right)-v_{W}\left(x^{*}\right)\right| & =\mathfrak{n}\left(x^{*}\right)\left[W_{0}\left(x^{*}\right)-\tilde{w}\left(x^{*}\right)+\tilde{b} \chi\left(x^{*}\right)\right] \\
& \leq \underbrace{\max _{x \in \overline{B_{r_{0}^{\prime}}^{\prime}\left(x_{0}\right)}}^{\mathfrak{n}(x)}\left[\left|W_{0}\left(x^{*}\right)-\tilde{w}\left(x^{*}\right)\right|+|\tilde{b}|\right]}_{\leq C \cdot\left(r_{0}^{\prime}\right)^{2}} \\
& \leq \frac{1}{4}+\frac{1}{4} \quad \text { by }(5.5),(5.8) \text { and (5.9). }
\end{aligned}
$$

Thus,

$$
\begin{equation*}
v_{W}(x) \in\left[r_{0}^{2}-\frac{1}{2}, r_{0}^{2}+\frac{1}{2}\right] \quad \text { for all } x \in \Omega \tag{5.10}
\end{equation*}
$$

For the orbital derivatives we have, using Theorem 4.10, (4.18) and (4.19)

$$
\begin{align*}
v_{W}^{\prime}(x) & <0 \quad \text { for all } x \in \bar{B} \backslash\left\{x_{0}\right\} \text { and }  \tag{5.11}\\
\left|v_{W}^{\prime}(x)+\left\|x-x_{0}\right\|^{2}\right| & \leq \tilde{c} C\left\|x-x_{0}\right\|^{2} \leq \tilde{c} C M_{0} \leq \frac{1}{2 \theta_{0}} \tag{5.12}
\end{align*}
$$

by (5.7) for all $x \in \bar{B}$.
Now set

$$
K=\left\{x \in B \mid v_{W}(x) \leq R^{2}+1=:\left(R^{*}\right)^{2}\right\}
$$

We will show that $K_{1} \subset K \subset K_{2}$ holds. Then $K_{0} \subset K, K$ is a compact set and $v_{W}^{\prime}(x)<0$ holds for all $x \in K \backslash\left\{x_{0}\right\}$, cf. (5.11).

We show $K_{1} \subset K$. Let $x \in K_{1}$. We distinguish between the cases $\theta(x)<0$ and $\theta(x) \geq 0$. If $\theta(x)<0$, then

$$
\begin{aligned}
v_{W}(x) & =v_{W}\left(S_{\theta(x)} x\right)-\int_{0}^{\theta(x)} v_{W}^{\prime}\left(S_{\tau} x\right) d \tau \\
& \leq v_{W}\left(S_{\theta(x)} x\right) \\
& \leq r_{0}^{2}+\frac{1}{2} \text { by }(5.10) \\
& \leq R^{2}+1
\end{aligned}
$$

since $R^{2}=\max _{x \in K_{0}} V(x) \geq \max _{x \in \Omega} V(x)=r_{0}^{2}$.
Now assume $\theta_{0} \geq \theta(x) \geq 0$. We have

$$
\begin{aligned}
v_{W}(x) & =v_{W}\left(S_{\theta(x)} x\right)-\int_{0}^{\theta(x)} v_{W}^{\prime}\left(S_{\tau} x\right) d \tau \\
& \leq r_{0}^{2}+\frac{1}{2}+\int_{0}^{\theta(x)}\left(\left\|S_{\tau} x-x_{0}\right\|^{2}+\frac{1}{2 \theta_{0}}\right) d \tau \text { by }(5.10) \text { and }(5.12) \\
& \leq \underbrace{V\left(S_{\theta(x)} x\right)-\int_{0}^{\theta(x)} V^{\prime}\left(S_{\tau} x\right) d \tau}_{=V(x)}+\frac{1}{2}+\frac{\theta(x)}{2 \theta_{0}} \\
& \leq V(x)+1 \\
& \leq R^{2}+1
\end{aligned}
$$

i.e. $x \in K$. Hence, $K_{1} \subset K$.

For the inclusion $K \subset K_{2}$ we show that for $x \in B \backslash K_{2}$ the inequality $v_{W}(x)>R^{2}+1$ holds true. If $x \in B \backslash K_{2} \subset A\left(x_{0}\right)$, then we have $0 \leq \theta(x) \leq \theta_{0}$ and

$$
\begin{aligned}
v_{W}(x) & =v_{W}\left(S_{\theta(x)} x\right)-\int_{0}^{\theta(x)} v_{W}^{\prime}\left(S_{\tau} x\right) d \tau \\
& \geq r_{0}^{2}-\frac{1}{2}+\int_{0}^{\theta(x)}\left(\left\|S_{\tau} x-x_{0}\right\|^{2}-\frac{1}{2 \theta_{0}}\right) d \tau \text { by }(5.10) \text { and }(5.12) \\
& \geq \underbrace{V\left(S_{\theta(x)} x\right)-\int_{0}^{\theta(x)} V^{\prime}\left(S_{\tau} x\right) d \tau}_{=V(x)}-\frac{1}{2}-\frac{\theta(x)}{2 \theta_{0}} \\
& \geq V(x)-\frac{1}{2}-\frac{1}{2} \\
& >R^{2}+2-1
\end{aligned}
$$

i.e. $x \notin K$. This proves the theorem.

### 5.2 Mixed Approximation

For $T$ (and also for $V$ ) one can use a mixed approximation. Here, additionally to the orbital derivative $Q^{\prime}$, the values of $Q$ are given on an $(n-1)$-dimensional manifold, a non-characteristic hypersurface. Such a non-characteristic hypersurface can be given by the level set of a (local) Lyapunov function within its Lyapunov basin. With this method one can also cover each compact subset of the basin of attraction by a Lyapunov basin when approximating the function $T$ or $V$. In the case of $T$, where $T^{\prime}(x)=-1$, the level sets of the function $T$ and thus also of $t$ up to a certain error have a special meaning: a solution needs the time $T_{2}-T_{1}$ from the level set $T=T_{2}$ to the level set $T=T_{1}$.

Moreover, one can exhaust the basin of attraction by compact sets: starting with a local Lyapunov function and a corresponding local Lyapunov basin $K_{0}$, one obtains a larger Lyapunov basin $K_{1}$ through mixed approximation using the boundary $\partial K_{0}$ as a non-characteristic hypersurface. The boundary $\partial K_{1}$ is again a non-characteristic hypersurface and hence one obtains a sequence of compact sets $K_{0} \subset K_{1} \subset \ldots$ which exhaust $A\left(x_{0}\right)$. In Figure 5.4 we show the first step of this method with the function $V^{*}$ for example (2.11): starting with a local Lyapunov basin $K_{0}$ (magenta), we obtain a larger Lyapunov basin $K_{1}$ using mixed approximation. In [23] the same example with a different grid $X_{N}$ is considered, and one more step is calculated.

In this section we approximate the function $Q=T$ or $Q=V^{*}$ via its orbital derivatives and its function values. The orbital derivatives are given on


Fig. 5.4. Mixed approximation of $V^{*}$ where $\left(V^{*}\right)^{\prime}(x, y)=-\left(x^{2}+y_{\tilde{K}}^{2}\right)$ with given value $V^{*}(x, y)=1$ on the boundary of the local Lyapunov basin $\tilde{K}=K_{0}$ (thin black). We used a grid of $M=10$ points (black circles) on $\partial \tilde{K}$ for the values of the approximation $v$ and a second grid of $N=70$ points (black + ) with $\alpha=0.2$ for the orbital derivative $v^{\prime}$. The sign of $v^{\prime}(x, y)$ (grey), and the level sets $v(x, y)=1$ and $v(x, y)=1.1$ (black) are shown. The level set $v(x, y)=1.1$ is the boundary of $K_{1}$ (black) which is a subset of the basin of attraction for (2.11).
a grid $X_{N}$, whereas the function values are given on a different grid $X_{M}^{0} \subset \Omega$ where $\Omega$ is a non-characteristic hypersurface. In most cases, $\Omega$ is given by a level set of a Lyapunov function $\mathfrak{q}$, e.g. a local Lyapunov function. This mixed interpolation problem was discussed in Section 3.1.3, cf. Definition 3.7. Any compact subset $K_{0} \subset A\left(x_{0}\right)$ can be covered by a Lyapunov basin $K$ obtained by a mixed approximation via radial basis functions as we prove in Section 5.2.1.

Moreover, we can approach the basin of attraction stepwise by a sequence of Lyapunov functions $q_{i}, i=1,2, \ldots$ with Lyapunov basins $K_{i} \supset K_{i-1}$. The advantage of this approach is that one can use a grid $X_{N}$ outside $K_{i-1}$ in each step, cf. Section 5.2.2.

### 5.2.1 Approximation via Orbital Derivatives and Function Values

We approximate the Lyapunov function $T$ satisfying $T^{\prime}=-\bar{c}$. Note that we fix the values of $T$ on the boundary of a Lyapunov basin, i.e. on a noncharacteristic hypersurface.

Theorem 5.3. Consider the function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$, where $\psi_{l, k}$ denotes the Wendland function with $k \in \mathbb{N}$ and $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, where $\mathbb{N} \ni \sigma \geq \sigma^{*}:=\frac{n+1}{2}+k$. Moreover, assume that $\sup _{x \in A\left(x_{0}\right)}\|f(x)\|<\infty$ or, more generally, $\sup _{x \in \mathbb{R}^{n}}\|f(x)\|<\infty$ holds. Let $\mathfrak{q}$ be a Lyapunov function with Lyapunov basin $\tilde{K}:=\tilde{K}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ according to Definition 2.23. Define $\Omega:=\partial \tilde{K}$. Let $K_{0}$ be a compact set with $\tilde{K} \subset \stackrel{\circ}{K}_{0} \subset$ $K_{0} \subset A\left(x_{0}\right)$ and let $H \in C^{\sigma}\left(\Omega, \mathbb{R}_{0}^{+}\right)$.

Then there is an open set $B$ with $\bar{B} \subset A\left(x_{0}\right)$ and constants $h_{0}^{*}, h^{*}>0$ such that for every reconstruction $t$ of $T$ in the sense of Definition 3.7, where $T$ is defined in Theorem 2.38 with $T(x)=H(x)$ for $x \in \Omega$, using grids $X_{N} \subset \bar{B} \backslash \tilde{B}_{r}^{q}\left(x_{0}\right)$ with fill distance $h \leq h^{*}$ and $X_{M}^{0} \subset \Omega$ with fill distance $h_{0} \leq h_{0}^{*}$, there is an extension $t^{*} \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ of $t$ as in the Extension Theorem 4.8, such that:

There is a compact set $B \supset K \supset K_{0}$ with

1. $K=\left\{x \in B \mid t^{*}(x) \leq\left(R^{*}\right)^{2}\right\}$ for an $R^{*} \in \mathbb{R}^{+}$,
2. $\left(t^{*}\right)^{\prime}(x)<0$ for all $x \in K \backslash\left\{x_{0}\right\}$.

In other words, $t^{*}$ is a Lyapunov function with Lyapunov basin $K$.
Proof: We assume without loss of generality that $\mathfrak{q}\left(x_{0}\right)=0 . \Omega$ is a noncharacteristic hypersurface and we define the function $\theta$ for all $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ implicitly by

$$
S_{\theta(x)} x \in \Omega, \text { i.e. } \mathfrak{q}\left(S_{\theta(x)} x\right)=r^{2}
$$

cf. Theorem 2.38, and set

$$
\begin{aligned}
\theta_{0} & :=\max _{x \in K_{0} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)} \theta(x) \geq 0 \\
K_{1} & :=\left\{x \in A\left(x_{0}\right) \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \mid \theta(x) \leq \theta_{0}\right\} \cup \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)
\end{aligned}
$$

Then obviously $K_{0} \subset K_{1}$, and $K_{1}$ is positively invariant.
Define $T \in C^{\sigma}\left(A\left(x_{0}\right) \backslash\left\{x_{0}\right\}, \mathbb{R}\right)$ as in Theorem 2.38, i.e. $T^{\prime}(x)=-\bar{c}$ for $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and $T(x)=H(x)$ for $x \in \Omega$. We set $c_{M}:=$ $\max _{x \in \Omega} H(x)=\max _{x \in \Omega} T(x)$ and $c_{m}:=\min _{x \in \Omega} H(x)=\min _{x \in \Omega} T(x)$. With $\theta^{*}:=\frac{c_{M}-c_{m}+\frac{3}{2} \bar{c} \theta_{0}+2}{\frac{1}{2} \bar{c}}>\theta_{0}$ we define the following sets

$$
\begin{aligned}
K_{2} & :=\left\{x \in A\left(x_{0}\right) \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \mid \theta(x) \leq \theta^{*}\right\} \cup \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right), \\
B & :=\left\{x \in A\left(x_{0}\right) \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \mid \theta(x)<\theta^{*}+1\right\} \cup \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) .
\end{aligned}
$$

Then obviously $K_{1} \subset K_{2} \subset B$, both $K_{2}$ and $B$ are positively invariant and $B$ is open, cf. Proposition 2.44; note that $\sup _{x \in A\left(x_{0}\right)}\|f(x)\|<\infty$.

We modify $T$ in $\tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ and outside $\bar{B}$ such that $T \in C_{0}^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}\right) \subset \mathcal{F}$ and $T$ remains unchanged in $\bar{B} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$, cf. the proof of Theorem 4.1.

We apply Theorem 3.41 to $K=\bar{B} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ and to grids $X_{N} \subset \bar{B} \backslash$ $\tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ with fill distance $h \leq\left(\frac{\bar{c}}{2 C^{*}}\right)^{\frac{1}{\kappa}}=: h^{*}$ and $X_{M}^{0} \subset \Omega$ with fill distance $h_{0} \leq \frac{1}{C_{0}^{*}}=: h_{0}^{*}$, where $C^{*}$ and $C_{0}^{*}$ are as in Theorem 3.41. We obtain an approximation $t \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ for which the following inequality holds for all $x \in \bar{B} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$, cf. (3.49),

$$
\begin{equation*}
-\frac{3}{2} \bar{c} \leq t^{\prime}(x) \leq-\frac{1}{2} \bar{c}<0 \tag{5.13}
\end{equation*}
$$

The Extension Theorem 4.8, applied to $K=\bar{B}, \mathfrak{q}$ and $q=t$ implies

$$
\begin{equation*}
\left(t^{*}\right)^{\prime}(x)<0 \quad \text { for all } x \in \bar{B} \backslash\left\{x_{0}\right\} \tag{5.14}
\end{equation*}
$$

Note that for the function $t^{*}$ we have $t^{*}(x)=a t(x)+b$ for all $x \notin \tilde{B}_{r}^{\mathrm{q}}\left(x_{0}\right)$. We set $R:=\sqrt{c_{M}+1+\frac{3}{2} \bar{c} \theta_{0}}$ and define

$$
\begin{aligned}
K & :=\left\{x \in B \mid t^{*}(x) \leq a R^{2}+b=:\left(R^{*}\right)^{2}\right\} \\
& =\left\{x \in B \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \mid t(x) \leq R^{2}\right\} \cup \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) .
\end{aligned}
$$

The equation follows from the fact that $\tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ is a subset of both sets, for the proof see below. Note that by (3.50) of Theorem 3.41 we have the following result for all $x \in B \backslash\left\{x_{0}\right\}$ :

$$
\begin{equation*}
t\left(S_{\theta(x)} x\right) \in\left[c_{m}-1, c_{M}+1\right] \tag{5.15}
\end{equation*}
$$

since $S_{\theta(x)} x \in \Omega$.
We will show that $K_{1} \subset K \subset K_{2}$ holds. Note that $K_{1} \subset K$ implies $K_{0} \subset K . K \subset K_{2} \subset B$, on the other hand, shows that $K$ is a compact set; 2. then follows from (5.14).

We show $K_{1} \subset K$ : For $x \in K_{1} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$, we have with $0 \leq \theta(x) \leq \theta_{0}$, the positive invariance of $K_{1}$ and (5.15)

$$
\begin{aligned}
c_{M}+1 & \geq t\left(S_{\theta(x)} x\right) \\
& =t(x)+\int_{0}^{\theta(x)} t^{\prime}\left(S_{\tau} x\right) d \tau \\
& \geq t(x)-\frac{3}{2} \bar{c} \theta(x) \text { by }(5.13) \\
t(x) & \leq c_{M}+1+\frac{3}{2} \bar{c} \theta_{0}=R^{2}
\end{aligned}
$$

and hence $x \in K$. For $x \in \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$, we have by the Extension Theorem 4.8 and (5.15) $t^{*}(x) \leq \max _{\xi \in \Omega} t^{*}(\xi) \leq a\left(c_{M}+1\right)+b \leq\left(R^{*}\right)^{2}$. Thus, $x \in K$.

We show $K \subset K_{2}$ : Assume in contradiction that there is an $x \in B \backslash K_{2}$ with $t(x) \leq R^{2}$ and $\theta(x)>\theta^{*}$ - note that $\tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \subset K_{2}$ by construction. By (5.15) we have

$$
\begin{aligned}
c_{m}-1 & \leq t\left(S_{\theta(x)} x\right) \\
& =t(x)+\int_{0}^{\theta(x)} t^{\prime}\left(S_{\tau} x\right) d \tau \\
& \leq t(x)-\frac{1}{2} \bar{c} \theta(x) \text { by }(5.13) \\
t(x) & >c_{m}-1+\frac{1}{2} \bar{c} \theta^{*}=R^{2}
\end{aligned}
$$

by definition of $\theta^{*}$. This is a contradiction and thus $K \subset K_{2}$, which proves the theorem.

The following corollary shows that the difference of the values of $t$ corresponds to the time which a solution needs from one level set to another up to the error $\max _{\xi}\left|t^{\prime}(\xi)+\bar{c}\right|$.
Corollary 5.4 Let the assumptions of Theorem 5.3 hold. For $x \in \mathbb{R}^{n}$ and $\tilde{t}>0$ let $S_{\tau} x \in K \backslash \tilde{B}_{r}^{q}\left(x_{0}\right)$ hold for all $\tau \in[0, \tilde{t}]$. Denote $\rho_{1}:=t(x)$ and $\rho_{0}:=t\left(S_{\tilde{t}} x\right)$. Moreover, let $\max _{\xi \in K \backslash \tilde{B}_{r}^{q}\left(x_{0}\right)}\left|t^{\prime}(\tilde{\xi})+\bar{c}\right|=: \iota<\bar{c}$ hold (by the assumptions of Theorem 5.3, in particular (5.13), $\iota=C^{*} h^{\kappa} \leq \frac{\bar{c}}{2}$ is an upper bound).

Then the time $\tilde{t}$ fulfills

$$
\frac{\rho_{1}-\rho_{0}}{\bar{c}+\iota} \leq \tilde{t} \leq \frac{\rho_{1}-\rho_{0}}{\bar{c}-\iota}
$$

Proof: We have $\rho_{0}-\rho_{1}=\int_{0}^{\tilde{t}} t^{\prime}\left(S_{\tau} x\right) d \tau$. Since $\left|t^{\prime}\left(S_{\tau} x\right)+\bar{c}\right| \leq \iota$ holds for all $\tau \in[0, \tilde{t}]$, we have $(-\bar{c}-\iota) \tilde{t} \leq \rho_{0}-\rho_{1} \leq(-\bar{c}+\iota) \tilde{t}$, which proves the corollary.

Now we consider the Lyapunov function $V$ satisfying $V^{\prime}(x)=-p(x)$. Fixing the values on a non-characteristic hypersurface $\Omega$, we have to consider the function $V^{*}$, cf. Proposition 2.51, which satisfies $\left(V^{*}\right)^{\prime}(x)=-p(x)$ for $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and $V^{*}(x)=H(x)$ for $x \in \Omega$, where $H$ is a given function.

Theorem 5.5. Consider the function $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$, where $\psi_{l, k}$ denotes the Wendland function with $k \in \mathbb{N}$ and $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$. Let $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, where $\mathbb{N} \ni \sigma \geq \sigma^{*}:=\frac{n+1}{2}+k$. Moreover, assume that $\sup _{x \in A\left(x_{0}\right)}\|f(x)\|<\infty$ or, more generally, $\sup _{x \in \mathbb{R}^{n}}\|f(x)\|<\infty$ holds. Let $\mathfrak{q}$ be a Lyapunov function with Lyapunov basin $\tilde{K}:=\tilde{K}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ according to Definition 2.23. Define $\Omega:=\partial \tilde{K}$. Let $K_{0}$ be a compact set with $\tilde{K} \subset \circ_{K} \subset$ $K_{0} \subset A\left(x_{0}\right)$ and let $H \in C^{\sigma}\left(\Omega, \mathbb{R}_{0}^{+}\right)$.

Then there is an open set $B$ with $\bar{B} \subset A\left(x_{0}\right)$ and constants $h_{0}^{*}, h^{*}>0$ such that for every reconstruction $v$ of $V^{*}$ in the sense of Definition 3.7, where $V^{*}$ is defined in Proposition 2.51 with $V^{*}(x)=H(x)$ for $x \in \Omega$, using grids $X_{N} \subset \bar{B} \backslash \tilde{B}_{r}^{q}\left(x_{0}\right)$ with fill distance $h \leq h^{*}$ and $X_{M}^{0} \subset \Omega$ with fill distance $h_{0} \leq h_{0}^{*}$, there is an extension $v^{*} \in C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ of $v$ as in the Extension Theorem 4.8, such that:

There is a compact set $B \supset K \supset K_{0}$ with

1. $K=\left\{x \in B \mid v^{*}(x) \leq\left(R^{*}\right)^{2}\right.$ for an $R^{*} \in \mathbb{R}^{+}$,
2. $\left(v^{*}\right)^{\prime}(x)<0$ for all $x \in K \backslash\left\{x_{0}\right\}$.

In other words, $v^{*}$ is a Lyapunov function with Lyapunov basin $K$.
Proof: We assume without loss of generality that $\mathfrak{q}\left(x_{0}\right)=0 . \Omega$ is a noncharacteristic hypersurface and we define the function $\theta$ for all $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ implicitly by

$$
S_{\theta(x)} x \in \Omega, \text { i.e. } \mathfrak{q}\left(S_{\theta(x)} x\right)=r^{2},
$$

cf. Theorem 2.38, and set

$$
\begin{aligned}
\theta_{0} & :=\max _{x \in K_{0} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)} \theta(x) \geq 0, \\
K_{1} & :=\left\{x \in A\left(x_{0}\right) \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \mid \theta(x) \leq \theta_{0}\right\} \cup \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) .
\end{aligned}
$$

Then $K_{0} \subset K_{1}$, and $K_{1}$ is positively invariant. We set $\epsilon:=\frac{1}{2} \inf _{x \notin \tilde{B}_{r}^{q}\left(x_{0}\right)} p(x)>$ $0, p_{M}:=\max _{x \in K_{1}} p(x), c_{M}:=\max _{x \in \Omega} H(x)=\max _{x \in \Omega} V^{*}(x)$ and $c_{m}:=\min _{x \in \Omega} H(x)=\min _{x \in \Omega} V^{*}(x)$. With $\theta^{*}:=\frac{c_{M}-c_{m}+\left(p_{M}+\epsilon\right) \theta_{0}+2}{\epsilon}>\theta_{0}$ we define the following sets

$$
\begin{aligned}
K_{2} & :=\left\{x \in A\left(x_{0}\right) \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \mid \theta(x) \leq \theta^{*}\right\} \cup \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right), \\
B & :=\left\{x \in A\left(x_{0}\right) \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \mid \theta(x)<\theta^{*}+1\right\} \cup \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) .
\end{aligned}
$$

Then obviously $K_{1} \subset K_{2} \subset B$, both $K_{2}$ and $B$ are positively invariant and $B$ is open, cf. Proposition 2.51; note that $\sup _{x \in A\left(x_{0}\right)}\|f(x)\|<\infty$.

We modify $V^{*}$ in $\tilde{B}_{r}^{\mathrm{q}}\left(x_{0}\right)$ and outside $\bar{B}$ such that $V^{*} \in C_{0}^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}\right) \subset \mathcal{F}$ and $V^{*}$ remains unchanged in $\bar{B} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$, cf. the proof of Theorem 4.1.

We apply Theorem 3.41 to $K=\bar{B} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ and to grids $X_{N} \subset \bar{B} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ with fill distance $h \leq\left(\frac{\epsilon}{C^{*}}\right)^{\frac{1}{\kappa}}=: h^{*}$ and $X_{M}^{0} \subset \Omega$ with fill distance $h_{0} \leq$ $\frac{1}{C_{0}^{*}}=: h_{0}^{*}$, where $C^{*}$ and $C_{0}^{*}$ are as in Theorem 3.41. We obtain a function $v \in$ $C^{2 k-1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ for which the following inequality holds for all $x \in \bar{B} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$, cf. (3.49),

$$
\begin{equation*}
-p(x)-\epsilon \leq v^{\prime}(x) \leq-p(x)+\epsilon<0 \tag{5.16}
\end{equation*}
$$

The Extension Theorem 4.8, applied to $K=\bar{B}, \mathfrak{q}$ and $q=v$ implies

$$
\begin{equation*}
\left(v^{*}\right)^{\prime}(x)<0 \quad \text { for all } x \in \bar{B} \backslash\left\{x_{0}\right\} \tag{5.17}
\end{equation*}
$$

Note that for the function $v^{*}$ we have then $v^{*}(x)=a v(x)+b$ for all $x \notin \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$. We set $R:=\sqrt{c_{M}+1+\left(p_{M}+\epsilon\right) \theta_{0}}$ and define

$$
\begin{aligned}
K & :=\left\{x \in B \mid v^{*}(x) \leq a R^{2}+b=:\left(R^{*}\right)^{2}\right\} \\
& =\left\{x \in B \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \mid v(x) \leq R^{2}\right\} \cup \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) .
\end{aligned}
$$

The equation follows from the fact that $\tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$ is a subset of both sets, for the proof see below. Note that by (3.50) of Theorem 3.41 we have the following result for all $x \in B \backslash\left\{x_{0}\right\}$ :

$$
\begin{equation*}
v\left(S_{\theta(x)} x\right) \in\left[c_{m}-1, c_{M}+1\right] \tag{5.18}
\end{equation*}
$$

since $S_{\theta(x)} x \in \Omega$.
We will show that $K_{1} \subset K \subset K_{2}$ holds. Note that $K_{1} \subset K$ implies $K_{0} \subset K . K \subset K_{2} \subset B$, on the other hand, shows that $K$ is a compact set; 2. then follows from (5.17).

We show $K_{1} \subset K$ : For $x \in K_{1} \backslash \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$, we have with $0 \leq \theta(x) \leq \theta_{0}$, the positive invariance of $K_{1}$ and (5.18)

$$
\begin{aligned}
c_{M}+1 & \geq v\left(S_{\theta(x)} x\right) \\
& =v(x)+\int_{0}^{\theta(x)} \underbrace{v^{\prime}\left(S_{t} x\right)}_{\geq-p\left(S_{t} x\right)-\epsilon} d t \text { by }(5.16) \\
& \geq v(x)-\left(p_{M}+\epsilon\right) \theta(x) \\
v(x) & \leq c_{M}+1+\left(p_{M}+\epsilon\right) \theta_{0}=R^{2}
\end{aligned}
$$

and hence $x \in K$. For $x \in \tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right)$, we have by the Extension Theorem 4.8 and (5.18) $v^{*}(x) \leq \max _{\xi \in \Omega} v^{*}(\xi) \leq a\left(c_{M}+1\right)+b \leq\left(R^{*}\right)^{2}$. Thus, $x \in K$.

We show $K \subset K_{2}$ : Assume in contradiction that there is an $x \in B \backslash K_{2}$ with $v(x) \leq R^{2}$ and $\theta(x)>\theta^{*}$ - note that $\tilde{B}_{r}^{\mathfrak{q}}\left(x_{0}\right) \subset K_{2}$ by construction. By (5.18) we have

$$
\begin{aligned}
c_{m}-1 & \leq v\left(S_{\theta(x)} x\right) \\
& =v(x)+\int_{0}^{\theta(x)} \underbrace{v^{\prime}\left(S_{t} x\right)}_{\leq-p\left(S_{t} x\right)+\epsilon} d t \text { by }(5.16) \\
& \leq v(x)+(-2 \epsilon+\epsilon) \theta(x) \\
v(x) & >c_{m}-1+\epsilon \theta^{*}=R^{2}
\end{aligned}
$$

by definition of $\theta^{*}$. This is a contradiction and thus $K \subset K_{2}$, which proves the theorem.

### 5.2.2 Stepwise Exhaustion of the Basin of Attraction

Using Theorem 5.3 or Theorem 5.5 we can stepwise exhaust the basin of attraction, cf. also Section 6.3. We assume that $\sup _{x \in A\left(x_{0}\right)}\|f(x)\|<\infty$.

Calculate a local Lyapunov function $\mathfrak{q}$ and a corresponding local Lyapunov basin $\tilde{K}=\tilde{K}_{r}^{\mathfrak{q}}\left(x_{0}\right)$. Denote $q_{0}:=\mathfrak{q}, K_{0}:=\tilde{K}$ and $r_{0}:=r$, and set $B_{0}=\mathbb{R}^{n}$. This is the departing point for a sequence of compact Lyapunov basins $K_{i}$, $i=1,2, \ldots$, with $K_{i+1} \supset K_{i}$ and $\bigcup_{i \in \mathbb{N}} K_{i}=A\left(x_{0}\right)$.

Now assume that a Lyapunov function $q_{i}$ with Lyapunov basin $K_{i}=$ $\tilde{K}_{r_{i}}^{q_{i}}\left(x_{0}\right)$ and neighborhood $B_{i}$ is given. The only information we need of the Lyapunov function and the Lyapunov basin is the boundary $\partial K_{i}=: \Omega_{i+1}$. Hence, if $q_{i}$ is the extension of a function $\tilde{q}_{i}$, it suffices to know the set $\partial K_{i}$ either given by $\partial \tilde{K}_{\tilde{r}_{i}}^{\tilde{q}_{i}}\left(x_{0}\right)=\left\{x \in B_{i} \mid \tilde{q}_{i}(x)=\tilde{r}_{i}^{2}\right\}$ or by $\partial \tilde{K}_{r_{i}}^{q_{i}}\left(x_{0}\right)=\left\{x \in B_{i} \mid\right.$ $\left.q_{i}(x)=r_{i}^{2}\right\}$.

Let $B_{i+1} \supset K_{i}$ be an open set which will be specified below. Choose grids $X_{N} \subset \overline{B_{i+1}} \backslash K_{i}$ - in practical applications we let the grid be slightly larger, also including points in $K_{i}$ near $\partial K_{i}-$ and $X_{M}^{0} \subset \Omega_{i+1}:=\partial K_{i}$. Now approximate either $Q=T$ or $Q=V^{*}$ by a mixed approximation with respect to the grids $X_{N}$ and $X_{M}^{0}$ and the values $Q\left(\xi_{j}\right)=H\left(\xi_{j}\right)=1$ for $\xi_{j} \in X_{M}^{0}$. Make the grids dense enough so that for the reconstruction $q$ there is a set $S_{i+1}:=\left\{x \in B_{i+1} \mid 1-\epsilon_{i+1} \leq q(x) \leq \tilde{r}_{i+1}^{2}\right\}$ with $\epsilon_{i+1}>0$ such that $q^{\prime}(x)<0$ holds for all $x \in S_{i+1}$ and $\partial K_{i} \subset \stackrel{\circ}{S}_{i+1}$. Then there is an extension $q^{*}$ of $q$ with $\mathfrak{q}=q_{i}$ such that $q_{i+1}(x):=q^{*}(x)$ is a Lyapunov function with Lyapunov basin $K_{i+1}:=S_{i+1} \cup K_{i}=\left\{x \in B_{i+1} \mid q^{*}(x) \leq a \tilde{r}_{i+1}^{2}+b=: r_{i+1}^{2}\right\}$.

We show that with this method $\bigcup_{i \in \mathbb{N}} K_{i}=A\left(x_{0}\right)$ holds and we can thus stepwise exhaust the basin of attraction, if we choose $B_{i+1}$ properly. To show this, we reprove the induction step from $K_{i}$ to $K_{i+1}$ again. Let $K_{i}^{*}$ be a sequence of compact sets with $K_{i+1}^{*} \supset K_{i}^{*}$ and $\bigcup_{i \in \mathbb{N}} K_{i}^{*}=A\left(x_{0}\right)$, e.g. $K_{i}^{*}=$ $S_{-i} \tilde{K}$ where $S_{-i}$ denotes the flow and $\tilde{K}$ is the local Lyapunov basin defined above. By Proposition 2.44, the sets $K_{i}^{*}$ are compact and since for all $z \in$ $A\left(x_{0}\right)$ there is a finite time $T^{*}$ with $S_{T^{*}} z \in \tilde{K}$, we obtain $\bigcup_{i \in \mathbb{N}} K_{i}^{*}=A\left(x_{0}\right)$.

Now we reprove the induction step from $K_{i}$ to $K_{i+1}$. For given $i$ choose $l_{i+1}>l_{i}$ so large that $K_{i} \subset \stackrel{\circ}{K_{l_{i+1}}^{*}} \subset K_{l_{i+1}}^{*} \subset A\left(x_{0}\right)$ holds. Such an $l_{i+1}$ exists due to the compactness of $K_{i}$. Then Theorem 5.3 or 5.5 with $\mathfrak{q}=q_{i}, \tilde{K}=K_{i}$ and $K_{0}=K_{l_{i+1}}^{*}$ implies that there is an open set $B=: B_{i+1}$ and a Lyapunov function $q^{*}$ with Lyapunov basin $K=: K_{i+1}$ with $K_{i+1} \supset K_{l_{i+1}}^{*}$. This shows $\bigcup_{i \in \mathbb{N}} K_{i}=A\left(x_{0}\right)$.

For examples of the stepwise exhaustion, cf. Section 6.3 and Figure 5.4 as well as [23].

## Application of the Method: Examples

In this chapter we summarize our method and apply it to several examples. We present three different construction methods for a Lyapunov function, which are illustrated by examples. For the data of the figures, cf. Appendix B.2.

1. Section 6.1: Combination of a local Lyapunov function $\mathfrak{d}$ or $\mathfrak{v}$ and a nonlocal approximation of $T$ or $V$, cf. Sections 4.2.1 or 4.2.2.
2. Section 6.2: Approximation of $V$ via $W$ using the Taylor polynomial, cf. Section 4.2.3.
3. Section 6.3: Stepwise exhaustion using mixed approximation, cf. Section 5.2.

We conclude this chapter in Section 6.4 discussing several computational and conceptual aspects of the method.

For the grid we use in general the hexagonal grid in $\mathbb{R}^{2}$ and its generalizations in higher dimensions. Since we can use any grid, we are free to add points to the hexagonal grid where the orbital derivative has positive sign. Note that we know the values $Q^{\prime}(x)$ where $Q$ is the approximated function $T$ or $V$ for all points $x$.

The reason for the hexagonal grid is the following: on the one hand we are interested in a dense grid, in order to obtain a small fill distance $h$ and thus, by the error estimate, a small error. On the other hand, the closer two points of the grid are, the worse is the condition number of the interpolation matrix $A$ : if two points are equal, then the matrix is singular. Hence, we are seeking for the optimal grid with respect to these two opposite conditions: it turns out that this is the hexagonal grid, cf. [39]. The dilemma of these two contrary goals is also called the uncertainty relation, cf. [53] or [40]. The grid points of the hexagonal grid and its generalization in $\mathbb{R}^{n}$ are given by

$$
\left\{\alpha \sum_{k=1}^{n} i_{k} w_{k} \mid i_{k} \in \mathbb{Z}\right\}
$$



Fig. 6.1. Left: the grid (black + ) and the sign of the approximation $v^{\prime}(x, y)$ (grey). Obviously, there are points outside the local Lyapunov basin (thin black) such that $v^{\prime}(x, y)>0$. Right: we use a denser grid with two more points on the $y$-axis (black + ). Now the sign of $v^{\prime}(x, y)$ (grey) is only positive inside the local Lyapunov basin (thin black). We approximate the function $V$ with $V^{\prime}(x, y)=-\left(x^{2}+y^{2}\right)$ of example (2.11).

$$
\begin{aligned}
\text { where } w_{1} & =\left(2 e_{1}, 0,0, \ldots, 0\right) \\
w_{2} & =\left(e_{1}, 3 e_{2}, 0, \ldots, 0\right) \\
w_{3} & =\left(e_{1}, e_{2}, 4 e_{3}, 0, \ldots, 0\right) \\
\vdots & \vdots \\
w_{n} & =\left(e_{1}, \ldots, e_{n-1},(n+1) e_{n}\right) \\
\text { with } e_{k} & =\sqrt{\frac{1}{2 k(k+1)}} .
\end{aligned}
$$

The quantity $\alpha \in \mathbb{R}^{+}$is proportional to the fill distance of the grid. For example, for dimension $n=2$ we have the two vectors $w_{1}=(1,0)$ and $w_{2}=$ $\left(\frac{1}{2}, \frac{\sqrt{3}}{2}\right)$. For dimension $n=3$ we have the three vectors $w_{1}=(1,0,0), w_{2}=$ $\left(\frac{1}{2}, \frac{\sqrt{3}}{2}, 0\right)$ and $w_{3}=\left(\frac{1}{2}, \frac{1}{2 \sqrt{3}}, \sqrt{\frac{2}{3}}\right)$.

We illustrate the use of a hexagonal grid and how to add points in a suitable way by example (2.11): In Figure 6.1, left, a hexagonal grid was used; however, there are points $x$ with $v^{\prime}(x)>0$ outside the local Lyapunov basin. Thus, we add two points in these regions to the grid and with the denser grid we obtain an approximation $v$ in Figure 6.1, right, for which the points with $v^{\prime}(x)>0$ lie inside the local Lyapunov basin. We have shown, using error estimates, that this is the expected behavior provided that the grid is dense enough.

### 6.1 Combination of a Local and Non-Local Lyapunov Function

### 6.1.1 Description

Consider $\dot{x}=f(x)$ with $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ and an exponentially asymptotically stable equilibrium $x_{0}$.

1. Local part

- Calculate the local Lyapunov function $\mathfrak{q}=\mathfrak{d}$ or $\mathfrak{q}=\mathfrak{v}$.
- Determine the set $\left\{x \in \mathbb{R}^{n} \mid \mathfrak{q}^{\prime}(x)<0\right\}$.
- Find $r>0$ such that $\tilde{K}:=\tilde{K}_{r}^{\mathfrak{q}}\left(x_{0}\right)=\left\{x \in \mathbb{R}^{n} \mid \mathfrak{q}(x) \leq r^{2}\right\} \subset\{x \in$ $\left.\mathbb{R}^{n} \mid \mathfrak{q}^{\prime}(x)<0\right\} \cup\left\{x_{0}\right\}$ (local Lyapunov basin).

2. Preparation

- Choose the radial basis function $\psi(r)=\psi_{l, k}(c r)$ with suitable $c>0$ and $k \in \mathbb{N}$ such that $\mathbb{N} \ni \sigma \geq \sigma^{*}:=\frac{n+1}{2}+k$, let $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$.
- Choose a grid $X_{N}$ including no equilibrium.

3. Non-local part

- Calculate the approximant $q$ of $Q=T$ or $Q=V$ by solving $A \beta=\alpha$, for $A$ cf. Proposition 3.5, $\alpha_{j}=-\bar{c}$ or $\alpha_{j}=-p\left(x_{j}\right)$.
- Determine the set $\left\{x \in \mathbb{R}^{n} \mid q^{\prime}(x)<0\right\}$.
- Find $R \in \mathbb{R}$ such that $K=\{x \in B \mid q(x) \leq R\} \subset\left\{x \in \mathbb{R}^{n} \mid q^{\prime}(x)<\right.$ $0\} \cup \stackrel{\circ}{\tilde{K}}$, where $B$ is an open neighborhood of $K$.

Then $K \subset A\left(x_{0}\right)$ by Theorem 2.26, where $E=\stackrel{\circ}{\tilde{K}}$.

### 6.1.2 Examples

Example 6.1 (Speed-control) As an example let us consider the system

$$
\left\{\begin{array}{l}
\dot{x}=y  \tag{6.1}\\
\dot{y}=-K_{d} y-x-g x^{2}\left(\frac{y}{K_{d}}+x+1\right)
\end{array}\right.
$$

with $K_{d}=1$ and $g=6$. This is a speed-control problem discussed in [16], [41] and [14]; this method has been applied to this example in [22]. The system (6.1) has the two asymptotically stable equilibria $x_{0}=(0,0)$ and $(-0.7887,0)$, and the saddle $(-0.2113,0)$. The system fails to reach the demanded speed which corresponds to the equilibrium $(0,0)$ for some input since the basin of attraction of $x_{0}=(0,0)$ is not the whole phase space, e.g. the unstable equilibrium $(-0.2113,0)$ does not belong to the basin of attraction.

The eigenvalues of the matrix $D f(0,0)=\left(\begin{array}{rr}0 & 1 \\ -1 & -1\end{array}\right)$ are $\lambda_{1,2}=-\frac{1}{2} \pm \frac{\sqrt{3}}{2} i$. The eigenvectors are $v_{1,2}=\binom{1}{\lambda_{1,2}}$. Following Lemmas 2.27 and 2.28 we


Fig. 6.2. Left: the function $\mathfrak{d}(x, y)$, which is a quadratic form. Right: the negative values of $\mathfrak{d}^{\prime}(x, y)$ for (6.1).


Fig. 6.3. Left: the sign of $\mathfrak{v}^{\prime}(x, y)$ (grey) and several level sets of $\mathfrak{v}$ (black). Middle: the sign of $\mathfrak{d}^{\prime}(x, y)$ (grey) and several level sets of $\mathfrak{d}$ (black). Right: comparison of the local Lyapunov basins $\tilde{K}_{\mathfrak{v}}$ (black) and $\tilde{K}_{\mathfrak{d}}$ (grey) for (6.1).
define the matrix $S=\left(\begin{array}{rr}1 & 0 \\ -\frac{1}{2} & \frac{\sqrt{3}}{2}\end{array}\right)^{-1}$ and $\mathfrak{d}(x)=\|S x\|^{2}$. The function $\mathfrak{v}$ is obtained by solving the matrix equation $\operatorname{Df}(0,0)^{T} B+B D f(0,0)=-I$, cf. Remark 2.34. With the solution $B=\left(\begin{array}{cc}\frac{3}{2} & \frac{1}{2} \\ \frac{1}{2} & 1\end{array}\right)$ we set $\mathfrak{v}(x)=x^{T} B x$.


Fig. 6.4. Left: the function $t(x, y)$, approximating $T$ with $T^{\prime}(x, y)=-1$. Right: $t^{\prime}(x, y)$ for (6.1).

Figure 6.2 shows the quadratic form $\mathfrak{d}(x)$ and the negative values of its orbital derivative $\mathfrak{d}^{\prime}(x)$. In 1. Local part we determine the level set $\mathfrak{d}^{\prime}(x)=0$ and, since $\mathfrak{d}^{\prime}$ is a continuous function, we can determine the sign of $\mathfrak{d}^{\prime}$. In Figure 6.3, middle, level sets $\partial \tilde{K}_{r}^{\mathcal{D}}\left(x_{0}\right)$ for different $r>0$ are plotted - since $\mathfrak{d}$ is a quadratic form these level sets are ellipses. One of the largest ellipses inside $\left\{x \in \mathbb{R}^{2} \mid \mathfrak{d}^{\prime}(x)<0\right\} \cup\left\{x_{0}\right\}$ is denoted by $\tilde{K}_{\mathfrak{d}}$ and is a Lyapunov basin. The same is done for the quadratic form $\mathfrak{v}$ in Figure 6.3, left, and the Lyapunov basins $\tilde{K}_{\mathfrak{d}}$ and $\tilde{K}_{\mathfrak{v}}$ are compared in Figure 6.3, right.

In 2. Preparation we choose the Wendland function with $k=1, l=3$, $c=\frac{5}{6}$ and a hexagonal grid with $\alpha=0.05$ and $N=223$ points; for the data of all figures, cf. Appendix B.2. In 3. Non-local part we approximate the global Lyapunov function $T$ with $T^{\prime}(x)=-1$, i.e. $\bar{c}=1$, by $t$. Figure 6.4 shows the approximating function $t(x)$ and its orbital derivative $t^{\prime}(x)$. Note that $t^{\prime}(x) \approx-1$ in the part of $\mathbb{R}^{2}$ where the grid points have been placed. The level set $t^{\prime}(x)=0$ is calculated and, since $t^{\prime}$ is a continuous function, it divides the regions with positive and negative sign of $t^{\prime}$, cf. Figure 6.5, right. There is a small region near $x_{0}$ where $t^{\prime}(x)>0$, this region, however, is a subset of the local Lyapunov basin $\tilde{K}_{\mathfrak{v}}$. We fix a value $R \in \mathbb{R}$ such that all points of $K=\{x \in B \mid t(x) \leq R\}$ either satisfy $t^{\prime}(x)<0$ or $x \in \stackrel{\circ}{\tilde{K}}_{\mathfrak{v}}$. By Theorem 2.26 $K$ is a subset of $A\left(x_{0}\right)$. Note that $\tilde{K}_{\mathfrak{v}} \not \subset K$, but this is not necessary for the application of Theorem 2.26.

In order to combine the local and non-local function to a Lyapunov function using the Extension Theorem 4.8, it is necessary that $\tilde{K}_{\mathfrak{v}} \subset K$ holds, which


Fig. 6.5. Left: the sign of $\mathfrak{v}^{\prime}(x, y)$ (grey) and the local Lyapunov basin $\tilde{K}_{\mathfrak{v}}$, the boundary of which is a level set of $\mathfrak{v}$ (thin black). Right: the sign of $t^{\prime}(x, y)$ (grey), the grid points (black + ), the set $K$, the boundary of which is a level set of $t$ (black), and the local Lyapunov basin $\tilde{K}_{\mathfrak{v}}$ (thin black) for (6.1). $K$ is a subset of the basin of attraction of the origin.
is not the case in this example. However, one could choose a smaller sublevel set $\tilde{K}_{\mathfrak{v}}=\tilde{K}_{\tilde{r}}^{\mathfrak{v}}\left(x_{0}\right)$ with $\tilde{r}<r$ such that $\tilde{K}_{\mathfrak{v}} \subset K$ and $t^{\prime}(x)<0$ holds for all $x \in K \backslash \tilde{K}_{\mathfrak{v}}$. Then we can also proceed as in Section 4.2.2.

Example 6.2 As a second example we consider

$$
\left\{\begin{array}{l}
\dot{x}=-x+x^{3}  \tag{6.2}\\
\dot{y}=-\frac{1}{2} y+x^{2} .
\end{array}\right.
$$

This example was presented at the NOLCOS 2004 IFAC meeting, cf. [22]. The equilibria of (6.2) are $(0,0)$ (asymptotically stable) and the two saddles $( \pm 1,2)$. For this system we can determine the basin of attraction of $(0,0)$ directly: $A(0,0)=\left\{(x, y) \in \mathbb{R}^{2} \mid-1<x<1\right\}$. Thus, we can compare our calculations with the exact basin of attraction.

For 1. Local part we use the local Lyapunov function $\mathfrak{v}$, where $\mathfrak{v}(x, y)=$ $(x, y) B\binom{x}{y}$ with $B=\left(\begin{array}{cc}\frac{1}{2} & 0 \\ 0 & \frac{1}{4}\end{array}\right)$.

In 2. Preparation, we choose $k=1, l=3$ and $c=\frac{1}{2}$. Our hexagonal grid has $N=122$ points, $\alpha=0.3$, and we approximate $V_{1}$ where $V_{1}^{\prime}(x)=-\|x\|^{2}$.


Fig. 6.6. Left: the local Lyapunov basin $\tilde{K}_{\mathfrak{v}}$ (thin black), the boundary of which is a level set of $\mathfrak{v}$, and the sign of $v_{1}^{\prime}$ (grey), where $v_{1}$ is an approximation of $V_{1}$ with $V_{1}^{\prime}(x, y)=-\left(x^{2}+y^{2}\right)$ using the grid points (black + ); there is a region outside $\tilde{K}_{\mathfrak{v}}$ where $v_{1}^{\prime}(x, y)>0$. Right: here we used the same grid plus four additional grid points on the $y$-axis (black + ). Now the sign of $v_{1}^{\prime}(x, y)$ (grey) is negative outside $\tilde{K}_{\mathfrak{v}}$ (thin black). There is a set $K$ (black), the boundary of which is a level set of $v_{1}$, which is a Lyapunov basin for (6.2).

In Figure 6.6, left, there are points with $v_{1}^{\prime}(x)>0$ which do not lie inside the local Lyapunov basin $\tilde{K}_{\mathfrak{v}}$. Thus, we cannot apply Theorem 2.24 nor Theorem 2.26.

Hence, we use a denser grid. It turns out that adding four additional points on the $y$-axis suffices. Now we have $N=126$ grid points, and the conditions are satisfied. In Figure 6.6, right, we can proceed with 3. Non-local part. The level set $v_{1}^{\prime}(x)=0$ is calculated. There is a small region near $x_{0}$ where $v_{1}^{\prime}(x)>$ 0 ; this region, however, is now a subset of the local Lyapunov basin $\tilde{K}_{\mathfrak{v}}$. We fix a value $R \in \mathbb{R}$ such that all points of $K=\left\{x \in B \mid v_{1}(x) \leq R\right\}$ either


Moreover, we compare the approximations $v_{1}, v_{2}$ and $t$ of the functions

- $V_{1}^{\prime}(x)=-\|x\|^{2}$
- $V_{2}^{\prime}(x)=-\|f(x)\|^{2}$
- $T^{\prime}(x)=-1$
in Figure 6.7. For all three approximants there are small regions near $x_{0}$ where $v_{1}^{\prime}(x), v_{2}^{\prime}(x), t^{\prime}(x)>0$, however, they lie inside $\tilde{K}_{\mathfrak{v}}$. In the last two cases this is already obtained for the grid with $N=122$ points.

In all three examples of (6.2), cf. Figure 6.7, the local Lyapunov basin is a subset of the calculated Lyapunov basin, i.e. $\tilde{K}_{\mathfrak{v}} \subset K$. Thus, we can apply the results of Section 4.2.2 using the extension of the approximated functions




Fig. 6.7. All three figures show the grid (black + ), the local Lyapunov basin $\tilde{K}_{\mathfrak{v}}$ (thin black), the set $q^{\prime}(x, y)=0$ (grey) and a Lyapunov basin, which is bounded by a level set of $q$ (black) for (6.2). Left: $q=v_{1}$, where $v_{1}$ is the approximation of $V_{1}$ with $V_{1}^{\prime}(x, y)=-\left(x^{2}+y^{2}\right)$; here we used a grid with $N=126$ points, cf. Figure 6.6, right. Middle: $q=v_{2}$, where $v_{2}$ is the approximation of $V_{2}$ with $V_{2}^{\prime}(x, y)=-\|f(x, y)\|^{2}$; here we used a grid with $N=122$ points. Right: $q=t$, where $t$ is the approximation of $T$ with $T^{\prime}(x, y)=-1$; here we used a grid with $N=122$ points.
$v_{1}, v_{2}, t$, respectively, and use Theorem 2.24. For (6.1), Figure 6.5, however, the local Lyapunov basin is not a subset of the calculated one, and thus we have to use Theorem 2.26.

### 6.2 Approximation via Taylor Polynomial

### 6.2.1 Description

Consider $\dot{x}=f(x)$ with $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ and an exponentially asymptotically stable equilibrium $x_{0}$. Fix the parameter of the Wendland function $k \in \mathbb{N}$ and let $\sigma \geq P \geq 2+\sigma^{*}$, where $\sigma^{*}:=\frac{n+1}{2}+k$.

## 1. Calculation of $\mathfrak{n}$

- Calculate the Taylor polynomial $\mathfrak{h}$ of $V$ with $V^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}$ of order $P$ solving $\langle\nabla \mathfrak{h}(x), f(x)\rangle=-\left\|x-x_{0}\right\|^{2}+o\left(\left\|x-x_{0}\right\|^{P}\right)$, cf. Definition 2.52 and Remark 2.54.
- Find a constant $M \geq 0$ such that $\mathfrak{n}(x)=\mathfrak{h}(x)+M\left\|x-x_{0}\right\|^{2 H}>0$ holds for all $x \neq x_{0}$, cf. Definition 2.56.

2. Preparation

- Choose the radial basis function $\psi(r)=\psi_{l, k}(c r)$ with suitable $c>0$, let $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$, where $k$ was fixed above.
- Choose a grid $X_{N}$ including no equilibrium.


## 3. Approximation

- Calculate the approximant $w(x)$ of $W(x)=\frac{V(x)}{\mathfrak{n}(x)}$ by solving $A \beta=$ $\alpha$, where $m(x)=\frac{\mathfrak{n}^{\prime}(x)}{\mathfrak{n}(x)}$ cf. Proposition 3.6 and $\alpha_{j}=-\frac{\left\|x_{j}-x_{0}\right\|^{2}}{\mathfrak{n}\left(x_{j}\right)}$. Set $v_{W}(x)=w(x) \mathfrak{n}(x)$.
- Determine the set $\left\{x \in \mathbb{R}^{n} \mid v_{W}^{\prime}(x)<0\right\}$.
- Find $R \in \mathbb{R}$ such that $K=\left\{x \in B \mid v_{W}(x) \leq R\right\} \subset\left\{x \in \mathbb{R}^{n} \mid\right.$ $\left.v_{W}^{\prime}(x)<0\right\} \cup\left\{x_{0}\right\}$, where $B$ is an open neighborhood of $K$.

Then $K \subset A\left(x_{0}\right)$ by Theorem 2.24 .
Note that we can use Theorem 2.24 also for negative sublevel sets $K=$ $\left\{x \in B \mid v_{W}(x) \leq R\right\}$ with $R \in \mathbb{R}_{0}^{-}$. Indeed, apply Theorem 2.24 to the function $\tilde{v}_{W}(x):=v_{W}(x)+C$ where $C>-\min _{y \in K} v_{W}(y)$. Then $K=\{x \in$ $\left.B \mid \tilde{v}_{W}(x) \leq R+C\right\}$ and $R+C \in \mathbb{R}^{+}$.

### 6.2.2 Examples





Fig. 6.8. All three figures show Lyapunov basins for (6.2). Left: the grid with $N=126$ points (black + ), the local Lyapunov basin $\tilde{K}_{\mathfrak{v}}$ (thin black), the sign of $v_{1}^{\prime}$ (grey) and a Lyapunov basin $K_{V}$ (black) for $v_{1}$, which is bounded by a level set of $v_{1}$, where $v_{1}$ is the approximation of $V_{1}$ with $V_{1}^{\prime}(x, y)=-\left(x^{2}+y^{2}\right)$, cf. Example 6.2 and Figure 6.7, left. Middle: a grid with $N=122$ points (black + ), the sign of $v_{W}^{\prime}$ (grey) and a Lyapunov basin $K_{W}$ (black) for $v_{W}$, which is bounded by a level set of $v_{W}$, where $v_{W}(x, y)=w(x, y) \mathfrak{n}(x, y)$ and $w$ is the approximation of $W$ for (6.2); this is the approximation of $V$ using the Taylor polynomial. Right: a comparison of the three Lyapunov basins $\tilde{K}_{\mathfrak{v}}$ (local, thin black), $K_{V}$ (direct approximation of $V$, black) and $K_{W}$ (approximation of $V$ via $W$ using the Taylor polynomial, grey).

Example 6.3 As an example consider the system (6.2) again, cf. Example 6.2. We have $n=2$ and fix $k=1$, thus $\sigma^{*}=\frac{5}{2}$. For 1. Calculation of $\mathfrak{n}$ we
first calculate the Taylor polynomial $\mathfrak{h}$ of $V$ for $P=5$, cf. (2.31) of Example 2.55:

$$
\mathfrak{h}(x, y)=\underbrace{\frac{1}{2} x^{2}+y^{2}}_{=\mathfrak{v}(x, y)}+\frac{4}{5} x^{2} y+\frac{9}{20} x^{4}+\frac{16}{45} x^{4} y .
$$

For the function $\mathfrak{n}$ we have, cf. Example 2.57:

$$
\begin{aligned}
\mathfrak{n}(x, y) & =\mathfrak{h}(x)+\left(x^{2}+y^{2}\right)^{3} \\
& =\frac{1}{2} x^{2}+y^{2}+\frac{4}{5} x^{2} y+\frac{9}{20} x^{4}+\frac{16}{45} x^{4} y+\left(x^{2}+y^{2}\right)^{3} .
\end{aligned}
$$

Now we approximate $W(x)=\frac{V(x)}{\mathfrak{n}(x)}$, where $V^{\prime}(x)=-\|x\|^{2}$, by $w$. For the function $v_{W}(x)=w(x) \mathfrak{n}(x)$ we determine the set $v_{W}^{\prime}(x)=0$, which divides the region of positive and negative sign of the continuous function $v_{W}^{\prime}$. As shown in Figure 6.8, middle, $v_{W}^{\prime}(x)<0$ holds for all $x$ near $x_{0}$. We find a Lyapunov basin $K_{W}$, cf. Figure 6.8, middle.

We compare this Lyapunov basin $K_{W}$ with the Lyapunov basin $K_{V}$ for the approximation $v_{1}$ of $V_{1}=V$ from Example 6.2 in Figure 6.8, left and right.


Fig. 6.9. Direct approximation of $V$. The figures show the local Lyapunov basin $\tilde{K}_{\mathfrak{v}}$ (dark grey), the set $v^{\prime}(x, y, z)=0$ (grey) and a Lyapunov basin $K_{V}$ (black) for $v$, which is bounded by a level set of $v$ for (6.3). Near the equilibrium $(0,0,0)$ there is a set where $v^{\prime}(x, y, z)$ is positive. Left: the points $(x, y, z) \in \mathbb{R}^{3}$ with $y>0$. Right: the points $(x, y, z) \in \mathbb{R}^{3}$ with $y<0$.


Fig. 6.10. Approximation of $V$ via $W$ using the Taylor polynomial. The figures show the set $v_{W}^{\prime}(x, y, z)=0$ (grey) and a Lyapunov basin $K_{W}$ (black) for $v_{W}$, which is bounded by a level set of $v_{W}$ for (6.3). Near the equilibrium $(0,0,0)$ the function $v^{\prime}(x, y, z)$ is negative. Left: the points $(x, y, z) \in \mathbb{R}^{3}$ with $y>0$. Right: the points $(x, y, z) \in \mathbb{R}^{3}$ with $y<0$.

Example 6.4 (A three-dimensional example) We consider the system

$$
\left\{\begin{array}{l}
\dot{x}=x\left(x^{2}+y^{2}-1\right)-y\left(z^{2}+1\right)  \tag{6.3}\\
\dot{y}=y\left(x^{2}+y^{2}-1\right)+x\left(z^{2}+1\right) \\
\dot{z}=10 z\left(z^{2}-1\right) .
\end{array}\right.
$$

The basin of attraction of the asymptotically stable equilibrium $(0,0,0)$ is given by $A(0,0,0)=\left\{(x, y, z) \in \mathbb{R}^{3}\left|x^{2}+y^{2}<1,|z|<1\right\}\right.$.

We use $k=1, l=3$ and $c=0.45$. We approximate $V$ with $V^{\prime}(x)=-\|x\|^{2}$ directly (cf. Section 6.1) and via $W$ using the Taylor polynomial (this section). We use the same hexagonal grid with $N=137$ points and $\alpha=0.35$ for both approximations.

With $P=5$ we calculate the function $\mathfrak{h}(x, y, z)=\frac{1}{2} x^{2}+\frac{1}{2} y^{2}+\frac{1}{20} z^{2}+$ $\frac{1}{4} x^{4}+\frac{1}{4} y^{4}+\frac{1}{40} z^{4}+\frac{1}{2} x^{2} y^{2}$. One immediately sees that $\mathfrak{h}(x, y, z)>0$ holds for all $(x, y, z) \neq(0,0,0)$. Thus we set $\mathfrak{n}(x, y, z)=\mathfrak{h}(x, y, z)$.

For the figures note that we split the three-dimensional figures in the positive and negative $y$-axis. We denote by $K_{V}$ the Lyapunov basin obtained by the direct approximation of $V$, cf. Figure 6.9 - here again we find a set with $v^{\prime}(x, y, z)>0$ near $(0,0,0)$ which lies inside the local Lyapunov basin $\tilde{K}_{\mathfrak{v}}$.

We denote by $K_{W}$ the Lyapunov basin obtained by the approximation of $V$ via $W$ using the Taylor polynomial, cf. Figure 6.10. In this case all the points $(x, y, z)$ near $(0,0,0)$ satisfy $v_{W}^{\prime}(x, y, z)<0$.

### 6.3 Stepwise Exhaustion Using Mixed Approximation

### 6.3.1 Description

Consider $\dot{x}=f(x)$ with $f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ and an exponentially asymptotically stable equilibrium $x_{0}$. Let $k \in \mathbb{N}$ and $\sigma \geq \sigma^{*}$, where $\sigma^{*}:=\frac{n+1}{2}+k$, and let $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$.

1. Step 0: local part

- Calculate the local Lyapunov function $q_{0}=\mathfrak{d}$ or $q_{0}=\mathfrak{v}$.
- Determine the set $\left\{x \in \mathbb{R}^{n} \mid q_{Q}^{\prime}(x)<0\right\}$.
- Find $r_{0}>0$ such that $K_{0}:=K_{r_{0}}^{q_{0}}\left(x_{0}\right)=\left\{x \in \mathbb{R}^{n} \mid q_{0}(x) \leq r_{0}^{2}\right\} \subset\{x \in$ $\left.\mathbb{R}^{n} \mid q_{0}^{\prime}(x)<0\right\} \cup\left\{x_{0}\right\}$.

2. Step $i+1 \geq 1$

- Choose the radial basis function $\psi(r)=\psi_{l, k}(c r)$ with $c>0$.
- Choose a grid $X_{M}^{0} \subset \partial K_{i}$.
- Choose a grid $X_{N} \subset \mathbb{R}^{n} \backslash \tilde{K}_{r_{i}-\epsilon}^{q_{i}}\left(x_{0}\right)$ with some $\epsilon>0$.
- Calculate the approximant $q_{i+1}(x)$ of $Q=T$ or $Q=V^{*}$ by solving $\left(\begin{array}{ll}A & C \\ C^{T} & A^{0}\end{array}\right)\binom{\beta}{\gamma}=\binom{\alpha}{\alpha^{0}}$, cf. Proposition 3.8, $\alpha_{j}=-\bar{c}$ or $\alpha_{j}=-p\left(x_{j}\right)$ and $\alpha_{j}^{0}=1$.
- Determine the set $\left\{x \in \mathbb{R}^{n} \mid q_{i+1}^{\prime}(x)<0\right\}$.
- Find $r_{i+1}>1$ such that $K_{i+1}=\left\{x \in B \mid q_{i+1}(x) \leq r_{i+1}^{2}\right\} \subset\left\{x \in \mathbb{R}^{n} \mid\right.$ $\left.q_{i+1}^{\prime}(x)<0\right\} \cup \stackrel{\circ}{K}_{i}$, where $B$ is an open neighborhood of $K_{i+1}$.

Then $K_{i+1} \subset A\left(x_{0}\right)$ by Theorem 2.26, where $E=\stackrel{\circ}{K}_{i}$.

### 6.3.2 Example

Example 6.5 (van-der-Pol oscillator) As an example consider the system

$$
\left\{\begin{array}{l}
\dot{x}=-y  \tag{6.4}\\
\dot{y}=x-3\left(1-x^{2}\right) y .
\end{array}\right.
$$

This is the van-der-Pol system with inverse time. Hence, $(0,0)$ is an asymptotically stable equilibrium and the boundary of its basin of attraction is a periodic orbit.

We calculate the function $\mathfrak{v}(x)=x^{T} B x$ by solving the matrix equation $D f(0,0)^{T} B+B D f(0,0)=-I$, the solution is $B=\left(\begin{array}{rr}\frac{11}{6} & -\frac{1}{2} \\ -\frac{1}{2} & \frac{1}{3}\end{array}\right)$. We obtain a local Lyapunov basin $\tilde{K}=: K_{0}$.



Fig. 6.11. Left: a local Lyapunov basin $\tilde{K}=K_{0}$ (thin black) and the grid points of $X_{M}^{0}$ (black circles). Right: the grid $X_{N}$ (black + ), the grid $X_{M}^{0}$ (black circles), the local Lyapunov basin $K_{0}$ (thin black), the set $v^{\prime}(x, y)=0$ (grey), where $v$ is the mixed approximation of $V^{*}$ with $\left(V^{*}\right)^{\prime}(x, y)=-\left(x^{2}+y^{2}\right)$, and the level sets $v(x, y)=1$ and $v(x, y)=1.6$ (black) for (6.4). The set $K_{1}$ (black) is the sublevel set $v(x, y) \leq 1.6$.


Fig. 6.12. Left: a local Lyapunov basin $\tilde{K}=K_{0}$ (thin black), the grid $X_{N}$ (black + ), the set $t^{\prime}(x, y)=0$ (grey), where $t$ is the approximation of $T$ with $T^{\prime}(x, y)=-2.5$ only via the orbital derivative, a level set $K_{T}$ of $t$ (black) for (6.4). Here we can apply Theorem 2.26 but we cannot enlarge the Lyapunov basin. Right: comparison of the local Lyapunov basin $K_{0}$ (thin black), the Lyapunov basin obtained by mixed approximation $K_{1}$ (grey), cf. Figure 6.11, and by an approximation via the orbital derivative $K_{T}$ (black) as well as the numerically calculated periodic orbit, i.e. the boundary of the basin of attraction $A(0,0)$ (dark grey).

In the next step we use a hexagonal grid $X_{N}$ of $N=236$ points and $\alpha=$ 0.22. The grid $X_{M}^{0}$ consists of $M=16$ points on $\Omega=\partial \tilde{K}$, cf. Figure 6.11 , left. We choose $c=\frac{10}{21}$ and approximate the function $V^{*}$ with $\left(V^{*}\right)^{\prime}(x)=-\|x\|^{2}$. The level set $v(x)=1$ is approximately $\Omega$. The set $K_{1}=\{x \in B \mid v(x) \leq 1.6\}$ is a Lyapunov basin with $K_{1} \supset K_{0}=\tilde{K}$, cf. Figure 6.11, right.

If we do not use a mixed approximation but an approximation $t$ via the orbital derivative as in Section 6.1, one cannot control the values of $t$. Figure 6.12 shows an approximation $t$ of $T$ with $T^{\prime}(x)=-2.5$ with the same grid $X_{N}$ only via the orbital derivative. The Lyapunov basin $K_{T}$ is a subset of the basin of attraction with Theorem 2.26 and exceptional set $\tilde{K}$. However, since $K_{T} \not \supset \tilde{K}$, we cannot define a Lyapunov function by combining the local Lyapunov function with $t$. Thus, we cannot do the next step to enlarge the Lyapunov basin. Figure 6.12, right, compares the local Lyapunov basin $K_{0}$, the Lyapunov basin $K_{1}$ of the mixed approximation and the Lyapunov basin $K_{T}$ of the approximation via the orbital derivative, respectively, with the numerically calculated periodic orbit, which is the boundary of the basin of attraction A( 0,0 ).

For an example of this method with more steps, cf. [23].

### 6.4 Conclusion

We use Lyapunov functions to determine the basin of attraction of an exponentially asymptotically stable equilibrium. Among all Lyapunov functions we have considered two classes: functions with a constant orbital derivative $T^{\prime}(x)=-\bar{c}$ and functions, where the orbital derivative is a smooth function which tends to zero for $x \rightarrow x_{0}$; we denote the latter class of Lyapunov functions by $V$ where $V^{\prime}(x)=-p(x)$. The difference between these two classes is that (i) $T$ is not defined in $x_{0}$, (ii) the existence proofs for $T$ and $V$ are different, (iii) the estimates for $t^{\prime}$ and $v^{\prime}$ are obtained differently and (iv) $V$ is uniquely determined by the above property, whereas $T$ is only unique if the values of $T(x)$ are fixed on a non-characteristic hypersurface.

We can estimate the approximation error for $Q=T$ and $Q=V$ by $\left|Q^{\prime}(x)-q^{\prime}(x)\right| \leq \iota$. Since $V^{\prime}(x)=-p(x)$ which tends to 0 for $x \rightarrow x_{0}$, a small $\iota$ and thus a dense grid is needed near $x_{0}$. Far away from $x_{0}$, however, $p(x)$ is possibly very large and a small value of $\iota$ is not needed to ensure that $q^{\prime}(x)$ is negative. Thus, for large basins of attraction, the approximation of $T$ can be more appropriate, since here $t^{\prime}(x) \leq T^{\prime}(x)+\iota=-\bar{c}+\iota$ holds for all points $x$ and hence a small $\iota$ is important for all $x$. In examples, however, the approximation of $V$ and $T$ often do not show very different results; a reason may be that the error estimate of the theorem is too restrictive and in applications the grid does not need to be as dense as required by the theorem.

When calculating a Lyapunov basin, the basin of attraction is not known beforehand. A natural problem is thus, in which part of $\mathbb{R}^{n}$ to choose the grid.

What happens if we choose grid points which do not belong to the basin of attraction? This case is not covered by the theorems, but in fact either $q^{\prime}$ is positive near these points, cf. Figure 6.5, or the level sets do not reach these points, cf. Figure 5.2. In both cases some points of the grid are not in the basin of attraction. However, the Lyapunov basin obtained is always a subset of the basin of attraction by Theorem 2.26, no matter where we have obtained the Lyapunov function from.

Thus, after choosing a grid we calculate a function $q$. If there are points $x$ with $q^{\prime}(x)>0$ outside the local Lyapunov basin, then either these points do not belong to the basin of attraction or we have to add points to the grid, however, it is not possible to distinguish between both cases. The theorems only provide sufficient conditions for a set to belong to the basin of attraction, we cannot show that points do not belong to the basin of attraction.

Radial basis functions can be used for dynamical systems in more ways: Using radial basis functions to approximate Lyapunov functions can also be applied to discrete dynamical systems [25]. Radial basis functions can also be used for the determination of the basin of attraction of periodic orbits in continuous dynamical systems [26]. Moreover, the method of this book can be generalized to time-periodic differential equation, cf. [28].

In this book we provided a general method to construct a Lyapunov function for an exponentially asymptotically stable equilibrium of an autonomous ordinary differential equation. We considered Lyapunov functions satisfying a certain linear partial differential equation and proved their existence. We used radial basis functions to approximate solutions of these partial differential equations and thus to construct a Lyapunov function. We used the sublevel set of these approximative solutions to determine a subset of the basin of attraction of the equilibrium. We showed that we can cover each compact subset of the basin of attraction by a sublevel set of a constructed Lyapunov function. Hence, we provided a method to construct global Lyapunov functions.

## A

## Distributions and Fourier Transformation

In this appendix we give a summary of the facts of Distributions and Fourier transformation that we need in Chapter 3. We follow Hörmander [37], Chapter I., and Yosida [69], pp. 46-52. The proofs of the results of this section can be found in these books. In the appendix we consider complex-valued functions in general, i.e. $C^{k}\left(\mathbb{R}^{n}\right), C^{\infty}\left(\mathbb{R}^{n}\right)$ denotes $C^{k}\left(\mathbb{R}^{n}, \mathbb{C}\right), C^{\infty}\left(\mathbb{R}^{n}, \mathbb{C}\right)$.

## A. 1 Distributions

Definition A. 1 (supp). The support of $\varphi \in C^{k}\left(\mathbb{R}^{n}\right), k \geq 0$, is defined as $\operatorname{supp}(\varphi)=\overline{\left\{x \in \mathbb{R}^{n} \mid \varphi(x) \neq 0\right\}}$.

Let $\Omega \subset \mathbb{R}^{n}$ be a set. $C_{0}^{\infty}(\Omega)$ denotes the space of functions in $C^{\infty}\left(\mathbb{R}^{n}\right)$ with compact support which is contained in $\Omega$.

We define the space $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ of distributions. The condition (A.1) is equivalent to the continuity of $T$ with respect to a certain norm of $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$.

Definition A. 2 (Distribution). A linear operator $T: C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{C}$ is called a distribution, if for each compact set $K \subset \mathbb{R}^{n}$ there are constants $C$ and $k$, such that

$$
\begin{equation*}
|T(\varphi)| \leq C \sum_{|\alpha| \leq k} \sup _{x \in K}\left|D^{\alpha} \varphi(x)\right| \tag{A.1}
\end{equation*}
$$

holds for all $\varphi \in C_{0}^{\infty}(K)$.
Here we define for the multiindex $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \in \mathbb{N}_{0}^{n}$ the following expressions: $|\alpha|:=\sum_{j=1}^{n} \alpha_{j}$ and $D^{\alpha}:=\partial_{x_{1}}^{\alpha_{1}} \ldots \partial_{x_{n}}^{\alpha_{n}}$. The space of all distributions is denoted by $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ since it is the dual of the space $\mathcal{D}\left(\mathbb{R}^{n}\right):=C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ of test functions. We also write $T(\varphi)=\langle T, \varphi\rangle$.

The last notation is derived from the $L^{2}$ scalar product. The next example shows that all locally integrable functions define a distribution.

Example A. 3 Every function $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$, i.e. $f$ is locally integrable, defines a distribution $T$ through

$$
T(\varphi):=\int_{\mathbb{R}^{n}} f(x) \varphi(x) d x=\langle f(x), \varphi(x)\rangle
$$

Indeed, we have $\left|\int_{\mathbb{R}^{n}} f(x) \varphi(x) d x\right| \leq \sup _{x \in K}|\varphi(x)| \int_{K}|f(x)| d x$ for a test function $\varphi \in C_{0}^{\infty}(K)$.

Thus, all $L_{\text {loc }}^{1}$-functions belong to $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$. But the space of distributions is larger than $L_{l o c}^{1}$; e.g. Dirac's delta-distribution is not an $L_{l o c}^{1}$-function.

Example A. 4 Dirac's $\delta$-distribution $\delta$ is defined by $\langle\delta, \varphi\rangle:=\varphi(0)$ for all $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$.
$\delta$ is a distribution, but no $L_{l o c}^{1}$ function.
We show that $\delta$ is a distribution: For $0 \notin K$ this is clear. Now let $0 \in K$. For $x \in K$ and $\varphi \in C_{0}^{\infty}(K)$ we have $|\langle\delta, \varphi\rangle|=|\varphi(0)| \leq \sup _{x \in K}|\varphi(x)|$.

We show that $\delta$ is no $L_{l o c}^{1}$-function. Let $\chi$ be a function with $\chi \in$ $C_{0}^{\infty}\left(\mathbb{R}^{n} ;[0,1]\right), \operatorname{supp}(\chi) \subset \overline{\overline{B_{1}(0)}}$ and $\chi(x)=1$ for $\|x\| \leq \frac{1}{2}$. Set $\varphi_{\epsilon}(x):=$ $\chi\left(\frac{x}{\epsilon}\right)$. Hence, $\operatorname{supp} \varphi_{\epsilon} \subset \overline{B_{\epsilon}(0)}$. We assume that there is a function $f \in$ $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
1=\left|\varphi_{\epsilon}(0)\right|=\left|\left\langle\delta, \varphi_{\epsilon}\right\rangle\right|=\left|\int_{\mathbb{R}^{n}} f(x) \varphi_{\epsilon}(x) d x\right| \leq \int_{\mathbb{R}^{n}} 1 \overline{\overline{B_{\epsilon}(0)}}(x)|f(x)| d x
$$

By Lebesgue's Theorem this term tends to zero for $\epsilon \rightarrow 0$, since $1 \overline{B_{\epsilon}(0)}$ converges to zero almost everywhere and $\int_{\|x\| \leq 1}|f(x)| d x<\infty$ if $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$, contradiction. Thus, $\delta$ is no $L_{\text {loc }}^{1}$-function.

Definition A. 5 (Support of a distribution). Let $T \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$, and let $\Omega \subset \mathbb{R}^{n}$ be an open set.

1. We say that $T=0$ on $\Omega$, if

$$
\langle T, \varphi\rangle=0
$$

holds for all $\varphi \in C_{0}^{\infty}(\Omega)$.
2. The support of a distribution $T$ is the complement of the largest open set, where $T=0$ holds.
3. The space of all distributions with compact support is denoted by $\mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$. It is the dual of the space $\mathcal{E}\left(\mathbb{R}^{n}\right)=C^{\infty}\left(\mathbb{R}^{n}\right)$.

Example A. 6 The $\delta$-distribution has the support $\{0\}$. Thus, it belongs to $\mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ and one can apply it to functions of $C^{\infty}\left(\mathbb{R}^{n}\right)$.

We now define operations on distributions. The idea is to apply the respective operation to the smooth test functions. We define multiplication by a smooth function, differentiation etc. Note, that for a function $\varphi$ we define $\check{\varphi}(x)=\varphi(-x)$.

Definition A.7. Let $T \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right), \varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$.

1. Multiplication by a function $a \in C^{\infty}\left(\mathbb{R}^{n}\right)$; we have $a T \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$.

$$
\langle a T, \varphi\rangle:=\langle T, a \varphi\rangle
$$

2. Conjugation

$$
\langle\bar{T}, \varphi\rangle:=\overline{\langle T, \bar{\varphi}\rangle} .
$$

3. Check

$$
\langle\check{T}, \varphi\rangle:=\langle T, \check{\varphi}\rangle .
$$

4. Differentiation; we have $\frac{\partial}{\partial x_{j}} T \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$.

$$
\left\langle\frac{\partial}{\partial x_{j}} T, \varphi\right\rangle:=-\left\langle T, \frac{\partial}{\partial x_{j}} \varphi\right\rangle .
$$

These formulas also hold if $T$ is given by a smooth function $f$ through $T(\varphi)=\int_{\mathbb{R}^{n}} f(x) \varphi(x) d x$. For 3. this is shown by partial integration; note, that the test functions have compact support.

Definition A. 8 (Convolution). For two continuous functions $f, g$, one of which has compact support, we define $(f * g)(x):=\int_{\mathbb{R}^{n}} f(y) g(x-y) d y$.

Definition A. 9 (Convolution for distributions). We define the convolution of a distribution $T \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ with a function $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ as follows:

$$
(T * \varphi)(x):=T^{y}(\varphi(x-y)) .
$$

The superscript $y$ denotes the application of $T$ to $\varphi$ with respect to $y$. We have $T * \varphi \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and $\partial^{\alpha}(T * \varphi)=\left(\partial^{\alpha} T\right) * \varphi=T *\left(\partial^{\alpha} \varphi\right)$.
Convolution of two distributions: For $T, S \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$, one of which has compact support, we define $T * S \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ by

$$
(T * S) * \varphi=T *(S * \varphi)
$$

for all $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$.

## Proposition A. 10

1. Let $T \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right), \varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Then we have $(T * \varphi)^{2}=\check{T} * \check{\varphi}$.
2. Let $T, S \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$, one of which has compact support. Then we have $(T * S)^{\check{ }}=\check{T} * \check{S}$.

Proof: For 1. we have

$$
(T * \varphi)^{\check{ }}(x)=(T * \varphi)(-x)=T^{y}(\varphi(-x-y))
$$

$$
(\check{T} * \check{\varphi})(x)=\check{T}^{y}(\check{\varphi}(x-y))=\check{T}^{y}(\varphi(-x+y))=T^{y}(\varphi(-x-y))
$$

To prove 2 . we have for all $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ by 1 .

$$
\begin{aligned}
(T * S)^{\check{ }} * \check{\varphi} & =[(T * S) * \varphi]^{\check{ }} \\
& =[T *(S * \varphi)]^{\check{ }} \\
& =\check{T} *(S * \varphi)^{\check{ }} \\
& =\check{T} *(\check{S} * \check{\varphi}) \\
& =(\check{T} * \check{S}) * \check{\varphi},
\end{aligned}
$$

which proves 2 .

## A. 2 Fourier Transformation

We follow [69], Chapter VI., and [37], Chapters I. and II. There, one can also find the proofs of the results stated here. There are different conventions for the definition of the Fourier transform concerning the constant $2 \pi$. We use the definition of the Fourier transform given in [37], cf. the following definition.

Definition A. 11 (Fourier transformation in $L^{1}$ ). Let $f \in L^{1}\left(\mathbb{R}^{n}\right)$. We define the Fourier transform $\hat{f}$ by

$$
\hat{f}(\omega):=\int_{\mathbb{R}^{n}} f(x) e^{-i \omega^{T} x} d x
$$

If $\hat{f} \in L^{1}\left(\mathbb{R}^{n}\right)$, then the inversion formula $f(x)=(2 \pi)^{-n} \int_{\mathbb{R}^{n}} \hat{f}(\omega) e^{i x^{T} \omega} d \omega$ holds.
$L^{1}$ is not mapped into itself under Fourier transformation. The Schwartz space of rapidly decreasing functions, however, will be mapped into itself by the Fourier transformation, cf. Proposition A.15.

Definition A. 12 (The Schwartz space). We define the following function space $\mathcal{S}\left(\mathbb{R}^{n}\right)$ of rapidly decreasing functions: $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ if and only if

1. $\varphi \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and
2. for all multiindices $\alpha, \beta$ there is a constant $C_{\alpha, \beta}$ such that

$$
\sup _{x \in \mathbb{R}^{n}}\left|x^{\beta} D^{\alpha} \varphi(x)\right| \leq C_{\alpha, \beta} \quad \text { holds }
$$

## Proposition A. 13 (Properties of $\mathcal{S}\left(\mathbb{R}^{n}\right)$ )

1. $\mathcal{S}\left(\mathbb{R}^{n}\right) \subset L^{p}\left(\mathbb{R}^{n}\right)$ for all $p \geq 1$.
2. $C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \subset \mathcal{S}\left(\mathbb{R}^{n}\right) \subset C^{\infty}\left(\mathbb{R}^{n}\right)$.
3. $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ is dense in $\mathcal{S}\left(\mathbb{R}^{n}\right)$.

## Definition A. 14 (Fourier transformation in $\mathcal{S}\left(\mathbb{R}^{n}\right)$ ).

$$
\text { Let } \varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right) . \text { Then } \hat{\varphi}(\omega)=\int_{\mathbb{R}^{n}} \varphi(x) e^{-i \omega^{T} x} d x
$$

Proposition A. 15 Let $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Then

$$
\begin{aligned}
\hat{\varphi} & \in \mathcal{S}\left(\mathbb{R}^{n}\right) \\
\varphi(x) & =(2 \pi)^{-n} \int_{\mathbb{R}^{n}} \hat{\varphi}(\omega) e^{i \omega^{T} x} d \omega \text { and } \\
\hat{\hat{\varphi}} & =(2 \pi)^{n} \check{\varphi} .
\end{aligned}
$$

Moreover, $\check{\hat{\varphi}}=\hat{\varphi}$.
Proof: We show that last equation:

$$
\check{\hat{\varphi}}(\omega)=\hat{\varphi}(-\omega)=\int_{\mathbb{R}^{n}} \varphi(x) e^{i \omega^{T} x} d x=\int_{\mathbb{R}^{n}} \varphi(-x) e^{-i \omega^{T} x} d x=\hat{\varphi}(\omega) .
$$

Proposition A. 16 Let $\varphi, \psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Then we have $\varphi * \psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Moreover, denoting $\langle\cdot, \cdot\rangle=\langle\cdot, \cdot\rangle_{L^{2}}$, we have

$$
\begin{aligned}
\langle\hat{\varphi}, \psi\rangle & =\langle\varphi, \hat{\psi}\rangle \\
\langle\varphi, \bar{\psi}\rangle & =(2 \pi)^{-n}\langle\hat{\varphi}, \overline{\hat{\psi}}\rangle \text { (Parseval's formula) } \\
\widehat{\varphi * \psi} & =\hat{\varphi} \cdot \hat{\psi} \\
\widehat{\varphi \cdot \psi} & =(2 \pi)^{-n} \hat{\varphi} * \hat{\psi} .
\end{aligned}
$$

Definition A. $17\left(\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)\right.$, Fourier transformation in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ ). We define $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ as the space of continuous linear operators on $\mathcal{S}\left(\mathbb{R}^{n}\right)$. Then

$$
\mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right) \subset \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \subset \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)
$$

Moreover, $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ is dense in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$.
We define the Fourier transformation for $T \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ by

$$
\langle\hat{T}, \varphi\rangle:=\langle T, \hat{\varphi}\rangle
$$

for $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$.

## Proposition A. 18 (Fourier transformation in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ - properties)

1. For $T \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ we have $\hat{\hat{T}}=(2 \pi)^{n} \check{T}$ and $\dot{\hat{T}}=\dot{\tilde{T}}$.
2. For $T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ we have $\hat{T}(\omega)=T^{x}\left(e^{-i x^{T} \omega}\right)$; this is an analytic function with respect to $\omega$ which is polynomially bounded for $\omega \in \mathbb{R}^{n}$ (Theorem of Paley-Wiener).
3. For $T \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ we have $\overline{\overline{\tilde{T}}}=\hat{\bar{T}}$.
4. For $T_{1} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $T_{2} \in \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ we have $T_{1} * T_{2} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and

$$
\begin{aligned}
\widehat{T_{1} * T_{2}} & =\hat{T}_{1} \cdot \hat{T}_{2} \\
\widehat{\hat{T}_{1} \cdot \hat{T}_{2}} & =(2 \pi)^{n} \check{T}_{1} * \check{T}_{2}
\end{aligned}
$$

Note that the product $\hat{T}_{1} \cdot \hat{T}_{2}$ is defined, since $\hat{T}_{2} \in C^{\infty}\left(\mathbb{R}^{n}\right)$.
Proof: We show 3.: For $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ we have $\overline{\hat{\varphi}(\omega)}=\int_{\mathbb{R}^{n}} e^{i x^{T} \omega} \overline{\varphi(x)} d x=\dot{\hat{\varphi}}(\omega)$. Hence,

$$
\langle\overline{\hat{\tilde{T}}}, \varphi\rangle=\overline{\langle\hat{\tilde{T}}, \bar{\varphi}\rangle}=\overline{\langle T, \tilde{\hat{\varphi}}\rangle}=\overline{\langle T, \overline{\hat{\varphi}}\rangle}=\langle\hat{\bar{T}}, \varphi\rangle
$$

4. The second formula follows from the first by Fourier transformation in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, 1. and Proposition A. 10.

Definition A. 19 (Sobolev space). We define for $s \in \mathbb{R}$ the Sobolev space

$$
H^{s}\left(\mathbb{R}^{n}\right):=\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \left\lvert\,\left(1+\|\omega\|^{2}\right)^{\frac{s}{2}} \hat{u}(\omega) \in L^{2}\left(\mathbb{R}^{n}\right)\right.\right\}
$$

equipped with the scalar product

$$
\langle u, v\rangle:=\int_{\mathbb{R}^{n}}\left(1+\|\omega\|^{2}\right)^{s} \hat{u}(\omega) \overline{\hat{v}(\omega)} d \omega
$$

$H^{s}\left(\mathbb{R}^{n}\right)$ is a Hilbert space. For $s \in \mathbb{N}_{0}$, the Sobolev space $H^{s}\left(\mathbb{R}^{n}\right)$ coincides with the space

$$
\left\{u \in L^{2}\left(\mathbb{R}^{n}\right)\left|D^{\alpha} u \in L^{2}\left(\mathbb{R}^{n}\right),|\alpha| \leq s\right\}\right.
$$

with scalar product $\langle u, v\rangle=\sum_{|\alpha| \leq s} \int_{\mathbb{R}^{n}} D^{\alpha} u(x) \overline{D^{\alpha} v(x)} d x$. The induced norms are equivalent to each other.

## B

## Data

## B. 1 Wendland Functions

In the following table we present the functions $\psi_{1}$ and $\psi_{2}$ for the Wendland functions $\psi_{3,1}(c r), \psi_{4,2}(c r)$ and $\psi_{5,3}(c r)$. Note that these are the Wendland functions defined in Definition 3.9 up to a constant, cf. also Table 3.1 in Section 3.1.4. Note that $x_{+}=x$ for $x \geq 0$ and $x_{+}=0$ for $x<0$.

$$
\begin{array}{|c|l|}
\hline & \psi_{3,1}(c r) \\
\hline \psi(r) & (1-c r)_{+}^{4}[4 c r+1] \\
\hline \psi_{1}(r) & -20 c^{2}(1-c r)_{+}^{3} \\
\hline \psi_{2}(r) & 60 c^{3} \frac{1}{r}(1-c r)_{+}^{2} \\
\hline
\end{array}
$$

$$
\begin{array}{|l|l|}
\hline & \psi_{4,2}(c r) \\
\hline \psi(r) & (1-c r)_{+}^{6}\left[35(c r)^{2}+18 c r+3\right] \\
\hline \psi_{1}(r) & -56 c^{2}(1-c r)_{+}^{5}[1+5 c r] \\
\hline \psi_{2}(r) & 1680 c^{4}(1-c r)_{+}^{4} \\
\hline
\end{array}
$$

|  | $\psi_{5,3}(c r)$ |
| :--- | :--- |
| $\psi(r)$ | $(1-c r)_{+}^{8}\left[32(c r)^{3}+25(c r)^{2}+8 c r+1\right]$ |
| $\psi_{1}(r)$ | $-22 c^{2}(1-c r)_{+}^{7}\left[16(c r)^{2}+7 c r+1\right]$ |
| $\psi_{2}(r)$ | $528 c^{4}(1-c r)_{+}^{6}[6 c r+1]$ |

## B. 2 Figures

The parameters for the figures. The grid points are $x_{0}+\alpha\left(i+\frac{j}{2}, j \frac{\sqrt{3}}{2}\right)$ where $i, j \in \mathbb{Z}$ without the equilibrium $(i=j=0)$ plus some additional points (add.), thus altogether $N$ points. For the three-dimensional example we used the points $x_{0}+\alpha\left(i+\frac{j}{2}+\frac{l}{2}, j \frac{\sqrt{3}}{2}+\frac{l}{2 \sqrt{3}}, l \sqrt{\frac{2}{3}}\right)$ with $i, j, l \in \mathbb{Z}$, excluding the equilibrium ( $i=j=l=0$ ); $\alpha$ is proportional to the fill distance. This hexagonal grid and its generalization have been discussed at the beginning of Chapter 6.

The local Lyapunov function $\mathfrak{q}=\mathfrak{v}$ or $\mathfrak{q}=\mathfrak{d}$ was used, the sets $\{x \mid$ $\mathfrak{q}(x) \leq L\}$ and $\{x \mid q(x) \leq R\}$ were calculated, where the Lyapunov function $Q$ was approximated. Note that we did not add a suitable constant to $q$ so that sometimes $R<0$. For interpolation of $V$ via $W$ we always used a Taylor polynomial of order $P=5$. The mixed interpolations in Figures 5.4 and 6.11 used a second grid $X_{M}^{0}$ with $M$ points. The scaled Wendland function $\psi_{l, k}(c r)$ with $l=\left\lfloor\frac{n}{2}\right\rfloor+k+1$ was used as radial basis function.
Chemostat (1.1)

| Fig. | $k c c$ |  | add. | $N$ | $Q^{\prime}$ | $R$ | local | $L$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.1 to 1.4 | 1 | $\frac{1}{6} \frac{1}{16}$ | 0 | $153-\\|x\\|^{2}$ | -1.7 | $\mathfrak{v}$ | 0.025 |  |

Example throughout the book (2.11)

| Fig. | $k c \alpha$ | add. | $N M$ | $Q^{\prime}$ | $R$ | local | $L$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  |  |  |  |  |  |  |  |  |
| $2.1,4.1,4.2,5.11,6.1 r$ | 2 | $\frac{2}{3} 0.4$ | 2 | 24 | $--\\|x\\|^{2}$ | -0.95 | $\mathfrak{v}$ | 0.09 |
| $4.31,4.41,5.1 \mathrm{r}$ | $2 \frac{2}{3} 0.2$ | 0 | 76 | $--\\|x\\|^{2}$ | -1.5 | $\mathfrak{v}$ | 0.09 |  |
| 4.3 r | $2 \frac{2}{3} 0.2$ | 0 | 76 | $--\\|x\\|^{2}$ | -1.5 | $\mathfrak{v}$ | 0.045 |  |
| 4.4 r | $2 \frac{2}{3} 0.2$ | 0 | 76 | - via $W$ | 0.2 | - | - |  |
| 5.2 l | $2 \frac{2}{3} 0.15$ | 4 | 140 | $--\\|x\\|^{2}$ | -1.8 | $\mathfrak{v}$ | 0.09 |  |
| 5.2 r | $2 \frac{2}{3} 0.1$ | 0 | 312 | $--\\|x\\|^{2}$ | -3 | $\mathfrak{v}$ | 0.09 |  |
| 5.3 | $2 \frac{2}{3} 0.075$ | 0 | 484 | $--\\|x\\|^{2}$ | -3.4 | $\mathfrak{v}$ | 0.09 |  |
| 5.4 | $2 \frac{2}{3} 0.2$ | 0 | 70 | $10-\\|x\\|^{2}$ | 1.1 | $\mathfrak{v}$ | 0.09 |  |

Speed-control (6.1)

| Fig. | $k c \alpha$ | add. | $N Q^{\prime}$ | $R$ | local | $L$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $6.2,6.3 \mathrm{~m}$ | --- | - | - | - | - | $\mathfrak{d}$ | 0.035 |
| $6.31,6.4,6.5$ | 1 | $\frac{5}{6} 0.05$ | 0 | $223-1$ | -6 | $\mathfrak{v}$ | 0.032 |

Toy example (6.2)

| Fig. | $k c \alpha$ | add. | $N$ | $Q^{\prime}$ | $R$ | local | $L$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $6.6 \mathrm{r}, 6.7 \mathrm{l}, 6.81$ | 1 | $\frac{1}{2}$ | 0.3 | 4 | 126 | $-\\|x\\|^{2}$ | -2.9 | $\mathfrak{v}$ |
| 6.7 m | 1 | $\frac{1}{2}$ | 0.3 | 0 | 122 | $-\\|f(x)\\|^{2}$ | -0.65 | $\mathfrak{v}$ |
| 6.7 r | 1 | $\frac{1}{2}$ | 0.3 | 0 | 122 | -1 | -0.35 | $\mathfrak{v}$ |
| 6.8 m | 1 | $\frac{1}{2}$ | 0.3 | 0 | 122 | via $W$ | 0.85 | - |

Three-dimensional Example (6.3)

| Fig. | $k$ | $c$ | $\alpha$ | add. | $N$ | $Q^{\prime}$ | $R$ | local | $L$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6.9 | 1 | $\frac{9}{20}$ | 0.35 | 0 |  | $137-\\|x\\|^{2}$ | -0.595 | $\mathfrak{v}$ | 0.05 |
| 6.10 | 1 | $\frac{9}{20}$ | 0.35 | 0 | 137 | via $W$ | 0.0654 | - | - |

van-der-Pol (6.4)

| Fig. | $k$ | $c$ | $\alpha$ | add. | $N M$ | $Q^{\prime}$ | $R$ | local | $L$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |  |  |  |  |
| 6.11 | 1 | $\frac{10}{21}$ | 0.22 | 0 | 236 | $16-\\|x\\|^{2}$ | 1.6 | $\mathfrak{v}$ | 1.15 |  |
| 6.121 | 1 | $\frac{10}{21}$ | 0.22 | 0 | 236 | - | -2.5 | -0.25 | $\mathfrak{v}$ | 1.15 |

## C

## Notations

' orbital derivative: $Q^{\prime}(x)=\langle\nabla Q(x), f(x)\rangle$, cf. Definition 2.18

- temporal derivative $\dot{x}(t)=\frac{d}{d t} x(t)$
$A\left(x_{0}\right)$ basin of attraction of $x_{0}$, cf. Definition 2.9
$\tilde{B}_{r}^{Q}\left(x_{0}\right)$ the set $\left\{x \in \mathbb{R}^{n} \mid Q(x)<r^{2}\right\}$ where $Q$ is a Lyapunov function, cf. Definition 2.23
$\delta_{\tilde{x}} \quad$ Dirac's delta-distribution at $\tilde{x} \in \mathbb{R}^{n}$, i.e. $\delta_{\tilde{x}} f(x)=f(\tilde{x})$, cf. Example A. 4
$\mathfrak{d}(x) \quad$ local Lyapunov function $\mathfrak{d}(x)=\left\|S\left(x-x_{0}\right)\right\|^{2}$ satisfying $\mathfrak{d}^{\prime}(x) \leq 2(-\nu+\epsilon) \mathfrak{d}(x)$, cf. Lemma 2.28
$\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ space of distributions, cf. Definition A. 2
$\mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ space of distributions with compact support, cf. Definition A. 5
$f \quad f \in C^{\sigma}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, right-hand side of the ordinary differential equation $\dot{x}=f(x)$, cf. (2.1)
$\mathcal{F} \quad$ native space of functions, cf. Definition 3.12
$\mathcal{F}^{*} \quad$ dual of the native space, cf. Definition 3.12
$\mathfrak{h}(x) \quad$ Taylor polynomial of $V(x)$ with $V^{\prime}(x)=-\left\|x-x_{0}\right\|^{2}$, cf. Definition 2.52
$H^{s}\left(\mathbb{R}^{n}\right)$ Sobolev space, cf. Definition A. 19
$I \quad$ identity matrix $I=\operatorname{diag}(1,1, \ldots, 1)$
$\tilde{K}_{r}^{Q}\left(x_{0}\right)$ the set $\left\{x \in \mathbb{R}^{n} \mid Q(x) \leq r^{2}\right\}$ where $Q$ is a Lyapunov function, cf. Definition 2.23
$L \quad$ Lyapunov function with $L^{\prime}(x)=-\bar{c} L(x)$ for $x \in A\left(x_{0}\right)$, cf. Corollary 2.40
$\mathfrak{n}(x) \quad \mathfrak{n}(x)=\mathfrak{h}(x)+M\left\|x-x_{0}\right\|^{2 H}$, such that $\mathfrak{n}(x)>0$ holds for $x \neq x_{0}$, cf. Definition 2.56
$\omega(x) \quad \omega$-limit set of $x$, cf. Definition 2.12
$\Omega \quad$ non-characteristic hypersurface: $(n-1)$-dimensional manifold, often level set of a (local) Lyapunov function, cf. Definition 2.36
$\psi_{l, k}(r)$ Wendland function, cf. Definition 3.9
$\Psi(x) \quad$ radial basis function, here $\Psi(x)=\psi_{l, k}(c\|x\|)$ with $c>0$ and a Wendland function $\psi_{l, k}(r)$
$\mathcal{S}\left(\mathbb{R}^{n}\right)$ Schwartz space of rapidly decreasing functions, cf. Definition A. 12
$\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ dual of the Schwartz space, cf. Definition A. 17
$S_{t} \xi \quad$ flow, solution $x(t)$ of $\dot{x}=f(x), x(0)=\xi$, cf. Definition 2.1
$T \quad$ Lyapunov function with $T^{\prime}(x)=-\bar{c}<0$ for $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and $T(x)=H(x)$ for $x \in \Omega$, cf. Theorem 2.38
$t \quad$ function which approximates $T$
$V \quad$ Lyapunov function with $V^{\prime}(x)=-p(x)$ for $x \in A\left(x_{0}\right)$, cf. Theorem 2.46
$v \quad$ function which approximates $V$
$\mathfrak{v} \quad$ local Lyapunov function satisfying $\left\langle\nabla \mathfrak{v}(x), D f\left(x_{0}\right)\left(x-x_{0}\right)\right\rangle=$ $-\left\|x-x_{0}\right\|^{2}$, cf. Remark 2.34
$V^{*} \quad$ Lyapunov function with $\left(V^{*}\right)^{\prime}(x)=-p(x)$ for $x \in A\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and $V^{*}(x)=H(x)$ for $x \in \Omega$, cf. Proposition 2.51
$x_{0} \quad$ equilibrium point of $\dot{x}=f(x)$, i.e. $f\left(x_{0}\right)=0$, cf. Definition 2.6
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