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Dedication

This volume is dedicated to Geoff Petts – vice chancellor, professor, river scientist, teacher,

colleague and friend, whose inspiration and fortitude in bringing together the many ele-

ments fundamental to our understanding of river science have been a platform for many;

without his visionary ideas river science would not be as advanced as it is today.
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Preface
Ken J. Gregory
Visiting Professor University of Southampton and, Emeritus Professor University of London, London, UK

When I was appointed to the Chair of

Physical Geography in the University of

Southampton in 1976 I asked my Exeter

research students if they wished to move

with me or preferred to stay at the Univer-

sity of Exeter. The one research student who

decided to move was Geoff Petts – surprising

in some ways because he had already

completed two years research so the move

would be for his final writing-up year.

Although I thought that it was a good idea

to get experience of two universities, I

had not influenced Geoff’s decision, but

later realised that this was typical of his

subsequent career – the ability to see the

potential as opportunities became available.

A foundation

Geoff had graduated from the University

of Liverpool in 1974 with a joint honours

degree in Physical Geography and Geology.

The NERC studentship at the University of

Exeter that we had obtained for research

on river channel adjustments downstream

from reservoirs was the second of a series

awarded for investigations of river channel

adjustments arising from a range of different

causes. The empirical approach employed

used field measurements of channel capac-

ities downstream from dams in 13 areas

throughout England and Wales to com-

pare with the dimensions of unregulated

channels. At that time there had been

comparatively few such investigations, and

indeed the effects of human activity on river

channels had not been explicitly explored

until classic papers by Wolman (1967a,b;

see Gregory, 2011), although scour below

dams had been surveyed by engineers as a

necessary input to dam construction. The

Tone had been investigated (Gregory and

Park, 1974) but the results obtained by Geoff

from a range of UK areas greatly extended

understanding of changes that could occur.

Areas studied included the Derbyshire Der-

went where, in addition to comparing the

size of channels downstream from reservoirs

with channel size along unregulated rivers

showing that capacities were reduced to

c. 40% of the expected size, Geoff also

demonstrated how a bench formed within

the channel had produced the reduction in

capacity and that dendrochronology could

be used to date trees that had grown on the

benches. This allowed confirmation that the

reductions in capacity had occurred at dates

corresponding to reservoir construction.

This research (Petts, 1978) was one of a

series of NERC studentship investigations

which deliberately focused on the national

picture so that instead of concentrating

on a single field area, then very popular

with the growth of process-based inves-

tigations, the intention was to address

large-scale problems by employing empir-

ical measurements from several different

areas of Britain. Such an approach was

demanding for a research student, but Geoff

demonstrated his ability to apply himself to

the opportunity, assembling the literature

context from the international publications,

undertaking field surveys upstream and

downstream from reservoirs in different

xiii
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areas of the country, then proceeding to

identify the significance of event effective-

ness, of sediment availability, of vegetation

indicators, culminating in establishing the

appropriate elements of a general model

including relaxation paths of complex

response. This resulted in an impressive

array of papers dealing with the channel

change effects downstream of the Derwent

dams (Petts, 1977), with the application of

complex response to channel morphology

adjustments (Petts, 1979), with the range of

channel changes in regulated rivers (Petts,

1982) and with implications for stream

habitats (Petts, 1980a) introducing a link

with aquatic ecology that was subsequently

to feature throughout Geoff’s later research.

At a time when specific applications of

research results were not often considered,

he appreciated the potential significance of

the research results for management (Petts,

1980b) which were considered in relation

to long-term consequences (Petts, 1980c).

Having established his publication record

so effectively, Geoff then had the vision

to produce a book Impounded Rivers (Petts,

1984a) – which he described as the ‘out-

come of seven years of research and

discussion with friends and professional

colleagues’. This book was notable in that

it contained hydrology, water quality,

morphological effects, ecological aspects

including vegetation and macroinverte-

brates as well as fisheries, thus providing

a truly multi-disciplinary approach to

management problems and prospects that

were the subject for the final chapter. This

book demonstrated the value of providing

a context and approach, which we would

now refer to as holistic, to succeed the

preceding engineering emphasis. In the

final part of the preface to his book, Geoff

made a plea for a long-term perspective

in river management (Petts, 1984a, xv), a

theme which he has pursued in much of his

later work.

Explanation of the detail of his early

research is necessary because it shows how

these foundations were fundamental for the

way in which he has been able to develop

his career. After gaining his PhD he was first

appointed in 1977 to the Dorset Institute

of Higher Education (later to become part

of the University of Bournemouth), but

then in 1979 was appointed as lecturer

in geography University of Loughborough

where he remained until 1994, being senior

lecturer (1986–89), Professor of Physical

Geography (1989–94) and head of Geogra-

phy (1991–94). In 1994 he was appointed

Professor of Physical Geography Univer-

sity of Birmingham becoming Director of

Environmental Science and Management

(1994–97), he founded the University’s

Centre for Environmental Research and

Training (CERT) in 1996, became Director

of Environmental Science and Training in

1997, Head of the School of Geography and

Environmental Science from 1998–2001,

and then Pro-Vice Chancellor from 2001–07.

With this background and progression it

was perhaps inevitable that a move to lead

an institution would follow, and in 2007

Geoff became Vice Chancellor and Rector of

the University of Westminster. On taking up

his post he said ‘I am particularly looking

forward to working in partnership with

staff, students and other stakeholders to

grow the University’s contributions to the

emerging economic, social and environ-

mental demands of urban life in London

and other cities across the globe’.

Research development
and impacts

A career involving progressively greater

amounts of administration, at Loughborough,



�

� �

�

Preface xv

Birmingham and Westminster, could have

led to a decline of further research, publi-

cation and scientific impact, but Geoff has

proved to be one of those individuals who

maintains his academic contacts. His contri-

butions can be encapsulated in terms of his

developing research on flow regulation, the

books and contributions in edited volumes

that he has produced, and the establishment

of the journal Regulated Rivers. Furthermore,

by pursuing these three themes he has pro-

duced enlightening general perspectives, has

established collaboration with many other

scientists, including many international

colleagues, especially European.

Research on flow regulation continued

with investigations of a number of other

areas leading to the context of flow regula-

tion impacts, progressing research towards

other themes. Further investigations of

morphological change included the lowland

English river Ter, Essex (Petts and Pratts,

1983) and the Rheidol in Wales (Petts and

Greenwood, 1985). Whereas ecological

changes had previously often been analysed

independently from morphological changes,

Geoff was involved in research combining

the two (e.g., Petts and Greenwood, 1985)

and also provided important dimensions

such as timescales for ecological change

(Petts, 1987). Although changes in water

quality and reduced sediment transport

downstream of dams had previously been

investigated, Geoff was involved with anal-

ysis of monitored results from a controlled

release from Kielder reservoir on the North

Tyne (Petts et al., 1985), analysed sedimenta-

tion along the Rheidol (Petts, 1984) and bar

development along the North Tyne (Petts

and Thoms,1987). Although ecology and its

relation to morphological changes had been

major sections of his book (Petts, 1984)

other aspects were subsequently explored

including invertebrate faunas (Petts and

Greenwood, 1985), the macroinvertebrate

response and physical habitat change to

river regulation on the River Rede (Petts,

Armitage and Castella, 1993), and the

effects of water abstractions on invertebrate

communities in UK streams (Castella et al.,

1995). Such specific investigations allowed

elaboration of more general ecological

concerns such as a perspective on the abiotic

processes sustaining the ecological integrity

of running waters (Petts, 2000), dams and

geomorphology (Petts and Gurnell, 2005), a

scientific basis for setting minimum ecolog-

ical flows (Petts et al., 1995), and reservoir

operating rules to sustain environmental

flows in regulated rivers (Yin, Xin’an et al.,

2011).

Flow regulation research led to eval-

uations of water resources such as the

case of Lake Biwa, Japan (Petts, 1988),

in turn leading naturally to concern for

management problems such as the manage-

ment of fish populations in Canada (Petts

et al., 1989), advancing science for water

resources management (Petts et al., 2006),

linking hydrology and biology for assessing

water needs for riverine ecosystems (Petts

et al., 2006), the role of ecotones in aquatic

landscape management (Petts, 1990), and

sustaining the ecological integrity of large

floodplain rivers (Petts, 1996).

Such general themes inevitably meant

that Geoff was able to make a very signifi-

cant contribution in text books and edited

volumes – both influential in shaping the

development of a subject at a particular stage

of its research development. Since Regulated

Rivers (Petts, 1984a) Geoff has been involved

in writing and editing more than 20 books.

Texts contributing to the advancement of

understanding of rivers include Rivers and

Landscape (Petts and Foster, 1985), The

Rivers Handbook Volume I (Calow and Petts,

1992), Volume II (Petts and Calow, 1994)
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and Fluvial Hydrosystems (Petts and Amoros,

1996). Such volumes demonstrated the ben-

efits of multi-disciplinary approaches and

Geoff Petts has galvanised the production of

edited volumes that have been significant in

bringing research results together at a time

when branches of disciplines are evolving

and hybrid approaches are being articulated.

Thus Regulated Rivers in the UK (Petts and

Wood, 1988) demonstrated the state of the

art in relation to river regulation effects,

Historical Analysis of Large Alluvial Rivers in

Western Europe (Petts et al., 1989) achieved a

similar result for channel changes in Europe,

and Global Perspectives on River Conservation

(Boon et al., 2000) provided a timely world

approach to an inter-disciplinary field.

A recurrent theme emerging from these

publications has been the commitment

that Geoff has shown to multi-disciplinary

approaches, and an outstanding contri-

bution was the way in which his idea

for a journal led to Regulated Rivers – first

published in 1987. This interdisciplinary

journal, for which Geoff still continues as

Managing Editor, evolved from Regulated

Rivers: Research and Management (1987–2001)

to River Research and Applications, having

achieved its stated aim to become an inter-

national journal dedicated to the promotion

of basic and applied scientific research on

rivers. In 2010 it appeared as 10 issues with

1314 pages developing from the four issues

per year with 375 pages in 1987. It is now

an established international journal ranked

second in the Science Watch list for Water

Resources 1981–2009.

Such progress in publication and research

has positioned Geoff to make significant

general contributions including changing

river channels: the geographical tradition

in which he compared the geographical

approach with the geological and engi-

neering traditions and advocated a return

to large rivers and linking geomorphology

and ecology (Petts, 1995). Other position

statements have included advancing science

for water resources management (Petts

et al., 2006), research progress and future

directions for dams and geomorphology

(Petts and Gurnell, 2005), instream-flow

science for sustainable river management

(Petts, 2009), and our collaborative proposal

for restructuring physical geography (Gre-

gory et al., 2002). The direction of Geoff’s

scientific contributions has necessitated

collaborative work and multi-authored

publications – a necessary characteristic of

research publication since the days of Geoff’s

first research. Collaboration with research

students, with research grant investigators

and with associates from international

organisations has been very beneficial and,

for example, collaboration with Angela

Gurnell has been reflected in publications

in the fields of glacial geomorphology, flu-

vial geomorphology in Italy, including the

Tagliamento – encompassing the intriguing

paper on trees as riparian engineers (Gurnell

and Petts, 2006). The substantial range of

associates in the past is testified to by the

authors of the chapters of this volume,

combining intersection with the phases

of his career and the range of disciplines

transected in that career.

Recognition

With research output of more than 20 books

and 100 scientific papers and as founder

and Editor-in-Chief of the international

journal River Research and Applications it is

appropriate that there has already been

significant acknowledgement and recog-

nition of the contributions that Geoff has

made. He has been a member of several

scientific advisory committees including the
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International Council for Science (ICSU)

Scientific Committee on Water Research;

UNESCO IHP Eco-Hydrology Programme;

and US Department of the Interior, Fish

and Wildlife Service, Long-term Monitoring

Programme for the upper Mississippi River.

He has been invited to give numerous

keynote addresses, he was Director of the

International Water Resources Association

(1992–94), a Council Member of the Fresh-

water Biological Association (2000–03),

and was appointed Vice President of the

new International Society for River Science

which was launched in 2006. In 2007,

he was awarded the Busk Medal of the

Royal Geographical Society for his con-

tributions to inter-disciplinary research

on river conservation; in conferring the

award the President commended the way

in which he had forged inter-disciplinary

links between geographers, civil engineers,

biologists, ecologists and conservationists.

His track record makes it very appropriate

that he received a Lifetime Achievement

Award from the International Society for

river science in 2009.

Following such recognition it is equally

appropriate that this collection of essays is

published to honour the contribution that

Geoff has made, particularly when he has

done much to influence the progress of river

science with responsibility for founding the

journal Regulated Rivers. His essential char-

acteristics that have pervaded his academic

career include dynamism, opportunism,

vision and a multi-disciplinary focus. It

is his particular combination of attributes

and skills that have enabled him to make a

lasting contribution. In his speech receiving

the Busk Medal at the RGS in September

2007, Geoff acknowledged his parents

giving him a subscription to the Geographical

Magazine – which he said meant that his

‘future was set by the excitement of the

topics being reported’. He has managed

to continue and convey that excitement

throughout his work and it has spilled

over in his other interests, particularly

hockey and cricket later supplemented, (or

succeeded?), by golf and fishing.

Geoff’s research began with river regula-

tion: careers such as his can include changes

which are analogous to construction of a

dam which retains most of the discharge

so that relatively little research is published

after administration and leadership begin

to dominate. However, as Geoff’s career

has been regulated, he has continued to

research and publish and to influence the

development of river science in a variety of

ways. It is therefore excellent that Geoff’s

contribution has provided the raison d’etre

for this book and that the editors have been

so effective in organising such an illustrious

list of authors and managing the production

of such a timely volume.
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CHAPTER 1

An introduction to river science: research
and applications

Martin C. Thoms1, David J. Gilvear2, Malcolm T. Greenwood3 and Paul J. Wood3

1Riverine Landscapes Research Laboratory, Geography and Planning, University of New England, Australia
2School of Geography, Earth and Environmental Sciences, Plymouth, UK
3Centre for Hydrological and Ecosystem Science, Department of Geography, Loughborough University, Loughborough, UK

Introduction

River science is a rapidly developing inter-

disciplinary field of study focusing on

interactions between the physical, chemical

and biological components within riverine

landscapes (Thoms, 2006; Dollar et al., 2007)

and how they influence and are influenced

by human activities. These interactions are

studied at multiple scales within both the

riverscape (river channels, partially isolated

backwaters and riparian zones) and adjacent

floodscape (isolated oxbows, floodplain

lakes, wetlands and periodically inundated

flat lands). It is an exciting and robust field of

study because of the integrative nature of its

approach towards understanding complex

natural phenomena and its application to

the management of riverine landscapes.

The modern era of river science is a chal-

lenging one because climate, landscapes and

societies are changing at an ever-increasing

rate. Thus, our use, perceptions and val-

ues related to riverine landscapes are also

changing. The twenty-first century will be

different to the twentieth century both in

terms of the way in which we undertake

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

research and manage rivers. Increasing

globalisation and data availability will

allow unique opportunities for sharing of

information and experiences, at unparal-

leled rates. Therefore, we can expect an

exponential upward trajectory in societies’

understanding of rivers and their appre-

ciation of them as one of the globe’s key

ecosystems. This will be especially true as

the goods and services that rivers provide,

in particular the demand for water as the

resource, becomes scarcer in many regions.

Water security is predicted to become a

key global issue in the twenty-first century

(Gleick, 2003). Thus river ecosystems and

their associated landscapes are likely to

be viewed and valued by society in the

same way that the importance of tropi-

cal rainforests, as a regulator of climate

change, became evident in the twentieth

century.
Rivers and their associated landscapes

are ubiquitous global features, even in

the driest and coldest regions of the world

(Hattingh and Rust, 1999; Bull and Kirby,

2002; Doran et al., 2010). The physical,

geochemical and ecological characteristics

of the world’s riverine landscapes are as

1
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diverse as the peoples of the world and their

cultural origins (Miller and Gupta, 1999;

Cushing et al., 2006). Many rivers meander

slowly through lowland regions, with some

never making their way to the sea, while

those that do so often rush down steep

rocky gorges or flow hidden beneath the

ground within alluvial aquifers or limestone

caves. Some rivers flow in multiple channels

and others exist as a series of waterholes

connected by intermittent channels for

most of the time. Some rivers only flow

after prolonged rainfall and some flow all

year round with little variation in water

levels.

Human societies and populations have

been drawn to these landscapes for millen-

nia because of the provision of important

resources, like water for human survival,

irrigation, power, navigation, food and tim-

ber. The flat fertile lands of river floodplains

have drawn people to them for agriculture

and have been used by them as important

transport routes, even in contemporary

societies where road, rail and air freight may

be more rapid. However, rivers and their

floodplains also present challenges to those

that choose to inhabit these landscapes

because of their propensity to flood, erode

their banks as well as to contract and even

become dry during extended periods of

drought (Lake, 2009; Pennington and Cech,

2010). The prosperity of human societies

is closely linked to natural variations in

the character and behaviour of riverine

landscapes both regionally and over time,

in many parts of the world (cf. Petts et al.,

1989; Wohl, 2011). Past civilisations have

waxed and waned, and even disappeared,

as result of the unpredictable and highly

variable nature of riverine landscapes (e.g.,

Schumm, 2005).

Riverine landscapes and their associated

ecosystems are the foundation of our social,

cultural and economic wellbeing. The

degraded condition of many of the world’s

rivers and floodplains is a testament to our

failure to understand these complex systems

and manage them wisely. The exponential

increase in the number of riverine stud-

ies, from various regions, highlights the

growing stresses placed on river systems in

response to demands made directly upon

them and their surrounding catchments.

A recent assessment of the worlds 100

most-populated river basins, by The World

Resources Institute, found 34 of these basins

displayed high to extreme levels of stress,

while only 24 had minimal levels of stress.

This was primarily a result of water related

pressures in these basins. These rivers flow

through countries with a collective GDP of

$US 27 trillion (World Resources Institute,

2014). Similarly, other studies with a more

regional focus, demonstrate the impact of

inappropriate activities on the health and/or

condition of river systems. The Sustainable

Rivers Audit undertaken in the Murray

Darling Basin, Australia, for example, found

rivers in 21 of the 23 sub-basins were in

poor to very poor condition in terms of

their hydrology, physical form, vegetation,

fish and macroinvertebrate communities,

because of changes in hydrological regimes,

land use and inappropriate channel man-

agement (Murray-Darling Basin Authority,

2013). River science is the interdisciplinary

study of these complex biophysical systems

and seeks to understand the drivers that

influence pattern and process within these

critically important systems. In order to

minimise future river catastrophes and

degradation, river science should underpin

our approach to their management and the

setting of policy regarding these landscape

scale systems.

Many animal and plant communities

depend upon riverine landscapes and their
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associated ecosystems for some or all of their

lifecycle. Most rely on riverine landscapes

as a source of water and nutrients. The

strong linkage between rivers, humans and

biological communities is strongest where

human societies are also heavily dependent

upon riverine landscapes for food and where

fish is a major component of their diet. In

many of these locations the concept of a

‘healthy river’ was, or remains, culturally

important and an intuitive component of

human survival (Kelman, 2006). Given the

dependency on rivers and their health or

productivity by humans and organisms, it is

surprising that the subject of river science

as a discipline in its own right has only

emerged in recent years. The journal River

Research and Applications and its predecessor

Regulated Rivers: Research and Management, the

pre-eminent scientific publication devoted

to river ecosystems, only commenced pub-

lishing in 1987. In part, this is a reflection

and response to the distancing of many

human societies from riverine landscapes

and the ecosystem goods and services, and

environmental hazards that are an inherent

component of these natural landscapes.

Historically a gulf between river scientists

and river managers has existed resulting

in a lag between the advancement of the

science and improved river management

(Cullen, 1996; Parsons et al., Chapter 10

in this volume): this lag, in part, still exists

today.

The development of the
discipline of river science

River science is a relatively recent disci-

pline compared to the traditional academic

disciplines of biology, chemistry, geology,

mathematics and physics. However, river

science does have a recognisable lineage

within some disciplines, most notably biol-

ogy, geology, geomorphology, hydrology

and limnology. One of the first to document

interactions between humans and their

environment was George Marsh in 1864

(Lowenthal, 2000). Marsh highlighted the

links between the collapse of civilisations

through environmental degradation, most

notably catchment land-use changes and

the resource condition of catchment ecosys-

tems, including its soil and water resources.

It is no exaggeration to say that Man and

Nature (Marsh, 1864) helped launch the

modern conservation movement and helped

many to recognise the damage that societies

across the globe were doing to the natural

environment. It also challenged society to

behave in more responsible ways toward

the earth and its natural systems. Man and

Nature (Marsh, 1864) stands next to Silent

Spring (Carson, 1962) and A Sand County

Almanac (Leopold, 1949) by any measure

of historic significance within the modern

conservation movement (Lowenthal, 2000).

Three merging paths of activity have

advanced our understanding of rivers as

ecosystems and their role within the broader

landscape since the publication of Marsh

(1864). The first path was the articulation

of conceptual constructs of the study of

rivers and their landscapes. This began

with the seminal paper by Hynes (1975)

‘The stream and its valley’, which acknowl-

edged that hill slopes and fluvial processes

are primary drivers of lotic ecosystems.

It also provided a frame of reference for

adopting a catchment-scale approach to

the study of lotic systems and the coupling

of hydrology, geomorphology and ecology

to advance our understanding of rivers as

natural complex systems. Another catalyst

for scientific coupling was publication of the

River Continuum Concept – (RCC) (Vannote

et al., 1980) that elegantly if not explicitly,
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linked hydrological, geomorphological and

ecological components of a river system

within the context of the longitudinal

profile of a river. This was notable in that

it took a source to mouth perspective, and

indirectly – via reference to the concept of

stream ordering (Horton, 1945) – a stream

network perspective. The RCC provided the

impetus for a relatively rapid progression

in the conceptual understanding of river

ecosystems; with the publication of the

Serial Discontinuity Concept (SDC) by Ward

and Stanford (1983), the Flood Pulse Con-

cept (FPC) by Junk et al. (1989) and the

Patch Dynamics Concept (PDC) by Townsend

(1989). The research of Stanford and Ward

(1993) on hyporehos-stream linkages also

reinvigorated research in the field of surface

and sub-surface linkages pioneered in the

1970s (e.g., Williams and Hynes, 1974)

and provided a clear vertical dimension

to our conceptual understanding of lotic

systems. Later, the Fluvial Hydrosystem Con-

cept of Petts and Amoros (1996) provided

one of the first larger scale frameworks

with which to view riverine landscapes; an

approach carried forward by Dollar et al.

(2007) and others. Both Petts and Amoros

(1996) and Dollar et al. (2007) sought to

describe patterns in riverine landscape in

four dimensions (sensu Ward 1989) and

at different scales to establish relationships

between the physical character of riverine

landscapes and their ecological functioning.

The spatial arrangement of both physical

and ecological elements within riverine

landscapes is largely determined by the

flow and sediment (both organic and inor-

ganic) regimes. Functional and genetic

links between adjoining components of the

riverine landscape often result in clinal pat-

terns conceptualised as continua. However,

the integrity of river systems depends on

the dynamic interactions of hydrological,

geomorphological and biological processes

acting in longitudinal, lateral and vertical

dimensions over a range of temporal scales.

Thus, resultant interactions may also pro-

duce riverine landscape mosaics rather than

a system solely characterised by gradients.

This was one of the central themes explored

in the River Ecosystem Synthesis (RES) of

Thorp et al. (2008). As a collective, all of

these concepts and theories highlight the

need for cross-disciplinary thinking and the

importance of multiple scales of investiga-

tion for the research and management of

riverine landscapes.

The second path was the establishment

of the series of symposia under the banner

‘International Symposium on Regulated

Rivers’, formerly established in 1985 (cf.

Craig and Kemper, 1987), although the

original meeting was held in 1979 as a

special symposium at the North American

Benthological Society meeting in Erie,

Pennsylvania, USA, and was called The

[First] International Symposium on Regulated

Streams (later referred to as FISORS). Sub-

sequent successful meetings have been held

in Australia, Europe and North America.

The International Symposium on Regulated

Rivers series ended in Stirling, Scotland

in 2006 (Gilvear et al., 2008). After which

it became the biennial conference of the

International Society for River Science (ISRS).

The inaugural meeting of the ISRS was held

in Florida in 2009 with subsequent meetings

in Berlin, Beijing and La Crosse, Wisconsin,

USA in 2015. It was at the meeting in

Florida that ISRS became a formal society,

with its members focused on the interdisci-

plinary study of riverine landscapes and its

applications to management and policy.

Closely associated with the symposium

series was the launch of the journal Regu-

lated Rivers: Research and Management in 1987;

and this can be considered the third path of
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convergence in River Science. The journal

changed its name in 2002 to River Research

and Applications (RRA) and became the

official journal of ISRS. This name change

reflected the need for scientific coupling

of traditional disciplines and marked the

increased acceptance that River Science

required contributions from hydrology,

stream ecology, fluvial geomorphology and

river engineering to be directed at the sub-

ject of understanding river ecosystems and

their landscapes. Both ISRS and the journal

have explicitly welcomed and encouraged

interdisciplinary research and have resulted

in an increase to the growing body of

knowledge on river ecosystems.

The discipline of river science has in a

relatively short period of time grown from

its pioneering stage to become established

within the community and has reached

relative maturity. This is reflected in a

meta-analysis of 1506 research publications

within the journal River Research and Appli-

cations and its former iteration, Regulated

Rivers: Research and Management, from herein

termed River Research and Applications (RRA).

Since the first publication in 1987, each

manuscript was assessed in terms of its

disciplinary focus. The nine disciplinary

areas were: (i) catchment geomorphology;

(ii) biology; (iii) chemistry; (iv) ecology;

(v) engineering; (vi) fluvial geomorphol-

ogy; (vii) hydrology; (viii) management;

and (ix) policy. The spatial scale of each

study was assigned to either the entire

fluvial network, river zone, reach or site

scale. In addition, the focus and approach

of each study was determined as being

in-channel, riparian, floodplain, drainage

network or the entire system and if it

was empirical, modelling or conceptual in

nature.

A summary of the meta-analysis RRA

research publications assessed is presented

in Figure 1.1. There are three salient points

emerging from this analysis. First, the num-

ber of papers appearing in RRA increased

significantly between 1987 and 2013

(Figure 1.1a); (22 in 1987 to a maximum

of 137 in 2012). This was also accompanied

by increase in the number of RRA journal

issues in 1987–2014 from four to ten.

However, the number of manuscripts per

volume also changed significantly in 2000;

in that period the journal changed focus

from largely managed and regulated rivers

to a river science/river ecosystems focus. An

average of 37 research manuscripts per vol-

ume were published in the 1987–99 period

compared to 73 in 2000–13 (Figure 1.1a).

Moreover, there was a steady increase of

six additional published manuscripts per

volume from 2000–13 contrasting with a

relatively stable number of manuscripts per

volume 1987–99. Second, a wide ranging

set of disciplines has contributed to RRA

but the relative contribution of the dif-

ferent disciplines has changed over time

(Figure 1.1b). The disciplines of biology

(31.8%), ecology (15.5%), geomorphology

(15.6%) and hydrology (14.3%) were the

major contributors to the journal, in terms

of published articles, in 1987–99 compared

to 2000–2013, where the disciplines of

ecology (34.3%), geomorphology (22.7%)

hydrology (14.5%) and management

(15.9%) were the dominant contributors.

Furthermore, multi-disciplinary studies

became more prevalent, rising from 41.1%

(1987–99) to 65.1% (2000–13). Third, the

spatial scale, locational focus and research

approach of the published studies also

changed over the same period (Figure 1.1c).

In terms of scale, the majority of published

studies in 1987–13 were undertaken at the

reach (63.8%) or site scales (21.8%). How-

ever, following 2000 there was an increase

in the spatial scale at which researchers
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undertook stream and river studies. The

number of studies conducted at larger river

zone and network scales increased from

4.2% in 1987–99, to 17.7% in 2000–13 and

from 1.7% in 1987–99 to 5.7% in 2000–13).

Accompanying this was a decrease in

site-based studies from 36.3% in 1987–99 to

7.3% in 2000–13. In addition, the number

of studies undertaken over multiple spatial

scales in 1987–13 increased steadily from a

relative contribution of 2% in 1987 to 18%

in 2013. Over the same period the locational
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focus of the studies also changed from being

dominated by in-channel focused (76% of

studies in 1987–99 to 60% in 2000–13) to

having a greater emphasis on entire systems,

that is a combined in-channel, riparian and

floodplain focus (6.9% of studies in 1987–99

compared to 20.5% in 2000–13). Finally,

research publications in RRA are essentially

empirical in nature, representing on average

91% of the published studies. This has

only changed slightly with conceptual and

modelling studies increasing in 2000–13

to contribute 13% of the total published

papers.

River science continues to expand

from descriptive studies of the physical

or biological structure of river channels

to a field which includes, among other

things, biophysical processes involving

conceptual and mathematical modelling,

empirical investigations, remote sensing

and experimental analysis of these complex

process–response systems. These studies

are being conducted at both greater (e.g.,

catchment – continental) and smaller

(e.g., fine sediment biochemical processes)

scales and more importantly span multiple

scales. Through the emergence of a systems

approach within science during the 1970s

more broadly, an inevitable convergence of

individual disciplines towards river science

occurred; although the term river science

would not come into contemporary use

until the early twenty-first century.

The domain of river science

To quote Burroughs (1886) and direct it

to riverscapes: ‘one goes to rivers only for

hints and half-truths … their facts are

often crude until you have observed them

in many different ways and then absorbed

and translated these’. Ultimately it is not so

much what we see in rivers, rather what

we see suggests. The discipline of river

science allows those engaged with it to

observe rivers, their associated landscapes
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and ecosystems through a multitude of

lenses. Thus, it embraces a continuum of

ideas, concepts and approaches, from those

having a biotic focus (e.g., aquatic ecology,

genetics, physiology) at one end of the spec-

trum to those with an abiotic focus, most

notably hydrology, geomorphology and

engineering at the other. Spanning these

are those areas of landscape and community

ecology and biogeography to mention but

a few. Figure 1.2 schematically represents

the development of River Science over time.

Over the last 45 years, from its foundations

in hydrology, geomorphology, ecology and

engineering, new disciplines have emerged

and coalesced to form the modern day

science of rivers. During this time the focus

of attention has also shifted to areas outside

of the channel bed to the floodplain and

hyporheos and from the reach scale to the

river network. Closer to the corners of this

conceptual diagram of river science are

the more singular disciplinary foci, whilst

those towards the central regions represent

the greater inter-disciplinary elements.

The content critical to the subject of river
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Figure 1.2 The evolution of river science over time from its foundations within river hydrology, fluvial geomor-

phology, flow hydraulics and stream ecology. The arrows that flow towards the centre of the page, from their

subject specific paradigm, are conceptual timelines converging on the subject of river science and its focus on

ecosystem science. In two-dimensional space a selection of disciplines and fields of enquiry (shown in lower

case font) that emerged over time are shown to illustrate the conceptual development of river science as a

subject. The widening of the focus of river science beyond the channel margins is illustrated in the diagram by

differing components of river ecosystems (shown in upper case font) with their location reflecting the larger

disciplinary area from which they emerged.
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science, in terms of understanding river

ecosystems, is clearly represented within

the chapters in this volume.

Chapters in this volume
and book structure

This volume is a reflection of, and a tribute

to, the emergence of the discipline of river

science and the recognition that it helps

to provide an holistic approach through

which to study, manage and conserve lotic

ecosystems in the contemporary social,

political and environmental landscape. Our

aim for this edited book was to produce a

volume which brings together the multi-

ple strands of research that represent this

rapidly developing arena of research (natu-

ral science, social sciences, engineering and

environmental policy), that would provide a

benchmark text for those familiar and new

to the concept of river science. In addition,

the volume represents a resource that will

be valuable to researchers, practitioners,

environmental regulators and those engaged

in the development or implementation of

policy. The volume was also specifically

prepared as an acknowledgement of the

ongoing commitment to river science pro-

vided by Professor Geoffrey Petts, editor in

chief of River Research and Application over

30 years. To achieve this goal, recognised

international research leaders within the

field of river science were asked to position

their contributions within the context of the

historical development of the field, identify

key research challenges for the future and

highlight the wider societal implications of

the research. The volume encompasses a

range of chapters illustrating the dynamic

nature of riverine processes (Gangi et al.,

Chapter 14; Gurnell, Chapter 7; Milner

et al., Chapter 8; Nestler et al., Chapter 5;

Scown et al., Chapter 6; Walling and Collins,

Chapter 3) how riverine landscapes support

natural ecosystem functioning (Delong and

Thoms, Chapter 2; Milner, Chapter 12;

Stanford et al., Chapter 13) and how this

knowledge can be used to inform policy and

management practices (Foster and Green-

wood, Chapter 4; Gilvear et al., Chapter 9;

Gore et al., Chapter 15; Mant et al., Chapter

16; Wilby, Chapter 18). The chapters clearly

illustrate the relevance of river science to

all parts of contemporary society, from the

scientific community through to those living

alongside rivers, of the physical, economic,

cultural and spiritual benefits and risks

associated with our ongoing relationship

with rivers (Parsons et al., Chapter 10; Wood

et al., Chapter 11; Yeakley et al., Chapter

17). Collectively, the chapters demonstrate

the growing maturity of river science and

its central place in the management and

conservation of rivers across the globe.

The book is comprised of two sections:

Part 1 provides an overview of some funda-

mental principles of river science (Chapters

2–10), from its early development within the

confines of traditional academic disciplines

through to contemporary interdisciplinary

research, which transcends traditional disci-

plinary boundaries and addresses research

questions at multiple spatial (site through

to catchment) and temporal scales (days to

millennia) and also within the context of

an ecosystems framework. Part 2 (Chapters

11–18) comprises a range of case studies,

which illustrate how contemporary river

science continues to address fundamental

research questions regarding the organisa-

tion and functioning of river systems, how

anthropogenic activities modify these sys-

tems and how we may ultimately manage,

conserve and restore riverine ecosystems to

sustain natural functioning and ecosystem

health, and also to support the needs of an
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ever thirsty society for water, energy and

the services that rivers provide.

We realise that a book of this nature could

never realistically hope to cover all aspects

of contemporary river science. Indeed,

we are conscious that this volume only

touches on the burgeoning body of research

centred on the biogeochemistry of riverine

ecosystems, such as nutrient spiralling (von

Schiller et al., 2015) and the processing,

storage and transport of dissolved organic

matter (DOM) and dissolved organic carbon

(Singh et al., 2014). We also recognise

that the current volume only touches on

issues associated with the impacts of, and

future threats posed by, invasive/non-native

species on lotic ecosystems across the globe

(Scott et al., 2012). In addition, the chapters

exclusively address the upper and middle

reaches of riverine catchments and they do

not consider the interface between what

many consider the end of the river, the

brackish/estuarine system (Jarvie et al.,

2012). It is hoped that by following both

the themes and topics illustrated in this

volume, together with new initiative ideas,

an in-depth and broadening knowledge of

river science will be established.
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Introduction

River science, the interdisciplinary study of

fluvial ecosystems, focuses on interactions

between the physical, chemical and bio-

logical structure and function of lotic and

lentic components within riverine land-

scapes (Thoms, 2006; Dollar et al., 2007).

These interactions are studied at multi-

ple spatiotemporal scales within both the

riverscape (river channels, partially isolated

backwaters, and riparia of small streams to

large rivers) and the surrounding floodscape

(isolated oxbows, floodplain lakes, wetlands,

and periodically inundated drylands). River

science continues to expand from descrip-

tive studies of the physical or biological

structure of river channels to a field which

includes, among other things, biophysical

processes involving conceptual and mathe-

matical modelling, empirical investigations

and experimental analysis of these complex

process–response systems. This emergence

has also seen river scientists contributing

effectively at the turbulent boundary of

science, management and policy (Cullen,

1990, Parsons et al., Chapter 10).

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

Successful interdisciplinary science req-

uires the merger of two or more areas of

understanding into a single conceptual–

empirical structure (Pickett et al., 1994;

Thoms, 2006). Implicit to this process is the

development, testing and application of new

ideas, as well as the continued integration of

concepts, paradigms and information from

emerging sub-disciplines and other scientific

fields that operate across a range of domains,

scales and locations. The progression of sci-

ence is a dynamic process influenced by

current and historical developments, with

the accumulation of knowledge within for-

mal logical frameworks. Such frameworks

are often built from direct observations

which are synthesised within hypotheses

and then empirically tested (Graham and

Dayton, 2002). Frameworks are useful tools

for achieving integration of different disci-

plines and have been used in many areas of

endeavour. A framework is neither a model

nor a theory; models describe how things

work, theories explain phenomena, whereas

frameworks show how facts, hypotheses

and models may be linked (Pickett et al.,

1999) Frameworks, therefore, provide a way

15
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of ordering phenomena, thereby revealing

patterns of structure and function (Rapport,

1985). The continued development of river

science and the exchange of its endeav-

ours with management require a diversity

of frameworks, study designs and research

questions and a commitment to the dual pro-

cess of developing and testing theories and

their application into the domain of manage-

ment. While these steps are important to any

field of enquiry, it is also crucial to challenge

concepts and the prevailing ‘wisdom’ so as

to: avoid stasis; accurately integrate funda-

mental knowledge within applied policies;

and to ensure transfer of reliable information

to future generations of scientists.

There is an intimidating array of ’models’,

’concepts’ and ’theories’ on the nature

of fluvial ecosystems to consider when

developing a framework for research, reha-

bilitation or management. As the chapter

title implies, a critical element of developing

a viable framework is the incorporation of

an ecosystem approach, the value of which

has been described as having three dimen-

sions of influence (Pickett and Cadenasso,

2002). First is that its basic definition is

inclusive and free of limiting assumptions;

second, its ability to be expressed in a range

of models that articulate the components,

interactions, extent and boundaries of

the ecosystem under investigation; and,

finally the powerful influence it can have

in social discourse through its metaphorical

strengths.

An ecosystem is a spatially explicit unit of

the Earth that includes all of the organisms,

along with all of the abiotic components

within its boundaries (Tansley, 1935). This

definition establishes that there is a clear

spatial (and temporal) dimension to an

ecosystem. Moreover, ‘spatially explicit’

and ‘within its boundaries’ infer that an

ecosystem approach is not just limited to

the ecosystem level of organisation; it can

be used consider biotic–abiotic interactions

across many levels of organisation. From this

perspective, a river basin, a lateral channel

or a single rock can be viewed as an ecosys-

tem if appropriate boundaries and scale are

applied (sensu Likens 1992). An ecosystem

approach allows for examination of form

and processes across different disciplines

through consideration of both biotic and

abiotic interactions, thereby providing the

holistic approach needed for an applicable

framework.

To understand the behaviour and begin

to manage rivers as ecosystems requires

a holistic, interdisciplinary approach that

simultaneously considers their physical,

chemical and biological components (Dollar

et al., 2007; Thoms, 2002; Thorp et al.,

2008). Interdisciplinary research is fraught

with many problems including different

approaches and conceptual tools, hence

disciplinary paradigms lose their usefulness

in the interdisciplinary arena. Development

and use of common frameworks can allevi-

ate this. The objectives of this chapter are

to:

• provide a historical overview of different

models of river ecosystems, including their

genesis, strengths, limitations and poten-

tial to aid in interdisciplinary science and

management of river ecosystems;

• outline a conceptual framework for use

in the research and management of river

ecosystems; and,

• highlight the use of such a framework in

the research and management of riverine

landscapes.

To accomplish these objectives, we propose

a shift in how river networks are viewed for

research and management. To truly continue

forward, it is essential that we look where we

have been by examining past models and,

from there, ascertain the best approach for
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achieving a framework that fits the criteria

described previously in this chapter.

A brief history of models that
have contributed to our
understanding river
ecosystems

Fish and biocoenotic zones
One of the earliest efforts toward a general

model of the structure and function of river

ecosystems emanated from Europe during

the latter part of the nineteenth century.

Its focus was on the classification of river

networks with the division of the network

into five ‘fish zones’ (Hynes, 1970; Hawkes,

1975). These zones, which were named for

dominant species of fish within a given river,

were fixed in their longitudinal location

and had abrupt transitions from one zone

to the next. In addition, locations of these

non-repeatable sections were considered

highly predictable from upstream to down-

stream. This was later modified to include

physical and chemical characteristics of each

zone (e.g., Huet, 1959; Aarts and Nienhuis,

2003). Testing this model outside the region

of its development highlighted several limi-

tations to the zonation of river networks by

fish zones (Aarts and Nienhuis, 2003). The

primary limitation was that discontinuities

in river basin geomorphology interfered

with the expected pattern of fish zones,

often resulting in the repeated occurrence

of zones throughout a river (e.g., Tittizer

and Krebs, 1996). Fish zones were later

represented as biocoenotic zones, where the

intent was to consider all aquatic organisms

(Illies and Botosaneaunu, 1963), and later

hydrological characteristics (Arts and Nien-

huis, 2003). Despite these changes, other

problems with the model became evident,

specifically: (i) the predicted sequence of

zones differed from one river to the next;

(ii) some zones were absent from rivers;

and (iii) some zones repeated along the

downstream gradient of rivers. With few

exceptions (e.g., Aarts and Neinhuis, 2003),

fixed/biocoenotic zones are now rarely seen

in the literature.

River continuum concept
Biocoenotic zonation was replaced by the

river continuum concept – RCC (Vannote

et al., 1980). The RCC addressed limitations

of biocoenotic zones by attempting to

explain longitudinal changes in ecosystem

form and function. It was designed to

reflect gradual downstream transitions that

had been observed in studies that found

conflicts with the abrupt changes prescribed

by fixed/biocoenotic zonation. The central

premise of the RCC was that hydrological

and geomorphological conditions change

predictably from headwaters to terminus

within a river network and with these

come concomitant shifts in ecological

processes and community structure. The

RCC was simplified to describe ecological

changes relative to stream order as the

basis for defining the location of physical

and ecological components longitudinally.

One component that remained consistent

between the RCC and biocoenotic zones

was that both emphasised the longitudinal

dimension and asserted there were pre-

dictable, fixed (in terms of location along

the longitudinal gradient) zones with spe-

cific physical and ecological attributes, hence

the RCC provided a model that was more

broadly applicable than the taxon-specific

methodology of biocoenotic zones. More-

over, relating expected ecological and

physical conditions to stream order made it

readily applicable to both researchers and

managers.
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Testing of the RCC began immediately

after its publication and it still serves as a

useful null hypothesis for river ecosystem

studies. While some studies found support

for the RCC (i.e., Culp and Davies, 1982;

Cushing et al., 1983; Minshall et al., 1983),

many questioned its general applicability.

Townsend (1989), in a review of aquatic

ecological concepts, stated in regard to

the applicability of the RCC that it ‘…
is remarkable primarily because it is not

usually realized and cannot provide a

world-wide generalization’. This short-

coming has been observed in studies of

community structure (e.g., Winterbourn

et al., 1981; Perry and Schaeffer, 1987) as

well as predictions on trophic dynamics in

streams and rivers (e.g., Lewis et al., 2001,

Delong and Thorp, 2006; Lau et al., 2009).

The value of using production/respiration

ratios as a measure of trophic status has also

been called into question given that river

networks are largely heterotrophic (P/R < 1)

because of microbial production that is typ-

ically independent of metazoan production

(Thorp and Delong, 2002; Marcarelli et al.,

2011). Thus its usefulness in underpinning

a framework on how to approach the inter-

disciplinary study of riverine landscapes and

their management is limited.

Studies contradicting the RCC typically

tied their findings to differences in local

lithology, geomorphology and hydrology.

While based on the hypothesis of gradual

changes in stream characteristics, the RCC

suffered one of the same limitations as

fixed/biocoenotic zones; specifically, it did

not account for differences in geomorphol-

ogy and the repeatability of ’zones’ within

and among river networks. A subsequent

revision of the RCC by Minshall et al. (1985)

acknowledged the need to account for

climate, local lithology, and geomorphology

in its predictions: ‘Further reflection (on

the classic view of rivers) indicates that the

ideal rarely is so clearly achieved’ (Minshall

et al., 1985). It was suggested in this revision

that expected differences in ecological and

physical conditions should be viewed on

a sliding scale where, as an example, a

braided fifth-order channel might be better

explained by viewing it as five third-order

channels (Minshall et al., 1985). In essence,

the modifications of the ecological predic-

tions of the RCC were to consider deviations

created by geomorphology, lithology, tribu-

taries and climate on a sliding scale that was

still based on stream order.

The frequent inability to get a fit between

ecological structure and processes and

the conceptual basis of the RCC can be

linked to the hydrogeomorphic concepts

on which it is based. The hydrogeomorphic

basis of the RCC is drawn from a suite of

studies described by Leopold et al. (1964)

on the longitudinal morphology of river

channels. While these studies did describe

conditions where a continuum of fluvial

processes and morphology could occur,

they emphasised that these circumstances

were not applicable to all rivers and in fact

were rare (Leopold et al., 1964). In addition,

much of the underlying physical basis of

the RCC relies on stream order, which

does not provide a meaningful template

for describing hydrogeomorphic processes

within river systems (Gregory and Walling

1973). The lack of a hydrogeomorphic

continuum was further emphasised by

Statzner and Higler (1985), who examined

hydrological data of the rivers used by

Minshall et al. (1983) and demonstrated no

uniform longitudinal pattern to measures

of hydraulic stress. Large-scale hydraulic

discontinuities do occur in rivers (Statzner

and Higler, 1985) and the simplicity of the

relationship between physical and biological

gradients within river networks is overstated
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in the RCC. Also lacking from the physical

component of the RCC is consideration of

the stochastic nature of rainfall and runoff

patterns that have a tendency to create

hydrological discontinuities.

The apparent lack of congruence in the

physical template of the RCC and associated

ecological discrepancies does not provide

a viable working model for scientists and

managers except in its usefulness as a start-

ing null hypothesis. The intent of the RCC

was to provide a cohesive basis for the study

of river networks through the integration of

physical and biological gradients (Minshall

et al., 1985). This is reflected by Cushing

et al. (1983), who stated that ‘streams are

best viewed as gradients, or continua, and

that classification systems which separate

discrete reaches are of little ecological value’.

Furthermore, the emphasis on longitudinal

change in physical structure and associated

ecological processes was done in the absence

of scale. Minshall et al. (1985) does address

spatial and temporal heterogeneity in the

context of its influence on the habitat

templet (sensu Southwood 1977) but the

RCC does not account for how physical and

biological structure at smaller spatial scales

may shape structural organisation at larger

spatial scales (e.g., Boys and Thoms, 2006)

or the influence of physical and ecological

change occurring at multiple spatial and

temporal scales.

Riverine ecosystem synthesis
Neither biocoenotic zonation nor the RCC

has the potential to provide a basis upon

which river research or management can

be placed. While many reasons have been

provided (Poole, 2002; Thorp et al., 2008),

chief among these is the failure to recognise

that physical conditions are not always

highly predictable on a longitudinal gradient

and that a given set of hydrogeomorphic

conditions can be repeated at multiple

locations within a river network. Recog-

nition of these attributes emerged in the

late twentieth century as scientists came

to appreciate river networks as a mosaic

of patches existing at multiple spatial and

temporal scales, with the type and arrange-

ment of these physical patches influencing

ecological form and function (e.g., Thoms,

2006; Townsend, 1989).

Physical patch structure of rivers was

increasingly emphasised around the turn

of the twenty-first century, and a series of

concepts such as the process domain concept

(Montgomery, 1999), river discontinuum

(Poole, 2002) and hydrogeomorphic zones

(Thoms, 2006) emerged. These various

concepts put forward the view that rivers

resemble a mosaic of physical patches

operating at multiple spatiotemporal scales,

where patches can be defined by their

hydrological, sedimentological and morpho-

logical attributes independent of location

within the stream network. The concepts

of Poole (2002) and Thoms (2006) went

further to note that patches can be found at

multiple locations within a stream network

where similar hydrological and geomor-

phological conditions exist. Development

of the hydrogeomorphic mosaic is based

on well-established principles of fluvial

geomorphology and landscape ecology

and complements the independent work

of Townsend (1989) who suggested that

a unifying stream framework based on

the patchy nature of rivers would provide

a more realistic and generalised means

of examining ecological processes than

continuum/clinal based concepts.

The riverine ecosystem synthesis (RES),

integrates the hydrological and geomorpho-

logical constructs of the hydrogeomorphic

mosaic perspective with expected ecological

responses to the physical mosaic of river
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networks (Thorp et al., 2008). This is where

the RES departs from other concepts and

models. While biocoenotic zonation and

the RCC emphasised longitudinal patterns

and were limited to what could best be

considered fixed large-scale patches, the

conceptual approach of the RES recognises

that hydrogeomorphic–ecological linkages

operate at multiple scales. Additionally,

the RES does not have a preconceived bias

of ‘I am in “X” stream order, therefore I

should expect “Y” physical conditions and

“Z” ecological processes’. Instead, the RES

calls for an analytical approach to allow for

self-emergence of where you are and what

should be expected. More importantly, this

concept departs from the location-specific

approaches that have constrained the

advancement of river science and broader

applications of what we learn (sensu Fisher

1997).

Patches are hierarchically organised in

time and space within the RES, with each

patch type possessing intrinsic hydrological,
sedimentological and geomorphological

attributes. Ecological traits, in turn, are also

hierarchically organised, thus allowing for

integration of hydrological, geomorpho-

logical and ecological character appropriate

for the scale of interest in research and

management. Patches vary in hydrolog-

ical variability and physical complexity,

including potential differences in num-

ber and permanency of lateral channels,

spatial diversity of current velocities, tem-

poral variability in flow/flood pulse rate

and extent, substrate size and variability,

chemical characteristics, riparian–channel

interactions and riverscape–floodscape

exchanges. Included at larger spatial scales

are functional process zones (FPZs), which

are repeatable along the longitudinal

dimension and only partially predictable

longitudinally, especially when comparing

among ecoregions.

The hydrogeomorphic patch approach

contrasts sharply from the longitudinal

perspective by recognising that rivers are

more than a single thread passing through a

terrestrial landscape (c.f., Ward and Tockner

2001). This view has been emphasised by

others through observation of the hetero-

geneous and discontinuous nature of river

systems (Fausch et al., 2002; Ward et al.,

2002; Thorp et al., 2008; Carbonneau et al.,

2012). It is for this reason that a founda-

tional property of the RES is recognition

that river networks must be viewed as

mosaics consisting of patches of differing

size, quality and character as a function of

their hydrological and geomorphological

condition (Wiens, 2002; Thorp et al., 2008).

Additionally, the hydrological and geomor-

phological attributes of these patches will

shape ecological structure and processes

within these patches. The character of

patches, therefore, establishes the basis on

which the structure and function of river

systems should be considered in research

and management.

The scalar nature of patches leads to an

additional key point on which the RES is

based; specifically, the acknowledgement

that river networks are comprised of hier-

archically arranged patches that are formed

by hydrological and geomorphological

processes. Patches are not isolated entities

functioning wholly independently of their

surroundings. Ecological and hydrogeo-

morphic characteristics of patches are also

shaped by their association with adjacent

patches. The type and arrangement of

smaller patches within any portion of the

river network gives rise to distinctive,

larger-scale patches with their own inherent

qualities. The location of a patch, regardless

of its scale, will be based on its hydrological

and geomorphological character, giving

their location low predictability along the
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longitudinal gradient of the network (Poole,

2002). A further advantage of the hierar-

chical nature of patches is that it provides

a mechanism for clearly defining bound-

aries. Clearly defined spatial and temporal

boundaries allow for clearer definition of

the processes, both physical and ecological,

operating within a patch and to delineate

flow pathways across patch boundaries

(Cadenasso et al., 2003; Strayer et al., 2003).

Underlying concepts for the
use of frameworks in River
Science

The complexity of riverine landscapes chall-

enges many traditional scientific approaches

and methods (Dollar et al., 2007). A river’s

multi-causal, multiple-scale character

constrains the usefulness of conventional

reductionist-falsification approaches, except

when applied at very small scales and

within limited domains (Thoms and Par-

sons, 2002). The complex character of rivers

instead requires a more iterative process

that is scale aware, akin to what Pickett

et al. (2007) labelled the new philosophy

of science. Frameworks for the successful

interdisciplinary study have been proposed;

most notably that by Thoms (2002) and

Dollar et al. (2007). Here we review the

underlying concepts of these, the majority

of which are based upon hierarchy.

A hierarchy is a graded organisational

structure. A hierarchical level (or holon)

is a discrete unit within a system and the

features of a level reflect both the level

above it and those of the level below it

within the hierarchy (Figure 2.1). Higher

levels within a hierarchy exert some con-

straint on lower levels, especially the level

immediately below (i.e., L-3 influences

L-4 more than it does L-5; Figure 2.1).

Conversely, lower levels influence the

structure and functioning of those at higher

levels, particularly the level immediately

above. Therefore, downward constraints

and upward influences explain the character

most strongly at the adjacent levels, and

this gives rise to emergent properties of the

level of interest. It is also important to note

that a level within a hierarchy is not a scale

but may be characterised by a scale (O’Neill

et al., 1989).

Scale defines the physical dimension of

an entity and Quinn and Keogh (2002)

characterise scale in terms of grain and

extent. Grain refers to the smallest spatial or

temporal interval in an observation set and it

has also been referred as the smallest scale of

pattern to which an organism may respond

(O’Neill et al., 1989) or the smallest scale of

influence of an ecosystem disturbance or

process driver (Rogers, 2003). Extent is the

total area or duration over which observa-

tions are made, the largest pattern to which

an organism responds (i.e., the habitats

used by a fish or the time over which a

given habitat is used), or the largest scale at

which a disturbance or process driver exerts

influence on the system. Therefore, grain

and extent define the upper and lower limits

of resolution in the description of a level of

organisation or an ecosystem. Assigning a

scale to a hierarchical level of organisation

provides contextual meaning and more

importantly it determines the variables and

units of measure that can be associated with

each level of a particular hierarchy.

Hierarchical concepts are common in the

sub-disciplines of river science – ecology,

geomorphology and hydrology – with

each sub-discipline having distinct levels

of organisation. The familiar hierarchical

levels of ecological organisation (organism,

species, community, ecosystem) are also

fundamental to ecological understanding
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Figure 2.1 Conceptual diagram of hierarchical organisation demonstrating where one level of organisation is

nested within the level immediately above. Increased dashing of arrows demonstrates that the decrease in the

degree to which the level of organisation of interest is influenced by other levels within the hierarchy. In this

example, the focus level, L-3, is most directly influenced by L-2 and L-4.

(Barrett et al., 1997). While these levels of

organisation or units are not scales (Petersen

and Parker, 1998), they operate in charac-

teristic spatial and temporal domains and

are used to stratify components within the

biological system. For example, physiology

and behaviour are generally studied at the

level of the individual, whereas species

richness and diversity are studied at the

community level and energy and nutrient

fluxes are studied at the ecosystem level.

Linking between sub-disciplines
of river science
Hierarchical interpretations within indi-

vidual sub-disciplines are not generally

applied in interdisciplinary applications

because they are not often compatible in

terms of variable representation and scale

connotation (Thoms, 2002). The frame-

works of Thoms (2002) and Dollar et al.

(2007) provide individual disciplinary (or

sub-system) hierarchical structures that are

independent of scale and then use scale as

the currency for linking them. Recognition

of spatial and temporal scales inherent to

the levels of organisation of a disciplinary

hierarchy makes integration of multiple

sub-systems possible (Dollar et al. 2007).

This is an essential step in the develop-

ment of a framework that incorporates an

interdisciplinary approach (Pickett et al.,

1994). Integration of the scales allows

researchers and managers to ask correct

questions through recognition that there

are causal linkages across geomorphological,

hydrological and ecological frameworks.

This perspective also acknowledges that
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structure and function of any kind are not

limited to a single level or scale.

There are four steps in the applica-

tion of the frameworks put forward by

Thoms (2002) and Dollar et al. (2007). The

first step requires identification of vari-

ous sub-systems and the second focuses on

describing the relevant levels of organisation

that characterise the different sub-systems

in the context of the issue/problem being

addressed. The third step involves the iden-

tification of appropriate scales and variables

within the different organisational levels

and step four describes the process inter-

actions between appropriately identified

sub-system components.

Step one: sub-system
identification
Many different disciplines study rivers,

among these are hydrology, geomorphol-

ogy, ecology, chemistry, engineering, social

science and economics. For the purposes of

this chapter we focus on the three primary

sub-systems of ecology, hydrology and

geomorphology. Geomorphology (in this

context fluvial geomorphology) considers

the landforms associated with river sys-

tems and the processes that form them.

Hydrology focuses on the occurrence and

movement of water through landscapes

and river systems. Ecology considers the

response of flora and fauna to changes in

water supply, sediment movement and

channel morphology along with changes in

landscape character and changes in other

biotic phenomena.

Step two: organisational
hierarchies
Each of these three sub-systems can be

represented as a hierarchical structure that

makes explicit the different organisational

levels. The identification and organisation

of parallel organisational sub-system hier-

archies constitute a substantive part of the

framework. It is important to recognise that

the three organizational hierarchies are dis-

similar in terms of the nature of their levels

within each hierarchy). Ecological levels are

biological abstractions, geomorphological

levels are physical entities while hydrolog-

ical levels are variable descriptors. Despite

the differences they are useful conceptual

constructs for correlating the sub-systems

through assigning scale.

Geomorphological factors sit within a

hierarchy of influence, where larger-scale

factors establish the conditions within which

smaller-scale factors form. As a result, river

systems can be divided into nested levels

that encompass the relationships between

a stream and its catchment at a range of

spatial and temporal scales. Examples of this

include: Frissell et al. (1986), van Niekerk

et al. (1995), Montgomery and Buffington

(1998), Petts and Amoros (1996) and

Thoms et al. (2004). The uppermost level of

organisation is the drainage basin and these

typically have a wide spatial extent and are

shaped by long-term geological and clima-

tological processes, making them relatively

resistant to change (Figure 2.2). Nested

within a drainage basin are functional

process zones (FPZs), which are lengths of

river that have similar geological histories

plus discharge and sediment regimes. They

can be further defined by major breaks in

slope and style of channel or floodplain

(Thoms and Parsons, 2002). FPZs can be

thought of as a longitudinal component of

the river system except, in a marked depar-

ture from applying stream order, FPZs have

limited predictability in location and can be

found repeatedly along the length of a river

(Thoms et al., 2004, 2007). These geomor-

phological features allow for the application

of an ecosystem framework because they,
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Figure 2.2 The geomorphological levels of organisation of riverine landscapes. Scale provides a relative measure

of the spatial extent of each level. Modified from Petts and Amoros (1996).

like all other geomorphological levels of

organisation, have a quantifiable spatial and

temporal dimension and provide a clear

demarcation of where you are in a river

that cannot be accomplished when relying

on location along a continuum. Reaches are

repeatable sections within a given FPZ and

are defined by their channel planform or

bedform character. The critical point here is

that a reach possesses a quantifiable spatial

and temporal scale. All too frequently, a

reach is an arbitrarily defined construct

assigned to a single riffle–pool sequence,

a section of river between bends, or a

several kilometre long stream section. This

approach leads to studies where the degree

of success in linking appropriate measures

among the hierarchies, or even to the results

of other studies, may be limited because

of a disregard for the true scalar nature of

a reach. The geomorphological hierarchy

continues down to the level of microhabitat

(Thoms and Parsons, 2002; Dollar et al.,

2007).

Five levels of hydrological organisation

have been identified as important in river

ecosystem function (Thoms and Sheldon,

2000). Flow regime is a long-term statis-

tical generalisation of flow behaviour or

climate that can extend over hundreds of

years (Figure 2.3). Flow history reflects the

sequences of floods, droughts, connectivity

and so on, over periods of 1–100 yr. The

flood pulse represents the cycle of flooding

typically over a period of < 1 yr. Next on the

hierarchy is channel hydraulics, which is

represented by measures of velocity and tur-

bulence. The temporal scale of hydraulics is

minutes to seconds that may influence bed-

form and boundary-sediment composition

(Dollar et al., 2007). The lowest hierarchical

level is fluid mechanics, with a duration

of seconds, which influences chemical

processes and has the potential to impact

which spaces are occupied by individual

organisms. In addition to the temporal

scales just described, spatial scales can also

be applied to hydrological levels of organi-

sation. The spatial dimensions of hydrology

are reflective of their scope of influence,

which can be viewed as complementary

to the spatial scale of geomorphological

hierarchy (Figure 2.3).

Hydrological models are commonly

formulated and developed within a spa-

tiotemporal hierarchical context, with

different orders of complexity and different

process descriptions at different scales.
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Figure 2.3 Organisational hierarchies in river science. To use this framework one must first define the relevant

spatiotemporal dimension for the study or question. Scales for each hierarchy are then determined and allow

the appropriate levels of organisation to be linked. The scale at the right demonstrates that linking levels across

the three hierarchies may be vertical, depending on the nature of the question (modified from Dollar et al.,

2007; Thorp et al., 2008).

Large-scale basin yield models commonly

use statistically integrated representations

of small-scale surface characteristics and

processes that would be described explicitly

in a small-scale urban flood-prediction

model (Schubert et al., 2008).

Step three: assignment of scales
The levels of organisation of the different

sub-system hierarchies cannot be matched

directly because they are scale independent

and non-commensurate. For example, a

baetid mayfly and a salmon both belong

to the individual or organism level of the

ecological hierarchy but each has a different

perception in terms of grain and extent

of patchiness within the landscape they

inhabit. Each of these organisms responds

to and influences a different range of

geomorphological and flow characteris-

tics. Likewise, an individual sand grain,

a geomorphic unit, and a river reach will

respond differently to a particular flow

event, and the dynamics of each can also

be described in terms of flow characteristics

at different levels in the hydrological hier-

archy. The three sub-systems can only be

integrated to resolve a particular problem

after appropriate scaling of the respective

organisational structures thereby producing

scaled hierarchies (Dollar et al., 2007).

An important step here is identification

of the spatiotemporal scales of the hier-

archical sub-systems. In the case of an

ecosystem framework for river science and

management, scale is applied to the generic
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organisational hierarchies for geomorphol-

ogy, hydrology and ecology (Figure 2.3).

Integration of the three hierarchies requires

them to be scaled according to the prin-

ciples presented previously. In particular,

different levels within each sub-systems’

organisational hierarchy are related to the

grain and extent of the proposed research or

management activity. Assignment of scale

to one level of organisation implies scales

for all other levels, leading to a hierarchy

of scales for a given sub-system. The same

process of establishing scale is applied to

the other two hierarchical sub-systems.

Once spatial scales have been assigned, the

temporal scales of sub-system components

can also be distinguished, hence signifying

their different frequencies of occurrence

and/or rates of change. Processes at higher

levels have lower rates and frequencies,

and therefore operate more slowly and over

larger spatial arenas than those at lower

levels. Once scales have been set, decisions

can be made that best address research and

management goals at the appropriate scales

(Figure 2.4).

Step four: component interactions
Interactions between the various sub-system

hierarchies can be achieved in many ways

and the use of flow chain models is a

common approach (Shachak and Jones,

1995). Flow chain models have four basic

components; the abiotic or biotic agent of

change, or driver; the template or substrate

upon which the driver acts; controllers of the

driver; and an entity or process that responds

to the driver (Shachak and Jones, 1995).

Responders are sets of processes, organisms

or parts of the physical environment and

controllers act directly or indirectly on the

agent. Organisms and processes respond

differently to the sub-system in its different

states. Floodwater, for example, acts as an

agent of change by redistributing sediment.

The pattern (product) of this redistribution

may be controlled, in part, by large woody

debris or outcropping bedrock in the chan-

nel (Dollar et al., 2007). Flow chain models

have been used in ecology to demonstrate

changes in heterogeneity (Pickett et al.,

2003) and diversity (Shachak and Jones,

1995) and multi-level flow chain models

allow for integration of time and space

at multiple scales. Integration of scaled

hierarchies with process models allows

scientists and managers to view a landscape

as a nested patch hierarchy rather than

as a geographic arrangement of ecosystem

components. This perspective allows the

explicit recognition that agents of change

act across a range of scales and helps in

identifying those physical drivers of change,

at appropriate scales. Biological response

links in the hierarchy of flow chain models

can also facilitate similar recognition and

description of biological agents of change

across the spectrum of scales.

The use and abuse of an
interdisciplinary approach
in the research
and management of riverine
landscapes

River science is an exciting and robust inter-

disciplinary scientific endeavour. Because of

its fundamentally integrative nature, it has

great potential for not only generating broad

understanding about complex natural phe-

nomena but also in providing relevant and

critical guidance to decision makers seeking

solutions to environmental problems and

to river managers. Such understandings

must be generated from sustained research

at multiple scales and applied in multiple

settings (Likens, 1992). Models, theories
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Figure 2.4 Example of linking relevant levels of organisation and scales for research or management. If the

question relates to, in this example, the behavioural pattern of fish movements, the ecological level of organ-

isation is the population level. Behavioural patterns would be influenced greatly by short-term (flood pulse)

and longer-term (flow history) hydrological conditions. The most appropriate geomorphological scale at which

to observe patch use and movement behaviour would be the functional set. The starting point for a study can

be in any of the three levels of organisation.

and frameworks are only of academic value

if not applied. In this section, the conceptual

framework outlined in the previous sections

is applied in a range of settings.

Monitoring and evaluation
The Sustainable Rivers Audit (SRA) is

a long-term programme developed to

assess river ecosystem health of the

Murray–Darling Basin, Australia. Develop-

ment of the SRA was strongly influenced

by the Environmental Monitoring and

Assessment Program (EMAP) of the U.S.

Environmental Protection Agency, particu-

larly for the development of study design

and criteria for indicators (Davies et al.,

2010). The focus of the programme is to

use a multidisciplinary approach to assess

ecosystem health of river valleys within

the Murray–Darling Basin. Surrogate mea-

sures of ecosystem processes (e.g., nutrient

cycling, energy flow, sediment transport)

derived from variables obtained under five

themes – hydrology, fish, macroinverte-

brates, vegetation and physical form – are

used to generate indicators of ecosystem

health. The expressed scale of measurement

within each theme is the valley scale.

Multiple scales were also considered in the

design in recognition that some processes,

or organisms, will respond across short-

to long-term spatial and temporal scales
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(Davies et al., 2010). A pilot of the SRA was

initiated in 2001 before the first formal audit

over 2004–07.

Data for the hydrological, physical, fish

and macroinvertebrate themes were all col-

lected at the site scale. The exception was the

vegetation theme where data were collected

in a manner that was most appropriate for

the FPZ to valley scale. Observations for the

themes were aggregated in an attempt to

‘scale up’ to the valley scale. Further data

aggregation was performed to distill the

range of observations to create a single indi-

cator score of ecosystem health. Regardless

of whether the ‘site scale’ is considered to be

a mesohabitat, functional unit or functional

set, all of these are levels of organisation

that would not exert an influence on eco-

logical structure and function at the valley

scale. There is a fundamental mismatch of

scale in terms of the scale at which data

were collected and the scale at which these

data were applied for the river assessment;

sensu hierarchy theory. In addition, there

is further aggregation of data to single

metrics of ecosystem health, further limiting

the potential to elucidate the nature of

responses of the theme-based variables,

which are likely to be more sensitive to

agents of change across multiple spatiotem-

poral scales. This latter element can only be

divined through multivariate comparisons

of predictor and response variables, even

when comparisons are made for observed

vs. expected (reference) expected conditions

for response variables.

Issues of scale mismatch and inappro-

priate data aggregation are common to

many monitoring and assessment schemes,

including EMAP (Angradi et al., 2006). The

framework prescribed for the SRA is sound

from the perspective of ecosystem structure;

however, its utility is diminished by how

scale is applied and data organisation. As

outlined above, the levels of organisa-

tion immediately above and below place

constraints and limits on the operational

mechanisms of the level of interest. Levels of

organisation that are farther removed exert

less influence on structure and processes

operating at the organisational level of

interest. In this case, evaluation at the valley

scale should also focus on the functional

process zone and not the site level because

the organisation and characteristics of FPZs

will define process and structure of the river

valley. Moving the focus from the site to

FPZ level also changes the temporal scale

because sensitivity to change in physical,

chemical and ecological character are lower

at larger spatial scales (Figure 2.2). The scope

of observation of driver variables, therefore,

must encompass longer temporal scales

to fully assess their impact of ecosystem

health.

Data for indicator variables must also be

collected to reflect the appropriate scales

at which the assessment is taking place.

Aggregating data from multiple sites does

not equate to measurements relatable to

higher levels of organisation. Unlike the

site scale, where small sample areas would

be the determinant for a sample scheme,

broader collection of data would, in the

case of the SRA’s intent, need to more

closely reflect conditions at the valley and

FPZ scale. Broad representation would not

necessarily reflect every type of habitat

present since this level(s) of organisation

would not place limits on structure and

organisation observed at the FPZ and valley

scale (Thorp et al., 2008). Sample themes

should also reflect relevant levels of organi-

sation. For example, direct measures for the

generation of food web models and mass

balance of nutrient processes are possible

across multiple scales, including river valley

and FPZs (sensu Woodward and Hildrew,
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2002; Richardson et al., 2004). Moreover,

functional measures would provide a

more representative comparison against

short-term and long-term hydrological and

geomorphological variables.

Ecosystem goods and services
Goods and services provided by river ecosys-

tems have become an increasingly important

part of the rationale in the maintenance

of natural integrity and rehabilitation of

riverine landscapes (Thorp et al., 2010;

Yeakley et al., Chapter 17). Appreciation of

scale is a critical component of determining

the types of ecosystem services currently

available as well as ascertaining the value

of reestablishing a given type(s) of services.

The latter situation, therefore, requires a

priori development of a conceptual model

built within an ecosystem framework as a

basis for decision making. Reconnection of

floodplains for water storage or nutrient

sequestration provides an example of this.

Functional process zones differ in the role

of river–floodplain connectivity relative to

floodplain geomorphology and hydrological

patterns. When reconnection of a river

channel to its floodplain is considered, the

question might be ‘how much spatial and

temporal reconnection is needed to realise

a cost-effective return on water storage?’

Thorp et al. (2010) propose that benefits

may reach an asymptote whereby there

would be a point at which further setback of

levees may lead to increased costs and loss of

other services (e.g., agricultural land) while

providing little additional gains in water

storage. The decision-making process must,

therefore, consider where services are cur-

rently provided, where in the river network

these services can be reintroduced, and to

what extent they can be reestablished while

not adversely impacting other services. Also

included in this would be recognition of the

relevant scale(s) to address for optimising

benefits.

Nutrient sequestration and removal,

while an ecosystem-level process, can be

evaluated at different spatial and temporal

scales. Mass balance determination of inputs

and outputs at the river valley scale are

useful in determining basins critical to

contributions of nitrogen. Such was the

case in identifying the Upper Mississippi

River Basin as the major source of nitrogen

loading contributing to the hypoxia zone

in the Gulf of Mexico (Rabalais and Turner,

2001). Smaller scale evaluation becomes

important only when more specific infor-

mation on location of nutrient input and

removal are needed. Richardson et al. (2004)

quantified nitrogen dynamics across a suite

of functional sets in the Upper Mississippi

River with backwaters identified as key

locations for denitrification. They also deter-

mined that the capacity for denitrification

in backwaters was limited because natural

hydrological dynamics delivered nitrogen

to backwaters in the spring when biological

activity would be low. Richardson et al.

(2004) further concluded that putting water

into backwaters during biologically active

periods would likely be of limited benefit

because nitrogen content in river water

would greatly exceed potential for deni-

trification. This was only possible through

examination of nitrogen processes at the

appropriate scale and integrating biolog-

ical, geomorphological and hydrological

conditions.

Research
The key attribute of bringing this approach

into research is recognising that an ecosys-

tem framework is not limited to addressing

questions at the ecosystem level of organ-

isation. Indeed, this framework can be

implemented for any geomorphological,
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hydrological, or ecological level of organi-

sation through the application of relevant

spatial and temporal scales. Realisation

of scale, in turn, allows for establishment

of research boundaries that are identified

through self-emergence of the inherent

properties through multivariate analysis

rather than arbitrarily designating a sam-

ple area. Reliance on the self-emergent

properties of a study area or focal level of

organisation is critical in that it minimises

bias that commonly occurs when decisions

are based solely on investigator-based crite-

ria. The examples below help to demonstrate

the applicability of an ecosystem approach.

Moreover, these investigations highlight the

benefits of interdisciplinary studies and the

value added in considering the influence of

levels of organisation above and below the

focus level of a study for achieving greater

insights on pattern and process. They also

demonstrate the need to not rely solely

on a reductionist approach with a single

predictive variable or a suite of variables

at a single scale. Study designs based on

a holistic ecosystem framework increase

the likelihood of generating meaningful

causal relationships across and within eco-

logical, geomorphological and hydrological

realms.

Parsons and Thoms (2007) examined the

association between large woody debris and

channel morphology in the River Murray

across multiple spatial scales. Reach was

the highest spatial scale, which consisted

of a 95-km section of the river. Eight func-

tional sets were identified using variables

describing channel planform. Functional

units were identified within each functional

set based on location longitudinally and

laterally within the channel (Figure 2.5).

Location of wood was identified through

aerial photographs and field observations.

The location of large wood in the channel

was recorded as well as length, angle to

flow, distance from bank, structural com-

plexity and length. Initial analysis revealed

no distinct organisation of wood at the

reach scale, indicating that distribution was

uniform. The degree of curvature of the

channel was a key determinant of distribu-

tion of large wood in functional sets and

eight of the twelve types of functional units

possessed unique distributions of wood.

They concluded that examination at only

one scale would not have fully described

the influence of channel morphology on the

arrangement of large woody debris and, in

fact, would have identified no pattern had

the study been done only at the reach scale

(Parsons and Thoms, 2007). The study also

demonstrated the application of multivariate

statistics in establishing boundaries for the

hierarchical scales.

Southwell and Thoms (2011) took a

multi-scale approach to examine the pat-

tern of sediment character and nutrient

concentrations of inset-floodplain surfaces

(benches) within the paleochannel trough

of the Barwon–Darling River, Australia.

Two reaches were identified and, within

each reach, benches were selected within

confined and unconfined sections of the

paleochannel trough and channel planform.

Sediment samples were identified based on

grain size and entropy analysis revealed

five sediment texture groups. Total carbon,

total nitrogen and total phosphorus were

measured from subsamples of sediment

samples. Southwell and Thoms (2011)

observed no strong longitudinal or lateral

gradient in either nutrient concentration

or sediment texture. They did, however,

note that nutrient concentrations were

closely correlated with sediment texture

and that elevation of inter-channel bench

surfaces also influenced sediment charac-

ter. They concluded that the absence of a
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2

3

4

Reach scale – from

Yarrawonga to TocumwalTocumwal

Yarrawonga

Functional Set scale –

Sub – reaches of the study reach

Inflection

Point

Functional Unit scale –

Sectors = 1/12th of sub-reach

Inner Channel

Centre Channel

Outer Channel

Flow direction

1

C1

O1

Figure 2.5 Example of the division of a study reach into different scales of measurement to examine the rela-

tionship between channel morphology and the location and abundance of large wood. As a perspective, the

distance between Tocumwal and Yarrawongo is 46 km on a straight line. After Parsons and Thoms (2007).

longitudinal and lateral pattern in nutrient

concentrations indicated that larger-scale

geomorphic characteristics were not placing

constraints on the spatial distribution of

nutrients (Southwell and Thoms, 2011).

Instead, arrangement of nutrients in the

Barwon–Darling River was dictated by con-

ditions at smaller spatial scales, specifically

sediment texture and elevation. They also

emphasise that the spatial mosaic evident

in nutrient concentration across larger

spatial scales highlights the patchy nature

of river floodplains, thereby necessitating a

scale-based analysis of form and processes.

Webb et al. (2011) considered the

influence of hydrological and physical

characteristics on fish communities within

in-channel waterholes across multiple

rivers in the Lower Balonne River system.

Historical records from gauging stations

closest to each site were used to generate

a suite of hydrological variables reflective

of flow regime, flow history and flow

pulse. Fish were identified, measured for



�

� �

�

32 Chapter 2

placement into size-classes, and counted to

obtain community- and population-level

measures. They determined that hydro-

logical conditions at different temporal

scales shaped different components in the

organisation of fish assemblages (Webb et al.,

2011). Long-term hydrological measures

acted as a determinant of community-level

organisation, specifically, the number and

types of species present as well as their

persistence. Hydrological variables reflective

of flow-pulse, on the other hand, acted on

population-level traits – the size structure

of individual populations. Moreover, they

noted that long-term hydrological character

operated at the spatial scale of the Lower

Balonne system, whereas flow-pulse factors

placed constraints at the waterhole scale.

As was the case in the other examples,

this study highlights the importance of

incorporating multiple spatial and temporal

spatial scales. It also accentuates the need

to consider hydrology as something more

than simply a measure of current velocity

or annual discharge even for a study where

these measures are scale appropriate.

Summary

River science is an exciting and robust field.

Because of its fundamentally integrative

nature there is great potential for generating

broad understanding about complex natural

phenomena. Such understanding, generated

from sustained research at multiple scales,

can also provide relevant and critical guid-

ance to decision-makers seeking solutions to

environmental problems and to managers

of natural resources. The direction we have

laid out for the future of river research and

management is a marked departure from

past approaches. Viewing river systems from

an interdisciplinary perspective demands a

philosophy of being scale aware and moves

away from a reliance on the conventional

reductionist falsification approach which

limits our understanding of rivers as com-

plex systems. Moreover, it is essential that

we recognise the limitations of attempting to

use conceptual models, rather than frame-

works, as a basis for establishing the basis

for research and management (Dollar et al.,

2007). Problems arise when conceptual

models are too general (e.g., Vannote et al.,

1980), particularly when their lack of a

scalar perspective leads to extrapolation of

data among disparate regions which con-

tribute to a lack of complete understanding

of ecological and hydrogeomorphological

character (Fausch et al., 2002; Carboneau

et al., 2012).

Hierarchy and scale are fundamental

tenets of hydrology, fluvial geomorphology

and freshwater ecology. However, identi-

fication of appropriate scales or levels of

organisation that link similar attributes

across sub-disciplines is rarely attempted

because of entrenched views within indi-

vidual disciplines. Our framework matches

a problem with a river system process in

a manner whereby the appropriate causal

explanations can be identified at the correct

spatial and temporal scales. This, in turn,

allows consideration of paradigms from

different disciplines that may be descriptive,

explanatory or experimental but which

ultimately lead to multiscale predictions

of pattern–process and process–pattern

relationships. The primary components of

the framework are:

(a) There should be an emphasis on the

need to define the study domain

in terms of its spatial and temporal

dimensions.

(b) Ecological, geomorphological and

hydrological complexity can only be

deconstructed by research at multiple
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scales. Multi-scale studies provide a

mechanism for embedding small scale

understanding within the context of

larger scale understanding.

(c) Studies at different scales are amenable

to different approaches. At large scales

there is seldom the luxury of replication

and controls so that generalisation (pat-

tern seeking) and causal explanation

are more appropriate than experimental

testing.

(d) The classic emphasis on falsifiability is

too restrictive for river science because

the prerequisites for its use – universality

and simple causality – seldom apply

in natural systems where organisms

and their abiotic environment are

characterised by multiple causality.

To achieve the full potential of an ecosys-

tem framework, it is critical to train

ourselves and our students to carry out

interdisciplinary research. The first step

is the recognition that multidisciplinary

and interdisciplinary are not the same

things. Integration of the sub-disciplines

of river science and the emergence of

new paradigms is required for it to be

truly interdisciplinary and this includes the

unravelling of their own key concepts and

operational scales. We may attempt to do

interdisciplinary research individually or

through collaboration of ideas and data,

but all too often the response is to retreat

to the friendly confines of our own disci-

plines in the face of apparent complexity

of interdisciplinary research. All too often

integrating the different sub-disciplinary

hierarchies has been a stumbling block for

true interdisciplinary science. Integration

of the sub-disciplines can be accomplished

through the merging of the hierarchical

levels of organisation and application of

scale. Hierarchy theory has been around

for some time, but its application has been

restricted largely because of its apparent

complexity. Many view hierarchy theory as

highly complex and as more of an esoteric

academic exercise. When, however, it is

put into a framework such as that provided

here, hierarchy becomes accessible and ripe

for application. Complexity is something

to embrace rather than from which to

retreat. In embracing complexity, we can

begin to make hierarchy, and River Science,

something that is used and not just useful

(Rogers, 2008).
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Fine sediment transport and management
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Background and context

Traditionally, studies of sediment transport

by rivers have distinguished the coarse

bedload component from the finer sus-

pended load. The latter component is often

further subdivided into a coarser fraction,

designated the suspended bed material load,

and a finer fraction termed the wash load

(Shen, 1981).The wash load is commonly

assumed to be derived from the catchment

surface, to be rapidly transported through

the channel system and to have limited

interaction with the channel bed. As such it

was generally seen by hydraulic engineers

as having limited importance for river

morphology and river management. By

virtue of its source outside the river channel

and the fact that most rivers can transport

a much greater wash load than is actually

transported, the wash load differs from the

suspended bed material and bedload in that

it is a non-capacity load that is supply con-

trolled, rather than being controlled by the

transport capacity of the river. This means

that it is difficult to predict using hydraulic

variables, and it was commonly excluded

from theoretical treatments of sediment

transport as being something that needed

to be measured, should it prove important.

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
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Against this background, fine sediment

transport by rivers traditionally received

relatively little attention, compared with

the coarser load, except where reservoir

sedimentation was a potential problem or

such information was used to assess rates

of soil loss or land degradation (e.g., Graf,

1971; Shen, 1981).

Two developments changed this situation

and directed increased attention to fine sed-

iment transport by rivers. The first, which

can be traced to the 1970s and 1980s, was

the increasing recognition of the importance

of fine sediment as a vector for the transfer

of nutrients and contaminants through

river systems (see Förstner and Muller,

1974; Golterman, 1977; Golterman et al.,

1983; Allan, 1986). Fine sediment particles

are highly active chemically and act as a

substrate for the adsorption of nutrients,

particularly phosphorus (P), and many

contaminants such as heavy metals, pesti-

cides and other persistent organic pollutants

(POPs). Sediment-associated transport can

exert a key control on the transfer and fate of

such substances within fluvial systems and

an understanding of fine sediment transport

and loads is an essential pre-requisite for

understanding and controlling nutrient

and contaminant fluxes and diffuse source
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pollution. This was well demonstrated by

the pioneering work of the joint US–Canada

International Commission on the Great

Lakes (IJC) and its Pollution from Land Use

Activities Reference Group (PLUARG) in the

1970s. This aimed to reduce eutrophication

and pollution in Lake Erie and Lake Ontario

and identified the need to reduce the mobili-

sation of sediment from agricultural land and

its transport to the lakes (PLUARG, 1978).

The second development is linked to the

above and reflects the growing recognition

of the wider ecological importance of fine

sediment in degrading aquatic and riparian

ecology and habitats. This degradation is

partly a response to the pollutants that are

frequently associated with fine sediment,

but can also reflect the physical impact of

excessive amounts of fine sediment. The lat-

ter can, for example, involve reduced light

transmission and smothering of the stream

bed and aquatic vegetation. The silting of

fish spawning gravels, which reduces the

flow of water through the gravels and the

supply of oxygen to the eggs (Heywood and

Walling, 2007; Sear et al., 2014), is another

example. There are, however, many other

ways in which fine sediment can impact

adversely on aquatic ecology (see Chapman

et al., 2014; Collins et al., 2011; Jones et al.,

2012a,2012b, 2014; Kemp et al., 2011;

Thompson et al., 2014; Von Bertrab et al.,

2013; Wagenhoff et al., 2013; Wood and

Armitage, 1997).

The environmental problems outlined

above highlight the potential role of fine

sediment as a pollutant and this has been

recognised in the EU within the Water

Framework (European Parliament, 2000),

Freshwater Fish (European Parliament,

2000) and Habitats Directives (European

Council, 1992) and by the US Environmen-

tal Protection Agency (EPA) through the

introduction of Total Maximum Daily Load

(TMDL) standards (Hawkins, 2003). These

problems have in turn directed increased

attention to managing fine sediment mobil-

isation and transport and this has been

coupled with a changing view of the signifi-

cance of load magnitude. In the traditional

hydraulic engineering context, linked

to reservoir and channel sedimentation

and land degradation, problems generally

increased as sediment yields increased. In

the wider ecological context, however, rivers

with low sediment loads are often the most

sensitive to small changes in fine sediment

concentrations or load and such rivers can

experience greater problems and necessitate

more intensive management than those

draining areas with higher sediment yields

(Collins and Anthony, 2008a).

Key concepts

In seeking to develop an improved under-

standing of the fine sediment loads of rivers

and to ultimately manage such loads, four

key concepts can usefully be emphasised.

These are, firstly, the non-capacity and

supply-controlled nature of fine sediment

transport, secondly, the significance of grain

size, sediment composition and composite

particles, thirdly, the importance of sedi-

ment source and finally the need to view the

fine sediment load of a river as a component

of the overall catchment sediment budget.

These concepts will be briefly considered

in turn.

Non-capacity supply controlled
transport.
As indicated above, fine sediment or wash

load transport differs from the transport of

coarser sediment in that it cannot be treated

as a capacity load. The supply is generally far

more important than the transport capacity
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in determining the magnitude of the load.

Such behaviour is clearly demonstrated by

Figure 3.1. Figure 3.1a illustrates the vari-

ation of suspended sediment concentration

during a sequence of storm hydrographs

monitored at the outlet of the 46 km2

catchment of the River Dart in Devon, UK.

The data demonstrate that the sediment

concentration and discharge peaks are out

of phase and that the supply can be depleted

and subsequently replenished during a

sequence of events. Figure 3.1b presents the

suspended sediment rating curve or plot of

suspended sediment concentration versus

discharge for the 262 km2 catchment of

the River Creedy at Cowley in Devon, UK.

Suspended sediment concentrations can be

seen to range over more than two orders

of magnitude for a given water discharge

or transport capacity and the sediment

concentrations associated with a given

discharge are significantly higher in summer

than in winter and are generally higher on

the rising stage than on the falling stage.

Sediment grain size, composition
and composite particles
Recognition of the important role of fine

sediment in the transport of nutrients and

contaminants and its potential impact in

degrading aquatic ecosystems has signifi-

cantly expanded information requirements.

In addition to information on the magni-

tude of fine sediment concentrations and

loads, there is also a need for informa-

tion on the properties, composition and

structure of the sediment particles. Grain

size composition exerts a key influence on

sediment-associated transport, since clay-

and fine silt-sized particles are generally

more chemically active than larger particles

(Horowitz, 1991). Likewise, the presence

of organic matter, either as discrete par-

ticles, surface coatings or more complex

associations with inorganic particles, can

exert a key influence on the role of fine

sediment as a substrate for contaminant

transport. The complex nature of fine sedi-

ment transport is further emphasised by the

fact that few particles will exist in isolation.

Most will be transported as composite

particles or flocs, comprising large numbers

of smaller particles of mineral or organic

matter and with highly complex structures

(see Droppo, 2001; Droppo et al., 2005). The

individual components of flocs may be held

together by several mechanisms, including

electrochemical forces and sticky material

and filaments associated with bacteria and

extracellular polymeric substances (EPS).

Figure 3.2 presents highly magnified images

of several suspended sediment particles,

which emphasise their complex structure.

Traditional grain size analyses undertaken

in the laboratory generally involve removal

of organic matter and chemical and physical

dispersion of the particles. The results may

therefore bear little relation to the actual in

situ or effective particle size of the particles

transported by a river and any attempt to

understand the hydrodynamic behaviour of

suspended sediment particles must take this

into account (Williams et al., 2008).

The importance of sediment
source
The need to understand sediment properties

and the role of fine sediment in nutrient and

contaminant transport necessarily directs

attention to the importance of sediment

source in influencing these key aspects.

Source can be defined in terms of both spa-

tial location within the upstream catchment

(e.g., areas of contrasting geology or differ-

ent sub-catchments) or source type, which

reflect the processes responsible for sedi-

ment mobilisation and the related source

areas. The latter could, for example, include
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Figure 3.1 Evidence for the supply control of suspended sediment transport, showing (a) the variation of sus-

pended sediment concentration through a sequence of storm hydrographs on the River Dart at Bickleigh,

Devon, UK and (b) the relationship between suspended sediment concentraton and discharge for the River

Creedy at Cowley, Devon, UK for the period 1972–74.
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Clay

Bacteria

EPS 300 microns

(10,000 microns = 1 centimetre)

Figure 3.2 Micrographs of suspended sediment particles depicting (left) a small floc (scale bar = 0.5 μm) and

(right) a group of larger flocs. (Source, Ian Droppo, Environment Canada.)

channel erosion, gully erosion and erosion

of surface soils from areas under cultivation

or pasture by sheet and rill erosion. In some

catchments, roads and urban areas, point

sources and effluent from sewage treatment

can also represent important sources of fine

particulates. Sediment sources can change

both seasonally and between and during

events and such changes can result in

significant changes in sediment properties,

including grain size (e.g., Ongley et al.,

1982). Information on the source of the

sediment transported by a river is also likely

to be of critical importance when developing

sediment control or management strategies.

To be effective and to maximise the return

on expenditure, such strategies must target

the most important sources (Gellis and

Walling, 2011). Information on sediment

source is difficult to obtain using traditional

monitoring techniques, but recent advances

in sediment source fingerprinting (Walling,

2013) have provided the means to obtain

such information and this technique will be

discussed further below.

Catchment sediment budgets
It is important to recognise that the fine

sediment output from a catchment repre-

sents the result of a complex interaction

of sediment mobilisation from a variety of

sources within the catchment, the transfer

of that sediment to and through the channel

system, and the temporary and longer-term

storage of the sediment as it moves through

the sediment delivery continuum. This

system must be understood if fine sediment

transport and yields, and changes resulting

from climate change or changing land use

and land management, are to be successfully

predicted. Much of the sediment mobilised

from the upstream catchment area may

not reach the catchment outlet. Equally,

sediment yields could change as a result

of remobilisation of stored sediment. The

catchment sediment budget, as proposed by

Trimble (1983) and illustrated in Figure 3.3

for the now classic example of Coon Creek,

Wisconsin, USA, affords a valuable con-

ceptual tool for representing this complex

interaction of sources and sinks. In the

360 km2 Coon Creek catchment, only

∼5–7% of the sediment mobilised within

the basin reached the basin outlet, with

the remainder being stored within the

catchment. Reduction in rates of soil loss

from the agricultural areas in the catchment

by about 25% after 1938, as a result of

the implementation of soil conservation

measures, was not reflected by reduced

sediment output from the catchment. This

was largely because of remobilisation of
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(a) Coon Creek 1853–1938 (b) Coon Creek 1938–1975

Figure 3.3 Sediment budgets for Coon Creek Wisconsin, for the periods 1853–1938 (a) and 1938–75 (b). (Based

on data presented by Trimble, 1983.)

sediment from sinks in the middle valley.

The sediment budget must be seen as key

tool both for understanding sediment export

from a catchment and, perhaps even more

importantly, for supporting the design and

implementation of effective sediment man-

agement programmes (Walling and Collins,

2008; Gellis and Walling, 2011).

Tools for meeting new
information needs

Increased interest in the fine sediment

loads of rivers has been paralleled by the

development of a range of tools for meeting

requirements for new information. These

developments partly reflect the need to

address new questions, but they are also a

reflection of timely technological advances.

They span improved monitoring techniques

and equipment, sediment source finger-

printing, sediment tracing and modelling

fine sediment yields across a range of tem-

poral and spatial scales and for a range of

purposes. These areas are reviewed below.

Monitoring techniques and
equipment
The non-capacity and supply-controlled

nature of fine sediment transport (e.g.,

Figure 3.1) means that carefully designed

monitoring programmes are necessary to

obtain reliable information on suspended

sediment transport (Walling et al., 1992). In

large rivers, where discharge and sediment

concentration change relatively slowly, a

programme of daily sampling might be

sufficient to define the record of variations

in suspended sediment concentration or

load. However, as the size of the catch-

ment reduces and the response to rainfall

becomes more flashy, the frequency of

sampling needs to increase. Most of the

suspended sediment load of a stream or

river is transported during storm events

and primarily by the large events. Typically,

about 75% of the load is transported during

about 5% of the time and it is critical that

the sediment concentration record should be

documented in detail during the key events.

Suspended sediment samplers and sampling

techniques are now well developed (see

Gray et al., 2008), but the need to visit

the site can make it difficult to assemble a

detailed record of suspended sediment con-

centration. The development of automatic

samplers has provided a means of overcom-

ing this problem, although problems can

arise in ensuring that the sample collected is

representative of the channel cross section.

Such samplers can be programmed to
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collect suspended sediment samples when

flow or concentration (turbidity) exceeds a

pre-set threshold and to vary the sampling

frequency according to the rate of change of

flow or turbidity (e.g., Lewis, 1996). Record-

ing turbidity meters, which now commonly

employ optical backscatter (OBS) sensors,

also offer a means of collecting a continuous

surrogate record of suspended sediment

concentration (e.g., Gray and Gartner, 2010;

Schoellhamer and Wright, 2003) and are

widely employed for monitoring suspended

sediment transport. This approach is, how-

ever, heavily dependent on the existence

of a well-defined calibration relationship

between sediment concentration and tur-

bidity and this relationship can be affected

by changes in the grain size composition

and colour of the sediment load (Sutherland

et al., 2000). The time integrating trap sam-

pler developed at the University of Exeter

(Phillips et al., 2000; Russell et al., 2000) is a

very simple device which has met an impor-

tant need for the automated collection of

sizeable representative samples of suspended

sediment for use in sediment fingerprinting

investigations. Where large instantaneous

samples of suspended sediment are required

for subsequent analysis, continuous flow

centrifuges have proved an effective means

of dewatering and recovering the sediment

(see Ongley and Blatchford, 1982).

The need for easily derived information

on the grain size composition of suspended

sediment samples has been addressed by the

development of laboratory laser diffraction

analysers. However, as indicated above, the

grain size distribution measured in the lab-

oratory may differ significantly from the in

situ or effective distribution that exists in the

river, due to the presence of flocs or compos-

ite particles, which are likely to be broken

up during the laboratory measurements

(Phillips and Walling, 1995). As a result,

attention has been successfully directed to

the in situ deployment of laser diffraction or

scattering probes (e.g., Phillips and Walling,

1997; Gray et al., 2004; Williams et al., 2007).

The current generation of LISST laser-based

equipment developed by Sequoia Scientific

specifically for river studies includes an in

situ laser probe contained in a streamlined

body (LISST-SL) and a portable battery

powered streamside monitoring unit that

pumps water directly from the river and

which can be programmed to make mea-

surements at intervals of between 5 minutes

and 60 minutes (LISST-Streamside).

Sediment source fingerprinting
There is an increasing need for informa-

tion on the source of the fine sediment

transported by a river. Such information

is essentially impossible to obtain using

traditional monitoring techniques, but the

development of sediment source finger-

printing techniques has provided a timely

and effective means of meeting this need.

Sediment source fingerprinting is founded

on two key principles. Firstly, one or more

diagnostic physical or chemical properties

are used as fingerprints to discriminate the

source materials associated with the poten-

tial fine sediment sources in a catchment.

Secondly, comparison of the equivalent

properties of the suspended sediment trans-

ported by a river with the fingerprints of

the potential sources provides a means of

establishing the relative contribution of the

individual sources. Use of this approach can

be traced back to the 1970s and the work of

researchers such as Klages and Hsieh (1975),

Wall and Wilding (1976) and Walling et al.

(1979). However, the assessment of the

relative importance of different sources pro-

vided by these early studies was essentially

qualitative. Since then, the approach has

been successfully developed and refined,
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with most emphasis being placed on deter-

mining the relative importance of different

source types. Following Walling (2013),

seven key developments which have been

incorporated into current approaches, can

be identified as follows:

(1) Use of multiple properties or composite

fingerprints, involving a wide range of

different physical and chemical prop-

erties, to strengthen the discrimination

between different sources and to permit

a greater number of potential sources

to be identified. Sediment properties

that have now been successfully used as

source fingerprints include a wide range

of geochemical parameters, isotopic sig-

natures, radionuclides, sediment colour

and spectral reflectance and compound

specific stable isotopes (e.g., Collins et al.

2010a; Douglas et al., 2003; Gibbs, 2008;

Martínez-Carreras et al., 2010; Tiecher

et al., 2015; Wallbrink et al., 1998).

(2) Incorporation of statistical tests to con-

firm the ability of particular fingerprint

properties to discriminate between

potential sediment sources and to assist

in the selection of the ‘best’ composite

fingerprint (e.g., Collins et al., 2012;

Juracek and Ziegler, 2009; Laceby et al.,

2015; Motha et al., 2003).

(3) Use of numerical mixing (or unmixing)

models to provide quantitative assess-

ments of the relative contribution of

different potential sources (e.g., Collins

et al., 2010a; Fox and Papanicolaou

2008; Haddachi et al., 2014; Lamba

et al., 2015; Lin et al., 2015; Nosrati et al.,

2014; Palmer and Douglas, 2008).

(4) Use of specific size fractions to take

account of contrasts in grain size com-

position between suspended sediment

and catchment source materials, testing

fingerprint properties for conserva-

tive behaviour and incorporation of

grain size and organic matter enrich-

ment/depletion effects into the mixing

models used for source apportionment

(e.g., Collins et al., 1998, 2013a,b;

Motha et al., 2003, Russell et al., 2001).

(5) Extension of the approach to consider a

wider range of ‘targets’, in addition to

samples of suspended sediment. These

include surrogates for suspended sedi-

ment, such as floodplain surface scrapes

and fine sediment deposits from river

channels (e.g., Collins et al., 2010a),

particular ‘problem sediments’, such as

interstitial fine sediment recovered from

fish spawning gravels (e.g., Walling

et al., 2003) and recent fine sediment

deposits from lakes and estuaries (e.g.,

Gibbs, 2008; Haiyan, 2015). In some

studies attention has focused on the

source of the organic material associated

with the sediment (Collins et al., 2013c,

2014).

(6) Extension of the approach to incor-

porate a temporal dimension and to

document changes in sediment source

through time. Such work has included

both ‘before and after’ studies in exper-

imental catchments where sediment

control measures and changes in land

management have been implemented

(e.g. Merten et al., 2010) and use of

sediment cores collected from lakes

and river floodplains to reconstruct

longer-term changes in sediment source

(e.g., Foster and Walling, 1994; Pittam

et al., 2009; Collins et al., 2010b).

(7) Taking account of the uncertainty

associated with source apportionment

procedures. Incorporation of Monte

Carlo procedures and Bayesian statis-

tics into the mixing models used to

determine the relative contributions

of potential sources has permitted the

uncertainty associated with source
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characterisation and other components

of the source fingerprinting approaches

to be propagated through the calcula-

tions (e.g., Franks and Rowan, 2000;

Collins et al., 2012, 2014; Laceby and

Olley, 2015; Nosrati et al., 2014; Palmer

and Douglas, 2008; Pulley et al., 2015).

Sediment source fingerprinting techniques

have now been widely applied in Europe,

North America and Australia, to support

investigations of fine sediment transport

by rivers and the development and imple-

mentation of sediment management and

control programmes. In Australia, a number

of studies have been undertaken to establish

the primary sources of the fine sediment

transported to the coast adjacent to the

Great Barrier Reef (GBR) (e.g., Douglas

et al., 2008; Hughes et al., 2009; Wilkinson

et al., 2011). The GBR is currently under

stress from terrestrially derived sediment

and information on sediment source is

a critical requirement for the design of

catchment management programmes aimed

at reducing land–sea sediment fluxes.

Tracing soil and sediment
redistribution
Production of a contemporary sediment

budget for a catchment, similar to that

depicted in Figure 3.3, requires information

on rates of gross and net soil loss from slopes

and the deposition and storage of sediment

as it is transported towards the stream and

through the channel network. As with sed-

iment source, such information is difficult

to obtain using traditional monitoring and

sediment tracing techniques have proved

to be particularly useful for this purpose

(Walling, 2006). Source fingerprinting

techniques could be viewed as a tracing

technique, but here attention will focus

on the more direct use of fallout radionu-

clides to trace sediment movement and

redistribution in catchments. This approach

is founded on the existence of a number of

natural and manmade radionuclides that

reach the land surface as fallout, primarily

as wet fallout in association with rainfall,

and are rapidly and strongly fixed by the

surface soil or sediment. By studying the

post-fallout redistribution and fate of the

selected fallout radionuclide, it is possible

to obtain information on soil and sediment

redistribution and, therefore, erosion and

deposition rates.

The fallout radionuclide most widely used

for this purpose is caesium-137 (137Cs) (see

IAEA, 2014; Walling, 2012; Zapata, 2002).

Caesium-137 is a manmade radionuclide

that was produced by the testing of ther-

monuclear weapons in the 1950s and early

1960s. Significant bomb-derived fallout

occurred in most areas of the world during

the period extending from the mid 1950s

through to the 1970s, although the depo-

sitional fluxes were much greater in the

northern than the southern hemisphere.

In the absence of further bomb tests after

the Nuclear Test Ban Treaty in 1963, fallout

effectively ceased in the mid 1970s. How-

ever, in some areas of the world a further

short-lived fallout input occurred in 1986 as

a result of the Chernobyl accident.

Caesium-137 has a half-life of 30.2 years

and much of the original fallout is likely

to still remain within the upper horizons

of the soils and sediments of a catchment.

By investigating the current distribution

of the radionuclide in the landscape, it is

possible to obtain information on the net

effect of soil and sediment redistribution

processes operating over the past ca. ∼50

years (i.e., since the main period of fallout)

and thus quantify medium-term erosion

and deposition rates. Mean soil redistri-

bution rates over the past ∼50 years are

established by comparing the inventories
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measured at individual sampling points

with the reference inventory for the study

site, which represents the inventory found

at a site which has experienced neither

erosion nor deposition. Points with inven-

tories less than the reference inventory are

indicative of eroding areas, whereas those

with inventories in excess of the reference

value indicate deposition. The timescale

will need to be modified where significant

Chenobyl fallout has occurred. A range of

conversion models have been developed for

use in estimating erosion and deposition

rates, based on the degree of departure of

the measured inventory from the reference

inventory (e.g., Walling and He, 1999a;

Walling et al., 2011; Li et al., 2009). Using a

similar approach, 137Cs measurements have

also been successfully used to document

rates and patterns of overbank deposition

on river floodplains over the past ∼50 years

(Golosov and Walling, 2014; Walling and

He, 1997; Terry et al., 2002)

Although most studies employing fall-

out radionuclides have been based on 137

Cs, both excess lead-210 (210Pbex) and

beryllium-7 (7Be) have also been used in

a similar manner (see IAEA, 2014; Mabit

et al., 2008, 2014; Walling, 2012). These two

fallout radionuclides differ from 137Cs in

being of natural, geogenic and cosmogenic

origin, respectively. Pb-210 has a similar

half-life to 137Cs (22.3 years) but that of
7Be is very much shorter (53 days). By

virtue of its ongoing fallout, 210Pbex provides

a means of assessing soil and sediment

redistribution over periods of ∼100 years,

whereas 7Be can be used at the timescale of

individual events or a few weeks. Walling

and He (1999b) report the successful use

of 210Pbex in soil erosion studies and He

and Walling (1996) provide examples of its

application for estimating rates of overbank

sedimentation on floodplains. The use of

7Be to document short-term soil redistribu-

tion rates is reported by Porto et al. (2014),

Schuller et al. (2006) and Walling et al.

(1999, 2009).

Most studies that have employed fallout

radionuclides to document soil and sediment

redistribution in catchments have focused

on small areas such as individual fields or

representative transects and have involved

the collection of a substantial number of

samples. Extrapolation of the results to

larger areas can introduce problems due to

restrictions on the number of samples that

can be collected and analysed. Increased

attention is therefore being directed to the

problem of upscaling the approach (see

Mabit et al., 2007; Walling et al., 2014). The

approach recently documented by Porto

et al. (2011) involves sampling an essentially

random network of points distributed across

a larger area and using the resulting infor-

mation to provide a representative sample

of erosion and deposition rates within the

landscape of the study area. This will pro-

vide information on both the magnitude of

erosion and deposition rates and the relative

importance of zones experiencing erosion

and deposition (see Figure 3.4).

Modelling sediment yields
There is a long tradition, particularly from

engineering disciplines, of modelling the

in-channel processes of scour, sediment

transport and deposition in alluvial river

systems, with the sediment transfer func-

tions reflecting differing levels of complexity

and corresponding data requirements. The

US Bureau of Reclamation Generalized

Stream Tube model for Alluvial River

Simulation (GSTARS) is a well-known

example of a sediment routing model used

for practical engineering purposes (Yang

et al., 1998). However, such models focus

on the coarser channel-derived sediment.



�

� �

�

Fine sediment transport and management 47

(a) W1 (b) Bonis

(c) Trionto

Figure 3.4 Distributions of soil redistribution rates derived from 137Cs measurements in two small catchments

(W1 = 0.015 km2 and Bonis = 1.39 km2) and an intermediate sized catchment (Trionto = 31.61 km2) in south-

ern Italy. Porto et al. 2011. Reproduced with permission from John Wiley & Sons.

The understanding and management of

fine sediment problems requires models

that characterise the linkages between the

catchment surface and the channel network

and can represent the influence of topog-

raphy, soil type, land use and other factors

on sediment mobilisation and delivery. The

increased use of Geographical Information

Systems (GIS) and digital elevation models

(DEMs) has promoted the development

and application of spatially distributed,

process-based models of soil erosion and

sediment delivery that capture many of

the key controls involved. Well-known

examples of such models include, amongst

others, SHESED (Wicks and Bathurst, 1996),

EUROSEM (Morgan et al., 1998), WEPP

(Nearing et al., 1989) and SEDEM (Van

Rompaey et al., 2001). Another example

from the UK is the PSYCHIC (Phospho-

rus and Sediment Yield Characterisation

in Catchments) model (Davison et al.,

2008; Stromqvist et al., 2008), which was

designed specifically to assist catchment

screening and the identification of pollution

hotspots for informing mitigation planning.

Its development reflects the increasing

use of computer models to inform and

support decisions on diffuse pollution

issues and to target the implementation

of abatement measures. The conceptual

framework for PSYCHIC is based on the

source–mobilisation–delivery transfer con-

tinuum. Mobilisation is conceptualised as

initiating sediment redistribution locally at

plot scale, whereas delivery represents a

difference variable linking mobilisation and

inputs to the river channel system. Sediment

mobilisation is estimated using a modified

form of the Morgan–Morgan–Finney soil

erosion model (Morgan, 2001). Sediment

delivery to river channels is determined by

using connectivity factors based on the pres-

ence of drains predicted from the Hydrology
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Figure 3.5 Sediment delivery to rivers predicted by PSYCHIC for the Derwent-Cocker (a), Teme (b) and Wensum

(c) river catchments in England. (Based on Collins et al., 2007.)

of Soil Types (HOST) classification scheme

and distance to watercourse. Figure 3.5,

as an example, shows sediment delivery

to streams within three contrasting river

catchments in England, predicted using

the PSYCHIC model. This version of the

PSYCHIC model only represents sediment

loss from agricultural land and does not

include a channel erosion and routing

function. For policy support purposes, the
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outputs of this model have been combined

using GIS with estimates of sediment loss

from additional sectors and sources, to

simulate total sediment inputs to all rivers

across England and Wales under current or

future projected environmental conditions

(see case study section and Collins et al.,

2009a).

Where larger river basins are involved,

input data requirements and computational

constraints are likely to limit the potential

for applying a fully distributed and phys-

ically based approach to modelling and

predicting sediment yields. In this situation,

the functioning of the river basin must be

simplified to incorporate the key processes

and drivers of sediment yield and its area

subdivided into small sub-units, which can

be modelled using a lumped approach.

The SedNet model, developed in Australia

as a semi-lumped model for use in larger

river basins (Wilkinson et al., 2004, 2009),

provides a good example of the potential

of such models. Key features of the SedNet

model are the sediment budget approach,

the use of the river network to provide

the basic structure and the estimation

of mean annual sediment yields, rather

than shorter-term yields. The network is

subdivided into a series of individual links

and the sediment budget is evaluated for

each link, to estimate the output from

the link into the next link downstream.

Inputs to the link include hillslope and gully

erosion from the catchment area draining

to the link, bank erosion along the link

and upstream inputs. Sinks within the link

include overbank floodplain deposition

and reservoir deposition. Within-channel

storage is ignored as this is assumed to be

negligible at the decadal timescale. Hillslope

erosion from the catchment contributing to

the link is, for example, estimated using the

RUSLE model (Renard et al., 1997) coupled

with a sediment delivery ratio and bank

erosion is modelled based on stream power

and bank material properties. The model

is particularly useful for management pur-

poses, because it can provide information on

the sediment yield from individual links, the

contribution of each link to the sediment

flux at the basin outlet and the relative

importance of slope and channel (gully

and bank) erosion. Such information is

valuable for targeting remediation measures

to reduce downstream sediment loads.

Management and policy

Since fine sediment plays a pivotal role in

influencing the physical, chemical and bio-

logical integrity of aquatic ecosystems, the

need to manage excess sediment stress on

watercourses is integral to river catchment

management and associated policy. With

this recognition comes the need to assess

environmental status for sediment and this,

in turn, underscores the requirement for

meaningful and practical sediment targets

for informing compliance and gap analysis.

Both water column and river substrate met-

rics have been proposed as river sediment

targets (Collins et al., 2011). Water column

metrics include light penetration, turbidity,

sediment concentration summary statistics

and sediment regimes. Substrate metrics

include embeddedness and riffle stability.

However, establishing such metrics involves

many problems including the uncertainty

associated with toxicological dose–response

experimental data. Furthermore, many of

the thresholds reported in existing scientific

and grey literature are based on correlative

relationships that fail to capture the specific

mechanisms controlling fine sediment

impacts on aquatic habitats and are station-

ary in nature. A good example of the latter
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is the existing European Union Freshwater

Fish Directive indicative target for annual

mean suspended sediment concentration

(25 mg l-1) which up until 2013 was applied

as a static global threshold in many Member

States (Collins and Anthony, 2008b).

Against this background, the definition

of meaningful fine sediment targets for

informing river catchment management

continues to attract debate from scientists,

practitioners and policy-makers alike. The

temporal windows representing the key life

stages of sentinel species, such as the spawn-

ing and incubation season for salmonids,

must be given greater emphasis in the iden-

tification of practical thresholds. Similarly,

some consideration must be given to ‘back-

ground’ sediment inputs to watercourses

for different physiographic settings, since

no cost-effective mitigation programme

should seek to address these natural levels

of stress (cf. Foster et al., 2011). Given

the need to provide more meaningful fine

sediment targets for individual contrasting

catchments and to use those targets in

analysing the gap between current sediment

stress and good ecological condition for a

range of biota, it can be argued that generic

modelling toolkits capable of coupling

sediment stress and its mitigation, with

biotic endpoints, represent one pragmatic

way forward for policy-makers working at

strategic scales (Collins et al., 2011). In this

context, ongoing work in the UK funded by

the Department for Environment, Food and

Rural Affairs (Defra) is seeking to develop

an integrated modelling toolkit for helping

to revise fine sediment targets for individual

river catchments across England and Wales.

The Demonstration Test Catchment (DTC)

platform (McGonigle et al., 2014) established

in 2009 and now in its second phase running

till 2017, supported by the same body, is

working to compile a robust evidence base

on the impact of sediment mitigation mea-

sures from farm to catchment to national

scale. Progress on these fronts is dependent

on interdisciplinary working, whilst the

capacity for managing excess fine sediment

stress must be placed in the context of the

need to maximise food production from

agricultural land (Foresight, 2011; Pretty

and Bharucha, 2014), which is frequently

the dominant sediment source (Zhang et al.,

2014), for the purpose of securing food

security.

Case studies

Establishing a catchment sediment
budget
The use of both sediment source finger-

printing and sediment tracing techniques in

tandem and in combination with informa-

tion on the sediment flux at a catchment

outlet provided by standard monitoring

techniques can provide an effective and

valuable basis for establishing a catchment

sediment budget (e.g., Minella et al., 2014;

Walling et al., 2001, 2002, 2006). Thus, for

example, estimates of floodplain and chan-

nel storage can be added to the measured

output flux to estimate the total sediment

input to the channel system and informa-

tion on the source of the sediment load can

be used to estimate the primary source of

this sediment input. If fallout radionuclides

are used to document gross and net rates

of soil loss from the slopes, comparison of

these estimates with estimates of sediment

input to the channel from slope sources,

provides a means of obtaining a first order

estimate of conveyance losses and storage

associated with slope–channel transfer.

This approach, coupled with additional

measurements of channel storage using the

approach reported by Lambert and Walling
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(a) Pang (b) Lambourn

Figure 3.6 Catchment sediment budgets for (a) the Pang and (b) the Lambourn catchments in Berkshire, UK.

The values indicated represent values of annual sediment flux and storage. Walling et al. 2006. Reproduced

with permission from Elsevier.

(1988) was used by Walling et al. (2006) to

establish tentative sediment budgets for the

Pang (166 km2) and Lambourn (234 km2)

catchments (see Figure 3.6).These two

catchments, located on the chalk of south-

ern England, formed part of the Lowland

Catchment Research Programme (LOCAR)

funded by the UK Natural Environment

Research Council (see http://www.nerc

.ac.uk/research/programmes/locar/). The

location of the catchments on highly perme-

able strata and the resulting dominance of

groundwater flow mean that storm runoff

is limited and that little sediment reaches

the catchment outlets. However, there is

evidence of relatively high rates of sediment

mobilisation and redistribution within the

catchments, and their sediment budgets are

dominated by slope and slope to channel

sediment sinks.

Reduction of the sediment output from

these catchments would clearly need to

target the slopes of the cultivated areas,

since these are the primary sediment source.

A substantial reduction in sediment mobil-

isation from the cultivated slopes would,

however, be required to reduce sediment

output from the catchments, since only a

small proportion of the soil eroded from

the cultivated area reaches the channel

system. However, a small increase in the

conveyance loss or deposition associated

with field–channel transfer could result in

an appreciable reduction in the sediment

input to the channel system and should

thus be seen as a priority target for reme-

dial measures. Equally, the importance

of in-field and field–channel storage in

reducing the sediment input to the channels

means that any change in the functioning

http://www.nerc.ac.uk/research/programmes/locar/
http://www.nerc.ac.uk/research/programmes/locar/
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of these sinks or stores, resulting in reduced

deposition or perhaps remobilisation of

stored sediment, could potentially result in

a major increase in the sediment outputs

from the catchments in relative terms.

A national scale modelling
assessment of fine sediment
compliance with the EU
Freshwater Fish Directive across
England and Wales
A recent modelling study undertaken in

the UK (Collins and Anthony, 2008b) pro-

vides a useful example of a national scale

assessment of the gap between current and

compliant sediment losses from the agricul-

tural sector, based on the EU Freshwater

Fish Directive (FFD) (78/659/EC) guideline

standard (an annual mean concentration

of 25 mg l-1). The modelling methodology

was founded on a statistical relationship

between measured suspended sediment

concentration and modelled total sediment

inputs to watercourses from diffuse and

point sources. Mean annual total suspended

sediment loads for each Water Framework

Directive (WFD) waterbody across England

and Wales were estimated as the sum of the

modelled individual loads for the diffuse

agricultural and urban sectors, eroding

channel banks and point source discharges.

Diffuse agricultural sediment inputs for all

rivers were calculated using the PSYCHIC

process-based model (see above), which

deploys 1 km2 resolution statistical input

information on a number of key environ-

mental drivers, including climate, slope, soil

types and characteristics, drainage density,

land use and cropping and livestock den-

sity. National scale sediment contributions

from diffuse urban sources were estimated

using an Event Mean Concentration (EMC)

approach based on the inter-quartile ranges

of empirical data for sediment runoff from

industrial areas, main roads and residential

zones. The EMCs were combined with

estimated mean annual runoff from urban

areas derived using the Wallingford pro-

cedure (National Water Council, 1983).

Corresponding total sediment inputs from

eroding channel banks were estimated using

a prototype national scale index based on

the river regime (Gustard et al., 1992), the

duration of excess shear stress and channel

density. Point source sediment loadings to

all rivers across England and Wales were

computed using a database of consented

effluent discharges from sewage treatment

works, but with a correction based on

the relationship between measured and

consented average suspended sediment

concentrations.

The predicted mean annual total sus-

pended sediment loads delivered to all

rivers were coupled with corresponding

flow regime distributions to estimate time-

averaged suspended sediment concentra-

tions. Structured regression modelling was

used to optimise the relationship between

modelled and measured time-averaged

suspended sediment concentrations, for the

purpose of estimating the annual mean sus-

pended sediment concentration and the like-

lihood of ‘good ecological status’ (GES) due

to sediment contributions from the agricul-

tural sector alone (Figure 3.7). The findings

suggested that on the basis of using the FFD

to define GES for sediment, approximately

83% of the total catchment area across

England and Wales appeared to require no

further reduction in sediment loss to rivers

from diffuse agricultural sources. Maps of

compliance, however, will inevitably depend

on the sediment thresholds used to define

GES, and in recognition of the issues asso-

ciated with the ‘global’ FFD guideline stan-

dard, alternative means of setting thresholds

on a catchment-specific basis are currently
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Probability
0–0.19

0.2–0.39

0.4–0.59

0.6–0.79

0.8–1.00

Figure 3.7 Likelihood of meeting ‘good ecological status’ (GES) for fine sediment across England and Wales, as

defined by the EU Freshwater Fish Directive (FFD) guideline standard (Based on Collins and Anthony, 2008b.)

being investigated to inform catchment

management for sediment across the UK.

Summary and the way
forward

About 25 years ago the fine sediment

loads of rivers were frequently seen as

being of limited importance. They are now

recognised as representing a key element

of river behaviour with wide-ranging eco-

logical and environmental significance and

an important focus for catchment man-

agement programmes. The availability of

new instrumentation to provide improved

data on suspended sediment loads, the

development of a range of techniques to

document sediment sources and soil and

sediment redistribution within catchments,

as well as the development of improved

catchment-based distributed models have

resulted in important advances in our under-

standing of the fine sediment dynamics of

catchments and our ability to predict their

behaviour. The growing awareness of the
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environmental significance of fine sediment,

and particularly its ecological importance,

is directing increasing attention to sediment

management in river catchments. The

development and implementation of suc-

cessful fine sediment management strategies

will depend on the availability of a sound

understanding of both sediment budgets and

sediment-related stress and biotic impacts,

as well as a reliable evidence base to support

policy (cf. Collins et al. 2009b).

Looking to the future, there is a need to

continue to improve our understanding of

catchment sediment dynamics and their

response to land use and climate change and

our ability to model catchment behaviour.

As management attracts greater attention,

it is important that the available models

should be capable of predicting catchment

response under different management sce-

narios, in order to assess their likely impact

and success. Sediment source tracing must

be seen as providing key information for

targeted management and there is a need

to exploit the potential for further improve-

ments in source discrimination, to identify

source-specific inputs, and to progress its

transfer from being a research tool to one

that can be more easily and widely applied

on a routine basis. To support policy-making

it is important that further attention should

be directed to establishing more meaningful

sediment targets or metrics for assessing

catchment compliance and this will require

further research on the ecological impacts

of fine sediment. In this context, attention

should be directed to the relative roles

of the organic and inorganic components

of fine sediment loads in contributing to

sediment-related stress. Developing effective

strategies for controlling fine sediment loss

to watercourses will require an improved

empirical data base on the cost-effectiveness

of mitigation options, set in the context of

a competitive agricultural sector and the

need to engage catchment stakeholders.

In addition there is a need to develop and

refine both farm-scale toolkits for guiding

the selection and targeting of on-farm

mitigation strategies and catchment-scale

modelling frameworks for scaling up the

likely benefits. The latter should incorporate

the link between sediment stress and biotic

impacts and thereby permit decision making

to focus more directly on protecting aquatic

ecosystems.
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Introduction

We live in a world of change, and the

increasing manipulation of the atmosphere

and land surface (deliberately or inadver-

tently) often produces a response in the

fluvial system (physically, chemically and/or

ecologically), which is rarely recognised

until after the change has occurred. Typi-

cally, only after the event do we engage in

monitoring in order to establish the nature

and magnitude of the potential problem and

often we have little or no baseline informa-

tion regarding the conditions that existed

prior to disturbance. Long-term monitoring

of rivers globally is irregular, spatially vari-

able and inconsistent in terms of parameters

measured, and will only rarely provide a

record of change spanning more than a few

decades. We have therefore largely missed

those periods of environmental change

when the most dramatic natural changes

or the growing impact of human activity

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

occurred on our planet. Separating natural

from anthropogenic impacts has pervaded

many recent palaeoenvironmental research

projects and remains an important focus for

determining key drivers of environmental

change (e.g., Currás et al., 2012; Foster et al.,

2012). This separation is also important

because current EU legislation requires

the establishment of reference conditions

against which to compare the current eco-

logical status of European rivers and provide

a target in terms of river restoration and

catchment management.

Identifying reference conditions is argued

to be important in any programme for eco-

logical assessment (e.g., Smol, 2008; Moss,

2011) and provides a baseline against which

to identify human-induced changes through

time. The reference condition concept is

enshrined in the Common Implementation

Strategy for the Water Framework Directive

(WFD-CIS) (European Commission, 2003).

Reference conditions are required for rivers,
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canals, lakes and reservoirs and are formally

defined as:

For any surface water body type reference

conditions or high ecological status is a state in

the present or in the past where there are no,

or only very minor, changes to the values of the

hydromorphological, physico-chemical, and bio-

logical quality elements which would be found

in the absence of anthropogenic disturbance.

Reference conditions should be represented

by values of the biological quality elements in

calculation of ecological quality ratios and the

subsequent classification of ecological status.

(European Commission, 2003: p. 79)

Surface water bodies must be grouped into

types and reference conditions estimated

for each of the identified types prior to

determining ecological status (Figure 4.1a).

The approach recognises that water bodies

can, and have, changed through time and

started from very different initial states

related to their geographical location and

catchment features. Reference conditions

will therefore be different across and within

Member States to account for these regional

differences and it will be necessary to esti-

mate type-specific reference conditions for

the relevant hydro-morphological, physico-

chemical and biological quality elements

(Figure 4.1a; European Commission, 2003).

The WFD-CIS Guidance (European Com-

mission, 2003) allows reference conditions

to cover periods of minor disturbance, which

means that human impacts are permissible

as long as there are no, or only limited,

ecological effects. A key element of this
statement is that the Member States have

commonly agreed that reference conditions

should accommodate a level of impact com-

patible with the extent of pre-intensification

land-use pressures, and should therefore

accommodate a level of direct morphological

alteration compatible with ecosystem adap-

tation and recovery to a level of biodiversity

and ecological functioning equivalent to

unmodified natural water bodies (European

Commission, 2003).

Assessment of ecological status is based on

the calculation of an ecological quality ratio

that compares current conditions with that

of the reference condition (Figure 4.1b).

Ecological quality ratios are defined as the:

Ratio representing the relationship between the

values of the biological parameters observed for a

given body of surface water and values for these

parameters in the reference conditions applica-

ble to that body. The ratio shall be represented

as a numerical value between zero and one, with

high ecological status represented by values close

to one and bad ecological status by values close

to zero.

(European Commission, 2003: p. 78)

Environmental Quality Standards (EQS)

are included in the assessment of ecological

status in Figure 4.1a (central box, 2nd

row). There is therefore a clear distinction

to be made in the WFD-CIS (European

Commission, 2003) between the role of

general physico-chemical quality elements

and specific pollutants in the classification of

ecological status. For good ecological status,

physico-chemical quality elements must

lie within the range necessary to ensure

ecosystem functioning but must additionally

meet EQS set in accordance with section
1.2.6 of the Water Framework Directive

(European Parliament, 2000).

A range of methods is available to

determine reference conditions. These

include the use of survey data from existing

reference sites, historical data, palaeoen-

vironmental data (including multi-proxy

palaeoecological studies), hydro-chemical

transfer functions (predominantly for lakes),

modelling studies (e.g., land-use and crit-

ical load models) and expert judgement.

Developments in palaeoecology have made

significant progress in defining reference

conditions and in evaluating ecological

response to physico-chemical conditions in
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Figure 4.1 Indication of the relative roles of biological, hydromorphological and physico-chemical quality elements in ecological status classification (a); basic

principles for classification of ecological status based on Ecological Quality Ratios (b) (after European Commission, 2003). Common Implementation Strategy for

the Water Framework Directive (2000/60/EC), Guidance Document No 10: Rivers and Lakes – Typology, Reference Conditions and Classification Systems.



�

� �

�

64 Chapter 4

lakes for a range of relevant parameters (e.g.,

flood histories, sediment yields, nutrient

status and acidity; Bennion and Battarbee,

2007; Battarbee and Bennion, 2011). Similar

methods have only rarely been proposed for

determining reference conditions for rivers

(Collins et al., 2010; Foster et al., 2011), yet

a range of sedimentary environments exist

in river catchments which might provide

relevant information at an appropriate

timescale. (A key question here is ‘what is

an appropriate timescale?’). Direct human

impacts on rivers have been documented as

far back as the thirteenth century in Europe

(Petts et al., 1989; Petts, 1998) and to 3000

BCE in Egypt (Smith, 1971). A key issue in

delivering the WFD objectives is to identify

the most appropriate period for establishing

reference conditions (Bennion et al., 2011;

Seddon et al., 2012).

Various locations in catchments pre-

serve evidence of past conditions. Active

floodplains, river terraces, floodplain lakes

and abandoned palaeochannels provide
temporally and spatially incomplete records.

They can provide information, for example,

about channel morphology and substrate

conditions, from which former velocity

and discharge might be calculated. They

may also tell us about sediment-associated

contaminant status and the former ecology.

By contrast, lakes and reservoirs usually

preserve continuous records of past envi-

ronmental conditions since the time of

their formation or construction. However,

records preserved in lakes require careful

scrutiny and interpretation as the sediments

(and biology) may more closely reflect the

conditions existing within the lake rather

than those of the contributing rivers and

prove inadequate for establishing reference

conditions for the river, or catchment, itself.

The aim of this chapter is to review the

palaeoenvironmental evidence that might

be obtained in order to establish reference

conditions; we evaluate the barriers to

their effective establishment and, finally,

we explore the potentially uncomfortable

relationship that appears to exist between

policy, management and science in effec-

tively delivering improvements in European

river conditions. We explore the potential

value of several depositional environments

for determining reference conditions in the

context of the WFD but have deliberately

omitted a detailed review of evidence

available from river terraces. Terraces pre-

serve palaeoenvironmental information

episodically over very long timescales, are

often not well preserved in the landscape,

and are unlikely to be of significant value

in determining reference conditions for

contemporary fluvial systems.

The fluvial landscape:
floodplains, palaeochannels
and connectivity

The fluvial landscape reflects the interaction

of hydrological, geomorphological and bio-

logical processes (Petts and Amoros, 1997)

and offers a rich tapestry of habitats, from

those reflecting the contemporary position

of the main channel to the remnants of
the historic record hidden in deposited

palaeochannel sediments. The spatial pat-

tern of existing biotopes also reflects stages

in the evolution of the fluvial landscape and,

in doing so, offers an insight into the degree

of connection and of the temporal sequence

each stage represents; from main channel,

(Parapotamic environments), to abandoned

channels (Plesiopotamic – ox-bow lakes) and

to the final terrestrialised stage, (Palaeopo-

tamic – field ponds).

Recognising the importance of the historic

archive, Amoros et al. (1987) describe both

the spatial and temporal nature of the

ecosystem by comparing the palaeoecolog-

ical assemblages from deposits (diachronic
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analysis) with the community composition

of the present-day biotopes occurring at dif-

ferent stages of the succession (synchronic

analysis) and in doing so suggest a method-

ology for the study of floodplain evolution.

The organic-rich sediments, either exposed

from sites of gravel extraction or obtained by

a variety of coring devices from sites on the

floodplain, are processed in the laboratory,

either by flotation methods and/or by using

sieves of varying sizes. The total organic

content of samples, a useful indicator of

ecosystem maturity, is also determined by

loss on ignition in a high-temperature oven,

typically 550 ∘C; higher organic matter con-

tent suggesting a higher degree of ecosystem

maturity (see below).

In order to describe the nature of the

sedimentary record and the biological com-

munities preserved in the organic deposits,

a variety of descriptors have been used to

track and provide an indication of environ-

mental change. In lakes (closed ecosystems)

many faunal and floral groups, such as

non-biting midges and diatoms, have been

used (see Smol et al., 2001), but for open

fluvial ecosystems, choice of taxonomic

group is more restricted (Greenwood et al.,

2003; Howard et al., 2010). A selection

of palaeoenvironmental indicators and

their potential applications are outlined

in Table 4.1 and selected examples are

illustrated further below. A major driver

determining the structure and function of

most aquatic communities and those of the

river margin, is related to hydraulic condi-

tion and sediment supply and the patterns,

relating to the temporal sequence in the

development of the different water-bodies,

can be identified across the floodplain. (See

Table 4.1 and the three proxies (beetles,

non-biting midges and caddisflies) reviewed

in more detail below.)

In a study of the sedimentology of a

section of the Rhône River floodplain, the

distribution of sediment particle size found

in the sequence of floodplain habitats, from

the main channel to standing water habitats,

indicated that each major biotope could be

characterised by differentiated granulo-

metric patterns associated with distinct

flow conditions (Figure 4.2a adapted from

Amoros et al., 1987). Similarly, in a study

of the upper Rhône and Ain floodplains

(France), Castella et al. (1984), identified

three assemblages of macroinvertebrate

taxa that characterised the palaeochan-

nels: (i) those weakly influenced by floods

and characterised by lentic species; (ii) an

intermediate group, mostly from former

channels, mainly connected to the river

at their downstream end and subject to

variable flow conditions and (iii) a collection

of channels that were highly influenced by

floods and where lotic conditions prevailed

for the majority of time. In a further study,

Roux and Castella (1987) also illustrate the

dominant groupings of palaeochannels on

the upper Rhône River, based upon specific

caddisfly assemblages (Insecta: Trichoptera),

with each habitat type, and relates these to

the degree of connectivity each has with

the main channel (Figure 4.2b). Gandouin

et al. (2006) recorded similar responses

using assemblages of non-biting midges

(Insecta: Chironomidae). A development of

this idea is illustrated in Figure 4.2c where a

macroinvertebrate index (PalaeoLIFE) has

been used to hind-caste the flow condi-

tions from a range of palaeodeposits from

floodplain sites. This metric is based on the

contemporary work of Extence et al. (1999)

and the notion that the fluvial energy in

the system is a key driver in determining

the composition of each macroinvertebrate

assemblage. The data used in Figure 4.2c is

derived from the assemblages of sub-fossil
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Table 4.1 Selected palaeoenvironmental indicators and their potential uses.

Proxy For Habitat scale of
information
Channel (C)
Floodplain (F)
Lake (L)
Catchment (Ca)

Examples

(a) Physical/chemical
Particle size Rainfall/river discharge Ca Lapointe et al., 2012

Partridge et al., 2004
Sediment yield/sediment
accumulation Rates

Catchment
disturbance/change
(natural/anthropogenic)

Ca Boyle et al., 2011
Foster et al., 2012
Andreev et al., 2004

Low and high temperature loss
on ignition

Organic matter/carbonate Ca L Heiri et al., 2001
Shuman, 2003

Environmental magnetism Sediment sources,
pollution history

Ca

Geochemical analysis Sediment sources
Pollution history

Ca Foster et al., 2007
Hollins et al., 2011

Radionuclides Dating/sediment
source tracing

Ca Currás et al., 2012
Foster 2006

Stable isotopes Pollution sources
(natural/anthropogenic)

Ca Renburg et al., 2002
Woodward et al., 2012

Fly-ash Atmospheric
pollution/acidification/dating

Ca Rose and Appleby 2005
Pittam et al., 2009

Organic geochemistry
(e.g., C:N ratios and isotopes)

Organic matter sources,
vegetation and climate
change

Ca L Lane et al., 2011
Rodysill et al., 2012

(b) Biological
Pollen and Spores Vegetation/vegetation

change/cultivation
history/deforestation.

Ca Pittam et al., 2006
Bennett and Willis, 2001

Non-pollen palynomorphs Grazing intensity Ca Davis and Shafer, 2006
Mighall et al., 2012

Plant macrofossils Local ecology C L Birks, 2001
Bjune, 2005

Charcoal Fire history/industrial
archaeology

Ca Mighall et al., 2012
Whitlock and Larsen, 2001

Diatoms, chrysophyte
scales./cysts

Acidity nutrient status/
salinity

C L Battarbee et al., 2011a & b

Cladocera and Ostracods Temperature/water
quality

F C Nazarova et al., 2011
Irvine et al., 2012

Caddisflies (Insecta: Trichoptera) Methodology.
Environmental reconstruction

F C L Williams, 1989
Solem and Birks, 2000

Non-biting midges (Insecta:
Chironomidae)

Multiproxy environmental
reconstruction.
Methodology

F C L Bedford et al., 2004.
Gandouin et al., 2006
Brooks et al., 2007

Beetles (Insecta: Coleoptera) Application and
environmental reconstruction

F C L Coope, 1994
Ponel et al., 2007
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Figure 4.2 (a) Particle-size distribution of sediments from different geomorphic units of a section of the River

Rhône floodplain and association with speed of flow (adapted from Amoros et al., 1987). (b) Distribution and

characterisation of 18 former channels of the rivers Rhône and Ain, based upon the contemporary caddisfly

(Trichoptera) assemblages (adapted from Roux and Castella, 1987). (c) Relationship between DCA axis 1 and

the PaleoLIFE score based upon sub-fossil caddisfly (Trichoptera) data from 17 palaeochannels from the River

Trent floodplain; dated Late-Glacial to recent historic past (adapted from Greenwood et al., 2006).

larval caddisflies across a timescale from

the Late-Glacial period (ca. 13,000–10,000

years BP) to the recent historic past from

the River Trent (UK): a high PalaeoLIFE

score representing high flows in the main

channel and a low score attributed to rarely

flowing or disconnected backwater habitats

(Greenwood et al., 2006). The similarity in

pattern of all three figures illustrates a link

between the present and the past.

Floodplains as archives
of change

Fragments of river channels, often in the

form of meander cutoffs, preserve impor-

tant information about river ecology as

organisms are preserved in sediments accu-

mulating at these locations. These sites could

provide information to allow the recon-

struction of historical reference conditions.
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However, increased floodplain occupancy

since Medieval times and the increase in

sediment delivery from hillslopes to rivers

due to forest clearance and agriculture have

combined to modify river morphology to

such an extent that in Europe floodplains are

now almost entirely an artefact of human

manipulation (Petts et al., 1989; Bailey et al.,

1998; Brown, 2002). In a recent review,

Lewin (2010) suggested that early river

habitats would have contained a range of

channel forms, including braided, meander-

ing and anastomosing, while Brown (2002)

stresses the significance of woody debris

and beavers in pre-Medieval river systems

prior to major disturbance. However, flood-

plain sites offered significant opportunities

for the establishment of defensive sites,

settlement, transport pathways and the

exploitation of valuable natural resources.

As a result, many of the pre-Medieval river

types, especially anastomosing channels

and floodplain wetlands, have all but disap-

peared from the landscape and are unlikely

to be re-instated despite evidence that for

many European rivers, these are the most

likely reference conditions. The connectivity

between various components of the channel

and floodplain, exemplified by the data

shown in Figure 4.2, is disrupted as a result

of human intervention on the floodplain.

Construction of flood embankments, levees

and communication routes disrupts the

lateral connectivity between the channel

and floodplain (sensu Ward, 1989) and

provide buffers (sensu Fryirs et al., 2007)

between hillslopes and channels. These

changes reduce the transfer of water and

essential nutrients, including carbon (see

Langhans et al., 2013), to aquatic commu-

nities occupying various habitats in the

channel and on the floodplain. In combi-

nation with the extensive use of floodplains

for agriculture, it is unlikely that reference

conditions could ever be re-established in

such locations.

Changes in river types are not only caused

by direct human occupation and/or by

changes in the delivery of sediment from

the hill-slope to the valley. Late Holocene

sea level rise and isostatic adjustment to

variable ice loading have naturally changed

the gradients of many low-lying coastal

rivers. With sea level rise, palaeoenvi-

ronmental evidence often demonstrates a

change from steep gradient braided or anas-

tomosing styles to single thread meandering

rivers (Trimble, 2010). Similar changes

are likely to continue if rates of sea level

rise increase as a consequence of future

global warming. Isostatic adjustments may

produce a spatially more complex response.

Shennan et al. (2009), for example, showed

that relative sea levels are rising, falling or

stable in different parts of the British Isles at

the present time.

There is a well-documented correlation

between soil erosion and floodplain sed-

imentation over the Holocene and more

recent timescales. Long term sedimentation

rates are usually dated using 14C, while rates

over the last century can be dated using

a combination of 137Cs and 210Pb (Walling

and Foster, 2015). Lewin et al. (2005), for

example, suggest that on major floodplains,

sedimentation began in the early Holocene

while Macklin et al. (2010) and others

have shown that the bulk of sedimentation

happened much later. Widespread and

rapid sedimentation in the Medieval period

(eleventh to fourteenth centuries) occurred

at rates approaching ten times those of

the Early Holocene. Contemporary sedi-

mentation rate surveys and twentieth- to

twenty-first-century reconstructions of sed-

iment accumulation using 137Cs and 210Pb

chronologies demonstrate that floodplains

continue to act as important sediment stores
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in the sediment cascade (e.g., Rumsby,

2000; Foster, 2001; Trimble, 2010).

Floodplain depressions and floodplain

lakes (defined by Foster (2006) as ‘on-line’

lakes if they remained in permanent contact

with the river or ‘off-line’ lakes if they were

only connected to the river at times of over-

bank discharge) often preserve a temporally

discontinuous palaeoenvironmental record.

Techniques similar to those described above,

and in a later section dealing with lake

sediment records, can be used to provide

information on palaeoflood frequency and

on contaminant concentrations (e.g., Winter

et al., 2001; Paine et al., 2002; Wolfe et al.,

2006) that could support the establish-

ment of reference conditions for selected

parameters for rivers.

A major limitation to the use of flood-

plains (and associated palaeochannels)

as palaeoenvironmental archives is that

floodplains do not develop in steep headwa-

ter catchments. They are scale-dependent

emergent features of the landscape and are

best developed in higher order streams.

As a result floodplains, and/or associated

palaeochannels, are generally not available

for defining reference conditions in small

headwater catchments.

Lake sediment-based archives

The analysis of lake sediment archives

provides an opportunity to explore past

catchment conditions and determine what

some aspects of the catchment system were

like before disturbance (Smol, 2008). In this

context, the preservation of a continuous

sedimentary record in the deepwater zone

of lakes may help to provide realistic refer-

ence conditions. This approach raises two

fundamental questions: How far do we need

to go back in the record to identify what the

reference conditions should be and what are

the best indicators of change? A plethora of

palaeoenvironmental proxy indicators are

available (Table 4.1) and the choice of proxy

will be determined by the research question

posed. However, there are limitations in

reconstructing river conditions from an anal-

ysis of the sedimentary archive contained

in lakes and reservoirs. Palaeochannels

contain ecological assemblages that reflect

flow conditions, water quality and substrate

type and can be interpreted at the patch and

river reach scale rather than the catchment

scale. These can provide information on

almost all of the requirements set out in

Figure 4.1 and the only major limitation

is the spatial and temporal continuity of

available reference locations. Lake and

reservoir sediments preserve organisms that

more closely reflect the water quality of

the lake itself, which may or may not be

dominated by processes operating in the

upstream catchment. Each lake will differ in

terms of the relative dominance in the sed-

imentary record of catchment inputs and/or

atmospheric inputs and will also reflect the

ability of the catchment itself to buffer these

inputs before the river water reaches the

lake. Studying a particular issue therefore

requires careful selection of appropriate

sites and selection of appropriate techniques

from the list provided in Table 4.1. Bennion

and Battarbee (2007) provided an overview

of the potential for palaeolimnology to give

information on reference conditions for the

European Water Framework Directive and

Battarbee and Bennion (2011) provided

detailed case studies of how such reference

conditions might be identified. Most of

these case studies suggest that human

impacts on nutrient status, atmospheric and

industrial pollution and lake acidification

were detectable from the early to the mid
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nineteenth century onwards and that refer-

ence conditions could be determined from

a variety of proxy information preserved in

the lake sediment column.

Palaeoenvironmental reconstructions

using sediments accumulating at the point

of inflow to small lakes and reservoirs

(deltas) are rare and generally focus on

palaeoflood conditions (see Foster, 2010)

reconstructed from changes in the particle

size distributions of accumulating coarse

(largely sand and gravel sized) sediments.

A number of studies have focused on the

palaeoecology of major river deltas (e.g.,

Andreev et al., 2004; Flessa, 2009), but the

lack of small catchment-scale reconstruction

suggests that these high-energy sedimentary

environments have either been overlooked

or that preservation of ecological evidence

is poor.

It is unlikely that any assessment of river

ecology (Column 1, Figure 4.1a) can be

made directly using the palaeoecological

record contained in lake and reservoir

sediments alone. Site-specific information

of the type preserved in floodplains and

palaeochannels will be the only direct

source of information for determining

ecological reference conditions and hydro-

morphological status for lotic environments.

However, there is significant potential

for the lake sediment archive to provide

information about physico-chemical condi-

tions within the catchment (Bennion and

Battarbee, 2007).

The evidence base
for establishing reference
conditions

In the following section we explore the

value of selected physico-chemical and

biological proxies that have been used for

palaeoenvironmental reconstruction and

that might form the basis for the estab-

lishment of reference conditions. They are

selected to demonstrate the different types

of information that might be obtained at

different habitat scales, as summarised in

Table 4.1.

Physico-chemical proxies

Sediment accumulation rates
and reconstructed sediment yields
in lakes and reservoirs
Changes in sediment accumulation rates

(SARs) in European lakes were compiled

by Rose et al. (2011) and were argued to

reflect two potential contributions – an

increase in the delivery of fine sediment

from the contributing catchment (increased

erosion) and/or increasing productivity and

deposition of organic matter as reflected

in trends in loss on ignition (see below).

While SARs are not specified as reference

conditions under WFD, Rose et al. (2011)

analysed 207 dated lake sediment profiles

to assess how SARs changed through time

(in 25 year classes) for lakes of different

types. Seventy-one percent of the sites

showed near-surface SARs higher than

‘basal’ (mainly nineteenth century) rates.

Eleven per cent showed no change and

18% showed a decline. Little change in

SAR was observed prior to 1900 and most

increases were observed in the twentieth

and twenty-first centuries, in particular

1950–75 and post-1975. This indicates a

general acceleration in SAR in European

lakes during the second half of the twentieth

century. Reference SARs were estimated for

six lake-types. Contemporary SARs in all

lake types exceeded reference conditions

and greatest SARs were found in shallow

low altitude lakes.
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Foster et al. (2011) and Collins et al. (2012)

focused on the potential for reconstructed

sediment yields to determine reference con-

ditions for catchment suspended sediment

yields. Existing legislation with regard to fine

sediment was set by the EU Freshwater Fish

Directive with a guideline (mean annual

suspended sediment concentration) of

25 mg l−1. Foster et al. (2011) argued that the

application of a single national standard is

inappropriate for a pollutant that is strongly

controlled by spatial variations in key catch-

ment drivers and that sediment yield recon-

struction offered an approach for assessing

background sediment pressures on water-

courses, enabling determination of values for

periods pre-dating recent agricultural inten-

sification (taken as ∼ pre-1945). They pro-

posed that Modern Background Sediment

Delivery to Rivers (MBSDR) across England

and Wales could be determined to quantify

a feasible maximum sediment reduc-

tion and used 19 existing lake/reservoir

sediment-based yield reconstructions to map

the spatial variability in MSBDR for England

and Wales. They proposed that the MBSDR

could be taken to represent ecological

demand for sediment inputs into water-

courses required to support healthy aquatic

habitats. Foster et al. (2011) also attempted

to relate SARs in the 19 lakes analysed to the

sediment yields for the same catchments.

While a reasonable correlation was obtained

for lowland agricultural catchments, the

entire database showed a poor correlation

between SAR and sediment yield, suggesting

that the database used by Rose et al. (2011)

would be unlikely to provide sufficiently

robust data from which to estimate sediment

pressures directly from the measurement of

SAR alone. The lack of a strong correlation

between SAR and sediment yield is unsur-

prising as rates of sedimentation at a single

point in a lake will be partly controlled by

temporal variations in sediment focusing

(Dearing and Foster, 1993).

Sediment source fingerprinting
Sediment source fingerprinting methods

for identifying the origin of fine (<63 μm)

particulate sediment transported by rivers

or deposited on floodplains and in lakes

can be traced back to the 1970s and the

work of researchers such as Klages and

Hsieh (1975), Wall and Wilding (1976) and

Walling et al. (1979) In these early studies,

potential fine sediment sources were not

clearly defined and the assessment of their

relative contribution was essentially qual-

itative. Subsequent studies have focused

on discriminating source types (e.g., urban

street dust, cultivated land, channel banks,

road verges), rather than spatial sources, and

have begun to use a multi-tracer approach

in order to obtain the best discrimination of

sources (see Foster, 2000; Walling and Fos-

ter, 2015). To date, this has included the use

of sediment geochemical signatures, mineral

magnetism and gamma-emitting radionu-

clides for determining the origin of the

inorganic fraction of the fine sediment load.

Space does not permit a detailed discus-

sion of these issues (see Koiter et al., 2013;

Walling and Collins, Chapter 3), but in the

context of establishing reference conditions

with respect to WFD, the ability to use

fingerprinting in an historical context (using

dated floodplain and/or lake sediments)

can provide a unique source of information

that, in combination with sediment yield

reconstruction, has the potential to inform

managers about how much sediment is

moving, where it is coming from and

whether sources have changed through

time. To date, major refinements of the

fingerprinting methodology have focused

on actively transported sediments (e.g.,

Collins et al., 2010) and remains to be
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fully evaluated in a palaeoenvironmental

context.

Loss on ignition
Most palaeolimnological studies make

routine measurements of basic physical

properties of the sediment including wet

and dry bulk density and loss on ignition.

Dry density is required for SAR and sedi-

ment yield calculation and many UK studies

report sediment yields on a minerogenic

basis so that the relative proportion of

internally and externally produced organic

matter is excluded from the calculation

(Foster, 2006; Foster et al., 2011). Loss on

ignition is also used to exclude organic

matter concentrations from the calculation

of magnetic susceptibility and remanence

concentration parameters that are often

used for sediment source tracing (Walling

and Foster, 2015). The established proce-

dure requires the ignition of a pre-weighed

and oven-dried sample in a muffle furnace

at ∼ 550 ∘C and combusting it for a period

of time after which no further weight loss

is recorded (Heiri et al., 2001). Once weight

has stabilised, all organic matter should

have been removed from the sample and

the remaining sediment is ‘minerogenic’.

Biological proxies
Many early studies reconstructing palaeoen-

vironments have been based upon the

analysis of a single faunal group, such as

Coleoptera (Coope and Angus, 1975), but

more recently the trend has been to adopt

a multi-proxy approach where groups of

experts pool knowledge and techniques to

give complementary accounts for a partic-

ular field site. The advantages are the clear

reinforcement of lines of evidence from

different environmental signals, so as to

provide a wider perspective (Howard, 2007;

Schreve et al., 2013). In fluvial deposits the

sub-fossil remains of the larval stages of

non-biting midges (Diptera: Chironomidae)

and caddisflies (Trichoptera) provide a

proxy for the aquatic condition, whereas

the remains of adult beetle (Coleoptera)

assemblages broaden the interpretation by

offering both aquatic and riparian/terrestrial

signals.

Beetles (Insecta: Coleoptera)
Beetle fragments of the head, thorax and

wing cases (elytra) are prevalent in the

waterlogged palaeodeposits; the material

preserves well and identification of taxa to

species level is often possible (Figure 4.3).

From the initial purely descriptive studies

and the accumulation of data from many

sites, further advances have been made

in interpreting characteristics associated

with each faunal assemblage, for example

the character of the thermal climate at the

time of burial. The first such method was

developed using beetle assemblages that

had been radiocarbon dated from a wide

range of geographic locations. Using details

of each sub-fossil assemblage the Mutual

Climatic Range methodology (MCR) was

developed and based on the principle of

establishing the range of climates occupied

at the present-day by each beetle taxon

represented in the fossil assemblage: hence

climatic space being derived from geographic

space (Atkinson et al., 1986). Using this tech-

nique, climatic reconstructions have been

made (e.g., Atkinson et al., 1987; Maddy

et al., 1998) and verification of the tem-

perature oscillations, especially across the

Late-Glacial to Holocene transition period,

has come from the Greenland Ice Core

Project (GRIP) data (Coope et al., 1999).

A useful recent advance has been the

development of a database, Bugs Coleop-

teran Ecology Package (BugsCEP), incorpo-

rating the palaeorecord from many sites with
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(a) Pycnoglypta lurida

(b) Anabolia nervosa

(c)

Thorax

Frontoclypeal

apotome

Pronotal sclerites

Mesonotal sclerites

Mentum

Stenochironomus-type Stictochironomus-type Microtendipes-type

Mentum Mentum

Head

Wingcase (Elytron)

Figure 4.3 Sub-fossil fragments of beetle, caddisfly and non-biting midges collected from palaeochannel

deposits from the River Trent floodplain. (a) Pycnoglypta lurida (Coleoptera: Staphylinidae), a rove beetle found

in Late-Glacial deposits but no longer present in UK. (b) Anabolia nervosa (Trichoptera: Limnephilidae), a

cased-caddisfly of rivers, lakes and ponds but not of temporary waterbodies. (c) Head capsules of non-biting

midges Stenochironomus-type (a wood miner of lentic habitats), Stictochironomus-type (associated with macro-

phytes in littoral zone) and Microctendipes-type (common in lentic water-bodies) (Diptera: Chironomidae). Note

the differing pattern of the toothed mentum. (See colour plate section for colour figure).
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both ecological and distributional data of the

modern fauna, so enabling rapid and more

precise reconstructions of past environments

to be made (http://www.bugscep.com,

Buckland and Buckland, 2006).

Non-biting midges (Insecta: Diptera:
Chironomidae)
Similar progress has been made using

the non-biting midges (Chironomidae), a

diverse group of two-winged flies with an

aquatic larval stage. The head capsules of

the aquatic larvae are numerous in silty

deposits and detailed characters, such as

the toothed mentum, allows for taxonomic

identification (Figure 4.3). As for beetles and

caddisflies, assemblages of the non-biting

midges also characterise the types of flood-

plain habitat (lentic taxa, e.g., Gylptotendipes

sp., lotic taxa, e.g., Cricotopus sp.) and many

species are stenothermic (e.g., Pseudodiamesa

cf arctica – see Gandouin et al., 2006). This

adaptation by a range of taxa to the thermal

properties of the environment has been

used in the reconstruction of past climates.

One approach taken differs from that for

MCR methodology in that it is based upon

surface sediment samples taken from a

latitudinal transect of lakes in western

Norway (Brooks and Birks, 2000). Having

identified each assemblage a Chironomidae

dataset, calibrated to July air tempera-

tures, has produced a palaeotemperature

inference model or transfer function that

allows a temperature reconstruction to

be made (Brooks and Birks, 2000). In a

recent reconstruction of faunal remains

from Mid Devensian sedimentary deposits

around the skeleton of a woolly rhinoceros

(Coelodonta antiquitatis) from the River Tame

(UK), comparative calculations of beetle and

chironomid palaeotemperature estimations

made on the same samples, yielded strong

agreement between the two methodologies

(see Schreve et al., 2013).

Caddisflies (Insecta: Trichoptera)
Of the many macroinvertebrate groups that

use riverine habitats within their lifecycle,

the Trichoptera (caddisflies) are particularly

useful. Taxa are associated with almost

all types of water-body, from ephemeral

pools to large lowland rivers and the lar-

val sclerites (from head and thorax) are

numerous and well preserved in the silt

and waterlogged peats. From field samples,

the chitinous fragments are extracted by

kerosene flotation, cleaned and mounted

on microscope slides. Identification is based

primarily on the shape, size, colour pattern

and microsculpture of the fragments and

identified by matching against reference

material and figures from standard texts

(Figure 4.3).

As for the preceding groups, the eco-

logical detail for many taxa allows for a

reconstruction of the habitat and biological

traits of the community. For example, taxa

can be categorised into their functional

feeding groups, scraper/grazers (Tinodes

spp.), deposit feeders (Molanna spp.), fil-

ter feeders (Hydropsyche spp.), shredders

(Limnephilus spp.) and predators (Agrypnia

spp.) and also each assigned to a preferen-

tial range of flows (or flow group), both

strong determinants in the distribution of

larval caddisfly taxa across the range of

floodplain habitats. Taxa related to a range

of flow groups (sensu Extence et al., 1999)

are, for fast-flowing waters, Rhyacophila

spp. (Flow group I) and Hydropsyche spp

(Flow group II), to those taxa inhabiting

still water habitats, Limnephilus flavicornis

(Flow group V) and Trichostegia minor (Flow

group VI). Ecological complexities arise

when using multi-proxies as each taxon

adapts to both physical (e.g., temperature;
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flow) and biological (e.g., competition for

food resources and available space), but a

multi-proxy approach using, for example,

the three major components of the fauna

illustrated here, on the same sample, can

refine the environmental interpretation (see

Howard et al. 2009, 2010).

Some debate may arise regarding the

naming of taxa, as the sub-fossil material

available is in this case made up of the

robust parts of the exoskeleton, with many

of the more delicate structures being lost.

However, by using a multi-proxy approach

from a range of sites and with a supporting

ecological database, a picture can emerge.

For this approach to develop, more inte-

gration between limnologists and fluvial

scientists is to be encouraged.

Discussion and conclusion

Not all of the elements of Figure 4.1 can

be determined using palaeoenvironmen-

tal information and Table 4.2 provides a

summary of those reference conditions that

might be determined using the range of

sedimentary evidence and techniques con-

sidered above. The choice of sedimentary

environment will ultimately be determined

by the timescale over which reference con-

ditions need to be established, but this also

depends on matching the right timescale

and spatial scale with the availability of

evidence. While there have been increases

in the number of published studies in all

environments identified in Table 4.2, there

are a limited number of case studies for

UK rivers, yet implementation of the WFD

requires the establishment of reference

conditions for all rivers. There are five issues

that emerge from the evidence presented

above. Each of these is discussed briefly

below.

Identifying change and human
impact
The use of palaeoenvironmental data to

identify reference conditions depends on

the extent to which past human impacts

can be identified (quantified) and whether

a specific human impact can be related to a

specific change in the proxy signal. In the

context of palaeolimnology, Battarbee et al.

(2011b) suggest that this may vary from site

to site and from pressure to pressure and

will also depend on whether the change can

be ascribed to a climatic or a human forcing

factor or will simply lie within the bounds

of natural variability.

Late Quaternary and Early Holocene envi-

ronmental change is unlikely to have been

driven by human activities, yet many of the

studies reported here have demonstrated

that change occurs gradually and naturally.

In the British Isles, thin soil and little

vegetation would have existed in the Late

Glacial. Geomorphological processes operat-

ing on a deglaciated or permafrost impacted

landscape would have increased chemical

weathering to produce soils that were

slowly colonised by vegetation emerging

from refugia. The availability of weathered

parent material and soil would have given

rise to fine sediment being transported by

streams and rivers leading to the creation or

further development of well-defined river

channels, floodplains and a range of other

floodplain habitats that would likely have

attracted early human settlers. Inevitably,

reference conditions are not static but

change through time due to natural drivers

(climate/sea level). Human disturbance

and/or natural evolution of catchment soils

and sediments may also mean that the past

reference condition no longer exists and

cannot be recreated. A similar issue arises

with the absence of anastomosing rivers and

floodplain wetlands that were ‘obliterated’
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Table 4.2 What can we know about reference conditions in rivers using sedimentary archives?

Source of
information

Channel
characteristics

Flow
conditions

Sediment
calibre/yield

Sediment
quality

River
ecology

Catchment
climate/land use
characteristics

Floodplain
√ √ √ √

Palaeochannel
√ √ √ √ √ √

Open water lake sediment
√ √ √ √

from Medieval landscapes. Using history to

establish reference conditions may there-

fore be flawed in the absence of relevant

comparable environments today. Although

the WFD requires river managers to prevent

deterioration of ecological status, to date

there has been no formal provision for

the effects of future climate change and

the impact that this might have on the

trajectories of river (including floodplain)

morphology or river and lake ecology

(Battarbee et al., 2011b)

Relevance of the proxy variable
and quantifying the amount
of change
While some palaeoenvironmental recon-

structions can provide direct evidence of

the biological assemblages present in rivers,

many cannot, especially those reconstruc-

tions based on palaeolimnological evidence.

Figure 4.4, for example, plots the same

variables as those plotted in Figures 4.2a

and b and maps the flow, sediment size

and connectivity conditions in relation

to the palaeoenvironments reviewed

in this chapter. Apart from abandoned

palaeochannels, the range of flow and

substrate conditions are not represented

in the remaining palaeoenvironments and

therefore significant amounts of infor-

mation about the river itself cannot be

reconstructed. While we may be able to

utilise fossil assemblages to establish what

likely nutrient, pH and salinity conditions

Figure 4.4 Flow, particle size and connectivity in rela-

tion to palaeoenvironments (note only palaeochan-

nels will represent most of the conditions in con-

temporary river and floodplain habitats shown in

Figures 4.2a and b).

prevailed and what the broad landscape

ecology looked like, we cannot directly

reconstruct the morphology and ecology of

the inflowing rivers as the lake sediment

record tells us little or nothing about these

landscape elements.

Bennion et al. (2011) argued that the use of

chemical criteria might enable a reasonably

precise assessment of the degree of change

from reference conditions based on an anal-

ysis of lake sediment record, they also note

that:

Quantifying the degree of change using biological

measures is less easy, especially as in Europe

under the WFD it is not only the degree of

change between reference and present day status

that is important; the degree of change needs to

be assessed to classify sites into ‘high’, ‘good’,
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‘moderate’, ‘poor’ and ‘bad’ status based on the

degree to which present day conditions deviate

from reference conditions. The ‘good/moderate’

distinction is especially important, as restoration

to “at least good” status is the specific objective

of the legislation.

(Bennion et al., 2011: p. 538)

Similar problems arise in directly using

biological information from palaeochannels

as not all organisms are represented in

deposits remaining at such sites.

Availability of reference sites
In rivers, significant floodplain development

generally does not occur in streams smaller

than first or second order, especially in

steep upland catchments, which means that

floodplains and meander cutoffs are rare or

non-existent. Natural lakes exist in some

of these environments, largely as a legacy

of Quaternary glaciations over the last ∼ 2

million years, but lakes outside of ice limits

are poorly represented (excepting coastal

freshwater lagoons) although some artificial

lakes and reservoirs might have existed for

long enough for reference conditions to

be established (Foster, 2006; Foster et al.,

2011). Development of floodplains, or their

drainage and subsequent use for agriculture,

means that many potential reference sites

have also been lost from lowland floodplain

systems.

Connectivity, complex response
and uncertainty
While these concepts are familiar to all

students of fluvial geomorphology, river

managers may not fully understand why

geomorphologists are nervous when asked

the question: ‘What will happen to rates of

sediment transport in rivers if we rehabili-

tate part or all of a catchment in an attempt

to reduce sediment yields?’ Intuitively we

might expect sediment transport rates to

decline rapidly but the classic paper of

Meade (1982) demonstrated that this was

not necessarily the case as eastern seaboard

US rivers simply tapped an alternative

source of sediment after rehabilitation

and maintained sediment yields at the

pre-rehabilitation level. Similarly, Foster

et al. (2012) have shown from a series of

palaeolimnological reconstructions in the

Eastern Cape, South Africa, that despite

several decades of catchment rehabilitation

(e.g., de-stocking, eliminating fire as a

management tool) sediment yields have

remained stubbornly high, as vegetation

recovery in the catchment has been slow.

Interpretation of change in the flu-

vial system is fraught with difficulties.

The drivers and subsequent catchment

responses are complex, and include internal

and external triggers that can be natural

or human-induced. For example, increased

agricultural production in Medieval times

increased erosion on hill-slopes but simul-

taneously increased deposition in valley

bottoms (complex response). It is essential

that these basic concepts are understood as

recovery of a river system to some form of

catchment rehabilitation is not immediate

and may take as long as decades to centuries

to achieve, especially if the initial damage

removed much of the soil or nutrient

resource from the catchment. For centuries

humans have altered the structure and func-

tion of entire catchment systems, disrupting

horizontal, lateral and vertical connectivity

in river channels and between river channels

and their adjacent floodplains (Ward, 1989)

and have altered the coupling between

hillslopes and channels (Fryirs et al., 2007).

Conceptual developments in geomor-

phology also lead to questions concerning

our ability to predict river behaviour.

Church (2010), for example, noted a major

paradigm shift since the 1990s from one that
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encompassed ideas of equilibrium, linearity

and predictability to a paradigm that treats

fluvial landscapes as complex systems char-

acterised by disorder, irregularity, instability,

unpredictability and non-linearity.

Are reference conditions
appropriate?
Like many Directives, the EU WFD sets

broad aims and leaves the definition of

objectives, and their implementation, to

Member States. However, the WFD-CIS

Guidance (European Commission, 2003)

reviewed in the introduction sets out

detailed guidelines that have reference

conditions at the core of river evaluation

in relation to ecology, habitat and water

quality. What the guidance does not do is

to specify how those reference conditions

might be established. Our discussion has

focused on the possible use of palaeoenvi-

ronmental methods, and their limitations,

for establishing what those conditions

should be. Our analysis suggests that we will

only be able to define a limited range of con-

ditions at the catchment and reach scale and

that our ability to fully define reference con-

ditions in the sense made explicit by WFD

is essentially unachievable, simply based on

the palaeoenvironmental record alone.

The validity of non-palaeoenvironmental

methods identified in the introduction,

namely modelling and expert judgement,

for achieving the same goal is equally

questionable because the concept of a

reference condition is arguably flawed, both

scientifically and practically, in the context

of river management, leaving managers

striving to achieve the unachievable. The

apparent gap between what policy-makers

want to implement and what river man-

agers and scientists can deliver appears

to have widened as a result of the debate

surrounding the establishment of reference

conditions. Debates surrounding water

resource issues highlight similar problems

of integrating science and management

into policy well beyond the boundaries

of the European Union. South Africa, for

example, has often been identified as a

leader in water policy (see Rowntree and

du Preez, 2008, for a detailed review). In

1998, the post-apartheid South African

Government defined the ‘ecological reserve’

for South African Rivers as the amount

of water required to protect the aquatic

ecosystems of the water resource in addition

to a basic human needs reserve of ∼ 25

litres per day of potable water per person.

Despite over a decade of research effort,

Rowntree and Du Preez (2008) note that

high levels of uncertainty cloud decisions on

flow requirements. Schreiner and Hassan

(2011) and, more recently, Hering and

Ingold (2012) discuss these issues further

and suggest that less ambition, in terms

of managing water resource requirements,

may result in better delivery of objectives.

Such a comment seems highly relevant in

the light of the difficulty in establishing

reference conditions for rivers.
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Introduction

The need to identify impacts of altered flow

regimes and channel morphologies on the

physical and biotic components of river

systems has been heightened by recognition

of the effects of previous management,

ecological decline, increased environmental

awareness amongst the general public, new

legislation and a rise in the use of river

restoration and rehabilitation techniques.

This has led workers from traditional sub-

jects associated with river science, such as

hydrology, fluvial geomorphology, aquatic

ecology and engineering hydraulics, to

create multidisciplinary collaborations in

which they apply and pool their individual

knowledge, approaches and skills, More

importantly new interdisciplinary approaches

have developed at the interface of these

traditional subjects, for example hydromor-

phology (Orr et al., 2008), hydroecology

(Wood et al., 2007), ecohydraulics (Nestler

et al., 2007a), ecogeomorphology (Thoms

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

and Parsons, 2002), ecohydrology (Zalewski

et al., 1997) and ecohydromorphology

(Clarke et al., 2003; Vaughan et al., 2009) in

response to the technology needs of river

managers. From a historical perspective,

the long-term pattern in the evolution of

river science is clear – traditional disciplines

will be increasingly integrated into inter-

disciplinary teams in acknowledgement

that rivers function as a system of tightly

integrated components (Nestler et al., 2012).

The importance of an interdisciplinary

approach is illustrated by conceptual models

(Gentile et al., 2001) describing the funda-

mental dynamics of flowing water systems.

For example, the Upper Mississippi River

conceptual model used to guide manage-

ment and restoration planning (Lubinski

and Barko, 2003) simplifies river condition

into five broad categories of variables called

essential ecosystem characteristics (EECs):

(i) hydrology and hydraulics; (ii) biogeo-

chemical cycling; (iii) geomorphology; (iv)

habitat and (v) population dynamics. The

84
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conceptual model further describes the

dynamics of the river as interactions among

these five EECs. Note that each EEC iden-

tified by the conceptual model is associated

with a major discipline of River Science and

that each interaction among the EECs is

mirrored by an interdisciplinary approach

listed in the first paragraph (e.g., the inter-

action of hydrology and geomorphology is

captured in hydromorphology). The holistic

study of river systems, either for scientific

discovery or wise management, requires an

interdisciplinary approach because efforts

by any single discipline neither effectively

produces benefits to society through wise

river management nor creates opportunities

for scientific discovery.

The connections among the disciplines

that comprise river science as depicted

in conceptual models are based on the

very nature of water as a relatively dense

and nearly incompressible fluid. The

movement of this fluid over a landscape or

through a channel exerts a force that can

significantly erode, transport, or deposit

sediments, nutrients and biota. From a

fluvial geomorphology perspective, the

present and future shapes of natural river

channels ultimately depend on landscape

characteristics, rainfall and flow regimes,

and sediment types and loads. From a

biogeochemical cycling perspective, rivers

are the destination of materials from sur-

rounding landscapes and the distribution

and processing of these materials are par-

tially dependent on the work performed by

moving water (Nestler et al., 2012). From

an ecohydraulics perspective, many aquatic

species have evolved specialised structures,

body shapes, behaviours and life histories

to live in flowing or standing water (Vogel,

1996). Clearly, scientifically valid descrip-

tions of instream ecohydraulics processes,

particularly from a system perspective,

require multidisciplinary integration.

Conceptually, inter-relationships among

disciplines that comprise river science, as

described above, are relatively clear and

simple. However, effective integration

among these disciplines is difficult because

different scientific paradigms often underpin

the separate disciplines that each contribute

to an interdisciplinary approach. Individual

disciplines may have different jargons,

conventions, and traditions as they each

grow and evolve at their own rates in their

own directions. The inherent divergence

of disciplines as they mature and adapt to

new findings makes technology transfer and

integration among them difficult. Moreover,

growth of each discipline can be compar-

atively irregular as scientific controversies

are addressed, new core concepts emerge

and innovative technologies break down

barriers to research (Kuhn, 1962). These

irregularities are magnified at the paradigm

boundary because they create even more

profound differences that must be overcome

for successful interdisciplinary collaboration.

Development of conceptual frameworks

to lessen the barriers separating disciplines

becomes critical to achieve efficient and

effective integration of technologies.

Perhaps the most difficult two disci-

plines to integrate into an interdisciplinary

approach are hydraulic engineering and

fluvial ecology, because their foundational

concepts of determinism and empiricism,

respectively, are so different. Empiricists

believe knowledge is gained primar-

ily through observation and experience.

Empiricism is the foundation of the scientific

method in which an investigator observes

a part of the natural world of interest,

carefully crafts a hypothesis which when

tested provides insight into the workings of

nature, collects data within an experimental
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framework, and then infers a truth based

on analysis (usually statistical) of collected

data. This is a typical approach associated

with aquatic ecology. Alternatively, deter-

minists believe that strong cause and effect

relationships structure the natural world

to the point that nature appears to obey

certain equations. Determinism is a preva-

lent perspective of those that study fluid

dynamics (either mathematically, or exper-

imentally), and believe that knowledge is

gained primarily by mathematical derivation

using principles such as Newton’s Laws.

Therefore, integrating principles found in

ecohydraulics may provide useful insight

into other interdisciplinary challenges.

One integrating concept in ecohydraulics

is the idea of the governing equation.

This concept is usually narrowly defined

by computational fluid dynamicists as a

deterministic equation that explains fluid

motion pattern with such accuracy and

resolution that it appears to ‘govern’ fluid

flow. In a sense, empiricists using statistical

inference are also searching for a quantita-

tive description of natural processes. That is,

they are searching for their own version of

a governing equation, but with a different

concept of causality and, therefore, different

expectations about realism, generality, reso-

lution, precision and accuracy. For example,

statistical inference of data typically exhibits

relatively loose cause–effect relationships.

Many ecological processes are less connected

to one another or exhibit more diffuse cause

and effect relationships because numerous

other chemical and biotic (some of which

are difficult to measure) variables are also

important. In contrast, deterministic models

are mathematically derived so that expec-

tations for both accuracy and resolution are

relatively greater. Consequently, for any

instream process, in a perfect Newtonian

world and in a setting where data availability

is not limiting, members of both paradigms

should ultimately converge on the same

governing equation, each using their own

approach, because there is only a single

physical reality. It is important for all river

scientists interested in quantitative descrip-

tions of instream processes to understand

that many different disciplines have the

same goal of scientific discovery, but achieve

their goals using different approaches.

The example described above for ecohy-

draulics suggests that the field of river sci-

ence should generally also exhibit organising

principles, even if these principles may not

be immediately evident because of appar-

ently divergent perspectives, approaches,

tools, and methods of the member dis-

ciplines. To continue to expand the

interdisciplinary perspective of river science

requires a broad context so that scientists in

one discipline of river science can commu-

nicate their work to scientists working in

another. Without this context, the complex

issues facing river managers cannot be ade-

quately addressed because single-discipline

findings are a poor substitute for holistic,

multidisciplinary solutions. An evaluation of

the breadth of studies that together comprise

river science identifies patterns that can be

used by multidisciplinary researchers to give

their work the broader context needed to

further the development of river science.

We propose that each of the many multi-

disciplinary studies of instream processes

in the field of river science can be broadly

categorised using two principles (Figure 5.1):

• Scale principle: classification into similar

ranges of temporal and spatial scales (scale

constant) versus different ranges of time

and space scales (scale divergent).

• Causality principle: classification into

determinism (high causality alternatively

expressed as low uncertainty) versus
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Figure 5.1 Relationships among the scale and causality (inverse of uncertainty) principles. Together, these

principles explain the general trends in ecohydrology and ecohydraulics and are, therefore, key to classifying

a study into either a deterministic or empirical framework. Note the presence of considerable overlap among

approaches that can lead to disagreements among an interdisciplinary team.

empiricism (reduced causality alterna-

tively expressed as high uncertainty).

The scale principle recognises that each

instream process is classifiable by the range

of scales over which it inherently occurs

and, therefore, the scale at which it must

be measured (Nestler et al., 2005). For

example, an estimate of water velocity

in a dynamic river using a current meter

may have a spatial scale of several metres

and a temporal scale measured in seconds

to hours. In contrast, an estimate of sedi-

ment transport through a reach will have

a lateral and vertical spatial scale of the

river cross section and a temporal scale

of days or weeks, depending upon the

characteristics of the hydrograph. Processes

from different disciplines that occur over

similar ranges of scales can be studied and

analysed more easily using a correlative

approach than processes that differ greatly

in scale (Figure 5.2). Often, these studies are

organised at a particular scale stratum by

a specific issue or question such as habitat

requirements of a target species. However,

these studies must assume that ignoring

the causality principle will not substantially

affect results.

River science studies that address pro-

cesses that occur across a broad range of

scales are usually intent on accumulating

the effects of smaller-scale processes to a

system-level description of effect using a dis-

cipline such as hydrology that is particularly
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Figure 5.2 Hierarchical spatial scales of organisation characterising geomorphological, hydrological and ecolog-

ical subsystems of a river. Note organising substratum (often habitat) to focus each discipline to an optimum

contribution to an interdisciplinary approach (modified from Dollar et al., 2007, p 150). Reproduced with per-

mission from Elsevier.

useful for system-level integration and

analysis. In the process of this integration,

causality must be assumed to be relatively

constant (Figure 5.1) but scale must, by

necessity, be assumed to be unimportant.

For example, runoff of nutrients from a large

spatial domain may occur over a mosaic of

landscape types and scales, but effects of the

runoff may accumulate as eutrophication at

a river-wide scale.

Together, the two principles provide a

useful template to classify optimally a study

of multiple instream process into either a

deterministic or empiricist framework. For

example, descriptions of fish habitat will

likely best be addressed using an empiricist

approach because characterisation of habitat

rarely produces clear and concise results,

particularly in large rivers. This lack of

clarity arises for a variety of causes ranging

from sampling and measurement challenges

to uncertain conceptual foundations for the

measurements because the scales at which

different fishes react to their environment

is not completely known. In contrast,

description of phosphorous cycling will

likely be addressed using a deterministic

approach because chemical kinetics of the

phosphorous cycle and their dependency on

advection and dispersion in aquatic systems

are relatively well known.

The great challenge of river science is

not an advocacy for one interdisciplinary

approach over another, but rather to deter-

mine how disparate approaches can best be

melded to maximise scientific understanding

of instream processes. Scientifically credible

integration among two or more disciplines
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requires that the foundation principles

underpinning each separate discipline must

be identified and reconciled. In addition,

principles must be used to guide the integra-

tion of individual disciplines into a greater

construct to address the many challenges

of river management. These integrating

principles must themselves be as robust as

the foundational principles that underpin

each separate discipline. Classification of the

large number of diverse instream processes

of interest to different disciplines using the

scale and causality principles is a useful

way to optimally organise interdisciplinary

studies so that they can contribute to river

science. For clarity and brevity, we focus

on classifying interdisciplinary studies into

either a deterministic or empirical frame-

work, although hybrid approaches are also

possible.

Empiricism, classification
and the scale principle

The classification of physical and biolog-

ical processes at a range of temporal and

spatial scales provides an example of how

the scale principle has been applied to

understand aquatic ecosystem structure and

function. Mosley (1985) provided an early

review of the intrinsic relationship between

river channel morphology, instream flow

requirements, and habitat. Maddock (1999)

stressed the importance of physical habitat,

illustrating the role of fluvial geomorphol-

ogy in determining the physical template

of a river system, which when overlaid by

an associated flow pattern determines the

spatial and temporal pattern of hydraulic

variables such as water depths, veloci-

ties and turbulence. To help simplify and

understand this complexity, river scientists

have developed a variety of morphological

and habitat classification systems to cluster

features and controlling factors and thereby

describe patterns among different studies,

places or times. In accordance with the scale

principle, features that occur at similar scales

(spatial and temporal) are grouped together

(scale constant) and separated from features

or processes that operate at different scales

(scale divergent). Fluvial geomorphologists

have engaged in classification of river

systems for decades in order to try and

understand the form of river channels,

their pattern, morphology, dimensions, bed

features and the factors that control them

(Schumm, 1963; Rosgen, 1994; Brierley and

Fryirs, 2005). Each classification system has

unique characteristics which in part depend

on the region where it was developed and

hence the type of river system where it is

primarily applicable.

Scale divergent classifications
River channel classification systems also

vary in terms of the individual or range

of spatial scales that are addressed (e.g.,

they may examine a single or multiple

scales, and if multiple, the number and the

terms associated with them can vary), the

specific characteristics of the channel that

are assessed (e.g., gradient, width, depth,

planform shape and channel pattern), and

the application of the classification system

(e.g., for research into the processes that

determine river geomorphology or for river

management purposes). Schumm (1985)

highlighted five spatial scales in his fluvial

geomorphological classification of river

systems (network, reach, meander bend,

bedform and individual grains).

Frissell et al. (1986) distinguished spatially

nested hierarchies of scale with five similar

levels of identification to that of Schumm’s

approach, that is stream system, segment,

reach, pool/riffle and microhabitat. The
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key difference is that Schumm (1985)

was focusing on the geomorphology of

the river’s planform as a means to under-

standing the variety in form, function and

process operating at these different scales.

The Frissell et al. (1986) approach was

aimed at understanding the structure and

function of the river system in both physical

and biological terms through the role of

habitat. This early example provides a good

illustration of how fluvial geomorphologists

and biologists have often been applying

similar approaches to tackle the challenges

associated with river science research and

the management of river systems. Both

approaches have the merit of perceiving the

classification of river systems at different

scales, but have done this separately within

their own fields of interest. This has not

only led to a simple duplication of effort,

but to a variety of scale divergent classi-

fication systems, approaches, techniques

and nomenclature that reflects their own

sub-discipline’s paradigms, terminology,

scientific approaches and priorities.

Thoms and Parsons (2002) defined the

interdisciplinary study of river at the inter-

face of geomorphology, hydrology and

ecology as ‘ecogeomorphology’. A series

of papers that arose from the Binghamton

conference on Geomorphology and Ecosys-

tems highlighted the difficulties facing the

integration of these two subject areas at

their interface (Renschler et al., 2007). Dol-

lar et al. (2007) presented a framework to

integrate the different scales of assessment

associated with the traditional disciplines of

geomorphology, hydrology and ecology.

This approach not only helps provide a

greater understanding of the links in spatial

scales used between the disciplines, but

makes the case for interdisciplinary river

science that examines the interaction of

geomorphology, hydrology and ecology

to evaluate these interactions at multiple

spatial scales. To date the use of multiple

spatial scales that attempt to link features

and processes that are scale divergent and

that also integrate these three disciplines has

not been widespread, but has been growing

in number (Maddock et al., 1995; Klaar et al.,

2009).

Scale constant approaches:
the meso-scale example
Although the importance of recognising

that river systems can be described across a

nested hierarchy of spatial scales has been

known since the mid 1980s, most studies in

river science, whether associated primarily

with fluvial geomorphology or ecology or

both, have tended to focus on only one or

two of these scales, and have usually focused

on the extremes of scale, such as the large

scale associated with the river catchment or

the smaller scale associated with individual

habitat units. Therefore, most studies have

focused on the scale constant approach.

For example, geomorphologists have often

studied the factors determining large-scale

drainage networks, causes of channel pat-

terns such as braided, meandering, straight

or anastomosing, or controls on morpholog-

ical units such as pools and riffles. Concepts

and studies associated with assessing aquatic

communities and population dynamics

often involve models of spatial distributions

at the larger catchment scale (e.g., the River

Continuum Concept: Vannote et al., 1980)

or sampling at the small morphological

unit scale (Pedersen and Friberg, 2006).

Fausch et al. (2002) stressed the importance

of assessing river morphology, habitat and

ecological interactions at the intermediate

scale because this bridges the gap between

the two extremes. For some types of biota,

such as fish, this scale is equally if not

more important than the two extremes, and
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demonstrates the need to examine river

systems as continuous entities rather than

features made up of individual sites, units or

reaches that are separate and isolated from

one another.

The differences in approaches between

traditional disciplines when tackling similar

issues is neatly illustrated by the desire

of the different disciplines using a scale

constant approach to classify features at

the intermediate or ‘meso’-scale of interest

in river channels. Understanding the form

and process of river morphology is central

to the study of fluvial geomorphology, and

the two features most commonly studied

by geomorphologists at this scale are the

pool and riffle. Richards (1976) published a

seminal paper assessing their morphology,

and since then pool–riffle sequences have

been studied with respect to numerous

aspects including their morphology (Carling

and Orr, 2000), lateral spacing (Keller and

Melhorn, 1978), hydraulics (MacWilliams

et al., 2006) and influence on channel pat-

tern (Thompson 1986). However, it was a

group of fisheries biologists who developed

a more detailed classification system of

morphological units in order to understand

salmonid fish distributions (Bisson et al.,

1982). The units were referred to as habitat

units, but their designation is primarily

a morphological one. The Bisson et al.

(1982) system was subsequently revised

and adapted and has led to a proliferation of

classification systems that identify units at

this particular meso-spatial scale. Hawkins

et al. (1993) subdivided the geomorpholo-

gists pool and riffle classification into finer

levels of resolution to explain ecological

differences at a smaller spatial resolution.

The sub-categories include riffles, and

other morphological features or ‘channel

geomorphic units’ that are of a similar scale

(e.g., rapid, chute, run), but were sometimes

difficult to differentiate because they depend

on subjective field observations.

The importance of this spatial scale can

be recognised by the proliferation of classi-

fication systems that have been developed.

Some utilise the channel morphology to

distinguish units, such as the channel geo-

morphic units outlined by Hawkins et al.

(1993), and similar systems have been used

by geomorphologists to assess the deter-

mining factors influencing the distribution

of ‘channel units’ (Halwas and Church,

2002). Similar approaches have been used

to assess features described as morpho-

logical units (Moir and Pasternack, 2008),

geomorphic units (Howard and Cuffey,

2003), hydromorphic units (Gilvear et al.,

2004), hydromorphological units (Hauer

et al., 2009), physical biotopes (Wadeson,

1994) and hydraulic biotopes (Padmore,

1997). Others have referred to them as

habitats, that is mesohabitats, which implies

an ecological association with the features

of interest, but in fact the terms for features

are similar to the others named above, and

the definition used to distinguish the units is

a physical one (Pardo and Armitage, 1997).

Clearly, there is a range of classification

systems based on the definition of physical

units at the mesoscale. Some use common

terms (e.g., pools or riffles) but define

them differently, and most have different

numbers and types of units associated with

the classification system, raising difficulties

in comparing methods and conclusions

between studies. The confusion in the

literature over the use of the terminol-

ogy and definition of mesoscale features,

combined with the difficulty in objectively

identifying them in the field depending

on which system or protocol is being used

(Whitacre et al., 2007) and observer variabil-

ity (Roper et al., 2008) provide additional

challenges.
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Further difficulties are highlighted when

comparing classifications at the mesoscale

that focus on units defined by their physical

structure with other classification systems,

usually created, modified and adapted by

biologists, to distinguish the ecological func-

tions that are associated with different parts

of the channel. For example, Schwartz and

Herricks (2008) used a mesohabitat scale

approach, with units designated based on

a combination of their hydraulics, geomor-

phology and the biological resource needs

of fish. Newson and Newson (2000) show

how two different approaches to classifying

a channel reach based on the physical

biotopes present (i.e., the physical features),

or the functional habitats (i.e., the ecological

function) of the reach may look. Landscape

processes that each occur over a large range

of scales are more difficult to integrate into

a synthetic whole. For example, habitats in

low-order streams are usually easily defined

by visible boundaries (e.g., Bisson et al.,

1982; Hawkins et al., 1993) that are much

more difficult to define in large rivers.

Causality principle at small
and large scales

Over decades, the scale principle imple-

mented using empirical approaches has

contributed to a number of important

advances in aquatic ecology, particularly for

small and moderate size streams exhibiting

relatively hard bottoms whose shape per-

sists over a range of hydrologic variability

(e.g., Figure 5.3). However, the successes

of empiricism for smaller systems have not

been duplicated for large rivers, particularly

for floodplain rivers with alluvial beds. Such

systems exhibit both dynamic hydrographs

and highly erodible, moveable beds chang-

ing over time and space. Consequently, the

interconnections among fish location, flow

pattern and solid channel features were

not explained until computational fluid

dynamics (CFD) modelling, a tool from

the realm of determinism, was integrated

with traditional approaches into a new

multidisciplinary collaboration (Goodwin

et al., 2006). Key to this integration was the

Rapid
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Figure 5.3 Comparison of mesoscale approaches to delimit units in a hypothetical reach using the geomor-

phic characteristics (physical biotopes) and habitat units distinguishing their ecological function (functional

mesohabitats) (Newson and Newson, 2000, p. 200). Reproduced with permission from SAGE.
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development of the Integrated Reference

Frameworks Concept that laid out the basic

principles for coupling together models and

approaches that were traditionally focused

on ecohydraulics processes occurring over

vastly different scales (Nestler et al., 2007a).

Small-scale, well-defined geomorphic

units useful for habitat mapping in smaller

systems are overwhelmed by the high-

energy, dynamic flow patterns and spatial

complexity of large, alluvial river systems.

As a consequence, optimum characterisation

of these systems shifts from classification

of solid structures (e.g., micro to mesoscale

‘patches’ such as stumps, rock outcrops

and small scale bedforms) to understanding

how instream processes are dynamically

distributed over large time and space scales

(Nestler et al., 2007b). In relatively unim-

paired large rivers, the dynamic balance

between channel morphology and the ero-

sive force of water creates ever-changing,

complex flow patterns within which large

river fishes navigate in three dimensions

over a range of lateral and longitudinal

scales. From a moving fish’s perspective, a

large river is best represented as a waterscape

of solid and fluid features (and associated

instream processes) which gradually shift

over a range of time and space scales.

Understanding the fluid environment

from a fish’s perspective is important for

river restoration and management of the

impacts of dams and other structures that

alter river flow fields. The notion that

fish respond to gradients as cues to select

movement paths or locate habitats in highly

dynamic systems is in contrast to the habi-

tat mosaic concept described earlier for

low-order rivers. By responding to such gra-

dients, fish are able to move in the flow field

within geomorphologic complexity search-

ing for areas where they can optimally feed,

avoid predation, thermally regulate and

successfully reproduce. Unlike the habitat

patch approach where fish position in a

specific habitat is envisioned as a space

limited by discrete depth, current or tem-

perature values, in a gradient perspective

habitat limits and fish spatial movements

are defined by velocity gradients. For

example, a detritivorous fish following a

streamline of decreasing velocity gradient

(hydraulic strain) and increasing pressure

(depth) will be able to locate a low-velocity

deposition zone where organic matter may

be deposited (Figure 5.4). By continuing

to follow decreasing velocity gradient, this

fish can relocate the deposition zone as

it shifts in response to changes in flow or

geomorphology.

The recognition that migrating fish

respond to velocity magnitude and velocity

magnitude gradients leads to a more com-

plete and holistic understanding of how

fish are linked to ecohydraulics processes

in relatively unimpaired systems and how

these linkages can be disrupted in degraded

systems. In the following section we describe

two examples of the explanatory power

achieved by coupling fluid dynamics and

fish movement behaviour.

Causality at small scales:
understanding fish movement
in highly modified systems
Tailrace sections of rivers are initially altered

by dam construction and further modified

over time by disruptions in hydrology and

sediment transport caused by reservoir

operation. These alterations, usually cre-

ated by the configuration of the dam or

downstream energy dissipation structures,

create unique hydrogeological conditions

and hydrodynamic patterns not typically

found in natural rivers. Installation of

hardened, angular in-channel structures

that are not the product of natural erosion
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Figure 5.4 (a) Comparative framework of habitat concept based on a patchy perspective where three habitat

types are recognised (H1, H2, H3) and a gradient perspective based on depth (black lines) and water velocity

fields (shadow areas). Diamonds describe depth (D) and water velocity (V) magnitude at each habitat. (b) Dotted

lines in the figure represent isobaths. Circles indicate fish position. (c) Arrows indicate the possible movement

directions according to both depth and water velocity gradient analysis.

and depositional processes may alter the

relationship between flow field pattern,

channel geomorphology and other eco-

hydraulics processes of natural channels.

These alterations may affect the relation-

ship between the near-field cues used by

fish to make movement decisions and the

habitats to which these cues should lead.

Therefore, the signals produced by these

highly modified structures are not part of

the evolutionary training set of fishes and,

consequently, appear to confuse or disorient

them (Nestler et al., 2008).

As a consequence, fish often delay their

migration even at dams with fishways or

concentrate in areas of the tailrace that seem

odd or ineffectual for an actively migrating

fish. For example, at Yacyreta Dam on the

Paraná River, Argentina, Oldani and Baigún

(2002) and Oldani et al. (2007) suggested

that low fish elevator passage efficiency

for large migratory catfish species (e.g.,

Pseudoplatystoma spp. and Zungaro zungaro)

could be related to the highly turbulent

discharge plumes downstream of the tur-

bine draft tubes. The high-energy flows

in the dam tailrace are in contrast to the

natural pattern of the low-gradient middle

Paraná River. The discharge plumes, as they

expand downstream of the powerhouse

as the channel widens, will obliterate the

small, relatively uniform attracting flows

released at the mouth of each fishway and

hence mask the entrance of the fishway
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to upstream migrating fishes. At a finer

scale, in the pre-impoundment condition,

thalweg-oriented large migratory fish use

the centre of the alluvial channel as their

migratory corridor towards their spawning

grounds or other types of habitats. Typically

few angular, rigid, discrete features occur

in this corridor so that the response of

migrating benthic fish to the sharp velocity

gradients associated with a constructed

structure such as a fishways entrance is

unknown. The first step in the challenge of

increasing fishway efficiency can be reduced

to the problem of designing and operating

the fishway, powerhouse and spillway in

such a way that a continuous path to the

entrance of the fishway is maintained using

hydrodynamic cues that mimic natural

rivers (Nestler et al., 2008). Therefore,

unravelling the relationship among fish

movement behaviour, flow pattern and

fluvial geomorphology and forecasting the

response of fishes to altered flows and

manmade instream structures requires close

collaboration among aquatic ecologists, fluid

dynamicists and hydrogeomorphologists.

Causality at large scales: linking
local fish behaviour to watershed
processes
In general, South American rivers are

less impaired than North American and

European rivers so that natural connections

between fish abundance and landscape pro-

cesses can still be studied and understood. In

these rivers hydrologic pattern and related

variables are the primary factors that appear

to govern the evolution of fish life history

traits. Periodic floods in large rivers modify

erosion and deposition patterns that affect

habitat structure and thereby create spatial

heterogeneity and temporal fluctuations

enhancing the persistence of ecological

communities (Bayley, 1995). Moreover,

flood pulses also shape the evolutionary

history of the aquatic biota and ecological

processes (Naiman et al., 2002) and regulate

community assembly patterns and regional

diversity levels (Poully and Rodriguez,

2004) influencing beta (i.e., among differ-

ent sites on the same river) and gamma

diversity (i.e., among different rivers) in

river floodplains (Arrington and Winemiller,

2004).

The importance of hydrology to river

dynamics has led to a number of studies to

identify variables that describe hydrologic

pattern. The flood hydrograph has been

described using variables such as timing,

amplitude, duration, rapidity of change and

smoothness (Welcomme, 2001; Petts, 2007).

Most studies have emphasised the impor-

tance of the peak flow of the hydrograph

(e.g., Junk et al., 1989; Lake 2007), but did

not stress important processes occurring

during the low-water period which are

important to fish life cycles. A more com-

plete description of a flood pulse hydrograph

that is more useful to link with life histories

of floodplain river fishes has been proposed

by Neiff (1990, 1999). He pointed out the

equal importance of the flood period (pota-

mophase) when water exceeds bankfull

and floods the alluvial valley and the dry

period (limnophase) when the floodplain

becomes isolated from main channel. This

separation of the hydrograph into two

periods of equal importance overcomes the

problem of underestimating the importance

of the dry phase (Neiff et al., 1994). This

more comprehensive approach differenti-

ates the spatial and temporal components

of the pulse dynamic into hydrological

variables of Frequency, Intensity, Tension,

Recurrence, Amplitude and Seasonality

(the FITRAS function (Table 5.1) (Neiff,

1990; Casco et al., 2005) which is similar

to the Indicators of Hydrologic Alteration
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Table 5.1 Definitions of flood pulse temporal (frequency, recurrence and seasonality) and spatial (amplitude,

intensity and tension) attributes (FITRAS function adapted from Neiff, 1990).

Variable Definition

Frequency Number of times that a selected flow takes place during a standard time period (usually
100 years)

Intensity Greatest or lowest flow value of a flood or drought during a time period
Tension Standard deviation between maximum and minimum flows in a multi-year hydrograph
Recurrence Probability of a flood or drought occurrence over a standard period (usually 100 years)
Amplitude (Duration) Time duration a river remains in a flood or low flow phase
Seasonality Seasonal frequency of floods or droughts
Elasticity Ratio between areas inundated during period of greatest flooding (potamophase)

lowest flow (limnophase).

(IHA) (Richter et al., 1996). The hydrologic

variables of FITRAS also appear relevant

to the study of behavioural guilds or life

history patterns.

The mechanistic connection between

landscape processes and instream hydraulic

processes is important to river ecology (e.g.,

Vannote et al., 1980: Junk et al., 1989; Poff

et al., 1997). Temporal habitat use and life

history stages of migratory fishes in large

rivers can only be understood by integrating

terrestrial and ecohydraulic processes over

a range of different spatial scales. These

processes represent a chain of events linking

terrestrial and aquatic organic production

ultimately manifested in fish biomass.

For example, an incremental increase in

discharge represents rainfall runoff within

the basin that will transport sediments,

organic matter, and nutrients from the

watershed into the river. In addition, the

local increase in depth or velocity appears to

trigger reproductive migrations that range

from hundreds to thousands of kilometres in

length. These migrations allow different life

stages of fishes to utilise seasonally available

habitats or conditions at large scales.

The connection between watershed pro-

cesses and fish ecology is exemplified by the

ubiquitous, important neotropical genera

Prochilodus and Semaprochilodus that appear

to adjust their migratory and reproductive

cycles to flood pulse intensity in the Upper

Parana River (Gomes and Agostinho, 1997).

They also exhibit variable migratory move-

ments of different distance and directions

depending upon basin characteristics (Lucas

et al., 2001). Like many migratory species,

maturation and spawning appears synchro-

nised with water level increases so that their

semi-buoyant eggs and small but numerous

larvae drift rapidly downstream until they

enter floodplain lagoons where they remain

for at least one year (Winemiller and Rose,

1992; Winemiller, 2005). The distance that

eggs and larvae drift before entering flood-

plain lagoons as well as the surface area

and persistence of these lagoons depends

on flood pulse amplitude and intensity

(Table 5.1 and Figure 5.5). Post-spawning

adults either migrate downstream or later-

ally to feed in the alluvial valley (Agostinho

et al., 1993). As the water recedes, adults

leave the floodplain but juveniles remain

in lagoons and channels of the floodplain

for two years until they recruit to the main

channel (Figure 5.5).

Migratory species like Prochilodus and

Semaprochilodus have evolved complex

life histories and sophisticated movement
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Figure 5.5 Representation of the pulse concept based on several attributes coupled to migratory fish that use

the main channel and floodplain areas for completing their life cycles. A: Amplitude: I: Intensity: T: tension.

behaviours to take advantage of the spatially

complex patterns of increased primary

and secondary production created by flood

pulses (Pringle, 2001). Seasonal flood pulses

trigger and promote complex biological

processes (Junk et al., 1989; Neiff, 1990;

Junk and Wantzen, 2004) and the attributes

of the flood pulse are key components of

floodplain river integrity (Poff et al., 1997).

These attributes drive the exchange and

storage of organic matter between the

floodplain and main channel, and influ-

ence biodiversity and biotic abundance

by producing seasonal disturbances. For

example, the flood pulse appears to govern

wetland production in the Amazon (Klinge

et al., 1990) and lower Paraguay and Paraná

rivers (Neiff et al., 2001). In this context

detritivorous species contribute to nutrient

recycling and the regulation of carbon

transport in rivers (Winemiller et al., 2006;

Taylor et al., 2006) and support part of the

energy cycle by feeding on organic-rich

sediment (Bowen, 1983; Bowen et al., 1984;

Jepsen and Winemiller, 2002).

Discussion

River science has a rich and abundant

history in which many guiding principles

have been proposed to describe patterns

in instream processes and river functions

across continents, geologic provinces and

stream sizes. However, integrating these

principles and approaches into a holistic syn-

thesis to understand how river abiotic and

biotic features interact is a relatively young

paradigm. In some respects, studies on

smaller river systems have benefitetd from a

more complete interdisciplinary integration

than has occurred for large rivers. Habitat
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analyses conducted in smaller, wadeable

systems can be coupled to hydraulic models

allowing river scientists to forecast the

effects of incremental flow changes on

fish habitat. Unlike in smaller systems,

the multidisciplinary integration of CFD,

hydrogeology and aquatic ecology is still at

a relatively early stage in large river studies.

As a consequence, there is opportunity

for enhanced interdisciplinary integration

for river scientists working in the world’s

large rivers across the range of traditional

disciplines to better understand the linkages

among hydrogeology, aquatic ecology and

fluid dynamics. It is only very recently that

river scientists have proposed frameworks

for integrating disciplines using a combina-

tion of scale constant and scale divergent

approaches, that is, between similar and

across varying temporal and spatial scales.

Frameworks such as the Integrated Refer-

ence Frameworks Concept (Nestler et al.,

2007a) and the River Machine Conceptual

Model (Nestler et al., 2012) are available to

support improved interdisciplinary integra-

tion. The next stage is to apply these frame-

works for the application of interdisciplinary

approaches to advance river science research

and ensure sustainable river management.

Historically, some of the most important

advances in river science have been made

by interdisciplinary teams. For example, the

Instream Flow Incremental Methodology

(IFIM) (Bovee and Millhous, 1978) was

developed by an interdisciplinary team at

the US Fish and Wildlife Service driven by

the need to develop water management

strategies to mitigate impacts of altered

hydrographs on instream habitat. It became

one of the most widely used techniques

for defining environmental flows during

the 1980s and 1990s (Gore et al., 2001).

Similarly, one of the more recent concep-

tual models in river science, the Riverine

Ecosystem Synthesis, is an interdisciplinary

approach proposed by a multidisciplinary

team (Thorp et al., 2006). Clearly, an inter-

disciplinary approach will continue to be

important if river scientists are going to

make relevant environmentally sustainable

management recommendations.

Advances in computer technology,

numerical methods and mesh typologies

have made the integration of computational

fluid dynamics into river science studies

more feasible. A more complete integration

of CFD modelling into river science will help

bridge the range of disparate scales often

encountered in the subject. A mesh or grid

is used to approximate the physical domain

(tessellation) in a typical CFD modelling

application and a governing equation is

solved at each node of the mesh (discretisa-

tion of the governing equation). The use of

CFD modelling as part of an interdisciplinary

approach is important, particularly for large

rivers, because the computational mesh

can be used to address the scale issue that

often limits large river studies. For example,

understanding fish movement and habitat

selection requires a description of the local

conditions that can be represented at a

single node. In contrast, understanding

how carbon cycle dynamics relates to fish

movement and habitat selection requires

landscape scales that can be approximated

by boundary conditions within reaches or

segments of the model mesh. We believe

the increased use of CFD modelling and its

ability to serve as a template to integrate

river processes across scales is critical for the

continued advancement of river science.

Achieving a broader synthesis requires

not only a multidisciplinary team, but also

a concept of how a multidisciplinary team

can optimally interface. Each discipline

within a multidisciplinary team is guided

by their individual principles. Creation of a
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fully integrated interdisciplinary team also

requires guiding principles that can be used

to merge the perspectives of each discipline

into a greater synthesis. We hope that the

classification of existing river science studies

using the scale and causality principles will

help river scientists forge the necessary

collaborative partnerships to further guide

and develop the discipline.
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Measuring spatial patterns in floodplains:
A step towards understanding the
complexity of floodplain ecosystems
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Introduction

Floodplains can be viewed as complex

adaptive systems (Levin, 1998) because they

are comprised of many different biophys-

ical components, such as morphological

features, soil groups, and vegetation com-

munities, which interact and adapt over

time (Stanford et al., 2005). Interactions and

feedbacks among the biophysical compo-

nents often result in emergent phenomena

occuring over a range of scales, often in the

absence of any controlling factors (sensu

Hallet, 1990). The emergence of new bio-

physical features and rates of processing

feeds back into floodplain adaptive cycles

and can lead to alternative stable states of

floodplain structure and function which are

dynamic over multiple scales (cf. Hughes,

1997; Stanford et al., 2005). Interactions

between different biophysical components,

feedbacks, self emergence, and scale are

all key properties of complex adaptive sys-

tems (Levin, 1998; Phillips, 2003; Murray

et al., 2014) and therefore will influence

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

the manner in which we study and view

floodplain spatial patterns.

Measuring the spatial patterns of flood-

plain biophysical components is a prerequi-

site to examining and understanding these

ecosystems as complex adaptive systems.

Elucidating relationships between pattern

and process, which are intrinsically linked

within floodplains (Ward et al., 2002),

is dependent upon an understanding of

spatial pattern. This knowledge can help

river scientists determine the major drivers,

controllers, and responses of floodplain

structure and function, as well as the

consequences of altering those drivers and

controllers (Hughes and Cass, 1997; Whited

et al., 2007). Interactions and feedbacks

between physical, chemical, and biologi-

cal components of floodplain ecosystems

create and maintain a structurally diverse

and dynamic template (Stanford et al.,

2005). This template influences subsequent

interactions between components that

consequently affects system trajectories

within floodplains (sensu Bak et al., 1988).
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Constructing and evaluating models used

to predict floodplain ecosystem responses

to natural and anthropogenic disturbances

therefore requires quantification of spatial

pattern (Asselman and Middelkoop, 1995;

Walling and He, 1998). Quantifying these

patterns also provides insights into the

spatial and temporal domains of structuring

processes as well as enabling the detection of

self-emergent phenomena, environmental

constraints or anthropogenic interference

(Turner et al., 1990; Holling, 1992; De Jager

and Rohweder, 2012). Thus, quantifying

spatial pattern is an important building

block on which to examine floodplains as

complex adaptive systems (sensu Levin,

1998).

Approaches to measuring spatial pat-

tern in floodplains must be cognisant of

scale, self-emergent phenomena, spatial

organisation, and location. Fundamental

problems may arise when patterns observed

at a site or transect scale are scaled-up to

infer processes and patterns over entire

floodplain surfaces (Wiens, 2002; Thorp

et al., 2008). Likewise, patterns observed

over the entire spatial extent of a landscape

can mask important variation and detail at

finer scales (Riitters et al., 2002). Indeed,

different patterns often emerge at differ-

ent scales (Turner et al., 1990) because of

hierarchical structuring processes (O’Neill

et al., 1991). Categorising data into discrete,

homogeneous and predefined spatial units

at a particular scale (e.g., polygons) causes

limitations and errors associated with scale

and subjective classification (McGarigal

et al., 2009; Cushman et al., 2010). These

include loss of information within classified

‘patches’, as well as the ability to detect the

emergence of new features that do not fit the

original classification scheme. Many of these

issues arise because floodplains are highly

heterogeneous and have complex spatial

organisations (Carbonneau et al., 2012;

Legleiter, 2013). As a result, the scale and

location at which measurements are made

can influence the observed spatial patterns,

and patterns may not be scale indepen-

dent or applicable in different geomorphic

settings (Thoms and Parsons, 2011). We

argue that it is more appropriate to allow

patterns to ‘self-emerge’ from quantitative

data obtained at scales appropriate for the

questions being asked (Dollar et al., 2007),

or across multiple scales of space and time.

Established research paradigms often dis-

play positive feedback loops, which reinforce

popular study designs often to the detriment

of scientific advancement (Schumm, 1998;

Delong and Thoms, Chapter 2). Existing

perceptions of spatial patterns in floodplains

have dictated how and where data are

collected, the type of data collected, the

scale of observations, and what is measured

and analysed. For example, floodplains

have been perceived as linear ecotones with

distinct spatial gradients from the main

channel to distal parts of the floodplain.

This has led to data being collected in one

direction along these perceived gradients,

with results reinforcing the perception

of floodplains as gradients (e.g., Chafiq

et al., 1992; Glavac et al., 1992; Désilets

and Houle, 2005). Similarly, when spatial

pattern in floodplains is perceived under the

patch-mosaic paradigm, data are categorised

into discrete units before the patterns are

measured (e.g., Kalliola and Puhakka, 1988;

Arscott et al., 2000; Whited et al., 2007).

Any subsequent observations of spatial

pattern made are therefore determined by

the categorisation imposed. Many problems

surround this circular approach to examin-

ing spatial pattern in floodplains, and these

problems are reinforced by lack of appreci-

ation for patterns in multiple directions or

beyond the scale of investigation (Robertson
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and Gross, 1994; Cooper et al., 1997; Thoms

and Parsons, 2011). Quantifying spatial

patterns in floodplains must be based on

the concept of self-emergence of patterns

or structures rather than the measurement

of data collected within, or categorised

based on, preconceived structures. It is

argued here that the former has largely

been neglected in favour of the latter in

conventional approaches to measuring

spatial pattern in floodplains.

The development of new technologies,

especially those associated with remotely-

sensed data capture, increases the ability

to quantitatively measure the spatial com-

plexity of floodplain surfaces (Scown et al.,

2015). Satellite imagery, aerial photography

and airborne laser scanning (LiDAR) now

provide quantitative numerical data on

many physical and biological attributes

of floodplain ecosystems, at increasingly

fine resolutions and over vast spatial

extents (Mertes, 2002; Notebaert et al.,

2009; Legleiter and Overstreet, 2013).

Quantitative, self-emergent characterisation

protocols, along with increased computer

processing power, have enabled robust and

meaningful analyses of spatial pattern from

such datasets in many terrestrial and aquatic

ecosystems (Thorp et al., 2008; Fonstad and

Marcus, 2010; Carbonneau et al., 2012).

However, many of these techniques and

approaches have not been widely applied in

floodplain research. There is a tendency to

categorise and simplify new, fine resolution,

quantitative data in order to adhere to past

convention or perception of spatial pattern

in floodplains.

These issues outlined above are addressed

in this chapter. First, a review of the

development of studies of spatial pattern

in floodplains is undertaken, including

a meta-analysis of the literature from

1934–2013 in which spatial pattern in

floodplains has been investigated. Trends

in floodplain ecosystem research, types of

data used, conceptual constructs of spatial

pattern, measurement approaches, and the

scales of observation are outlined. Second,

relationships between data used and the

development of floodplain conceptual mod-

els are highlighted to illustrate feedback

loops in the study of floodplain ecosys-

tems, in which data type and study design

reinforce the ruling conceptual model of

the day and vice versa. The implications of

this reinforcement are discussed along with

other limitations, arguing that the approach

to measuring spatial patterns in floodplains

and the type of data used should not dic-

tate, or be dictated by, a certain floodplain

conceptual model. Third, a case study of

the Upper Mississippi River floodplain is

presented to demonstrate the importance of

enabling patterns, and hence perceptions

of floodplains, to quantitatively emerge from

the data, whilst being particularly cognisant

of scale and location. Finally a discussion of

the implications of the meta-analysis and

findings of the case study is presented in

the context of future floodplain research, as

well as the potential of using complex adap-

tive systems as a framework for directing

floodplain science and management in the

twenty-first century.

A history of spatial pattern in
floodplain research

Research on spatial pattern in floodplains

has a rich history spanning many decades.

Understanding trends in this research

enables important concepts, dominant

paradigms, limitations, and knowledge gaps

to be identified. To facilitate this review, a

meta-analysis of floodplain spatial pattern

research from 1934–2013 was undertaken.
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Table 6.1 List of attributes recorded from each of the publications reviewed.

Component(s) of interest • Hydrology
• Geomorphology
• Vegetation

• Elevation
• Surface cover
• Other

Type(s) of data
• Field surveys/sampling
• Maps
• Aerial photography

• Satellite/aerial multispectral
imagery

• Digital elevation model
• Literature review

Data collection and
representation

• Qualitative observation
• Sites
• Transects

• Patches
• 3-dimensional surfaces

Conceptual paradigm • Gradient
• Patch mosaic

• Hybrid
• Other

Measure of spatial pattern • Description/mapping
• Composition and/or variability of

floodplain features/properties
• Diversity of floodplain features or

habitats
• Composition/variability/diversity

and spatial organisation of
floodplain features/properties

Scale(s) of investigation • Single/multiple scales • 101, 102, 103, 104+ metres

This meta-analysis was limited to pub-

lications describing or measuring spatial

patterns in floodplains, and thus does not

encompass all literature on the subject. The

search included publications listed in Google

Scholar, Science Direct, ProQuest, JSTOR,

and EBSCO using the keywords: floodplain,

spatial pattern, heterogeneity, diversity,

complexity, patch mosaic, gradient, ecotone,

landscape ecology. Relevant publications

contained in references obtained from this

search were also included and these were

mainly authored books, Ph.D. theses and

pre-1990 journal articles. Attributes of each

publication were recorded in regards to

the floodplain component(s) of interest,

type(s) of data used, how the data were

collected and represented, the concep-

tual paradigm(s) used, and if/how and at

which scale(s) spatial pattern was measured

(Table 6.1).

The number of publications investigating

spatial pattern in floodplains increased

dramatically in the 1980s (Figure 6.1).

This coincided with the emergence and

development of landscape ecology as a

discipline; a discipline that focused specif-

ically on pattern and process (Turner,

1989). Around the same time, concepts of

landscape ecology were being applied to

rivers and floodplains (e.g., Décamps, 1984).

The period 1994–2003 was associated with

three special scientific journal issues with

specific relevance to pattern and process
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Figure 6.1 The number of floodplain landscape

research publications found in this literature review

grouped per decade after 1964.

in floodplains (Statzner et al., 1994; Brown

et al., 1997; Tockner et al., 2002).

Research on spatial pattern in floodplains

prior to 1964 tended to be dominated by

studies on floodplain geomorphology, vege-

tation, topography, and sediment character

(Figure 6.2). Relationships between flood

disturbance, vegetation succession and

floodplain age were also a common theme

of studies during this period (e.g., Shelford,

1954; Everitt, 1968). Spatial pattern was

generally described and mapped using both
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Figure 6.2 The percentage of publications per decade in which the different components of the floodplain were

investigated. Note: percentages total more than 100 per decade because most publications investigated multiple

components, hence could be counted more than once within each decade.

qualitative and quantitative approaches in

many of these earlier floodplain studies. It

was not until the 1980s that spatial pattern

in floodplain hydrology became prevalent

(Figure 6.2). Increasingly, a spatial per-

spective of various hydrological properties

such as inundation frequency and duration,

water depth, velocity, temperature, turbid-

ity, and other physico-chemical parameters

of floodplains were presented (e.g., Hughes,

1990; Malard et al., 2000). The reporting

of the spatial pattern of floodplain fauna

including macroinvertebrates, fish, reptiles,

and mammals has also become a focus of

floodplain research in recent decades (e.g.,

Chafiq et al., 1992; Townsend and Butler,

1996).

The relative contribution of different

scientific disciplines to published floodplain

research has changed over time. Studies

reporting on floodplain geomorphology

from a spatial perspective peaked between

1974 and 1983 (Figure 6.2). Since this

period there has been a decline in this focus

with a corresponding increase in floodplain

hydrology studies. Studies reporting on
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spatial pattern in floodplain vegetation

and topography have fluctuated over time

but there has been a decline since the

period 1984–93. A similar decline has also

occurred for floodplain sediment research.

The declines observed in most of these

floodplain components do not indicate that

the total number of publications reporting

floodplain spatial pattern has decreased,

rather that their relative contribution

decreased. This is a result of a change in

the nature of floodplain research from that

which had a focus on multiple floodplain

components in any one study to a more sin-

gular floodplain component focus. However,

79 % of the publications reviewed report

on multiple aspects of floodplain spatial

pattern, reflecting the importance of the

many components of floodplain systems.

There has also been a change in how

floodplain data has been collected, from

solely field-based studies of spatial pattern to

a significant increase in the use of remotely-

sensed data gathering technologies. The pro-

portion of studies that collected field data

decreased over time with a corresponding

increase in the use of multispectral imagery,

especially in the last decade (Figure 6.3). The

production of three-dimensional floodplain

surfaces has also increased in prominence,

over the last two decades, as a tool for

measuring spatial pattern in floodplains.

Such surfaces have been used to describe

and measure patterns in elevation, sedi-

mentation rates, soil properties, nutrient

concentrations, suspended sediment load,

and flood water depth (e.g., Walling and

He, 1998; Alsdorf et al., 2007; Legleiter,

2013). The use of aerial photography for

describing and measuring spatial patterns

in floodplains has remained fairly constant

over time (Figure 6.3).

Paradigms of spatial pattern
in floodplains
Spatial pattern in floodplains has been

investigated under two common paradigms

since the 1950s; the gradient and patch

mosaic paradigms. The gradient paradigm

suggests that ecosystem variables change

continuously in space across the landscape

(Gustafson, 1998; Manning et al., 2004)

typically from near channel to distal flood-

plain regions. Many floodplain properties
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and processes have been conceptualised and

modelled as gradients in this fashion, includ-

ing vegetation, soil character, suspended

sediment load, sedimentation rates, inun-

dation frequency, and surface–groundwater

exchanges. In contrast, under the patch

mosaic paradigm, floodplain landscapes

are perceived as an assemblage of discrete

categorical units, which are considered

internally homogeneous, significantly dif-

ferent from neighbouring units and have

distinct boundaries (Forman and Godron,

1981). Floodplain patches have been cat-

egorised based on vegetation type, surface

cover, geomorphic features, and aquatic

habitat character. An early investigation

of floodplain spatial gradients was that of

Turner (1934). This study described the

gradual change in plant community assem-

blage along an elevation gradient from the

main channel to distal floodplain regions.

The results of which have been supported

many times since, illustrating the domi-

nance of the gradient or ecotone paradigm

prior to 1964 (Figure 6.4). The earliest

description of floodplain patches was by

Shelford (1954), who mapped and described

distinct biotic communities in the Lower

Mississippi Valley that were spatially organ-

ised as a mosaic. The patch mosaic paradigm

has gained popularity since the 1980s, being

adopted in an increasing proportion of

the publications reviewed. The number of

publications in which the gradient paradigm

was adopted has remained relatively con-

stant; however, these publications constitute

an ever-declining proportion of the liter-

ature (Figure 6.4). Other, process-based,

paradigms within which spatial pattern

in floodplains has been considered have

included the intermediate disturbance

hypothesis (Connell, 1978), hydrological

connectivity (Amoros and Roux, 1988) and

ecological succession (Clements, 1916).
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Figure 6.4 Trends in the conceptual framework

within which spatial pattern in floodplains has been

viewed.

The contrasting gradient and patch mosaic

paradigms dominated how spatial pattern in

floodplains was perceived until the 1980s

(Figure 6.4). However, these two paradigms

are not mutually exclusive, especially when

spatial pattern is considered within a scalar

context. Pattern can appear as a gradient at

one scale and as a patch mosaic at another

(Turner et al., 1990). Thus, an increasing

number of ‘hybrid’ paradigms have emerged

in which both patch and gradient patterns

are considered in floodplains over various

spatial scales (van Coller et al., 2000; Wiens,

2002). Hybrid paradigms of floodplain

spatial pattern suggest that gradients or

ecotones may occur as areas of rapid change

in an ecosystem variable within boundary
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regions (Naiman et al., 1988) and that

discrete patches can be superimposed onto

broader-scale gradients or trends in a partic-

ular floodplain landscape character (Hughes,

1997; van Coller et al., 2000; Wiens, 2002).

One of the earliest studies of discrete zones

or patches of vegetation along an elevation

gradient was by Hawk and Zobel (1974),

thus representing an initial hybrid floodplain

pattern paradigm. Since the 1980s, there

has been a rapid increase in the number of

publications investigating spatial pattern in

floodplains from either a patch mosaic or

hybrid perspective (Figure 6.4).

Approaches to quantifying spatial
pattern in floodplains
Approaches to investigating spatial pat-

tern in floodplains have varied over time

(Table 6.2), changing from being a descrip-

tive exercise to one that is more data driven

and analytical. Traditionally, contour, plan-

form, geomorphic, and vegetation mapping

were common but mainly for descriptive

purposes. Floodplain cross-sections and

sediment cores were also used to charac-

terise spatial pattern in floodplains. These

approaches often involved quantitative field

measurements; however, further analysis

was generally qualitative and the spatial

patterns described were rarely measured

from a landscape perspective.

More recently, floodplain spatial pattern

has been quantitatively measured using

spatial and non-spatial statistics (Table 6.2).

Non-spatial statistics, when applied to

categorical data, measure the composition,

heterogeneity or diversity of floodplain fea-

tures. In the publications reviewed, features

of interest were most often based on vegeta-

tion, geomorphology, and/or aquatic habitat

type. This approach has also been applied to

numerical data such as water temperature,

turbidity, and nutrient concentrations. Spa-

tial statistics, on the other hand, measure the

spatial organisation of landscape structure

using either categorical or numerical data.

These analyses provide a measurement of

spatial variability and organisation such as

the variogram. Spatial statistics have been

applied to such floodplain properties as

vegetation patches, soil characteristics, and

elevation. These statistics generally provide

a single reach- or floodplain-averaged

value that does not account for location

(Gustafson, 1998; McGarigal et al., 2009).

Table 6.2 Examples of approaches which have been used to describe and measure

spatial pattern in floodplains.

Descriptive Analytical

Mapping
• Contour
• Geomorphic
• Vegetation

Cross-sections
Vegetation transects
Sediment profiles

Non-spatial statistics
Categorical data
Number of patches
Patch richness
Shannon diversity
Simpson’s evenness

Spatial statistics
Categorical data
Patch shape
Patch density
Proximity index
Interspersion
Aggregation

Numerical data
Range
Coefficient of variation
Standard deviation

Numerical data
Variogram
Fractal dimension
Autocorrelation
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However, such values can obscure complex-

ity at different scales and locations within

floodplains (Thoms and Parson, 2011).

There are techniques to account for scale

and location using such metrics, which are

discussed later in this chapter.

Basic non-spatial measures of flood-

plain landscapes emerged in the 1980s,

although there are some earlier exceptions

(Figure 6.5). Non-spatial analyses of flood-

plain patterns have used the number and

relative proportions of different floodplain

features or habitats, changes in floodplain

width downstream, channel and shoreline
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Figure 6.5 Trends in the approach used to mea-

sure spatial pattern in floodplains. Comp./var. =
composition and/or variability of floodplain fea-

tures/properties; Diversity = diversity of flood-

plain features or habitats; Sp. org. = composi-

tion/variability/diversity and spatial organisation of

floodplain features/properties.

length at different discharges, number

of channel nodes, and the coefficient of

variation of factors such as flood frequency,

turbidity, water temperature, and nutrient

concentrations measured at sites through-

out the floodplain. Such measures provide

useful information on the area of habitat

available to organisms and the spatial vari-

ability of physico-chemical conditions in

floodplains.

Diversity indices have also been applied

to measuring spatial pattern in floodplains.

These too are non-spatial; however, they

provide a more robust measure of spatial

pattern than basic compositional measures

(Pielou, 1975). Often it is not just the num-

ber, area or relative proportions of landscape

features that are important for ecosystem

complexity, but an interaction of the three,

which can be measured using diversity

indices. In a landscape context, diversity

indices have been applied to floodplain

features or habitat types as ‘species’ and their

area as ‘abundance’ (Arscott et al., 2000).

Habitat diversity indices were first applied

to measuring spatial pattern in floodplain

landscapes in the late 1990s (Figure 6.5),

with the Shannon diversity and Simpson’s

evenness indices the most common. Habitat

diversity is important because it interacts

with the diversity of species within habitats

(α-diversity) and the turnover of species

between habitats (β-diversity) to deter-

mine overall biodiversity (γ-diversity) in

floodplain landscapes (Ward et al., 1999).

Increased habitat diversity in floodplains

due to their biogeomorphic complexity is

thought to contribute to higher biodiversity

than surrounding river and hillslope envi-

ronments (Naiman et al., 1988; Ward et al.,

1999).

Spatial organisation and location are also

important components of spatial pattern

in floodplains. The spatial organisation
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of habitats in floodplain landscapes can

influence their hydrological connectivity,

exchanges of materials, organisms and

energy throughout the floodplain, and over-

all biodiversity and productivity (Thoms,

2003). Such attributes are measured

using spatial indices of landscape pattern

(Gustafson, 1998), as opposed non-spatial

measures already described (Table 6.2). The

number of publications in which spatial

organisation was measured along with

non-spatial statistics has increased in the

last two decades (Figure 6.5). Spatial metrics

used in floodplain research have included

patch shape, juxtaposition and topology

indices, as well as geostatistical tools such

as variograms (Table 6.2). Variograms are

useful tools indicating both variability and

spatial organisation while accounting for

scale, which are all important in quantify-

ing spatial pattern (Cushman et al., 2010;

Legleiter, 2013). Non-spatial statistics have

also been calculated using moving window

analyses to account for location and mul-

tiple scales simultaneously in floodplain

research (De Jager and Rohweder, 2012).

Such approaches appear promising for

better understanding of spatial pattern in

floodplains in the future.

Limitations to traditional
approaches
The increase in the number of publica-

tions measuring floodplain spatial pattern

(Figure 6.5) is intrinsically linked to the type

of data available and that used to measure

spatial pattern (Figure 6.3). However, many

of the approaches used have been influ-

enced and therefore limited by a number of

factors. These include: (i) preconceptions of

spatial pattern in floodplains; (ii) the types

of data used to measure spatial pattern and

(iii) the scales at which observations are

made. A feedback loop has existed between

these three factors thereby reinforcing the

approach to investigating floodplain spatial

pattern. Thus, studies of floodplain spatial

pattern have suffered from circularity. Our

literature review indicates that the com-

munity of riverine landscape ecologists has

arrived at a time when it is possible to reflect

on how new data-capture technologies

and spatial-analytical tools can be used to

quantify spatial patterns in floodplains. Here

we outline some of the issues that became

apparent from the meta-analysis.

Almost half of the published studies on

gradients in floodplain ecosystems have

been undertaken with an initial study

design based at-a-site or along transects

(Figure 6.6). These studies have been

designed to sample within a gradient; that

is, based on a preconceived gradient. They

are often undertaken at small scales and

reinforce the perception of the gradient

because they have not sampled areas of

the floodplain beyond that gradient. There

is often little evidence to suggest that the

patterns observed occur across large scales or

in multiple directions (Thoms and Parsons,

2011). Additionally, spatial pattern in flood-

plains may not be continuous, as is implied

by the gradient paradigm (Southwell and

Thoms, 2006), and important boundaries in

floodplains may be overlooked due to scale

and resolution limitations.

Similarly, the majority of research on

spatial pattern in floodplains from the

patch mosaic perspective has been based

upon existing categorical maps (Figure 6.6).

Rarely is the presence or reliability of the

patches themselves questioned before their

assemblage or organisation is measured

(Robertson and Gross, 1994; Cooper et al.,

1997). Patches are often delineated qual-

itatively and subjectively, and may not

reflect what is perceived as a patch by an

organism (Wiens and Milne, 1989; Manning
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Figure 6.6 Percentage contribution of each data type to the publications under each paradigm (excluding liter-

ature reviews).

et al., 2004), nor account for any substantial

amount of variability in ecosystem processes

(Cushman et al., 2010). Once delineated,

all variation within patches is lost, and the

scale of any attempt to quantify spatial

pattern is limited to the scale of the initial

categorical map (McGarigal et al., 2009).

By imposing qualitative categorisations of

floodplain patches and not allowing pat-

terns to emerge from the data over multiple

scales, fundamental properties of complex

adaptive systems are undermined.

Hybrid paradigms have been proposed to

overcome many of the limitations associ-

ated with the gradient and patch mosaic

paradigms. However, many hybrids are

still of a conceptual nature; recognising the

importance of both continuous and discrete

spatial patterns at various scales but often

not quantifying those patterns. Rudimen-

tary descriptions of spatial pattern have

occurred within a hybrid framework (e.g.,

van Coller et al., 2000; Tockner et al., 2003);

however, it is often concluded that spatial

patterns in floodplains are ‘complex’, with no

definition or quantification of what ‘complex’

is. Most attempts at quantifying spatial pat-

tern under hybrid paradigms revert back to

patch- or site-based approaches (Figure 6.6),

mainly due to the availability of data and

conventionality of measuring spatial pattern

using patches. Consequently, hybrid models

suffer from the same limitations as the

original paradigms.

The metrics traditionally used to quantify

spatial pattern in floodplains also have

limitations. Until recently, non-spatial statis-

tics dominated the quantification of spatial

pattern (Figure 6.5). However, these provide

no indication of spatial organisation, which

is another important factor contributing

to the complexity of floodplain ecosys-

tems. Compositional and diversity statistics

provide highly valuable information in

many cases but they fail to capture the

important spatial component of complexity.

Further, most of these statistics provide a

single floodplain-averaged value, which is

useful for comparing floodplains of different

reaches or rivers; however, they fail to

account for location within the floodplain,

which can be important when considering

particular species’ habitats or ecosystem

processes (De Jager and Rohweder, 2012).

Spatially-aware (contextual) approaches to

measuring spatial pattern in floodplains are
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used to measure spatial pattern under each approach

(see Figure 6.5 for abbreviations).

becoming more common (Figure 6.5); how-

ever, the majority of applications so far have

been based on patch data (Figure 6.7), with

a few notable exceptions (e.g., Gallardo,

2003; Legleiter, 2013). In fact, categorical

patch data has dominated all approaches

to measuring spatial pattern in floodplains

(Figure 6.7). Hence, most of these studies

are subject to the limitations of patch data

already outlined.

The scale of investigation of spatial pat-

tern in floodplain research has also been

limited. More than 80% of the publications

reviewed in which spatial pattern was quan-

tified focused on a single scale (Figure 6.8).

Although the scales of investigation ranged

from tens of metres to hundreds of kilome-

tres, multiple scales were rarely considered

simultaneously (Figure 6.8). Scale is a fun-

damental consideration when investigating

spatial pattern (Turner et al., 1989; Levin,

1992). Pattern can appear as a gradient at

one scale and as a patch mosaic at another

(Turner et al., 1990). Different ecosystem

processes can operate over vastly different

scales, and different organisms perceive and

0%

20%

40%

60%

80%

100%

Comp./var. Diversity Sp. org.

P
e
rc

e
n
ta

g
e
 o

f 
p
u
b
lic

a
ti
o
n
s

Multiple scales

10 km +

1 km

100 m

10 m

Single scale

Figure 6.8 Percentage of publications measuring spa-

tial pattern using each approach at different scales

(see Figure 6.5 for abbreviations).

respond to the landscape at vastly different

scales (Wiens and Milne, 1989; Holling,

1992). Therefore if research is to be focused

at a particular scale, it is important to be

explicit about which process or organism(s)

that scale is relevant to (Parsons et al.,

2004). More lucrative in pattern analysis,

however, is the consideration of multiple

scales simultaneously (Bar Massada and

Radeloff, 2010; De Jager and Rohweder,

2012). This enables the emergence of pat-

terns at different scales to occur, rather than

pattern at one scale being imposed, and may

be useful in identifying scales over which

dominant structuring processes occur, the

relative importance of top-down versus

bottom-up influences, or scales at which

anthropogenic interference has occurred

(Robertson and Gross, 1994; Thorp et al.,

2008). Future research into spatial pattern

in floodplains should therefore consider

multiple scales whenever possible and/or

relevant.
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A new approach for
measuring spatial pattern in
floodplains

As new, continuous, high-resolution data

for floodplains are collected, it is possible to

apply new techniques for quantifying spatial

pattern. In this section the importance of

scale, self-emergence, spatial organisation,

location, and metric type when measuring

spatial pattern in floodplains is demon-

strated. We used surface metrics and moving

window analyses to measure spatial pattern

from quantitative topographic data in the

form of a gridded digital elevation model

(DEM) for a portion of the Upper Mississippi

River floodplain. The DEM was derived

from airborne laser scanning (LiDAR) and

is a continuous numerical representation

of floodplain surface elevation. Surface

metrics can be used to measure spatial

pattern from this type of data without the

need to delineate patches (McGarigal et al.,

2009). They are based on ‘pixels’ rather than

‘patches’ as the basic structural elements of a

landscape (Cushman et al., 2010). As such,

there are no issues associated with arbitrary

categorisation of data into discrete patches

or with boundary delineation (Cushman

et al., 2010). Using a moving window anal-

ysis, each surface metric can be calculated

for a neighbourhood around each pixel

(cell) in the DEM in order to account for

location. Increasing the size of the neigh-

bourhoods enables floodplain structure to

be characterised across multiple scales and

patterns to self-emerge (Bar Massada and

Radeloff, 2010; De Jager and Rohweder,

2012). Such an approach accounts for the

spatial organisation and scale of landscape

structure and pattern, and is useful not only

for DEM data but any gridded ecological

data.

Case study
Study area
This case study was conducted in Pool 9 of

the Upper Mississippi River (UMR), which

lies between the states of Minnesota, Iowa

and Wisconsin in the USA (Figure 6.9).

The northern part of the UMR is divided

into 29 navigation pools by a series of locks

and dams mostly constructed during the

1930s. The river valley bottom in Pool 9

is approximately 50 river kilometres in

length and generally between five and six

kilometres wide (Figure 6.9). The floodplain

in much of the lower half of the pool

is permanently inundated due to water

impoundment behind the lock and dam.

The impounded water, river channels, and

floodplain together occupy over 210 square

kilometres. Major geomorphic floodplain

features observed in the upper half of the

pool include the main and anastomosing

channels, islands, natural levees, crevasse

splays, backwaters, and swamps. This por-

tion of the UMR is constrained between

dolostone-capped sandstone bluffs on either

side, which can rise up to 200 metres above

the river valley bottom. The river valley

was carved by glacial meltwater following

the last glacial maxim. Climate in the

UMR is continental, with marked seasonal

temperature and precipitation patterns.

This results in a seasonal hydrograph, with

average monthly discharge for Pool 10

(directly downstream of Pool 9) peaking

around 2600 m3s−1 during April and falling

to around 670 m3s−1 during January, for the

period from 1982 to 2012 (USGS, 2013).

Methods
A gridded bare-earth DEM with 1 × 1 m2 cell

size was used as the base dataset for this case

study. The DEM was derived from airborne

laser scanning (LiDAR), which was obtained

in 2007 by the US Army Corps of Engineers’
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Figure 6.9 Regional location of Pool 9 of the Upper Mississippi River and detail of floodplain topography in its

upper reaches. Scown et al., 2015. Reproduced with permission from Elsevier. (See colour plate section for colour

figure).

Upper Mississippi River Restoration Pro-

gram (UMRR). LiDAR typically provides

spot heights with a horizontal accuracy

within one metre and a vertical accuracy

within 15 centimetres, although they can be

much better. From the LiDAR spot heights,

the US Geological Survey’s Upper Midwest

Environmental Sciences Center (UMESC)

created a Tier 2 DEM which has undergone

rigorous quality assurance testing (UMESC,

2013). The Tier 2 DEM for Pool 9 was used

in this case study.

The DEM was clipped to the extent

classified in the Upper Mississippi River

Restoration Environmental Management

Program’s Long-Term Resource Monitoring

(LTRM) floodplain land cover/use data

polygons for Pool 9 (UMESC, 2012). A

50 m buffer within the outer edge of this

extent was removed to prevent valley side

effects. All areas classified as ‘open water’,

‘agriculture’, ‘developed’, ‘levee’, ‘pasture’,

‘plantation’, and ‘roadside grass/forbes’

in these polygons were also removed
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to minimise the effects of significant

man-made structures and errors in the

LiDAR data associated with water. These

areas constituted only a small proportion

of the DEM. Man-made sand piles on the

banks of the main channel where dredged

sediment has been deposited were included

as these now present significant physical

features of the floodplain. The lower part

of Pool 9 where most of the floodplain

is now permanently submerged was also

removed as there were only a few small

islands recorded in the DEM in this area.

The clipped DEM was then de-trended

relative to the 30-year mean low water

level to remove the overall downstream

slope. A surface with the same resolution

and extent as the clipped DEM was interpo-

lated between the river mile contours that

contained a 30-year mean low water level

value. This surface represented an estimate

of the mean low water height above mean

sea level in Pool 9, incorporating the overall

downstream slope. This surface was sub-

tracted from the clipped DEM to produce a

de-trended DEM, which contained a height

value above the 30-year mean low water

level at that location downstream for every

1 × 1 m2 cell. Any negative values (i.e.,

below mean low water level) were removed

from the de-trended DEM.

Five surface metrics were chosen to mea-

sure spatial patterns in the topography of the

floodplain (Table 6.3). Range determines the

range of surface elevations within an area.

This is an important structural property of

floodplains due to the influence of elevation

on inundation and vegetation patterns. A

higher range of surface elevations within

an area corresponds to a greater range of

flood frequencies, and potentially greater

habitat diversity for various floodplain plant

species (Hamilton et al., 2007). SD measures

the variability in surface topography around

the mean elevation in an area, while CV

measures the variability relative to the

mean. Higher SD and CV reflect increased

topographic variability in an area. Variability

in surface heights increases the spatial varia-

tion of flood frequencies and soil saturation

in floodplains, both of which contribute to

higher biodiversity in floodplains (Pollock

et al., 1998). SDCURV and Rugosity relate

to surface roughness (Mark, 1975). Sur-

face roughness is a particularly important

structural property of floodplains since it

can create a diverse array of hydraulic and

geomorphic conditions across the surface

(Nicholas and Mitchell, 2003). SDCURV

measures the standard deviation of total

curvature within an area. Curvature varies

depending on the type of local landform:

high point, depression, ridge, valley, saddle,

spur, shoulder, and so on (Nogami, 1995;

Iwahashi and Pike, 2007). It also determines

whether material will diverge or converge at

that location, or whether flowing substances

will accelerate or decelerate across that

location (Evans, 1972). Rugosity is calculated

as the ratio between the actual surface area

and that of a flat plane occupying the same

x, y extent. It reflects the convolutedness

of the surface within an area as well as

the actual surface area available as habitat.

Actual habitat area is important in many

ecosystems when competition for space is a

key structuring process (Hoechstetter et al.,

2008), this may be particularly relevant in

densely vegetated floodplains such as that

of the Amazon (Salo et al., 1986; Hamilton

et al., 2007). Higher values in both SDCURV

and Rugosity indicate a more convoluted and

topographically complex surface.

These five surface metrics were calcu-

lated from three input grids both globally

(for the entire grid) and locally (within a

neighbourhood around every cell in the

grid). The input grid from which Range, SD
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Table 6.3 Description of the five surface metrics calculated.

Metric Description Indicates References

Range The difference between the
lowest and highest points in
the DEM or within a
neighbourhood

Magnitude of
topographic relief within
an area

Nogami (1995)
Wilson et al. (2007)
Walker et al. (2009)

Standard deviation
(SD)

The standard deviation of
all surface height values in
the DEM or within a
neighbourhood

Variability of the surface
about the mean height
within an area

Evans (1972)
Mark (1975)
Hoechstetter et al.
(2008)
McGarigal et al. (2009)

Coefficient of
variation (CV)

The coefficient of variation
of all surface height values
in the DEM or within a
neighbourhood

The magnitude of
surface height variability
relative to the mean
height within an area

McCormick (1994)
Pollock et al. (1998)

SDCURV The standard deviation of
total curvature (Jenness,
2012) of each cell in the
DEM or within a
neighbourhood

Variability of the shape
of the surface within an
area

Tarolli et al. (2012)

Rugosity The ratio of the true surface
area of the DEM or within a
neighbourhood to that of a
flat plane occupying the
same (x, y) extent

Convolutedness of the
surface within an area

Hobson (1972)
Jenness (2004)
Kuffner et al. (2007)
Wilson et al. (2007)
Walker et al. (2009)

and CV were calculated was the de-trended

DEM, while two other input grids derived

from the de-trended DEM were used to

calculate SDCURV and Rugosity. These input

grids were the total curvature and surface–area

ratio of each cell in the de-trended DEM,

respectively, and were created using the

DEM Surface Tools toolbox in ArcGIS 10.0

(Jenness, 2012). Global surface metrics

were calculated using the value of every

cell in the input grid and provide a single

floodplain-averaged metric value. Local

surface metrics were calculated for each

cell in the grid based on all values within a

neighbourhood (window) around that cell

using a moving window analysis. The global

median for each surface metric measured at

each window size was also estimated from

the raster quartiles in ArcGIS 10.0.

The moving window analyses were con-

ducted using the FocalStatistics tool in ArcGIS

10.0. Windows were circular and centred

over the target cell. Fourteen window sizes

were used with radius = 10, 20, 30, 40,

50, 100, 150, 200, 250, 300, 400, 500, 750,

1000 metres. The output of the moving win-

dow analysis is the metric value measured

within the specific sized window around

that cell. Hence, cells in the output grid

contain metric values rather than height

values as in the de-trended DEM. Due to

the scarcity of input grid values in some

areas of the floodplain, some windows

contained only a very small proportion of



�

� �

�

Measuring spatial patterns in floodplains 119

data. Whenever a window around a target

cell did not contain more than 60% data,

this cell was removed from the output

grid. This percentage was chosen based on

examination of (i) the relationship curves

between minimum proportion of window

containing data and percentage of all cells

from the DEM retained, and (ii) maps of

the proportion of window containing data

for each window size. Removing the cells,

which did not contain at least 60% data in a

particular window size, minimised spurious

values due to insufficient sample sizes

while maximising the number and spatial

distribution of cells in the output grid.

The scaling characteristics of the sur-

face metrics were quantified using linear

regression of log-transformed data for both

(i) the global median of each metric mea-

sured for each window size, and (ii) the

local metric value at 18 random sample

cells for each window size. The base 10

logarithms of window radius (in metres)

and metric value were plotted and linearly

regressed in Microsoft Excel. Relationships

were significant at p < 0.05. A straight line

on the log–log plot is the same as a power

function fit to the untransformed data.

Differences in scaling characteristics

between metrics were investigated using

the range standardised slopes of the regres-

sion lines. Global median values were

range standardised to between 1 and 2 for

each metric, and the base 10 logarithm of

the range standardised metric score was

regressed against that of window radius

to give a range standardised slope. Differ-

ences in the scaling characteristics of each

metric at different spatial locations were

investigated in a 3 × 2.5 km sample section

of the floodplain. This area contained most

of the major physical features present in

the floodplain including the main and side

channels, natural levees, crevasse splays,

backswamps, and islands. Eighteen sample

cells were randomly chosen within this

area and the base 10 logarithm of each

surface metric was regressed against that

of window radius to determine the scaling

characteristics of each metric for each cell.

The coefficient of variation of the absolute

slope of all significant regression lines was

calculated for each metric from the sample

cells and used as an indicator of the spatial

variability of the scaling characteristics of

each metric.

Results
Global metric values greatly overestimated

local metric values in the majority of the

floodplain, particularly when local metrics

were measured at small scales (Figure 6.10).

The global medians of each local met-

ric were highly dependent upon scale,

with each increasing with window size

(Figure 6.10). This indicates that greater

variability in the topographic structure of

the floodplain is observed with increasing

measurement scale. There was a significant

log–log relationship between global median

and window radius for all surface metrics

(Table 6.4). For Range, SD, CV and SDCURV,

the straight line fitted to this relationship

had an r2 value greater than 0.98, while for

Rugosity it had an r2 of 0.832 (Table 6.4).

Although a straight line was a good fit for

Rugosity, there also appeared to be a scale

(around window radius = 100 m) at which

Rugosity values reached an asymptote for

the scale range investigated (Figure 6.10e).

The global Rugosity value was still higher

than this apparent asymptote. The slopes

of the lines when each metric was range

standardised were similar, although slightly

higher for SDCURV (Table 6.4), suggesting

that on average all five metrics are similarly

sensitive to scale.
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Figure 6.10 The linear relationships between Log10(window radius) and Log10(global median metric value) for

(a) Range, (b) SD, (c) CV, (d) SDCURV and (e) Rugosity. Global metric value also noted (dashed line indicates base

10 logarithm). Note different y-axis scales.

Table 6.4 Linear regression results of Log10(window radius) against Log10(metric value) for global medians.

Slope and y-intercept given to four significant figures, RS = range standardised.

Metric F p d.f. r2 Slope y-intercept RS slope

Range 3081.9 0.000 1,12 0.996 0.3791 −0.6241 6.270 × 10−2

SD 1255.3 0.000 1,12 0.991 0.2777 −1.240 6.332 ×10−2

CV 892.2 0.000 1,12 0.987 0.2407 −1.106 6.248 ×10−2

SDCURV 695.1 0.000 1,12 0.983 7.168 ×10−2 −0.1874 6.766 ×10−2

Rugosity 59.5 0.000 1,12 0.832 1.073 ×10−4 1.216 ×10−3 6.248 ×10−2

Local surface metric values were highly

dependent upon scale, but also on location.

Results of the five surface metrics measured

locally at three window sizes (radius = 10,

100 and 1000 m) are shown in Figure 6.11a

for the 3 × 2.5 km sample section of the

floodplain. For Range, SD, CV and Rugosity,

most of this area was dominated by low
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(dark blue) metric values at the 10 m

and 100 m window sizes, whereas SDCURV

had relatively higher values (greens and

yellows). Range and SD appeared to have

similar spatial patterns when measured at

the 10 m and 100 m window sizes, but

quite different ones at the largest size. High

values for both these metrics were visually

evident at the 100 m window size, but were

absent at the 1000 m window size for SD

while dominant at that scale for Range. CV

appeared to distinguish relatively higher

values in the western (low-lying) quarter

of the frame than any of the other metrics.

Areas of high SDCURV and Rugosity were

evident at the 10 m and 100 m window

sizes fringing many of the smaller channels

and gullies, but were generalised or lost

at the largest window size. High SDCURV

values were particularly prominent at the

edges of the main channel and some smaller

channels at the 100 m window size, while

these areas were not distinguished by the

other metrics at that scale.

The scaling characteristics of local surface

metrics in the sample cells were not always

consistent with the scaling characteristics

of the global median for each metric. On

average, r2 values for local surface metric

regressions were lower than those of the

global medians (Tables 6.4, 6.5 and 6.6).

The results of log–log regressions for the

three example cells (A – circle, B – triangle

and C – square) are shown in Figure 6.11b

and Table 6.5. Locations of each of the cells

are shown on the maps in Figure 6.11a.

Range increased with window size at all

three cells, but at different rates (slopes) to

that of the global median. Cell A (circle) and

cell C (square) had lower slopes than that

of the global median while the slope of cell

B (triangle) was higher. SD increased with

window size at cells A and B, but decreased

at cell C. Again, the slopes of these lines

differed from that of the global median. CV

was not significantly related to window size

in a log–log way at cell C (p = 0.269), nor

was the relationship well described by a

straight line at cell A (r2 = 0.291). The direc-

tion of change also depended upon location

for SDCURV and Rugosity values. SDCURV and

Rugosity both increased with window radius

at cells A and B, but decreased at cell C.

The absolute slope of the lines for both of

these metrics at cell C was also much higher

relative to that of the global medians.

The influence of scale on local surface

metric values was also highly dependent

upon location within the sample section of

the floodplain. The scaling characteristics

of Rugosity were by far the most variable in

space within this section of the floodplain

(Table 6.6). The coefficient of variation of

absolute slope of the regression lines among

the 14 significant sample sites for Rugosity

was more than three times that of any of

the other four metrics (Table 6.6). Range was

significantly related to window radius in a

log–log way at all 18 of the sample sites and

this relationship was the least sensitive to

location of any of the metrics, with the low-

est coefficient of variation of absolute slope

(Table 6.6). The slopes of the lines for SD, CV

and SDCURV were similarly variable in space

in the sample floodplain section (Table 6.6).

Discussion
This case study highlights differences

between metrics measured globally versus

locally, which reflects the importance of

scale and location for measuring spatial pat-

tern or structural complexity in floodplains

using surface metrics. The results suggest

that one floodplain- or reach-averaged

metric value may be insufficient for char-

acterising the complexity of spatial pattern

within a floodplain. Surface metrics mea-

sured locally can provide analyses of
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Figure 6.11 (a) Local surface metric results for three window sizes in the 3 × 2.5 km sample section of floodplain

and locations of the three example cells, and (b) linear relationships between Log10 (window radius) and Log10

(global median metric value) for each surface metric at each example cell. (See colour plate section for colour figure).

floodplain structure tailored to specific

scales and locations within the floodplain,

which are relevant to the questions being

asked. Such approaches have already been

applied to measuring spatial pattern in

many ecosystems (e.g., Riitters et al., 2002;

Bar Massada and Radeloff, 2010). On the

other hand, global metric values may be

appropriate when considering ecosystem

processes or organisms that respond to
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Table 6.5 Linear regression results of Log10(window radius) against Log10(metric value) for three local cells.

Slope and y-intercept given to four significant figures, * indicates non-significant result, ** indicates r2 less

than 0.8.

Metric Cell F p d.f. r2 Slope y-intercept

Range 359.8 0.000 1,12 0.968 0.3177 −0.6253

181.8 0.000 1,12 0.938 0.5751 −0.8830

15.6 0.002 1,12 0.565** 0.1351 0.1782

SD 317.5 0.000 1,12 0.964 0.1849 −1.157

159.7 0.000 1,12 0.930 0.5111 −1.589

5.9 0.032 1,12 0.329** −8.258 × 10−2 −0.1698

CV 4.9 0.047 1,12 0.291** 2.547 ×10−2 −0.4348

148.3 0.000 1,12 0.925 0.4374 −1.544

1.3 0.269* 1,12

SDCURV 19.5 0.001 1,12 0.619** 8.472 ×10−2 −0.3320

72.0 0.000 1,12 0.857 0.2308 −0.4361

534.2 0.000 1,12 0.978 −0.3098 1.019

Rugosity 8.8 0.012 1,12 0.423** 2.090 ×10−4 7.480 ×10−4

65.7 0.000 1,12 0.846 8.364 ×10−4 2.209 ×10−4

99.7 0.000 1,12 0.893 −5.341 ×10−3 1.607 ×10−2

Table 6.6 Summary of linear regression results of Log10(window radius) against

Log10(metric value) for the 18 randomly sampled cells, CV (abs. slope) is used as

an indicator of the spatial variability of the scaling characteristics of each metric.

Metric No. significant Average r2 CV (abs. slope)

Range 18 0.876 0.383
SD 16 0.830 0.422
CV 15 0.816 0.433
SDCURV 15 0.790 0.439
Rugosity 14 0.725 1.475

spatial pattern at the scale of the entire

floodplain. In these cases, the detail pro-

vided by local metrics may be irrelevant.

Global metric values may also be useful

for making general comparisons between

floodplains or between reaches. This is

likely the case not only for surface metrics,

but also for any of the metrics described

in the meta-analysis. Arscott et al. (2000)

conducted such a comparison of the com-

position, Shannon Diversity, and Simpson’s

Index of Dominance of aquatic habitat types

between six geomorphically distinct reach

types in the Fiume Tagliamento, an alpine

floodplain river in northern Italy. Others

have compared measures of the diversity

of hydraulic patches within river reaches

between different discharges (Thoms et al.,
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2006; Wallis et al., 2012). To the best of our

knowledge, no similar analysis of floodplain

topography using surface metrics has been

undertaken, so comparison of these metric

values with other studies will require further

research. It is worth noting, however, that

river channel morphology has recently been

investigated using variograms (Legleiter,

2013) and such an approach could be

highly relevant for floodplain morphological

research.

The value of different surface metrics

for measuring floodplain complexity, as

shown in this case study, is dependent

upon the scale or extent over which the

metric is measured. This has implications

for comparing results between studies,

but also for investigating pattern–process

relationships as the scale(s) of measurement

of spatial pattern must be relevant to the

scale(s) over which the process of interest

occurs (Turner et al., 1989; Wiens and Milne,

1989). However, the scale dependence of

surface metrics is not necessarily a bad

thing. Although we must be mindful of

scale when measuring metrics individually,

the scaling characteristics (scalograms) of

metrics can be used to ask questions about

major structuring processes and the scales

over which they operate or dominate (Bar

Massada and Radeloff, 2010; De Jager and

Rohweder, 2012). Distinct breaks in scaling

characteristics, or departures from scaling

regression lines (Figure 6.10), may indicate

scales at which structuring processes and

surface attributes change, or scales at which

anthropogenic disturbance has overridden

natural processes (De Jager and Rohweder,

2012). Rugosity best demonstrates this

here. Although there was a significant

log–log relationship, there also appeared

to be little change in the global median

between windows with radius = 100 m and

1000 m (Figure 6.10e). This may suggest

that changes in Rugosity and its drivers

are minimal between these scales. Below

this scale range Rugosity values increased

substantially more, while above they must

increase again in order to reach the global

value. Further investigation into this is

required. Straight lines on a log–log plot

such as those in this case study represent a

power function in the untransformed data.

There is a rich literature on the significance

of power functions in many ecological

domains (Holling, 1992; Levin, 1992; Milne

et al., 1992), which parallels with many

principles of complex adaptive systems

theory such as hierarchy, fractals, nonlin-

earity, chaos, and 1/f noise which have

been investigated in geomorphic systems

(Goodchild and Mark, 1987; Bak et al., 1988;

Turcotte, 2007). Future research should

investigate the scaling characteristics of

particular metrics throughout the floodplain

within the context of such principles.

The importance of location for measur-

ing spatial pattern in floodplains is also

highlighted in this case study of the Missis-

sippi floodplain. Moving window analyses,

although computationally intensive, can

provide spatially-contextual approaches for

measuring spatial pattern, which account

for location. Moving window analyses can

be applied to any gridded data. This includes

DEMs, as evidenced in this case study, but

also raster datasets containing Normalised

Difference Vegetation Index (NDVI), habitat

type, soil conditions, sedimentation rates,

water depth and the like. Such data are

becoming increasingly available over larger

areas and also for multiple snapshots in

time thanks to advances in field and remote

data capture techniques (Fuller and Basher,

2013; Legleiter, 2013). Further, moving

windows can be used to not only calculate

surface metrics, but also for almost any of

the metrics described in the meta-analysis,
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particularly with advances in computer

processing power and automated scripts.

Regardless of whether moving window

analyses are used, location should still be

accounted for when measuring spatial pat-

tern in floodplains. This can be achieved by

maximising replicate samples with good spa-

tial coverage, or with the aid of geostatistical

tools such as variograms, which determine

the degree of spatial autocorrelation within

a dataset.

Allowing spatial patterns to self-emerge

from quantitative data, rather than impos-

ing subjective patches onto a floodplain at

one particular scale is also highlighted in

this case study. Emergent patterns reflect

scales and locations at which particular

characteristics of the floodplain surface are

detected by the relevant surface metric.

Take SDCURV, for example. At the 100 m

window size (Figure 6.11a) areas or ‘patches’

of high SDCURV were qualitatively apparent

along several of the smaller channels and

the shorelines of the main channel and

islands. These areas were distinguished by

this particular metric at this scale. However,

at the 1000 m window size (Figure 6.11a),

SDCURV divided the frame roughly in half;

higher values in the eastern half, lower

values in the western half; while smaller

channels and shorelines were not distin-

guished. The trend from high to low is much

more gradual in space at the larger scale,

but two different zones could qualitatively

be drawn if that was the objective. This

suggests that the main channel influences

SDCURV at large scales in the same way that

smaller channels and shorelines influence

this metric at mid scales. Put another way,

zonation or ‘patchiness’ based on SDCURV

is different, and is influenced by different

physical features, at different scales.

In terms of interpreting the results of

this case study and directions for future

research, two more topics deserve brief

discussion. First, any robust quantification

of spatial pattern must be cognisant of scale,

spatial organisation, self-emergence, and

location before pattern–process linkages and

complexity in floodplain ecosystems are

examined. Further investigation into the

implications of the spatial patterning and

scaling characteristics of these metrics, and

others, on floodplain ecosystem processes

should be a focus of future research. Sec-

ond, interpreting spatial pattern requires

the consideration of multiple dimensions. It

goes beyond just the metric value dimension

(z), which is the focus of a plot of dependent

against independent variables (Figures 6.10

and 6.11b). The spatial location (x, y) of each

z is also important (Figure 6.11a). This poses

many problems for displaying, interpreting,

and communicating results, which should

be addressed in future research. Geographic

Information Systems (GIS) and geostatistics

will likely provide valuable tools in such

endeavours in future floodplain research,

as they have already in geography and

landscape ecology as well as in some previ-

ous floodplain research (Carbonneau et al.,

2012; Legleiter, 2013).

Synopsis and future directions

This chapter has focused on measuring

spatial pattern in floodplains. We reviewed

108 publications from 1934–2013 to deter-

mine trends, dominant paradigms, and

approaches to measuring spatial pattern

in floodplains. Many advances in knowl-

edge and techniques have emerged from

the rich literature; however, conventional

approaches have also had their limitations.

Feedback loops have developed in which

preconceptions about floodplain patterns

dictate how and where data are collected,
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and these data then reinforce the preconcep-

tions. This limits the possibility of exploring

alternative perspectives of spatial pattern

in floodplains, and their implications. The

limited scale and location of observations in

many studies, as well as the analyses which

are employed, have also limited our under-

standing of spatial pattern in floodplains.

The case study highlighted the importance

of considering scale, self-emergence, spatial

organisation, and location when measuring

spatial pattern in floodplains. Quantitative

investigations of spatial pattern cognisant of

these are required in the future. These stud-

ies should be undertaken across a variety of

scales, disciplines, geographic settings, and

datasets. Such endeavours are becoming

easier thanks to advances in data-capture

technologies, computer-processing power,

and interdisciplinary perspectives and

approaches to measuring spatial pattern.

One possible and promising future direc-

tion for floodplain research lies within the

context of complex adaptive systems theory.

Floodplains, and river systems in general,

have many properties typical of complex

adaptive systems: a high diversity of system

components, interactions, and feedbacks;

self-emergent phenomena that can occur

in the absence of any global controller;

hierarchical structuring; and multiple stable

states far from equilibrium. These properties

promote and maintain the biodiversity

and productivity of these valuable ecosys-

tems. However, they also have important

consequences for floodplain science and

management. In the presence of thresholds

(Church, 2002; Phillips, 2003), perturba-

tions in complex adaptive systems may

result in a significant restructuring of com-

ponents and interactions (Bak and Paczuski,

1995; Rietkerk et al., 2004). In floodplains,

this means that anthropogenic interfer-

ences may have disproportionately large,

unpredictable, and delayed ecological effects

(Sparks et al., 1990), and untangling the

interactions between system components in

order to predict a response can be difficult.

Measuring spatial pattern is one of many

steps towards understanding how flood-

plain ecosystems will respond to increasing

pressures, identifying thresholds between

multiple stable states, and maintaining the

diversity of components, interactions, and

feedbacks. These are all important tasks for

the future and it is hoped that this chapter

is useful in such endeavours.
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CHAPTER 7

Trees, wood and river morphodynamics:
results from 15 years research on the
Tagliamento River, Italy

Angela M. Gurnell
School of Geography, Queen Mary, University of London, London, UK

Introduction

Trees, wood and river
morphodynamics: a context
The physical character of rivers and their

margins depends upon the processes of

fluvial sediment transfer from headwaters

to mouth and between the main river

channel and its river corridor. These trans-

fers influence the morphodynamics of the

transitional zone between the low flow

channel and the surrounding hillslopes.

They result in a wide range of river channel

and floodplain styles that have been related

to the valley gradient, properties of the

river’s flow regime, and the calibre and

quantity of sediment transported by the

river (e.g., Leopold and Wolman, 1957;

Schumm, 1977, 1985; Church,1992, 2002;

Nanson and Croke, 1992).

Since the early 1980s, researchers have

presented increasing evidence that veg-

etation is also important for river and

floodplain morphodynamics. Initially,

associations were recognised between the

frequency and duration of inundation of

a suite of river corridor landforms and the

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

riparian plant communities that grew on

them (e.g., Hupp and Osterkamp, 1985).

Such associations reflect the fact that many

riparian plant species depend on fluvial

processes for seed and vegetative propagule

dispersal (e.g., Mahoney and Rood, 1998;

Merritt and Wohl, 2002; Gurnell et al., 2008;

Greet et al., 2011) and for moist, wet or

waterlogged soils to support their germina-

tion and growth (e.g., Lite and Stromberg,

2005; Williams and Cooper, 2005; Pezeshki

and Shields, 2006; Gonzalez et al., 2012).

They also reflect the fact that riparian species

are able to cope with the flow shear stresses,

erosion and sedimentation disturbances that

are found within river margins.

Riparian plants both affect and respond

to fluvial processes. They affect the flow

field (e.g., Liu et al., 2010; Bennett et al.,

2008) and thus sediment retention and

transfer (e.g., Prosser et al., 1995; Ishikawa

et al., 2003). Plant roots and rhizomes

influence mechanical and hydraulic soil

properties (e.g., Docker and Hubble, 2008;

Pollen-Bankhead and Simon, 2010), and

thus the stability, erosion resistance and soil

moisture regime of river margin landforms.
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Large wood produced by riparian forests,

can also protect, reinforce and stabilise land-

forms (e.g., Abbe and Montgomery, 2003;

Gurnell et al., 2005, 2012; Collins et al.,

2012).

In recent years, these important interac-

tions and feedbacks between riparian vege-

tation and fluvial processes, and their effect

on the character and dynamics of the ripar-

ian habitat mosaic, have been explored in

several major reviews (e.g., Corenblit et al.,

2007, 2009; Gurnell and Petts, 2011; Gur-

nell, 2012; Gurnell et al., 2012; Osterkamp

et al., 2012; Camporeale et al., 2013), under-

pinning the emerging field of fluvial biogeo-

morphology.

Trees, wood and river
morphodynamics: an early
conceptual model
This chapter synthesises research conducted

since the late 1990s on the middle and

lower reaches of the Tagliamento River (68

to 127 km from the river’s source). The

synthesis focuses on interactions between

trees, wood and fluvial processes, and their

consequences for river morphodynamics,

using a conceptual model of island devel-

opment as a framework for the synthesis

(Figure 7.1, Gurnell et al., 2001).

The conceptual model proposes that three

broad categories of tree-related roughness

elements contribute to the initiation of

island development (seedlings, dead wood,

and living (regenerating) wood). These

are incorporated in three trajectories of

vegetation growth (Figure 7.1a) on open

bar surfaces. Trajectory (a) is initiated by

dispersed seed germination across open

gravel bar surfaces. Trajectory (b) is initiated

by seed germination and regeneration from

small pieces of living wood that accumulate

with finer sediments in the lee of large

(dead) wood accumulations. Trajectory

(c) is initiated by regeneration from large

living pieces of wood (often entire uprooted

trees). All three trajectories involve inter-

action between the establishing woody

vegetation and fluvial processes of erosion

and deposition. Trajectory (c) involves the

most rapid rates of vegetation growth,

retention/aggradation of finer sediment,

and development of root-reinforced, erosion

resistant, vegetated landforms. Trajectory

(a) shows the slowest rates of vegetation

growth, sediment retention and landform

development.

When these trajectories are set within the

context of flood disturbances (Figure 7.1b),

the model proposes that trajectory (a) is

very unlikely to lead to the development of

islands because the relatively slow growing

dispersed seedlings are easily uprooted or

buried by fluvial processes before they are

able to develop into sizeable plants. Tra-

jectory (c), which supports the most rapid

vegetation growth, is most likely to resist

flood disturbance and trap sediments to sup-

port rapid pioneer island development and

coalescence to form building islands and,

eventually, established islands (Figure 7.1a).

Trajectory (b) has an intermediate chance

of contributing to established island devel-

opment rather than succumbing to removal

of the vegetated patches and landforms by

fluvial processes (Figure 7.1a and b). The

relative success of the three trajectories in

contributing to island development reflects

their different rates of initial above- and

below-ground vegetation growth, ability

to trap and stabilise finer sediment, and

to resist erosion/removal by the sequence

of fluvial disturbances to which they are

subjected. The same trajectories contribute

to the expansion of building and established

islands, and also islands dissected from

the floodplain by avulsions, leading to the

production of complex islands (Figure 7.1a).
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Figure 7.1 A conceptual model of island development (after Gurnell et al., 2001). (a) Different rates of aggra-

dation and island development (from bare bar surface through pioneer, building and established island devel-

opment) according to different growth trajectories a, b and c (for explanation see text). (b) Changes in the

number and area of islands under each of the three vegetation growth trajectories (a, b, c) in response to the

same sequence of annual floods.

The Tagliamento River

The main stem of the Tagliamento rises close

to the Passo della Mauria (1298 m.a.s.l.)

in the southern fringe of the European

Alps and drains approximately 170 km

to the Adriatic Sea. The climate changes

from alpine to mediterranean along the
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river’s course. The river has a flashy flow

regime: floods can occur at any time, but

are concentrated in spring and autumn as

a result of, respectively, snow-melt and

thunderstorms.

Apart from its most downstream section,

the river is not closely confined by flood

embankments. It shows strong downstream

changes in valley slope, discharge and bed

sediment calibre (Figure 7.2, Gurnell et al.,

2000a; Petts et al., 2000), and is bordered

by riparian woodland, with distinct down-

stream changes in dominant tree species

(Figure 7.3, Karrenberg et al., 2003).

Karrenberg et al. (2003) surveyed sam-

ples of five 50 m2 vegetated patches

located within the active tract and spaced

every 10 km along the main stem. They

found a downstream reduction in woody

species richness and average patch age

(Figure 7.3a), with distinct variations in the

basal area of the woody species along the

river (Figure 7.3b). Alnus incana and Salix

eleagnos dominated the headwaters, whereas

Populus nigra was found along the middle

and lower reaches (Figure 7.3c).

Populus nigra and several willow species

that are present along the Tagliamento

(Salix alba, S. daphnoides, S. elaeagnos, S.

purpurea, S. triandra) are all members of the

Salicaceae family and regenerate freely from

deposited uprooted trees and wood frag-

ments, whereas Alnus incana (Betulaceae)

regenerates less readily in this way. This

partly explains the transition from predomi-

nantly dead-wood deposits in the headwater

reaches to widespread regeneration from

deposited wood in the middle and lower

reaches (Gurnell et al., 2000b, Figure 7.4).

By focusing on reaches between 68 and

127 km from the river’s source, this synthe-

sis refers to reaches dominated by Populus

nigra (Figure 7.3), where a large proportion

of wood sprouts following deposition within

the active tract (Figure 7.4), and the river

is unconfined by embankments. In this

chapter, the section on growth of riparian

trees in disturbed riparian environments

reviews elements of the lifecycle of the

alluvial Salicaceae (poplars and willows)

that are significant for the performance of

this family as river ecosystem engineers

that influence river morphodynamics, and

then presents observations of the growth

performance of Populus nigra along the

Tagliamento. The section entitled ‘Flow

disturbance and vegetation cover’ considers

the impact of fluvial processes on vegetation

dynamics and the following section presents

evidence to support the role of vegetation

in influencing river morphology. The final

section considers the impact of changes

in fine sediment supply, wood supply and

flow regime on the performance of the

conceptual model (Figure 7.1).

Growth of riparian trees
in disturbed riparian
environments

The alluvial Salicaceae
Riparian zones within the Northern Hemi-

sphere are dominated by species from the

Salicaceae (willow and poplar) family, and

this is certainly true for the Tagliamento

River. Alluvial Salicaceae species are pioneer

woody species that have morphological,

biomechanical and reproductive char-

acteristics that make them particularly

suited to disturbed riparian environments

(Karrenberg et al., 2002).

Alluvial Salicaceae species reproduce

freely both sexually and vegetatively. In

spring, enormous numbers of small, light

seeds are produced (Braatne et al., 1996;

Imbert and Lefèvre, 2003; Karrenberg and

Suter, 2003), which have a very short period
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Figure 7.2 Downstream variations in river corridor properties along the Tagliamento main stem. (a) elevation,

Q10 (method described in Gurnell et al., 2000a), and median particle size of the coarsest patch of main chan-

nel edge sediment (method described in Petts et al., 2000; values interpolated to 10 km intervals using partly

unpublished data). (b) Width of the active tract at 0.5 km downstream intervals, subdivided into width under

islands and width under open gravel and water (method described in Gurnell et al., 2000a).

of viability. Karrenberg and Suter (2003)

observed loss of viability in 75% seeds

retained in dry storage after approximately

30 days for P. nigra, 16 to 18 days for S.

daphnoides and S. eleagnos, and 9 to 12 days

for S. alba, S. purpurea and S. triandra. Loss

of viability in the field is likely to be faster.

Each species produces seed within a brief

time window. In 2000, Karrenberg and

Suter (2003) observed a sequence of over-

lapping seeding periods between mid-April

and early-June for S. daphnoides, S.purpurea,

S. eleagnos, S. triandra, S. alba and P. nigra at

their study site on the middle Tagliamento.

Seed production by each species lasted two

to three weeks.
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Figure 7.3 Characteristics of woody vegetation at 10 km intervals along the Tagliamento main stem. At each

site, measurements were obtained within 5 × 50 m2 plots located on vegetated patches within the active tract

(data from Karrenberg et al., 2003). (a) average age of oldest tree within each of the 5 plots and number of

woody species present; (b) basal area of all woody species; (c) basal area of A. incana, S. eleagnos and P. nigra.
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Figure 7.4 Percentage of the deposited wood biomass exposed on the surface of the active tract that is dead

(black) or sprouting/alive (grey) at eight sites along the Tagliamento main stem (data from Gurnell et al., 2000b).

Data are presented for the total exposed wood biomass (top) and for different components of the biomass,

illustrating a downstream trend in the proportions of the wood according to type and whether dead or sprouting.
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The tiny, light seeds are widely dispersed

by wind and water. If they are deposited

on moist, bare sediment, they germinate

almost immediately, resulting in spatially

discrete areas of seedlings that reflect river

levels at the time of seed dispersal for each

species. Seedlings grow quickly following

germination if the alluvial water table does

not fall too rapidly and if the young plants

are not disturbed by flooding or extreme

drought during the first year or two of their

development. The ideal soil moisture regime

varies between species.

Due to the short period of seed viability,

specific germination and early growth

requirements, and high sensitivity of

seedlings to flood or drought stress, few

seedlings grow to maturity. Mahoney and

Rood (1998) proposed a ‘recruitment box’

model that defined the river levels and

rates of river level decline required at the

time of seed dispersal for successful recruit-

ment of the Salicaceae. Understanding of

interrelationships between topographic

position, alluvial sediment calibre and flow

regime properties in relation to Salicaceae

recruitment has advanced greatly in the

last decade (e.g., Amlin and Rood, 2002;

Guilloy-Froget et al., 2002; Lytle and Merritt,

2004; Ahna et al., 2007; Merritt et al., 2010),

allowing river flow regimes to be designed to

promote recruitment of particular species in

regulated systems (e.g., Hughes and Rood,

2003; Rood et al., 2005).

The Salicaceae also reproduce asexually.

This can occur at any time during the

growing season, with regeneration observed

from small or large vegetative fragments

or entire uprooted trees. From a geomor-

phological perspective, these fragments can

be viewed as ‘living wood’ (Gurnell et al.,

2001), since they can take on the geomor-

phological role and dynamics of dead wood,

but can then gain additional anchorage

and above-ground biomass by sprouting

roots and shoots. An ability to produce

adventitious roots is particularly important

in dynamic riparian environments, since

this gives these species a high tolerance

of burial and resistance to uprooting, and

has important implications for alluvial

sediment retention, reinforcement and

stabilisation. Young plants have relatively

flexible canopies, allowing them to bend

and reduce their flow resistance during

floods. Therefore, asexual reproduction is

most commonly initiated from established

trees, whose canopy is relatively rigid and

more susceptible to breakage, and whose

substantial internal resources can support

the early stages of regeneration in a range

of environmental conditions.

In suitable soil moisture conditions,

growth rates of seedlings and sprouting rates

from vegetative fragments can be extremely

high, allowing plants to establish quickly

and gain root anchorage. Up to 3 mm day-1

main shoot growth in Populus nigra, Salix

alba and Salix eleagnos seedlings, 10 mm

day-1 main shoot growth in cuttings, and

15 mm day-1 shoot growth from uprooted

deposited trees have been observed on the

Tagliamento River (Francis and Gurnell,

2006; Moggridge and Gurnell, 2009). Root

growth is also rapid, with average daily

increments in vertical root penetration

of sand and gravel substrates of 27 and

20 mm, respectively, for Salix eleagnos, and

15 and 10 mm, respectively, for Populus

nigra, observed in experiments where the

water table was manipulated to decline at a

rate of 3 cm day-1 (Francis et al., 2005).

Laboratory and field experiments on

seedlings and cuttings and field observa-

tions of established shrubs and trees have

also demonstrated that different species of

the Salicaceae show varying tolerances to

hydrological conditions such as inundation
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and flood disturbance (Amlin and Rood,

2001; Glenz et al., 2006), and depth to

water table and drought (Amlin and Rood,

2002, 2003). This sensitivity to hydrological

processes is expressed in the distribution and

growth performance of different riparian

tree species within the riparian zone (e.g.,

Dixon et al., 2002; Cooper et al., 2006;

Turner et al., 2004; Friedman et al., 2006;

Robertson, 2006).

Riparian tree growth: observations
from the Tagliamento River
Riparian tree growth performance is a key

factor in the conceptual model (Figure 7.1).

Many experiments and observations of

riparian tree growth performance have been

conducted along the Tagliamento, providing

information on the growth rate of seedlings,

cuttings and deposited trees of different

species under varying (temporal and spatial)

environmental conditions. In this section,

relevant data are presented to characterise

variations in growth performance along the

middle and lower Tagliamento between 71

and 127 km from the source, focusing on

the dominant riparian tree species in this

section of the river: P. nigra.

Initial growth of P. nigra varies greatly

according to propagule type (Figure 7.5).

The figure provides box plots of the average

daily growth achieved during the first

growing season at a site 79 km from the

source by the longest shoot of seedlings;

40 cm long 5–6 mm diameter cuttings; and

entire uprooted, deposited trees (average

length = 14.2 m, average diameter at 1 m

above the root wad = 17 cm). In all cases

the measurements were obtained from bar

top locations representing sand to coarse

gravel surface sediments, and were collected

during 2003 and 2004. Initial growth is

stronger from vegetative propagules than

from seeds, with uprooted trees showing
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Figure 7.5 Average daily growth rates of P. nigra dur-

ing the first growing season, based on the length of

the main shoot from seedlings and cuttings and the

longest of 10 shoots spaced evenly along the trunk of

uprooted trees. All sampled individuals were growing

on open bar tops on surface sediments ranging from

silty-sand to coarse gravel. All measurements were

taken at a site 79 km downstream from the source of

the Tagliamento during the 2003 and 2004 growing

seasons.

an order of magnitude larger shoot growth

than small cuttings.

Growth rates of P. nigra at the same site

after the first growing season are illustrated

in Figure 7.6. The age of each plant was

estimated by counting annual growth seg-

ments of the main shoot (younger trees) and

annual growth rings at 1 m above-ground

level (older trees). There is considerable scat-

ter in annual growth increments between

trees of the same age, but there appears to

be an increasing average annual growth rate

for older trees (up to the maximum 24 years

of the sampled trees).

Figures 7.5 and 7.6 provide an insight

into growth rates from different propagule

types and at different growth stages (ages),

but they give no indication of growth

variability across space and time in response

to changing environmental conditions,

particularly moisture availability. In order to

explore spatiotemporal variations in growth

rate, measurements of 20 × 3 m tall trees



�

� �

�

Trees, wood and river morphodynamics: results from 15 years research 141

10.0

1.0H
e
ig

h
t 
(m

)

0.1

1 10
Age (years)

100

10

A
n
n
u
a
l 
g
ro

w
th

 i
n
c
re

m
e
n
t 
(c

m
)

1 10
Age (years)

Figure 7.6 Variations in average annual growth of P. nigra across individuals ranging from 2 to 24 years old at

a site 79 km from the source of the Tagliamento (observations collected in 2004 and 2005).

(+/- ca. 40 cm) were obtained from 15 sites

along the Tagliamento River between 71 and

127 km from the source. Small (3 m) trees

were selected to ensure that growth perfor-

mance reflected recent growing conditions

(the previous few years). The sampled trees

were located on high bar tops (to control

for topographic position) and each tree was

isolated from surrounding trees (to control

for light receipt and competition for water);

12 of the 15 sites were sampled in 2005

and 14 in 2010. Tree age was determined

from growth rings at 1 m above the ground

surface and the average annual growth rate



�

� �

�

142 Chapter 7

A
n

n
u

a
l 
g
ro

w
th

 i
n

c
re

m
e

n
t 

(c
m

)

10

20

30

40

50

60

71 73 74 77 78 79 81 88 121 127

70

Distance

from source

(km)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Year

Site

2
0

0
5

2
0
1
0

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

2
0
1
0

2
0

0
5

84 92 104 113 125

Figure 7.7 Box and whisker plots of the annual growth increments, measured in 2005 and 2010, of samples of

20 3-m tall P. nigra located at 15 sites along the Tagliamento between 71 and 127 km from the river’s source.

was determined by dividing tree height in

excess of 1 m by the number of growth

rings. These measurements revealed a clear

downstream pattern in annual growth rates

(Figure 7.7 and 7.8), rising from very low

rates at site 1 (71 km) to a maximum at sites

6 (79 km), where the data for Figures 7.5

and 7.6 were obtained) and 7 (81 km), then

decreasing to site 11 (104 km) and increas-

ing again to site 15 (127 km). These spatial

changes in growth rates of the same tree

species correspond to hydrological changes

between 71 and 127 km from the source.

Low flow discharges rise between sites 1

(71 km) and 7 (81 km) as three tributary

streams join the main stem and water is

funnelled by the surrounding mountains

into a narrow gorge (130 m wide) at 83 km,

inducing groundwater upwelling from the

alluvial aquifer. Downstream between sites

7 (81 km) and 11 (104 km), there are no

significant tributary confluences and the

river loses water to a vast alluvial aquifer,

leading to a downstream decrease in low

flows with the river frequently drying out

around site 11 (104 km) during the summer.

Between sites 11 and 12 (104 to 113 km), in

association with a regional spring line, low

flows increase (Doering et al., 2007). The

downstream trends in P. nigra growth rates

correlate closely with these downstream

hydrological changes.

At the 11 sites where measurements were

made in 2005 and 2010, the median of the

average growth rates observed in 2010 was

always greater than in 2005 (Figure 7.7).

Two-way analysis of variance (ANOVA)

applied to the observations from these 11

sites explained over 60% of the variation

in growth rates, with significant differences

in growth rates between sites (p < 0.001),

and years (p < 0.001) and with a significant

interaction between years and sites (p <

0.001), indicating spatial variations in the
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31 December 2009 (data from Bertoldi et al., 2011a).
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change in growth rates between 2005 and

2010. A gauge located at 83 km from the

river’s source recorded numerous flow

pulses in the range 100 to 200 cm stage in

the period between 1 January 2006 and

31 December 2010 (Figure 7.8c), whereas

flow pulses in this range were relatively rare

between 1 January 2001 and 31 December

2005 (not illustrated). A river stage of

200 cm inundates the braid bars to the level

above which large vegetation patches start

to appear within the active tract in the reach

between 74 and 83 km from the river’s

source (Bertoldi et al., 2009; Figure 7.9),

suggesting that groundwater levels within

the alluvial aquifer were largely within the

root zone of these large vegetated patches on

frequent occasions between 2006 and 2010.

This was not the case between 2001 and

2005, during which the river stage remained

well below 100 cm for the majority of the

summer growing season in every year (not

illustrated). These data support a hydrolog-

ical cause for the observed differences in

average annual growth increment in 2005

and 2010 between river kilometres 74 and

83, since the upper 2 m growth of the sam-

pled 3 m trees was largely achieved in the

previous five years (Figure 7.7). Since all of

the remaining 11 sites are downstream of the

gauge at 83 km, they are subject to similar

relative water level fluctuations (although

related to different local base levels because

of spatial variations in surface–groundwater

exchange), further supporting a hydro-

logical control on changing growth rates

between 2005 and 2010 at all 11 sites.

Tree growth rates are one of the two

major controls on island development in

the conceptual model (Figure 7.1), and so

these data suggest that spatial and temporal

differences in vegetation growth and island

dynamics might be expected within different

reaches of the Tagliamento main stem.

Flow disturbance
and vegetation cover

Flow disturbance sufficient to erode vegeta-

tion and fine sediment is another key factor

in the conceptual model (Figure 7.1). The

impact of flood events on vegetation extent

is assessed through analysis of satellite

imagery, river stage records and pho-

tographs, focusing on the section of the river

between 68 and 79 km from the source.

An analysis of the changing percentage

of the active tract that is vegetated was

conducted using Thematic Mapper (TM)

data for the period 1984 to 2001 (Henshaw

et al., 2013). Eighteen TM scenes captured

between June and September (when ripar-

ian trees have a fully developed leaf cover)

during low river flow and cloud-free sky

conditions were analysed. The 30 m reso-

lution pixels were separated into vegetated

and unvegetated classes by applying a

threshold value of 0.2 to the Normalised

Difference Vegetation Index (NDVI, Rouse

et al., 1973) and were then accumulated

over the area of the active tract to estimate

the percentage vegetation cover at each of

the 18 dates. Figure 7.10a compares the

estimates of percentage vegetation cover

with the occurrence of river flows exceeding

an average 200 cm stage over one hour (the

level above which flows start to interact

with large vegetated patches along this

section of the river, Figure 7.9, Bertoldi

et al., 2009). Between the August 1984 and

September 1994 images, there was only

one flow event that clearly exceeded the

bankfull level of 300 cm. During this period

there was a gradual increase in vegetation

cover, with minor reductions following the

highest flow levels. Three floods exceeded

the 300 cm level in the period between

1995 and 2001, during which there were

no suitable TM scenes for analysis. Indeed,
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the largest flood in the period from 1982 to

2011 occurred in November 2000, shortly

before the September 2001 image. The

2001 image shows a dramatic reduction in

vegetation cover in comparison with the

1994 image. Following a bankfull event in

2004, vegetation cover gradually increased

in the last five images that were analysed.

Estimates of vegetation cover between

68 and 89 km were also extracted from

higher resolution Aster data (Bertoldi et al.,

2011a), allowing a more sensitive spatial

analysis of vegetated area. Vegetation cover

estimates were based on classification of the

15 m pixels into heavily vegetated, sparsely

vegetated and unvegetated, using threshold

NDVI values of 0.2 and 0.1. Figure 7.10b

presents the total (sparse plus heavy) veg-

etated area of the active tract, expressed as

a percentage, on three occasions (August

2005, July 2008, July 2009). Dense vege-

tation cover followed a similar downstream

pattern on all three dates, but with highest

overall cover in 2008 and lowest in 2005.

Figure 7.10b illustrates a rapid expansion

in vegetated area between 2005 and 2008,

a period during which there were no flow

events exceeding 200 cm river stage by more

than 20 cm. However, hourly flood stages of

218 cm (instantaneous peak stage > 260 cm)

in August 2008 and 255 cm in October

2008 resulted in a significant reduction in

vegetation cover in the July 2009 image.

In reaches with the highest initial veg-

etation cover, vegetation expansion was

proportionally largest between 2005 and

2008 and vegetation removal was propor-

tionally lowest between 2008 and 2009

(Figure 7.10b), illustrating that in reaches

where vegetation growth is strongest,

young vegetation is also most resistant to

removal by flooding, presumably because it

grows at a very rapid rate. A more detailed

temporal picture of changing vegetation

cover is provided in Figures 7.8a and b, by

including analyses of a further three Aster

images (July 2006, September 2009, August

2008 – 14 days after the August flood), and

separating the cover estimates into three

sub-reaches of contrasting vegetation cover

and rate of expansion (68–76 km, 78–83 km,

83–89 km). Figure 7.8 verifies the temporal

aspect of the conceptual model (Figure 7.1b)

by illustrating how the relatively modest

vegetation expansion in the upstream

(68–76 km) and downstream (83–89 km)

sub-reaches between 2005 and 2008 was

reflected in a steady increase in the number

of vegetated patches, whilst the rapid veg-

etation expansion in the central sub-reach

(78–83 km) was accompanied by an initial

increase in the number of patches but then

some coalescence between 2007 and 2008.

Moreover, whereas the two high river stages

in 2008 led to a reduction in vegetated area

and number of vegetated patches almost

back to 2005 levels in the upstream and

downstream sub-reaches, only a relatively

minor reduction in area and number of

patches occurred in the middle sub-reach.

Thus, where growth of the dominant ripar-

ian tree species, P. nigra, is most vigorous

(between 78 and 83 km, Figure 7.7), veg-

etation cover in the newly vegetated area

is sufficiently developed to resist erosion by

the two flood events, whereas this is not the

case in the other two sub-reaches, where P.

nigra growth rates are significantly slower

(68–76 km, 83–89 km, Figure 7.7).

Photographs of a section of the river

between 80 and 81 km at times relevant

to the changes illustrated in Figures 7.8

and 7.10 are presented in Figure 7.11. In

September 2001 the vegetation cover was

low almost a year after the very large flood

in November 2000. Trees deposited by the

flood on the bar top between the two islands

in the top right of the photograph and on the
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Figure 7.10 (a) Changing vegetation cover during the summer months (June to September) on 19 occasions

between 1984 and 2011. The percentage vegetation cover (black triangles) was estimated for the entire active

tract between 77 and 83 km following classification of the 30 m pixels of Thematic Mapper scenes into vege-

tated or unvegetated using a threshold NDVI value of 0.2 (for detailed methodology, see Henshaw et al., 2013).

(b) Changing vegetation cover in 1 km reaches of the Tagliamento active tract between 68 and 89 km from the

river’s source in summers 2005, 2008 and 2009 (a reach including a large vegetated, bedrock cored island is

excluded). Cover was estimated from Aster data following classification of the 15 m pixels into heavily vege-

tated, sparsely vegetated and unvegetated using threshold NDVI values of 0.2 and 0.1 (for detailed methodology,

see Bertoldi et al., 2011a).

bar top towards the left centre of the photo-

graph had sprouted to form pioneer islands,

but elsewhere in the active tract, vegetation

cover was negligible. By July 2005, the areas

between the pioneer islands had become

vegetated as the islands coalesced, and

there were some new pioneer islands on

the bar at the top of the photograph that

had developed from trees deposited in a

bankfull flood in October 2004. However,
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Figure 7.11 Photographic evidence of changing vegetation cover at a site between 80 and 81 km from the river’s

source in the summers of 2001, 2005, 2008 and 2010 (photographs by A.M. Gurnell).

other areas remained bare of vegetation,

probably as a result of erosion by the same

flood. By 2008, the vegetated areas in the

2005 photograph had coalesced to formed

established islands and newly vegetated

areas had developed across much of the

remainder of the bar surfaces. In the 2010

photograph, the established islands present

in 2008 remained, but approximately a

half of the newly vegetated areas of 2005

had been eroded, presumably during the

250–260 cm stage events that occurred in

the intervening period (Figure 7.10a).

The above evidence illustrates how rapidly

the vegetated area can expand during peri-

ods with few floods, and also how quickly

new vegetated areas can develop a tall veg-

etation cover forming established islands.

It also shows that once the vegetation is

established, it is able to resist erosion by

all but the largest floods, and that even

relatively young, short vegetation cover can

survive moderate flood events.

Vegetation and fine sediment
retention

The final key factor in the conceptual model

(Figure 7.1) is the retention of sand and

finer sediment by vegetation to construct

root-reinforced island landforms. There is

much field evidence for this process, with

established island surfaces elevated over

1.5 m above the surfaces of the highest

gravel bar tops within the active tract.

However, a spatially comprehensive analysis

is needed to ascertain whether this process

has any significant effect on the morphology

of the entire active tract. Such an analysis

was applied to 1 km segments of the active
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tract between river kilometres 68 and 89

(Bertoldi et al., 2011b).

Vegetation height/biomass and braid

plane topography were both analysed using

airborne Lidar data collected by the UK

Natural Environment Research Council in

May 2005. The elevation of the ground

surface was estimated from the Lidar data

to construct a Digital Terrain Model (DTM).

Vegetation height was then calculated as the

difference between the interpolated ground

surface and the Lidar point cloud across a

5 m grid. A grid cell was deemed bare of

vegetation if none of the points lay more

than 1 m above the surface. Vegetation

density was estimated as the proportion

of points that lay more than 1 m above

the ground surface in a grid cell. In the

same way, the density of vegetation greater

than 5, 10 and 20 m tall was estimated as

the proportion of points that were higher

than these elevations above the ground

surface. Downstream slope was estimated

from the moving average of bed elevation

estimated for all active tract grid cells within

an 800 m square window. In this way, the

downstream gradient could be subtracted

from the DTM, allowing the frequency

distribution of bed elevation to be compared

among 1 km segments of the active tract.

Nineteen 1 km segments of the river were

analysed (segments containing a rock cored

island and a bedrock confined gorge were

excluded). Figure 7.12a and b display fre-

quency distributions of bed elevation within

the active tract for the most heavily vege-

tated (Figure 7.12a) and least heavily vege-

tated (Figure 7.12b) 1 km segments. Each bar

in the frequency distributions is subdivided

to show the proportion of the grid cells at

that elevation which are unvegetated or sup-

port vegetation over 1, 5, 10 or 20 m tall. The

shape of the two bed elevation frequency

distributions in Figures 7.12a and b are com-

pletely different, with the least vegetated

segment (Figure 7.12a) showing a more

peaked and negatively skewed frequency

distribution, whereas the most heavily veg-

etated segment shows a wide, symmetrical

frequency distribution (Figure 7.12b).

When the skewness (Figure 7.12c) and

kurtosis (Figure 7.12d) of the bed elevation

frequency distributions for all 19 1-km

segments are plotted against the average

tree canopy height within each segment,

it is apparent that the morphology of the

active tract changes as the average canopy

height changes. Bertoldi et al. (2011b)

found statistically significant correlations

between the skewness and kurtosis of

the bed elevation frequency distribution

and several other measures of vegetation

cover and height (e.g., proportion of the

active tract covered by vegetation taller

than 5 m, median elevation of vegetated

grid cells, tree growth rate (interpolated

from Figure 7.7)). Thus, the bed eleva-

tion frequency distribution becomes more

symmetrical and wider as tree growth rate,

vegetation cover and height, and the median

elevation of vegetated grid cells increases,

illustrating a clear topographic signature

of vegetation within the entire active

tract.

Changing the controlling
factors

This chapter has explored a range of sup-

porting evidence to validate the conceptual

model (Figure 7.1), at least for the middle

and lower reaches of the Tagliamento. In

particular, it has presented evidence to

support the crucial role of riparian tree

growth rate, river flow regime, and the

retention of fine sediment by vegetation in
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Figure 7.12 Frequency distributions of river bed elevation within 1 km segments of the active tract of the

Tagliamento River between 68 and 89 km, in the most heavily (a) and least heavily (b) vegetated segments.

The bars are subdivided according to the proportion of grid cells at that elevation that are bare gravel (vegetation

shorter then 1 m), or under vegetation taller than 1, 5, 10 and 20 m. Relationships between average vegetation

canopy height in 19 1-km segments of the Tagliamento River between 68 and 89 km and the skewness (c) and

kurtosis (d) of the frequency distribution of river bed elevation (data from Bertoldi et al., 2011b).

influencing island formation and morphol-

ogy of the active tract. In this section, other

evidence is presented to explore the conse-

quences when these controls are changed or

removed, and to provide information to gen-

eralise the functioning of the model across a

wider range of environmental conditions.

Fine sediment supply
The supply of fine sediment increases

downstream along the Tagliamento as the

bed material also fines (Petts et al., 2000).

In the middle reaches, the bed material is

typically pebble–cobble size (median particle

size of lag deposits = −6 phi, average size of

largest particles in lag deposits = −7.5 phi;

Petts et al., 2000) and there is a good supply

of sand and finer size sediment. However,

in the headwaters the bed material is

much coarser, typically cobble–boulder size

(median particle size of lag deposits = −7

phi, average size of largest particles in lag

deposits = −8 phi; Petts et al., 2000) and

finer sediment supply is relatively limited.

In the lower reaches, the bed material is

typically pebble size (median particle size of

lag deposits = −5 phi, average size of largest

particles in lag deposits = −6.5 phi; Petts
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et al., 2000) and there is a plentiful supply

of sand and finer size sediment. However,

other factors change along the active tract.

In the headwaters, dead wood dominates

(Figure 7.4), and woody vegetation develops

through predominantly sexual reproduction

with seeds germinating in the shelter of

boulders and dead wood accumulations.

Much coarse sediment is delivered to the

river corridor by hillslope (e.g., landslide)

processes and islands develop opportunis-

tically, often where coarse bed sediment

and wood accumulations are not readily

mobilised by the river. Vegetation estab-

lishment enhances the stability of sediment

patches, but island topography results

mainly from flow splitting and bed incision

around wood and vegetation rather than

by island surface aggradation (Gurnell et al.,

2001). This process of island development

differs from the aggradation model proposed

in Figure 7.1.

In the lower reaches, pioneer islands

develop around accumulations or jams of

living wood pieces that are often aligned

parallel to the main flow direction and

located towards the margins of the active

tract. Here, the river adopts a wandering

to meandering planform as bank sediments

fine and the bed gradient reduces. Pioneer

islands trap large quantities of finer sed-

iment and frequently join to form living

wood cored scroll bars. The buried wood

sprouts rapidly, supported by the moist fine

sediment, to form lines of shrubs and trees

that aggrade quickly to floodplain level,

inducing erosion of the opposite bank and

meander migration (Gurnell et al., 2001).

Over all, plentiful fine sediment and a

moist growing environment supports the

development of aggrading islands, but these

islands have a different morphology in

reaches of different planform. Furthermore,

fine sediment is not essential to island devel-

opment where sections of the active tract

are sufficiently stable to allow vegetation to

develop and establish more slowly.

River flow regime
Some insights into how the island model

(Figure 7.1) might operate in lower energy

conditions than are typical of the Taglia-

mento can be extracted from Figure 7.11.

The model emphasises the importance of

asexual reproduction in supporting island

development. However, during the period

of low flow disturbance from 2005 to 2008,

the potential for sexual reproduction to

support landform development in lower

energy river systems became apparent.

Between the 2005 and 2008 photographs

(Figure 7.11), numerous seeds germinated

along the margins of the main low flow

braid channels in reaches with the highest

tree growth rates (Figure 7.7). The seedlings

grew rapidly and, by 2008, channel margin

strips of vegetation had a cover exceeding

80%, and canopy height exceeding 1.5 m.

Fine sediment, trapped by the vegetation

strips during minor flow pulses, formed

levee-like structures up to 45 cm deep. This

process appears to be the first stage of bank

construction along the low-flow channel

margins. These vegetated strip landforms,

like those centred on living and dead wood,

can also be viewed as (elongated) pioneer

islands, which may develop, coalesce,

aggrade and eventually merge with the

floodplain, but may also be removed or

dissected during disturbance events, as illus-

trated by the 2010 photograph (Figure 7.11).

This evidence indicates that any of the three

trajectories shown in Figure 7.1 may

have importance for river morphodynam-

ics depending on the river energy/flow

disturbance regime (Gurnell et al., 2012).
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Wood supply
The crucial role of wood in driving island

development on the high energy Taglia-

mento River has been revealed by an

analysis of historical air photographs cover-

ing the main stem between 67 and 83 km

(Zanoni et al., 2008). Although numerous

other controlling factors may have changed

between the 1940s and the present,

widespread removal of riparian trees on the

floodplain and adjacent hillslopes could be

clearly observed in air photographs dated

1944 and 1946. In the same photographs the

active tract was much wider than at present

and wood accumulations and islands were

virtually absent. Over the following decades,

the riparian trees recovered, and wood and

islands started to spread across the active

tract until the mid 1980s. During the 1980s,

attachment of islands to the floodplain

resulted in active tract narrowing to the

current width coupled with the mainte-

nance of an island-braided planform. These

processes were particularly extensive in the

river segments that support the highest rates

of riparian tree growth.

Conclusions
Over the last 15 years, a great deal has been

learnt about trees, wood and the morpho-

dynamics of the Tagliamento River, some of

which has been summarised in this chapter.

Although focusing on one river system, this

research contributes to the rapidly expand-

ing field of fluvial biogeomorphology, and

has benefited from 15 years during which

hydrological conditions have varied greatly.

As a result, it has been possible to investigate

the biogeomorphic consequences of periods

of low or high flood disturbance and to

consider their relevance to a broad spectrum

of humid temperate river types.

In a recent review, Gurnell et al.

(2012) linked observations across sev-

eral river systems to identify a range of

vegetation-dominated pioneer landforms

that characterise humid temperate rivers of

different energy. To progress this research,

more biogeomorphological datasets are

needed. At the same time, further research

on the Tagliamento will characterise the

growth performance of other riparian tree

species, and their contributions to the

fluvial biogeomorphological functioning of

this system, particularly in the headwaters

where dead wood, sexual reproduction and

other riparian tree species than P. nigra,

dominate. This information is of scientific

interest and is also crucial to developing sus-

tainable approaches to river management

that incorporate the key natural processes

that drive river morphodynamics.
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CHAPTER 8

The Milner and Petts (1994) conceptual
model of community structure within
glacier-fed rivers: 20 years on

Alexander M. Milner
School of Geography, Earth and Environmental Sciences, University of Birmingham, Birmingham, UK

Introduction

Glaciers store about 75% of the world’s

freshwater, contribute significantly to

river flow and water resources at high

altitude and latitude (Fleming and Clarke,

2005), and maintain stream flow during

the summer dry season when rivers in

non-glacierised basins display low flow

(Hannah et al., 2007). Rivers with glacier

meltwater inputs sustain important down-

stream ecosystems such as lakes, wetlands

and meadows (Buytaert et al., 2011) and

provide important habitat for fisheries

(Milner et al., 2009; Stahl et al., 2008) and

a number of rare and endemic macroinver-

tebrate species (Snook and Milner, 2001;

Brown et al., 2007; Muhlfeld et al., 2011).

Their meltwaters also provide important

ecosystem services as they provide pre-

dictable water storage and release during

the summer when other water sources are

low and thereby facilitate socioeconomic

needs, including water resource provision,

hydro-power production, agriculture (irri-

gation) and tourism (de Groot et al., 2010).

Glacierised environments are one of the

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

most vulnerable systems to climate change

due to connections between atmospheric

forcing, snowpacks/glacier mass-balance,

stream flow, water quality and hydroge-

omorphology (physico-chemical habitat),

and river ecology (Smith et al., 2001;

Hannah et al., 2007). Until the turn of

the century, biological communities in

glacier-fed rivers were not extensively

studied, although a number of classic studies

had overviewed macroinvertebrates in these

systems and highlighted the important role

of water temperature (e.g., Stefan, 1971;

Saether,1968).

Within this context, Geoff Petts gave a

seminar at the University of Stirling in

November of 1992 that stimulated subse-

quent discussion on the nature of glacier-fed

rivers. Typical of post-seminar activities, we

adjourned to a local public house. Towards

the end of the evening Geoff and I used

the back of an empty cigar-packet to sketch

some ideas on the main characteristic fea-

tures of glacier-fed rivers from our collective

experiences in Arolla and Alaska. These

doodles subsequently became the basis of

a review paper that presented conceptual

models of the structure of glacier-fed rivers.

156
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The review ‘Glacial rivers: physical habitat

and ecology’ (Milner and Petts, 1994) was

presented at a special session of the North

American Benthological Society (NABS)

Annual Meeting in Calgary, Alberta, Canada

in May 1993 entitled ‘Ecology of cold

streams; running waters at high latitudes

and elevations’. The review became one of

14 papers in a special issue of Freshwater

Biology (1994; Volume 32) edited by Pro-

fessor Mike Winterbourn, which included

11 papers presented at the meeting and an

additional five solicited manuscripts.

Overview of the conceptual
model

The Milner and Petts paper (1994) exam-

ined a physicochemical habitat template of

glacial rivers with characteristic seasonal

and diurnal flow and water temperature

regimes, sediment fluxes and channel form

and morphology. A generalised conceptual

model of a glacial river was developed that

examined the relationship between the

zoobenthic community and river channel

form and stability, water temperature and

time (Figure 8.1). The paper highlighted

the unique deterministic response of the

biotic communities to this template, partic-

ularly with respect to macroinvertebrates.

These were suggested to show distinct

patterns according to distance downstream

or time since deglaciation, principally as a

function of changing water temperature

and channel stability. Where maximum

water temperature was < 2∘C, communities

were predicted to be dominated by Diamesa

(Chironomidae). Downstream, as water

temperature and channel stability increase,

other Diamesinae, Orthocladiinae and

Simuliidae colonise when Tmax > 2 ∘C < 4∘C.

TT

Figure 8.1 The original model for glacier-fed rivers predicting the macroinvertebrate community with relation

to water temperature and channel stability. Milner and Petts, 1994. Reproduced with permission from John

Wiley & Sons.
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Figure 8.2 Modification of the original glacier-fed model following the AASER project and other studies revis-

ing the predicted macroinvertebrate community with relation to water temperature and channel stability and

including allocthonous inputs. Milner et al., 2001. Reproduced with permission from John Wiley & Sons.

Baetidae, Nemouridae and Chloroperlidae

were suggested to become characteris-

tic members of the community when

Tmax > 4 ∘C (Figure 8.1 – see Milner and

Petts, 1994; Milner et al., 2001a,b). However,

even if water temperature is suitable, low

channel stability may retard colonisation

and permit cold-tolerant taxa (e.g., Diamesa)

to remain dominant in the community.

Groundwater tributaries, lakes and valley

confinement were identified as modifiers of

the proposed longitudinal patterns, mainly

through effects on downstream water

temperature and channel stability. The

original model was developed principally

on conceptual ideas and some primary data

from Alaska.

AASER and the validation
of the original model

Between 1996 and 1999, the conceptual

models were tested using similar field

protocols at a range of European glacier-fed

river systems from the French Pyrenees

to Svalbard within the framework of a

European Union project entitled Arctic

and Alpine Stream Ecosystem Research

(AASER). The seven AASER sites selected

represented a latitudinal gradient from

43 ∘N to 79 ∘N and a climatic gradient from

oceanic to a more continental pattern. The

findings were incorporated into a special

issue of Freshwater Biology that included

studies from other parts of Europe, Green-

land and New Zealand entitled ‘Glacial-fed

rivers – unique lotic ecosystems’ edited by

Brittain and Milner (2001). For example,

for Iceland, Gislasson et al. (2001) found

that macroinvertebrate communities were

in general agreement with the predictions

of the Milner and Petts (1994) model for the

upstream reaches. Assemblages consisted

mainly of Orthocladiinae and Diamesinae

(Chironomidae), although other taxa such

as Simuliidae, Plecoptera and Trichoptera
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were also found in low numbers. Distance

from the glacier, altitude, bryophyte biomass

and the Pfankuch Index of channel stabil-

ity were the most significant explanatory

variables determining the structure of

macroinvertebrate communities. However,

distance from the glacier was likely to be

correlated with Tmax.

Maiolini and Lencioni (2001), inves-

tigating the longitudinal distribution of

macroinvertebrate assemblages in a glacially

influenced stream system in the Italian

Alps, found some exceptions to the original

model. The dipteran families Empididae

and Limoniidae were more abundant at

the upper stations than Simuliidae, while

Nematoda were also numerous at some sites.

Similar patterns were found by Lods-Crozet

et al. (2001) for the glacier-fed Mutt in the

Upper Rhone valley of Switzerland. Leuc-

tridae, Taeniopteryidae and Nemouridae

were the first Plecoptera to appear and

Heptageniidae were more abundant than

Baetidae at the glacial sites in the Italian

Alps. In the French Pyrenees, however,

discontinuity between sites due to steep

gradient changes, indicated that a Diamesa

dominated community could be sustained

at Tmax of 13∘C because the channel stability

was extremely low.

Using a set of 11 environmental vari-

ables generalised additive models (GAMs),

adopted to predict macroinvertebrate taxa

diversity across the seven AASER glacier-fed

river sites, indicated maximum water tem-

perature and channel stability (as estimated

by the bottom component of the Pfankuch

Index) accounted for the greatest deviance

(measure of variance) in the models (Milner

et al., 2001a,b). These findings confirmed

the original concept of the Milner and Petts

(1994) model that water temperature and

channel stability were the two principal

variables driving zoobenthic communities in

these river systems. Other variables incor-

porated in the models were tractive force,

Froude number, water conductivity and

suspended solids. Individual GAMs allowed

a refinement of the proposed zoobenthic

response to water temperature criteria

from the original model describing their

likely first appearance, particularly at Tmax

water temperatures above 4 ∘C. Additional

groups were added to the model between

a Tmax of 6 to 8∘C including Perlodidae,

Taeniopterygidae and Empididae, and rather

than Trichoptera and other Ephemeroptera

and Plecoptera, specific Tmax values were

ascribed to Limnephilidae, Rhyacophilidae,

Leuctridae and Heptageniidae. Simuliidae

and Nemouridae were reassigned to higher

Tmax values than in the original model. For

New Zealand and South America, the family

Leptophlebiidae was incorporated into the

model where water temperature was < 4∘C,

as the genus Deleatidium is found close to the

glacier margin where Tmax < 2∘C, thereby

replacing Diamesa, the chironomid typical

of the Northern Hemisphere glacier-fed

streams.

Further relevance of the
model

In the glacier-fed streams of the southern

Tibetan Plateau in China, Murakami et al.

(2012) found that the coldest stream (4 km

from the glacier), where Tmax was < 6∘C,

the community was dominated by one

nemourid stonefly, Illiesonemoura sp., and

Oligochaetae. Where the water temperature

increased to 8 ∘C, macroinvertebrate com-

munities were more similar to the model,

as Baetis mayflies and chironomids became

dominant. No sites were included where

Tmax was < 2∘C and the chironomid taxon-

omy was not undertaken beyond family
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level. In contrast, Hamerlik and Jacobsen

(2012) focused solely on this family during

an investigation of eight high mountain

streams in southern Tibet with differing

degrees of glacial influence. The proportion

of Diamesinae (mostly the genus Diamesa)

increased with greater glacial contribution

to flow as predicted, but Orthocladiinae

(subgenus Euorthocladius) dominated at

all sites, probably due to Tmax exceeding

2 ∘C. With decreasing glacial influence,

Chironominae became more abundant at

the expense of Orthocladiinae as predicted

by the conceptual model. Interestingly, this

study found that Diamesa was able to sustain

high relative abundance (> 40%) at a water

temperature of 6.3 ∘C.

Hieber et al. (2005) examined 10 sites in

alpine headwater streams of the Swiss Alps,

some of which were glacially influenced,

and found channel stability and water

temperature to be the main drivers of the

benthic macroinvertebrate community.

Glacially dominated sites were gener-

ally characterised by low taxon richness,

dominated by the chironomid subfamily

Diamesinae. Other taxa occurring in low

numbers at these sites included Baetidae,

Heptageniidae, Nemouridae, Leuctridae and

Taeniopterygidae, and other dipterans such

as Orthocladiinae and Limoniidae. Other

taxa in the conceptual model were found

only in low abundance at some of the kryal

sites (e.g., Perlodidae, Simuliidae) or were

absent (e.g., Rhyacophilidae, Chironominae,

Empididae, Tipulidae). Interestingly, the

invertebrate assemblages of kryal sites also

showed no general differences between lake

outlets and other streams. These findings are

contrary to the model predictions of lakes

enhancing downstream channel stability

and water temperature and changing the

macroinvertebrate community composition.

Finn et al. (2010) examined the newly

created 482 m reach of a glacier-fed river

downstream of a glacial snout in the Swiss

Alps that had recently receded, and found

that the colonising taxa were typical occu-

pants of the uppermost reaches of proglacial

streams (predominantly the Chironomidae

subfamily Diamesinae), as predicted by the

model. Although a greater temperature

gradient was evident downstream of the

glacier due to the addition of warmer lake

tributary water, four other taxa migrated

upstream. In a similar vein, the reduction

in percent glacierisation of the Wolf Point

Creek catchment (Glacier Bay National

Park, southeast Alaska) from 78% in 1977

to 0% in 1992 is equivalent to the lon-

gitudinal zonation downstream from a

glacial margin, as glacial influence becomes

reduced. Interestingly some groups did not

colonise until Tmax water temperature was

considerably higher than that proposed by

the model, for example Simuliidae at 8 ∘C,

Oligochaetae at 10 ∘C and Empididae at

13 ∘C. These taxa may have been limited

by dispersal constraints in colonising across

high mountain barriers and fjords.

Jacobsen et al. (2010) tested the concep-

tual model in the equatorial Ecuadorian

Andes by sampling benthic macroinver-

tebrates and measuring environmental

variables at nine sites between 4730 and

4225 m altitude, along a 4.3 km stretch of a

glacier-fed stream. Taxon richness and over-

all density (from 4 individuals m−2 to 825

individuals m−2) increased with distance

from the glacier, similar to the pattern pre-

dicted. At the sites closest to the glacier, the

subfamily Podonominae was abundant but

became less important further downstream.

Orthocladiinae were important, both in

terms of abundance and species richness at

all sites, whereas Diamesinae were numer-

ous only in the middle reaches and were
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completely absent from the upper three

sites, where water temperature was colder.

The limited importance of Diamesinae,

and its replacement by Podonominae, is

different from the typical pattern observed

in north-temperate glacier-fed streams,

principally as the genus Diamesa is missing

from the Neotropics. Stream temperature

and channel stability were found to explain

most of the variability in faunal composition

and richness, thereby supporting the model

for the Ecuadorian glacier-fed streams.

These findings were later supported when

Kuhn et al. (2011) expanded the study

to include three neighbouring equatorial

glacier-fed systems in the same region.

In New Zealand, Milner et al. (2001a,b)

examined the longitudinal downstream

zonation of macroinvertebrates along the

glacier-fed Fox and Waiho rivers of the west

coast of the South Island. Water temperature

and macroinvertebrate richness increased

downstream as predicted by the model,

but channel stability and total macroin-

vertebrate abundance did not. Similar to

the Neotropics, Diamesa is absent from

New Zealand glacier-fed rivers and its role

fulfilled by species of the ubiquitous New

Zealand ephemeropteran genus Deleatidium

typically found in all reaches, together with

the chironomid genera Eukiefferiella and

Maoridiamesa. Plecopterans and trichopter-

ans were found only at sites > 6 km from the

glacier terminus, where water temperature

averaged 4–5 ∘C. Because of the large size

of these two rivers and their source glaciers,

water warmed only gradually downstream,

thereby limiting macroinvertebrate com-

munity development closer to the glacier,

unlike alpine glaciers. Results indicated a

separation of fauna into two distinct zones

(a low diversity upper zone and a richer

lower zone), rather than a gradual species

transition. Unlike the typical alpine setting

of many European glacier-fed streams, these

west coast glacier-fed rivers of New Zealand

flow through beech forest with the glacier

terminus below the treeline.

Subsequently, Cadbury et al. (2010) exam-

ined macroinvertebrate species assemblages

of a glacier-fed river on the eastern side of

the southern alps of New Zealand. The Rob

Roy stream, a tributary of the Matukituki

River, is located in Mt Aspiring National

Park near Wanaka, with a glacier at a higher

altitude (2644 m cascading down to 900 m)

than either the Fox or the Waiho glaciers,

which are near sea level. Although habitat

stability increased downstream from the

glacier terminus, disturbance remained a

limiting factor to macroinvertebrate abun-

dance and species richness at the lower sites,

with channel stability remaining low due

to the short steep nature of the channel.

Average water temperature increased by

2 ∘C over a distance of 3.3 km downstream,

with habitat heterogeneity and species

richness highest at the downstream site

before the confluence with the Matukituki.

The ephemeropterans Deleatidium cornutum

and Nesameletus dominated at the upper two

sites with the chironomids Eukiefferiella and

Maoridiamesa, but became co-dominant with

Deleatidium angustum at the lowermost site,

where other plecopteran and trichopteran

taxa were collected. Nesameletus was only

found at the lower sites in the Fox and

Waiho rivers. The most remarkable find-

ing, relating to the longitudinal zonation

patterns within the mayfly genus Deleatid-

ium, was the replacement of Deleatidium

cornutum at the upper most sites by D.

angustum as water temperature increased.

Deleatidium cornutum was found to have

high rates of productivity, potentially a

strong adaptation to persisting at low water

temperature (Winterbourn et al., 2008).

Further downstream in the Matukituki
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River other Deleatidium species dominated as

water temperature increased (Winterbourn,

unpublished data). This unique record of a

mayfly species at such low water tempera-

tures close to the glacier has not been found

elsewhere, nor has the distinct zonation of

different species within the same genus as

water temperature increased downstream.

Stenothermic species of the orthoclad Euki-

efferiella occur in both New Zealand and

European streams. They have been found

in European glacier-fed streams within

200 m of the glacier terminus, co-existing

with Diamesa (Lods-Crozet et al., 2001). The

paucity of Plecoptera and Trichoptera at

the lowest water temperature in the Rob

Roy stream was also similar to European

glacier-fed streams, except Trichoptera

were found at lower channel stability

than predicted by the model. Cadbury

et al. (2010) used multivariate analysis of

presence–absence data for the macroinver-

tebrate communities of the Rob Roy and

the Fox and Waiho rivers to develop a con-

ceptual model for New Zealand glacier-fed

streams using the same key variables of

channel stability and maximum water

temperature as in the original model (see

Figure 8.3).

As in New Zealand, biogeographical

constraints are very important when

considering glacier-fed rivers located in

Arctic/sub-Arctic areas where the size of

the colonising pool of macroinvertebrate

taxa is low. Nowhere is this better illustrated

than in the Svalbard Archipelago, where

initial studies in the Ny Alesund area during

the AASER campaign found only three

taxa groups represented. No Empheroptera,

Plecoptera or Trichoptera were collected

(Castella et al., 2001). The fauna was domi-

nated by Chironomidae, of which 29 species

were found, the majority from the genus

T

T

T

T

Figure 8.3 Modified conceptual model of macroinvertebrate communities for glacier-fed rivers in New Zealand

with relation to water temperature and channel stability. Cadbury et al., 2011. Reproduced with permission

from John Wiley & Sons.
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Diamesa. Diamesa aberrata and D. bohemani

dominated sites close to the glacier while

D. artica and D. betrami dominated sites

fed primarily by snowmelt (Lods-Crozet,

2007). Blaen et al. (2014) undertook fur-

ther extensive investigations of streams of

varying water sources in this region and

found a greater diversity of chironomids in

non glacier-fed systems. These investiga-

tions led Blaen et al. (2014) to develop a

conceptual model for northwest Svalbard

rivers (see Figure 8.4), which differed from

mainland Europe. Only three taxa groups

were included, Diamesa, Orthocladiinae and

Oligochaetae. With a Tmax between 4 ∘C and

6 ∘C, Oligochaetae differed from the original

model where Tmax was 4 ∘C.

Similarly, Friberg et al. (2001) examined

16 streams in Greenland, a number of

which were glacier-fed, and placed the

findings in the framework of the con-

ceptual model. Greenland was found to

support six species of Trichoptera, one of

Ephemeroptera, but no Plecoptera, similar

to Svalbard. These authors found the only

variables that were significant in influencing

macroinvertebrate species diversity were

channel stability, water temperature and

suspended sediments and, for abundance,

water temperature and conductivity. This

finding was related to different water

sources, as high suspended sediments arise

from glacial runoff and are potentially

correlated with low channel stability. In

Greenland the most abundant species was

Orthocladius thienemanni, which was found

in the majority of streams, including those

most strongly influenced by glacial runoff.

Eukiefferiella claripennis, Hydrobaenus spp.,

Cricotopus sp. and Micropsectra recurvata were

the next most abundant taxa. Diamesa sp.

was not dominant or abundant in streams

with glacial influence, except at one site,

and is thus a significant departure from the

conceptual model.

Studies have demonstrated the impor-

tance of groups that have not been

extensively investigated in glacier-fed

streams and which were not included in the

conceptual model. For example, Maiolini

and Lencioni (2001) and Lods-Crozet

(2001) both highlighted the importance of

T

Figure 8.4 Modified conceptual model of macroinvertebrate communities for glacier-fed rivers in Svalbard.

Blaen et al., 2014. Reproduced with permission from John Wiley & Sons.
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Nematoda at sites close to glacial sources

in streams of the Italian and Swiss Alps.

Eisendle (2008) specifically examined the

role of free-living nematodes in glacier-fed

river reaches of the Austrian Alps and found

this group dominated the benthic fauna in

each reach, with abundance higher than

that of other invertebrates. Overall, nema-

tode spatiotemporal distribution patterns

agreed well with the model, increasing in

abundance and diversity from the glacial

source. Temporal differences were also

evident as water sources changed, particu-

larly with respect to recolonisation during

the autumnal period at one site as glacial

influence decreased. Among nematodes,

cold tolerance and resistance is common-

place and thus may be advantageous to

inhabitants of glacier-fed rivers for surviving

winter conditions.

Exciting new directions have involved

examining the role of the microbial biofilm

communities in glacier-fed rivers and the

major role they play in controlling numerous

stream ecosystem processes (Freimann et al.,

2013) with potential implications for down-

stream biodiversity and biogeochemistry

(Wilhelm et al., 2013). The most dominant

phyla detected in glacial habitats were Pro-

teobacteria, Bacteroidetes, Actinobacteria

and Cyanobacteria/chloroplasts.

Glacial Index and ARISE
classification system

In a re-analysis of the AASER data, Jacobsen

and Dangles (2012) extended the latitudinal

and altitudinal gradient by including sites

from Ecuador and New Zealand. Using

GLM models, the strongest relationship

with taxon richness was found to be the

Glacial Index (GI). The GI combines glacier

size with distance from the glacial termi-

nus and was considered by Jacobsen and

Dangles (2011) to perform better than

Tmax and the Pfankuch Index (channel

stability) as it potentially integrates the

effect of other important variables (e.g.,

suspended solids and substrate type). The

authors propose the GI as a simple and

useful measure of environmental harshness

in glacier-fed streams, which is easier to

measure than Tmax and more robust than

the subjective Pfankuch Index of channel

stability. By extending the latitudinal and

elevational range of the AASER sites to the

tropics, and standardising environmental

harshness through the GI, the relationship

between taxon richness and latitude and

elevation was hump shaped with a peak at

mid-latitudes rather than linear as reported

by Castella et al. (2001) for the AASER

sites. However this hump-shaped response

was absent for sites closest to the glacier,

which varied only slightly along the latitu-

dinal gradient due to strong deterministic

filter of environmental harshness. This

GI should not be confused with another

GI Index, the Glaciality Index, of Ilg and

Castella (2006), which is a measure of

glacial runoff based on four environmental

variables (water temperature, channel sta-

bility, conductivity and suspended sediment

concentration).

A major shift in our understanding of

glacier-fed rivers was the proposal of a new

classification system by Brown et al. (2003)

to better describe spatial and temporal vari-

ability in glacial, snowmelt and groundwater

inputs to alpine streams, based upon the mix

of proportions of water contributed from

each of these sources. This was furthered

by the validation of the Alpine RIver and

Stream Ecosystem classification (ARISE)

approach, using data collected from three

streams in the French Pyrenees, which
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examined methods to quantify runoff from

different water sources in alpine catchments

(Brown et al., 2009). Brown et al. (2010)

compared the ARISE approach with the

GI Index of Ilg and Castella (2006) and

found both were significant predictors of

macroinvertebrate taxonomic richness, beta

diversity, the number of EPT genera and

total abundance, although regression mod-

els were typically stronger for the ARISE

meltwater contribution approach. However,

at the species level, ARISE performed better

for predicting the abundance of 13 of the 20

most common taxa.

Brown et al. (2007) suggested that as melt-

water contributions decline (associated with

lower suspended sediment concentrations,

higher water temperature and electrical

conductivity) alpha diversity at a glacier-fed

river site will increase. However, beta diver-

sity (between-sites) will be reduced, because

the habitat heterogeneity associated with

spatiotemporal variability of water source

contributions will become lower. Brown

et al. (2007) predicted that some endemic

alpine aquatic species (such as the Pyrenean

caddis fly Rhyacophila angelieri) and cold

water stenothermic taxa would become

extinct with decreasing glacial cover, leading

to a decrease in gamma diversity (regional).

Jacobsen and Dangles (2011) followed up

with similar conclusions from analysis of

the extended AASER dataset and found

that environmental harshness increased

beta diversity. Further analysis of datasets

from Ecuadorian Alps, the Coast Range

Mountains of south east Alaska and the

Italian and Swiss Alps by Jacobsen et al.

(2012) demonstrated that local (alpha)

and regional (gamma) diversity, as well as

turnover among reaches (beta-diversity),

will be consistently reduced by the shrink-

age of glaciers. The authors demonstrated

that 11–38% of the regional species pools,

including endemics, would be expected

to be lost following a total disappearance

of glaciers in a catchment. Also a steady

shrinkage of the glacier is likely to reduce

taxon turnover in proglacial river systems

and local richness at downstream reaches,

where glacial cover in the catchment is less

than 5–30%. These sensitive macroinver-

tebrate taxa may be important biological

indicators of environmental change in

glacierised river basins and the reduction in

glacial mass (Brown et al., 2007).

Khamis (2015) assessed biodiversity

patterns across a full spectrum of glacial

influence, using end-member mixing mod-

els to quantify meltwater contributions,

and identified a unimodal community

level response (e.g., richness and abun-

dance), which was consistent across basins

of differing geology. These findings were

similar to Jacobsen and Dangles (2011)

and the hump-shaped response along

a gradient of environmental harshness.

However, it is important to note that the

specific mechanisms for higher diversity at

intermediate meltwater disturbance sites

may be due to colonisation – competition

trade off, due to the patchiness of refugia

and resources at intermediate meltwater

sites, rather than disturbance reducing

competition/competitive exclusion.

Summary and future
directions

Looking back to that night at the public

house in Stirling 24 years ago and the back

of the cigar packet doodles, we had no idea

that the conceptual model for the structure

of glacier-fed rivers and the communities

that these systems potentially support

would lead us on a path of research to test

the model in various parts of the world
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and would inspire others to do likewise.

Although the initial model was not accurate

in certain regions and modifications were

necessary, overall the conceptual frame-

work has proven relatively robust due to

the overriding dominance of the variables

of water temperature and channel stability

in creating deterministic patterns within the

macroinvertebrate community.

Glacier-fed rivers are predominantly at

high latitudes and altitudes, environments

that are some of the most sensitive to

climate change. In the current phase of

global climate warming, many glaciers

are shrinking (Barry, 2006) and thus it is

essential we fully understand the effect

on glacier-fed river communities. Loss of

snow and ice-masses will alter spatial and

temporal dynamics in runoff with important

changes in the relative contributions of

snowmelt, glacier-melt and groundwater

to stream flow (Milner et al., 2009). Using

a dose–response relationship model (i.e.,

glacier cover – taxa abundance relationship),

Khamis et al. (2014a) simulated anticipated

changes in taxa abundance representing

key groups (i.e., predator, shredder, grazer,

filterer and a cold stenotherm) based on

projected changes in glacier cover to 2080

from TOPKAPI modelling. The model

predicted the complete loss of the cold

stenotherm (Diamesa latitarsis grp.) from

the Taillon–Gabiétous basin in the French

Pyrenees by 2070 as glacier cover disap-

peared. The model also indicated increased

abundance of more generalist shredding,

grazing and filtering taxa (e.g., Leuctra spp.,

Rhithrogena spp. and Simulium spp.) at the

expense of the cold stenotherms, as water

temperature and channel stability increase

in line with the conceptual model. This

predicted replacement of the glacial stream

specialist supports earlier suggestions that

gamma and beta diversity will be reduced as

glaciers recede (Brown et al., 2007; Jacobsen

et al., 2012; Finn et al., 2013).

With relation to beta diversity, Finn et al.

(2013) investigated genetic beta diversity

in a population of Baetis alpinus from the

French Pyrenees by investigating mitochon-

drial DNA haplotypes for 1113 individuals.

The greatest genetic diversity for this

species was in headwater areas, with more

homogenisation evident in downstream

reaches. Finn et al. (2013) concluded that

extreme conditions (e.g., low temperature,

high instability, isolation) in high-glaciality

streams probably enhance beta diversity

at both the genetic and at the community

level. Similarly, Wilhelm et al. (2013) found

that the beta diversity of biofilms decreased

with increasing streamwater temperature

away from the glacier margin, suggesting

that glacier retreat may contribute to the

homogenisation of microbial communities

among glacier-fed streams. Clearly genetic

investigations would allow further insights

into diversity responses to shrinking levels

of glacierisation at different levels of the

community.

The conceptual model of glacier-fed

rivers is focused purely on the structure of

the community and not how it functions.

Indeed, it may be that even with a loss of

beta and gamma diversity the functioning

of the system remains similar or may even

be more efficient with greater trait diversity

and routes for carbon fluxes. It is important

that other attributes of macroinvertebrate

communities are examined with respect to

changing water sources and reduced glacial

influence to fully understand their effects.

The examination of macroinvertebrate traits

with relation to changing glacial influence

(similar to the study by Brown and Mil-

ner 2010) would be of value and provide

insights into ecosystem function.



�

� �

�

Conceptual model of community structure within glacier-fed rivers 167

For example, Clitherow et al. (2013)

examined the food web structure in the

harsh environment of a glacier-fed river

in Austria and found low taxon richness,

highly connected individuals and a short

mean food chain length compared to other

studies. These data suggest that changes at

one node will rapidly spread through the

network.

Another potentially interesting research

avenue could be the identification of critical

thresholds and tipping points of these sys-

tems as glacial runoff becomes reduced. For

example, in the first study of this nature,

Khamis et al. (2014b) used TITAN (Thresh-

old Indicator Taxa ANalysis) to identify

critical threshold changes in community

composition of river taxa in the French

Pyrenees as < 5.1% glacier cover and con-

tributions of meltwater as < 66.6%. Below

these thresholds the cold stenothermic ben-

thic invertebrate taxa, Diamesa spp. and the

Pyrenean endemic Rhyacophila angelieri were

lost. Generalist taxa including Protonemura

sp., Perla grandis, Baetis alpinus, Rhithrogena

loyolaea and Microspectra sp. increased when

glacier cover was < 2.7 % and meltwater

was < 52 %. This kind of analysis would be

interesting to carry out on a wider spatial

scale, although it would probably have to

be carried out using percent glacial cover,

due to the lack of present data using percent

meltwater.

Development of a monitoring
network of studies of glacier-fed
rivers: sentinels of climate change
Glaciers behave differently across different

climatic zones, hence glacier-fed stream

habitats and ecology also differ (Jacobsen

et al., 2010). Even within the same climatic

zone, glaciers differ with respect to their

distribution, size, slope and geology and

this is expected to have profound effects

on the physicochemical habitat template,

biodiversity and function of downstream

ecosystems. It is critical that we obtain

a broader understanding of glacier-fed

freshwater ecosystems across a wider spa-

tial and temporal scale to improve our

understanding of these systems as sentinels

for climate change. It is thus essential

that we develop a worldwide monitoring

network of glacier-fed systems within

different climatic zones where investiga-

tors follow the same protocols in both

physico-chemical and biological investiga-

tions using the cutting edge methodologies

that have recently been developed. The

establishment of a network was furthered

by a recent European Science Foundation

workshop attended by specialists in the

field of glacier-fed rivers in Birmingham in

September 2013. The title of the workshop

was GLACier-fed rivers, HYDRoECOlogy

and climate change; current knowledge

and future NETwork of monitoring sites

(GLAC-HYDRECO-NET). Some potential

sites are well established where previous

research has been undertaken, others would

have to be initiated. Regions that should

be included are the: Arctic – Svalbard,

Greenland; Subarctic – Alaska, Iceland,

Norway; Temperate – Switzerland, Austria,

Italy, Pyrenees, New Zealand; Subtropi-

cal – China, Tibet, Nepal; Tropical – Bolivia;

and Equatorial – Ecuador. By following

similar protocols, data collected from sites in

glacier-fed watersheds would be comparable

and driving variables and underlying trends

would be easier to distinguish across a range

of glacier types and climatic, elevational and

latitudinal gradients. It would be important

that well-designed experiments (e.g., the

use of mesocosm channels) be a key compo-

nent of this network to evaluate responses

to changing conditions, such as the role

of increased abundance of large-bodied
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predators on a benthic community as water

sources change and environmental harsh-

ness ameliorates (see Khamis, 2015), and

also the effect on ecosystem functioning.
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Introduction

At the core of river science is quantifying the

spatial and temporal dynamics of river flow,

water quality, physical habitat, and plants

and animals at multiple scales (Gilvear

et al., Chapter 1, this volume). The advent

and development of remote sensing, with

now near global coverage at medium scales

of spatial resolution, has revolutionised

our capacity to map and analyse spatial

and temporal variability of the individual

components of river ecosystems and aquatic

processes in natural and managed systems

(Marcus and Fonstad, 2010). This capacity

of remote sensing can also provide out-

put in terms of 2-dimensional vertical or

horizontal or 3-dimensional perspectives

and normally at all but the smallest scales

(e.g., sub-centimetre), and the shortest

(sub-hourly) and longest timescales (>50

years). In this chapter remote sensing

is deemed to be earth observation from

spaceborne, airborne and terrestrially based

sensors that measure the electromagnetic

radiation emitted or reflected from land

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

and water surfaces within the river corridor

network – namely in-channel, riparian and

floodplain. Its application to river science

and management will be examined in

relation to hydrology, water quality, geo-

morphology, ecology and river engineering.

In essence the physical template of

river ecosystems is made up of three

principal land–water cover components,

namely water and its chemical constituents,

minerogenic matter (i.e., soils, sediment

and bedrock) and living (e.g., algae, aquatic

macrophytes and alluvial woodland) and

dead plant material (e.g., woody debris)

draped over the river corridor topography.

Remote sensing has the ability to survey

topography and the three cover components

all have unique spectral signatures and can

often be differentiated with appropriate sen-

sors and use of discrete wavelengths within

the electromagnetic spectrum. Hence,

remote sensing can reveal the basic spatial

and temporal patterns of the physical habitat

of rivers and associated processes. The chal-

lenge for remote sensing is to interrogate

specific wavelengths to discover the suite of
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attributes of each land–water component.

Components include channel bathymetry,

floodplain topography, above and below the

water line bed material particle size, water

quality and temperature, floating, sub-

merged and emergent aquatic plant biomass

and 3-dimensional terrestrial vegetation

structure. In terms of managed river systems,

there is the added complexity of detection

of human modifications such as bridges,

flood embankments, weirs and dams, and

buildings. Detection of these parameters

and features involves shape recognition,

sometimes in association with other spectral

properties, to differentiate largely similar

exposed soil and sediment land cover types.

The potential of remotely sensing rivers

is simply a function of resolving key issues

surrounding the size and nature of the river,

the river science phenomena of interest

and the remote sensing platforms and

sensors available. In relation to the nature

of the river, whether the phenomena of

interest is above or below water is a key

issue that affects the approach taken. The

extent to which any feature is obscured

by overhead canopies or cast in shadow is

another issue. If the phenomena of interest

is below the water line, depth and water

clarity are critical. The key remote sensing

factors determining the outcome of a river

science-focused remote sensing study is

that of atmospheric conditions, imagery

spatial coverage and resolution, length and

temporal resolution of datasets (Figure 9.1),

sensor spectral resolution and retrieval of

information through image analysis. These

factors will all be considered in this chapter

but is worth highlighting at the start the

key areas of the electromagnetic spectrum

and their relevance to river science. At its

simplest, with regard to the visible part of

the spectrum, blue wavelengths are best

for water penetration and bathymetry and

substrate mapping. Green wavelengths are

best for mapping water turbidity and veg-

etation types and plant vigour. In the near

infra-red delineation of water bodies is most

easily achieved and soil moisture and vege-

tation communities are well discriminated.

Thermal data is good for water temperature

determination, soil moisture variability and

vegetation stress. Wavelengths outside of

the visible spectrum are useful because

they can penetrate cloud cover, measure

variables such as surface temperature of

land and water and ground elevation.

The challenge for river science, at the

broadest level, is firstly to optimise river

remote sensing within existing research

frameworks. More importantly the chal-

lenge is to make use of the remote sensing

capability in terms of developing new

approaches towards river science that lead

to better understanding and model capability

of natural and human-modified river ecosys-

tems. Meeting the challenge will require an

interdisciplinary approach and one where

the river scientists and remote sensing

communities can appreciate each other’s

needs, approaches and goals. This chapter

aims to highlight the development of river

remote sensing through time, illustrate the

opportunities and challenges of river remote

sensing and highlight its future potential in

terms of research and application.

A chronology of the science
of remote sensing of river
systems

Changing remote sensing
technology and river science
The very earliest form of remote sensing

was traditional panchromatic photography.

Early photographs from the late Victorian

period when compared to modern day
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images can allow historical reconstruction

of changes in channel morphology and

riparian corridor habitat. The first land-

mark event for river science was aerial

photography (initially black and white then

colour and infra-red), which now provides

coverage of some river corridors back to the

1940s, providing a 70-year historical archive

(Figure 9.2). For example, using sequential

sets of aerial photography, Gurnell et al.

(1994) constructed a 60-year timeline of

bank erosion on the River Dee, England.

However, early coverage was sparse and

patchy, rarely focused on river corridors and

temporally highly intermittent, often with

gaps of decades. Since then image analysis

has been used to maximise the utility of old

imagery, such as black and white aerial pho-

tography, beyond basic river network and

channel planform mapping (e.g., Gilvear

et al., 1998; Westaway et al., 2003) but the

basic problems of spatial coverage, and lack

of multi-spectral capability, will remain

for river scientists trying to reconstruct

mid-twentieth-century channel dynamics.

Individual

aerial photograph Overlap

area

Flying

height

Centre of image

Figure 9.2 A mosaic of aerial photographs taken from a plane showing the river corridor of the River Tay,

Scotland. (See colour plate section for colour figure).

Remotely sensed multi-spectral data with

global coverage but at low spatial resolution

followed the launch of the first Landsat

satellite in 1972. Since 1972 there have

been seven Landsat satellites and two are

still in existence. These satellites maintain

a 16–18 day cycle and thus can give high

temporal resolution, but except for on the

world’s largest rivers the spectral resolution

is limiting. Only in the case of the panchro-

matic mode of the current ETM satellite is a

spatial resolution of better than 30 metres

obtained, with pixel size being 15 metres.

France et al. (1986) working in Wales con-

cluded that Landsat TM data could record

streams down to 3–5 metres width with

acceptable accuracy. Thirty-three first-order

streams were thus detected. However,

scrutiny of 1:10,000 aerial photographs

revealed 156 first-order streams, many of

which were less than 1.0 m wide. As such

the earliest sensors only provided detailed

reach-scale information on the world’s

largest river systems. In low-order streams,

where channel widths are smaller, spatial



�

� �

�

Remote sensing: mapping natural and managed river corridors 175

resolution becomes especially critical. SPOT

satellite imagery, coming online in 1986 and

with a five-day off-vertical imaging capa-

bility, provided an improvement in spatial

resolution (5–10 metres). A large number of

spaceborne sensors have been launched in

the last two decades each with either or both

spatial and spectral resolution improved.

This considerably advanced the potential for

river scientists to use remotely sensed data

for discriminating individual fluvial features

on large rivers and extend remote sensing

for basic mapping of small and medium sized

rivers (Figure 9.1). For example, IKONOS

launched in 1999 is 4-metre resolution

in multi-spectral mode and 1 metre in

panchromatic mode. Quickbird launched in

2002 has 2.5 metres in multi-spectral and

0.6 metres in panchromatic modes. Other

sensors have high spectral capability, for

example the 12-bit 36-band MODIS operat-

ing in the 0.4 to 14.4 μm wavelengths, but

for most applications the 250 m+ resolu-

tion is too coarse – although it very much

depends upon application.

Issues around the coarse spatial resolution

provided by satellite sensors led to significant

research using sensors mounted on airborne

platforms, where specially commissioned

aircraft flights followed river courses and

were able to provide sub 2 m resolution data

with either multi-spectral or hyper-spectral

capability. Airborne thematic mapper data

with 11 spectral bands including one in

the thermal part of the spectrum was often

the data of choice in the 1990s. Post 2000,

the compact airborne imaging spectrometer

with 256 spectral bands to choose from

has been the sensor most often used in

mapping channel morphology and physi-

cal habitat ,particularly on European and

North American rivers (e.g., Legleiter et al.,

2004; Marcus et al., 2003; Winterbottom

and Gilvear, 1997). Airborne LiDAR has

also become integral to the river scientist’s

toolkit for morphological mapping above

the water line in terms of interrogating

the morphology of exposed channel bars

and floodplains (Charlton et al., 2003).

Helicopter-based videography also provides

an effective method for gaining imagery of

river morphology and habitat, but quan-

tification of habitat from the imagery is

problematic (Kleynhans, 1996).

For small streams and reach-scale studies

sensors mounted on various low-altitude

unmanned aircraft (UAVs) and balloons

have been employed (e.g., Flener et al.,

2013; Figure 9.1). Flying at heights of less

than 200 metres, a ground resolution of

1–5 cm can be obtained using standard

cameras. Such approaches have been used

to map channel bathymetry of the Durance

River in France (Feurer et al., 2008). The

current ongoing advancement in ‘drone’

technology is likely to see further uptake

and progress in this emerging field of

remote sensing and river science. Terres-

trially mounted sensors have also been

employed successfully; for example, Resop

and Hession (2010) used repeated terrestrial

LiDAR surveys to measure bank retreat

rates of 0.15 metres per annum on an 11

metre shoreline length of a creek in Virginia,

USA. Similarly, terrestrial LiDAR has been

used to map instream habitat complexity

(Resop et al., 2012). The use of field spec-

trometers especially to measure phenology

across seasons and instrumented buoys to

assist with calibration and interpretation

of remotely sensed imagery is also likely

to lead to greater capability with regard

to information retrieval relevant to river

science. Web cams with near real-time

images of river water levels are also being

used to observe floods, passage of woody

debris, and map changes in channel bar

morphology (MacVicar and Piégay, 2012).
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Real-time imagery accessible through the

Web is also attractive in terms of engaging

public participation in river science.

Within river science it is now realised

that when dealing with large or multiple

river systems multi-scalar remote sensing

(Whited et al., 2011) is likely to be required

with differing platforms and sensors all

contributing invaluable information via

upscaling or downscaling. In the future,

riparian ‘tree-mounted’ web cams through

to sophisticated hyper-spectral spaceborne

sensors will all have a role to play depend-

ing upon application. Data fusion and the

appropriate integration of differing types

of data at multiple temporal and spatial

scales will also be one of the keys to driving

forward advancement in river science.

Advancing the subject of river
science and remote sensing
Essentially, the modern era of riverine

remote sensing that is now recognised as

a sub-discipline of river science did not

really emerge until the 1970s, and until the

1990s its scientific significance was modest.

Post 1990 to the present the growth and

development of the subject has been rapid,

impressive and important. Reviews in the

early 1990s highlighting the potential of

river remote sensing included that of Muller

(1992), Muller et al., (1993), and Milton

et al. (1995). Using the Web of Knowledge

search tool as an index of research activity,

the number of publications pre 1990 was

less than 1 per year in the subject of ‘remote

sensing and rivers’, in the 1990s this rose

to 33 and post 2000 attained a value of

222. Post-millennium reviews detailing

the contribution of remote sensing to river

science include that of Marcus and Fonstad

(2010), while the growth of the subject

has also seen a research monograph on the

subject edited and published (Carbonneau

and Piégay, 2012). In terms of post-1990

advances, the list is broad ranging and

spectacular. In terms of existing capability,

for example, there have been improvements

in the range of water quality parameters

detectable (although often inappropriate to

detection on small rivers), floodplain inun-

dation mapping and accuracy of channel

planform change estimation. Significant

new capability has also emerged in river

bathymetric mapping, measurement of

3D channel morphology, substrate type

recognition and bed material size mapping,

aquatic vegetation mapping and floodplain

vegetation structure and community com-

position. These advances have been brought

about by a mix of improvements in sensors,

range of platforms used and advances in

image analysis and the expertise of a small

dedicated scientific community. In terms of

sensors, some of the advances have been

made by examining wavelengths outside

the traditionally used visible wavelengths.

As such, information is now available on the

temperature variability of not only surface

waters but also land surfaces, shedding new

light on thermal habitat heterogeneity for

fish and other animals (Torgerson et al.,

2001; Tonella et al., 2010). Using acoustic

devices mounted on rafts the submerged

soundscapes of rivers have also been

identified (Tonella et al., 2010).

The work undertaken is reflected in the

huge growth of journal publications over

the period 1990 to 2010. The period 1990

to 2010 can rightly be thought of as decades

of the ‘emergence and development of

riverine remote sensing’. The next two

decades are likely to be seen as the period

of ‘application of river remote sensing to

science and management’. The application

of remote sensing to river management

has been sporadic and primarily focused on

basic land cover mapping. Studies, however,
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have shown the potential for assessment of

such phenomena as bed degradation below

dams (Huang et al., 2009), bridge detection

(Luo et al., 2007) and ecosystem service

delivery (Large and Gilvear, 2014). Web

cams are also providing 24/7 coverage of

channel response to dam removal in the

case of the landmark removal of the Elwha

dam in the USA.

As the subject of river science unfolds

over the forthcoming years and decades, not

only will the quality of remotely sensed data

be enhanced but the historical archive will

lengthen and improve our understanding

of the temporal dynamics over medium

and long-term timescales. As such the

contribution of remote sensing to the river

science and management of the future will

be immense.

State of the science

Image analysis opportunities
and challenges

Image radiometric and geometric
rectification
Manual mapping of river features from

imagery has a long history in the geograph-

ical sciences but few studies mapped large

tracts of river. More recently a wealth of

studies reporting the use of automated

classification of river features at the reach

scale are apparent, with reasonable to good

accuracies (Marcus et al., 2003; Carbonneau

et al., 2004; Wright et al., 2000). In the case

of mapping stream networks at the catch-

ment scale, image processing is likely to be

more complicated. To obtain full coverage

imagery it is likely that imagery will have

to be captured over a number of hours

or on different days, creating differences

in illumination and position relative to

solar azimuth. The correction of airborne

and satellite data for atmospheric effects is

critical to the success of image classification

approaches. This is especially the case when

the imagery is collected over a number of

hours or days as would certainly be the case

with airborne imagery and large river sys-

tems. Bi-directional reflectance and lighting

variations across images poses a problem

when mosaicking aerial images together

for river networks. Standardising image

contrast can be problematic and require

histogram matching using edge differences

or possibly using specifically placed ground

targets. There are several approaches to

the atmospheric correction of airborne and

satellite imagery. The dark-pixel subtraction

method has been widely used and, as it

is an image-based procedure, it has the

benefit of being easy to implement. How-

ever, as the dark-pixel correction is largely

scene-dependent, it may not be appropriate

for the correction of multi-temporal imagery

covering differing geographical locations.

The empirical line method is also widely

used and, provided reflectance spectra of

several ground-based reference targets

are available, it can be used to correct

airborne and satellite at-sensor-radiance to

a standardised property such as reflectance.

Obviously, such approaches are not required

for satellite sensors, whose dedicated atmo-

spheric correction models can provide

atmospherically corrected remote sensing

products. However, where such products

are not available, the development of com-

mercially available atmospheric correction

models, such as ATCOR and MODTRAN,

means that multi-temporal, multi-sensor,

imagery products can be atmospherically

corrected by the user (Yuen and Bishop,

2004). The latest generation of the atmo-

spheric correction models, such as FLAASH,

now require only minimal information on
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the nature of the atmosphere to enable an

effective correction (Alder-Golden et al.,

2005; Schaepman et al., 2005) and as such

there is hope for the future in terms of

river-network-wide application where the

nature of the atmosphere at the time of

acquisition is unknown.

Sun angle and viewing geometry effects

can also cause problems for accurate image

classification, particularly where canopy

or terrain shadows occur. These effects

can be minimised by acquiring data under

comparable conditions, but there are prob-

lems unique to rivers. Water is sensitive

to sun–target–sensor geometry and in

the case of sinuous channels this poses a

problem that will need special attention.

Indeed, glare from specular reflectance can

obscure all information. In some instances,

topographical correction models can be

used to correct for the effects of terrain

shadows (Ekstrand, 1996; Soenen, et al.,

2005; Wu et al., 2008) and such approaches

might be applicable to removing cast

shadow from riparian canopies. Conyers

and Fonstad (2005) have recently developed

such a technique for shadow removal on

river water. The information collected by

on-board GPS-based navigation systems

means many airborne and satellite products

can often be automatically geo-rectified and

geo-registered without the need for manual

registration to a geographic coordinate

system. In many cases, however, imagery

may still need rectification and ground

control points may be necessary. In areas

of human occupation common control

points visible on the ground can often be

used (Konrad et al., 2008), but in natural

settings ground-based targets may need to

be placed (Lejot et al., 2007). The experience

with unmanned airborne vehicles is that

geo-rectification can be complex even with

targets (e.g., Lejot et al., 2007).

Image classification and feature
recognition
Fluvial systems provide a challenging envi-

ronment in which to classify features of

interest from imagery, in that they can be

submerged or are only evident to an ‘expert’

observer by taking into account subtle mor-

phological, sedimentological or vegetative

clues. For example, robust repeatable meth-

ods for identification of bankfull channel

capacity in the field via a break of slope

or vegetation limit have proved difficult.

However, in some cases a ‘birds-eye’ view,

by showing large-scale patterns, may facil-

itate identification of features whether by

manual or automated methods. Manual

methods of identification can be effective

if a protocol for recognition is developed

and universally applied. However, coverage

of a large river system at the necessary

spatial resolution may make it unrealistic

for very large river networks. Approaches

to the automated classification of air-

borne and satellite imagery have advanced

tremendously, over recent years from basic

hard-boundary classification algorithms,

such as minimum distance and maximum

likelihood classification (Thomson et al.,

1998; Bryant and Gilvear, 1999), to more

advanced soft-boundary approaches, such

as linear spectral mixture modelling and

support vector machine classifiers (Brown

et al., 1999; Brown et al., 2000; Luo et al.,

2007). Thus, Carbonneau et al. (2004) used

textural analysis to map D50 grain size in

gravel bed rivers. These new approaches

offer increased classification power and

accuracy in terms of mapping rivers, and

can also be used to provide a sub-pixel level

of classification where required (e.g., when

analysing data of a coarse spatial resolution),

although in a fluvial environment this is

unlikely to be that useful except in the

case that large tracts of exposed sediment
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or open water exist. In most instances, the

collection of adequate ground-reference

data for the training of algorithms is vital to

the success of any classification approach,

particularly where artificial-learning-based

algorithms are being employed (e.g., neural

networks). Sufficient ground-reference data

must also be available for the validation of

the classified image. In a limited number of

cases, techniques have been developed that

are not reliant upon field-based measure-

ments. Fonstad and Marcus (2005) have

developed a method for automated mapping

of water depth and applied the technique

to the Nuaces River in Texas using 33

digital orthophoto quadrangles. Similarly,

Carbonneau et al. (2004), using a set of 3 cm

resolution airborne digital imagery covering

the full 80 km of the Sainte-Marguerite

River in Quebec, Canada, automatically

derived high-resolution measurements of

flow depth, substrate size and flow velocity,

and the image analysis techniques once

calibrated are fully automated and can

be run without user intervention for the

entire image set. In the case of large river

systems there is therefore usually the need

for parallel field campaigns, and given the

fact that field-based reference and validation

data is best collected at the time of image

acquisition, more than one field team may

be necessary with availability at short notice

as a weather window emerges. A variation

on the use of ground reference data for

algorithm training purposes is the collation

of a spectral library (typically using in situ

reflectance spectra of the classes of interest),

which can be subsequently used to perform

a spectral-matching-type classification (e.g.,

Kutser et al., 2006; van der Meer, 2006).

Such feature specific recognition algorithms

may be required to identify attributes such

as woody debris. Such approaches, how-

ever, would still require adequate ground

reference data for validation purposes.

River science and remote sensing
sub-disciplines
This section presents brief resumes and

examples of the capability, nature, potential

and challenges of remote sensing of rivers

across the key sub-disciplines of river sci-

ence (Figure 9.3). It gives a glimpse into the

potential of remote sensing to contribute to

the development of river science.

Hydrology
Remote sensing of river hydrology has

primarily focused on two areas: floodplain

inundation and roughness mapping, and

channel discharge estimation (Table 9.1).

Remotely sensing flood inundation has a

long history. Here we explore some recent

and notable studies and advances over

the last two decades. Alsdorf et al. (2000)

mapped water level changes within flooded

Amazonian riparian forest by using the dou-

ble bounce returns of water and vegetation

surfaces using spaceborne interferometric

synthetic aperture radar (SAR). The pro-

cessed data showed that within 20 km of the

main channel water level recession occurred

at rates of 7–11 cm per day, while at dis-

tances of 80 kilometres the rate was only

2–5 centimetres per day. Such knowledge

is useful for many areas of river science,

perhaps most importantly in relation to

providing empirical data related to the flood

pulse concept. A rapidly emerging theme

is quantification of floodplain roughness

(e.g., Straatsma and Baptiste, 2008; Wilson

and Atkinson, 2007). Antonarakis et al.

(2008a) used object-based classification of

LiDAR data. Forzieri et al. (2011) took this

further and fused Quickbird multi-spectral

imagery with airborne laser scanning data to
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Figure 9.3 An oblique aerial view of a tributary entering the River Yukon with illustrations of the capability

and challenges (in italics) of remote sensing in terms of capturing information relevant to river science.

examine roughness with riparian systems.

The methodology is repeatable and could

be used to examine change with time of

the effects of, for instance, floodplain forest

regeneration on flood flow attenuation.

There is considerable scope for significant

advancement of remote sensing in shedding

light on the flow attenuation and water

residence effects of alluvial forests and

floodplain wetlands (Figure 9.4). Such

knowledge has obvious importance in illus-

trating the ecosystem service value of river

corridors in a natural or semi-natural state

in terms of reducing downstream flooding.

Water quality
Remote sensing of water quality has a long

and established record in marine, estuarine

and lake environments. The spatial reso-

lution of sensors in the past has thwarted

the adoption of remote-sensing-based water

quality algorithms for the river environ-

ment. There are still issues on small and

medium width rivers and where shal-

low water results in reflectance from the

substrate and hence an additional issue

compared to deep water environments.

Disentangling the effects of multiple water

quality parameters can also be difficult,

but spectral unmixing has been used with

success in rivers to determine parameters

such as chlorophyll a, suspended sediment,

water colour and dissolved organic car-

bon (Table 9.1). Chlorophyll a has been

the most widely derived water quality

parameter. Examples of good correlations

of field measurement of chlorophyll a with

remotely sensed data have been achieved

on large rivers in the USA (Shafique et al.,

2001; Olmanson et al., 2013). Turbidity is

another parameter that appears to be easily

detectable, for example using the AVRI
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Figure 9.4 Frequency of floodplain inundation in relation to known wetlands on the Cooper Creek reach of

the Murray–Darling as deduced from MODIS data and Normalised Difference Vegetation Cover. Image analysis

undertaken by Dr Steve Wealands, University of Melbourne. (See colour plate section for colour figure).
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scanner (Huguenin et al., 2004; Karaska

et al., 2004). Chen has used regression-based

approaches to estimate turbidity from

MODIS reflectance (Chen et al., 2007),

while Wang and Lu (2010) directly esti-

mated suspended sediment concentrations

on the Yangtze River using the same sensor.

Recent advances in lake remote sensing in

terms of identifying individual phytoplank-

ton species also have the potential for use

in river waters on medium- and large-sized

rivers (Hunter et al., 2008, 2010).

Geomorphology and physical habitat
The ability to capture information on

in-channel and floodplain morphol-

ogy is now highly advanced due to an

improvement in sensor spatial and spec-

tral resolution, better knowledge of the

spectral characteristics of river channels

and improvements in image analysis meth-

ods (Marcus and Fonstad, 2008). The

widespread availability of hyperspectral data

and LiDAR has been particularly important

in this regard in relation to instream habitat

(Table 9.1). Marcus (2002) was one of the

first scientists to realise the potential of

hyper-spectral imagery and thus mapped

instream habitats in Yellowstone National

Park. Using maximum likelihood super-

vised classification on a 1-metre resolution

128-band hyper-spectral data producer,

accuracies of 85–91% were achieved.

Gilvear et al. (2004a) also showed the poten-

tial of CASI data to map riverine habitats

and extended its application in to estuarine

environments. Progress with hyper-spectral

imagery has been particularly significant in

terms of mapping river bathymetry (Gilvear

et al., 2007; Marcus and Legleiter, 2008).

Legleiter et al. (2004), using the Hydrolight

software radiative transfer model (Mobley

and Sundman, 2003), laid the foundation

for the advancement by predicting the

effects of channel morphology and sensor

spatial resolution on imagery derived water

depths. Their research suggests a ratio of red

and green wavelengths is a stable correlate

to bed depths when using multi-spectral and

hyper-spectral data. Optimal band ratios

only provide relative depths, however, and

need to be converted to absolute depths by

field survey validation or other methods

(Fonstad and Marcus, 2005). It should be

noted that such techniques only work on

relatively shallow and clear waters. On large

and turbid rivers bathymetric sounding from

boats would be preferable.

Over the last decade, airborne and terres-

trially mounted Light Imaging, Detection

and Ranging (LiDAR) has also added to

the tools available to river scientists to map

above the water line river and floodplain

topography. Thus, Thomas et al. (2005)

advocate airborne laser scanning for river-

bank erosion assessment, while Kinzel et al.

(2007) mapped the bed topography of a

shallow sand bed stream using an airborne

derived LiDAR dataset. Charlton et al. (2003)

mapped channel morphology on a gravel

bed river in northeast England. Repeat

LiDAR surveys of a river reach can also

be used to accurately determine channel

change and inferences made about sediment

budgets (e.g., Fuller et al., 2003). LiDAR is

now being used by the UK Environmental

Agency to map floodplain topography for

flood hazard mapping. Recent advances in

the integration of scanning LiDAR technol-

ogy with CCD digital imaging technology

has produced airborne technology with

access to real-time orthoimaging systems.

The NASA ATM is a conically scanning

airborne laser altimeter system capable of

acquiring a swath width of 250 m with a

spot spacing of 1–3 m and vertical precision

of 10–15 cm. The potential of this in geo-

morphological and floodplain research has
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been demonstrated by Garvin and Williams

(1993) and Marks and Bates (2000),

Antonarakis et al. (2008b) and. Legleiter

(2012). A key issue with LiDAR data, even

more so than in the field, is definition of the

channel boundary and bankfull conditions.

Nevertheless, both airborne and terrestrial

LiDAR has great potential to examine bed

morphology and in-channel heterogeneity

(BrasingtonBrasington et al., 2012). Water

penetrating LiDAR is another potential

means of capturing river bathymetry, but

has not been extensively investigated within

the river environment.

Ecology
At the species level, obviously the spatial

resolution of remote sensing means that

capturing the location of organisms is often

impossible. However, mapping of vegeta-

tion communities is possible and location

of species inferred from species–habitat

relationships (Table 9.1). The previous two

sections have demonstrated that there is the

ability to map channel hydraulic features,

such as pools and riffles, exposed sand

and gravel bars and standing water on the

floodplain. Mapping of river macrophyte

stands (Silva et al., 2010) is also achievable,

and similarly riparian and floodplain veg-

etation communities (Bryant and Gilvear,

1999; Geerling et al., 2007). For example,

in relation to floodplain habitats Villamarin

et al. (2011) were able to map the spatial

distribution of crocodile nesting sites using

ground-derived data on nesting–habitat

relationships and remotely sensed data.

Using a similar approach, Hedger et al.

(2006) collected field data relating juvenile

salmon densities to substrate D50 grain

size and subsequently mapped this on the

San Marguerite River in Canada by image

processing of helicopter-derived high spatial

resolution aerial photography.

Recent success has been achieved in build-

ing upon simple land-cover classification

of riparian zones and floodplains (Gilvear

et al., 2004a; Gilvear et al., 2004b; Goetz,

2006) to mapping species. Goodwin et al.

(2005), working on the Murray–Darling

using 80 cm spatial resolution CASI-2 data,

found that spectral reflectance curves of

individual species and supervised maxi-

mum likelihood classification indicated that

turpentine (Syncarpia glomulifera), mesic

vegetation (primarily rainforest species) and

an amalgamated group of eucalypts could

be readily distinguished. The discrimination

of S. glomulifera was particularly robust, with

consistently high classification accuracies. In

a very different environment and in a dif-

ferent way Jones et al. (2011) have achieved

success in mapping Japanese knotweed,

an invasive riparian species in the UK,

using object-based classification to infra-red

and colour digital photography. Advances

have also been made in mapping important

ecological variables such as productivity

(Kooistra et al., 2008).

In-channel, Santos et al. (2009) used air-

borne hyper-spectral data to map in-channel

macrophytes and assessed the effect of her-

bicide treatments used to manage these

species from 2003 to 2007. Each year,

submersed aquatic plant species occupied

about 12% of the surface area of the Delta

in early summer and floating invasive plant

species occupied 2–3%. Our understanding

of both riparian zones and instream ecology

is also being made possible by mapping

important variables such as temperature

(Tonella et al., 2011). Remote sensing of

river ecology is an area where field scientists

and remote sensors working together can

make impressive steps forward, especially in

terms of elucidating abiotic–biotic linkages.
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Relevance of remote sensing
to river science

All key components of the river
ecosystem
Remote sensing is likely to play a significant

and major contribution to river science in

the future. The key contribution is that it

offers the possibility of determining spatial

patterns of channel morphology, instream

hydraulic habitat, channel bed configura-

tion and substratum composition, riparian

habitat patch composition, structure and

floodplain morphology and vegetation

mosaics (Table 9.2). Measurement across a

range of wavelengths offers the potential

to examine water depths, water chemical

composition, thermal properties, soil mois-

ture variability, plant vigour, 3-dimensional

form of river and floodplain surfaces, and

river dynamics. In essence the capability

is available to quantify all components of

river ecosystems while remembering that

the appropriate image analysis techniques

and approaches for capturing this data are

not always simple and disentangling the

relative effect of differing components on

a signal can be complex. This data is also

usually fully geo-referenced with high levels

of accuracy, and is non-invasive and thus

repeatable.

There are few areas on earth now where

imagery is not available and a simple scan of

GoogleEarth and other virtual globes illus-

trates the diversity of river types globally.

Large and Gilvear (2014), for example, have

shown the possibility of assessing potential

ecosystem service delivery of a variety

of rivers from Russia to England from

GoogleEarth data. Remote sensing provides

the ability for researchers to examine the

physical habitat of river networks for rivers

that are highly inaccessible or at scales

where a full survey on the ground would

be impossible. Of course, remote sensing

should be seen as a tool alongside conven-

tional, more locally based field studies and

thus not a total panacea. The real advance is

that is it allows upscaling of results of inten-

sive field studies. There is also huge scope to

explore scaling by the coupling of remotely

sensed data with differing levels of accuracy.

Thus sub-centimetre terrestrial LiDAR

data at the reach scale can be matched to

sub-metre airborne LiDAR data of the river

coupled to spaceborne radar data at less

than 2 metre accuracy. Such a spectrum of

scales potentially provides understanding of

fluvial systems (Williams et al., 2013).

Near real-time observations
Near real-time observations provide the

opportunity to study rivers in action.

For example, Hirpa et al. (2013) demon-

strated the utility of remote sensing for

real-time river discharge observation and

1–15 day forecasting on the rivers Ganges

and Brahmaputra. Many web cams have

been installed on rivers allowing real-time

downloads of image showing current water

level and channel morphology. Such capa-

bility provides opportunities to compare

scenes before–during–after flood events

and to mount intensive field campaigns

immediately following observations of

notable events and change. Thus it could

lead to exciting new developments in terms

of designing a temporal framework for

sampling campaigns.

River dynamics
The temporal dimension of rivers has

been highly documented, but datasets that

provide evidence of the level and extent

of dynamism are sparse and have poor

temporal coverage. A number of researchers

have stressed that survey information is a

‘snapshot’ in time and thus only net change
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between two dates can be inferred. This, as

discussed above, is certainly the case with

the use of old aerial photographs in river

science. To date, the length of the record has

often been inadequate to fully characterise

the dynamism of the riverscape in low

energy, relatively stable river environments.

One criticism of river studies to date has

been the focus on unstable river reaches

where rates of change can be detected,

without due attention to reaches where

rates of change are slower. With the pos-

sibility of high frequency remote sensing,

better understanding of the real dynamism

of rivers over the duration of flood events,

seasonal, annual and decadal timescales is

likely to become a reality. For example, in

tidal rivers suspended sediment dynamics

over the tidal cycle has been elucidated with

the use of repeat remote sensing campaigns

on both the flood and ebb tide (Wakefield

et al., 2011).

Spatial analysis and modelling
Remote sensing of river ecosystems is

primarily about the mapping of physical

habitat, water chemistry and associated

processes. Currently the key issue within

river science is coupling physical and bio-

logical data. Spatial analysis, of which the

collection of remotely sensed data is a key

component, provides a framework within

which biological data, for example of fish

productivity data gained from electrofishing,

can be coupled to remotely sensed output of

physical habitat. This remotely sensed phys-

ical habitat can also be multi-scalar, ranging

from boulder complexity at the sub-reach

scale through to mapping of geomorphic

river types across the river network. This

also allows nested multi-scalar modelling

(e.g., Brasington, 2010) from the micro- to

network scale. Moreover, remotely sensed

datasets can encompass attributes such as

channel slope, channel width, bed material

grain size, riparian zone characteristics and

floodplain land use and as such can be

the catalyst for robust modelling of such

processes and attributes as flood routing,

ecosystem service delivery, and animal and

plant species distributions. It also allows

exploration of linkages between abiotic and

biotic components at a scale appropriate

for river management; which is not always

the case with field-based experiments and

observations.

Logistics and practicalities
The reality of remote sensing, when directed

beyond the reach-scale and in non-ideal

conditions, throws up a range of challenges.

At the reach scale, tree canopies and the

shadows cast obscuring features of interest,

and in northern latitudes ice and snow

cover can be an issue. Commissioning

airborne imagery to cover all of a river

network is costly and image processing can

be challenging given differing sun angles.

For large river reaches the volume of data

can also present challenges in terms of data

processing. In some climates finding the

right climatological conditions for flying a

campaign can be difficult, especially if there

is the need to synchronise the survey with

specific flow or tidal conditions. Users of

remote sensing should be aware of these

issues at the planning stage of any mapping

or surveillance project.

Case study – application

Remote sensing of river channel
physical form for the Sustainable
Rivers Audit in the Murray–Darling
Basin, Australia
The Murray–Darling Basin is both econom-

ically and environmentally important in
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Australia, supporting 70% of the countries

irrigated agriculture and more than 40% of

the gross value of agricultural production

(Davies et al., 2010), along with 16 Ramsar

protected wetlands (DSEWPaC, 2011). It

is also one of the world’s large river basins

with a catchment area of 1,040,000 km2,

including regions of both arid and temperate

climates. In 2000, with increasing invest-

ment in river and catchment restoration,

the then Murray–Darling Basin Commission

began work on the Sustainable Rivers Audit

(SRA) to report on status and trend in river

condition (Davies et al., 2010). The SRA

is concerned with surveillance monitoring

rather than measuring compliance with

standards or targets and it is focused on

detecting and reporting the signs of change

rather than the causes. The initial SRA

reporting was based largely on field sur-

veys of fish and aquatic macroinvertebrate

communities over the period 2004–07 and

some preliminary analysis of hydrological

change in the basin’s major rivers (Davies

et al., 2008). Following the initial reporting,

the scope of the SRA was expanded to

include, among other aspects, a condition

assessment of river channel physical form

based on a combination of remote sensing

and modelling. A second report, including

this component, highlighted river condition

over the period 2008–10 (Davies et al.,

2012). This case study is reported here to

highlight how remote sensing can be a

useful tool in the context of river science

and management and in terms of the

requirements of a successful river remote

sensing project in terms of data acquisition,

data processing and interpretation.

The remote sensing was undertaken in

2009–10, using airborne LiDAR to survey

river channels across the Murray–Darling

Basin. A total of 1610 sites were selected

for survey using a stratified random sam-

pling procedure with 70 sites in each of

23 sub-catchments. Each site had a rect-

angular footprint centred on the sample

point extending 2 km in the direction of

the river alignment, and a width of 0.7 km

to include the full width of the meander

belt in many cases. For reliable positioning,

flight lines are straight and there was hence

the need to define a rectangular sample

unit despite the sinuous nature of both the

river channel and the floodplain. Each site

was covered by two 577-m wide LiDAR

swathes with 35% overlap. Trimble Harrier

56 and Harrier 68 LiDAR systems were

used to collect full waveform LiDAR at a

density of at least four outgoing pulses per

square metre and with a vertical accuracy

of the LiDAR for bare ground surfaces of

0.2 m after primary processing (Terranean,

2010). To provide this data resolution,

flying height was 500 m, flying speed was

205 km/hour, scan angle was 60 degrees

and scan and pulse rates were 76 Hz and

200 kHz respectively. For each sortie, LiDAR

was recorded over at least four horizontal

control points on vertical structures, such

as buildings, and six vertical control points

on hard bare flat surfaces, such as roads

for testing positional accuracy and preci-

sion (Terranean, 2010). The aerial survey

also included the capture of multi-spectral

imagery that was orthorectified against

LiDAR terrain surfaces. The LiDAR does not

penetrate the water column, so flights were

carried out during low-flow or cease-to-flow

conditions if possible. Surveys were carried

out over a seven-month period, including a

four-month delay as a result of major floods

across the basin.

There were two stages of data processing

(Terranean, 2010). In the primary stage,

raw instrument output was processed to
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generate survey points with spatial coor-

dinates in three dimensions, the strength

of the returned signal and a classification

of the type of surface for each point (e.g.,

ground, vegetation, building or water).

This stage also included an assessment of

positional accuracy using the control points,

which were all independently surveyed. The

LiDAR points classified as ground were used

to generate a 1-m Digital Elevation Model

(DEM) for each site.

The SRA assessment included measures

of the bankfull channel geometry that were

estimated from these LiDAR surveys. In

the secondary processing stage, up to eight

operators concurrently worked to measure

these channel cross-sectional attributes

for each site using a purpose-built tool

developed in the TNTmips object-oriented

Spatial Modelling Language. The first step

was to map the water surface using false

colour imagery. Where the water surface is

obscured in the imagery, the LiDAR ground

points were used, with points mostly absent

where there is surface water. The flow

direction and approximate path of the river

channel was manually drawn using a relief

shaded DEM. Using an automated proce-

dure, the channel centreline was generated

along the lowest part of the channel or

centre of surface water. Nineteen transects

were drawn at right angles to this centreline

along the site.

The identification of bankfull levels by

operators unfamiliar and inexperienced in

river morphology was the most challenging

aspect in the secondary processing stage.

It required a combination of automated

and manual interpretation with subsequent

quality checking by a fluvial geomorphol-

ogist for selected sites. The TNTmips tool

analysed each transect profile to calculate

the rate of change in lateral bank gradient

with elevation. Maxima in this profile were

mapped as candidate levels for bankfull.

The operator used these maxima from

multiple transects and the multi-spectral

imagery and DEM viewed in 3D using

anaglyph glasses to select the bankfull level

(Terranean, 2010). Where the operator had

difficulty identifying bankfull level, survey

and imagery data for the site were passed

to a fluvial geomorphologist who provided

expert judgement.

For the SRA, river condition is assessed

based on departure of the observed (i.e.,

current) conditions from a reference state

defined as the condition expected in the

absence of anthropogenic disturbances

post-European settlement (Davies et al.,

2010). The metrics extracted from LiDAR

surveys indicate the current state but not

the reference state. Ideally, one might use

reference sites, with little anthropogenic

disturbance, to develop a model or reference

condition. However, it is difficult to find

undisturbed sites as channel changes have

occurred throughout the basin in response

to historic catchment and river disturbances.

Instead, models were developed to estimate

the SRA LiDAR sites in the absence of

anthropogenic disturbances. A Boosted

Regression Tree model was used because it

can fit complex no-linear relationships, is

not sensitive to outliers, and is considered

to have superior predictive performance

to traditional modelling approaches (Elith

et al., 2008). These models were fitted using

the observed channel metrics derived from

the LiDAR surveys and use GIS variables

as predictors. These predictors included

measures of anthropogenic disturbance

including a range of catchment, hydrolog-

ical and other human disturbances known

to produce channel changes. The fitted

model was subsequently used to predict the

reference state of the river morphology by

setting these measures of anthropogenic
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disturbance to zero. A cross-prediction

approach was used to ensure data for sites

at which the reference state was being

modelled were not used to also fit the

model. In addition, model uncertainties

were evaluated for each sub-catchment in

the MDB in a cross-validation procedure.

Using these model uncertainties, a plausible

range was established for the reference state

and a score of 1 was assigned if the observed

state was within this reference range. The

score declined from 1 if the observed value

fell below this range or increased above 1 if

it fell above this range.

For all variables, many sites had observed

conditions outside of the reference range.

Approximately 40% of sites had an observed

bankfull width greater than reference and

a similar proportion had observed bankfull

depth greater than reference. These results

indicate widespread channel enlargement

as a result of anthropogenic disturbances.

Similarly, between 10 and 40% of sites had

reduced channel variability compared to ref-

erence conditions, as indicated by bankfull

width or depth variability, bank angle and

concavity variability and bank complexity.

These results indicate widespread channel

simplification as a result of anthropogenic

disturbance. An expert system was used to

integrate these scores with the other scores

used in the geomorphic assessment and

aggregate results for valley and basin scale

reporting (Davies et al., 2012).

Despite the novelty of both the inter-

pretation of remote sensing data and

modelling components for the physical form

assessment, the approach was successful.

The scale of effort on LiDAR data capture

and processing was considerable and it is

unlikely that this effort can repeated at a

frequency of much less than 10 years. Given

the relatively slow nature of channel adjust-

ments, it may not be sensible to resurvey

channel conditions at the basin-scale for

a decade or more in any case. However,

the method produced well-documented

and systematic protocols which will be

repeatable when subsequent surveys are

undertaken to establish trends in response

to ongoing anthropogenic disturbances and

river restoration.

Key messages

Remote sensing is a key component of

twenty-first-century river science and when

integrated with field data and within appro-

priate modelling frameworks can lead to

integration and advancement of the science

both across disciplines and across scales.

It can be central to such fields of enquiry

as ecohydraulics, ecogeomorphology and

hydroecology. Remote sensing will pro-

vide optimal value to river science when

conducted alongside field-based ground

truth data and process-based measurements

(Konrad et al., 2008). In particular, remote

sensing provides a key role in upscaling

field-based reach-scale derived data to the

river network scale and lends itself also to

multi-scalar perspectives (Bertoldi et al.,

2011).

Twenty-first-century remote sensing pro-

vides a suite of powerful tools for examining

river environments, but for their potential

to be unlocked and maximised, appropriate

platform and sensor choice is the key. Given

the array of platforms operating across the

electromagnetic spectrum, most achieving

high spatial resolution, the potential for

mapping of most terrestrial and aquatic

river features of interest is a reality. Perhaps

only the hyporheos currently precludes sub-

stantial information retrieval from remote

sensing, and here ground penetrating

radar may have potential. In many cases
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multi-sensor and multi-scalar approaches

are likely to maximise information retrieval.

In this latter mode it has the ability to

provide global coverage at coarse spatial

resolutions (<5 metre) and river-sector and

reach-scale coverage at fine spatial scales

(e.g., sub-metre and centimetre levels).

A key role of river science is to provide

the framework within which to integrate

information at multiple scales obtained

by remote sensing and its linkage to early

surveys and historic and modern field data.

Remote sensing is now established as one of

the core sub-disciplines of river science and

is central to advancing our understanding of

river ecosystems.

In summary, remote sensing has a vital

contribution to play in the field of river sci-

ence, both in terms of better understanding

of the functioning of river ecosystems, and

in terms of application in surveillance linked

to monitoring ecosystem health and impacts

of human activities.
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Introduction

Sustainability has become a cornerstone of

natural resource management throughout

the world, including policy and legisla-

tion governing the management of water

resources in European countries (e.g., EU

Water Framework Directive 2000), the

United States (e.g., Clean Water Act 1972),

South Africa (e.g., National Water Act 1998)

and Australia (e.g., Water Act 2007). Despite

debate about its definition and application

(Norton, 2005), sustainability has proven

endearing as a philosophy for guiding the

way that humans make use of resources

supplied by the natural environment. In

a nutshell, sustainability refers to human

use of the environment and its resources to

meet present needs, without compromising

the ability of future generations to use the

same environment to meet their needs

(Chapin et al., 2009). Sustainability implies

that the environment provides resources

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

for humans, while recognising that humans

use the environment to maintain their

well-being and, in doing so, may change

the natural dynamics of ecosystems (Chapin

et al., 2009). The intention of sustainable

natural resource management is to bal-

ance the current use of natural resources

against the ecosystem’s ability to continue

to maintain or supply resources into the

future. Implicit in sustainability is the notion

that degradation reduces the ability of an

ecosystem to supply resources. Given the

rapidly diminishing ability of the world’s

ecosystems to support human wellbeing

(Millennium Ecosystem Assessment, 2005)

it is not surprising that many governments

view sustainable use of the natural envi-

ronment as an issue of significant national

interest.

The all-pervading link between humans

and their environment is the genesis of the

term social–ecological systems (Walker and

Salt, 2012). Two concepts have captured

197
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the attention of natural resource managers

enthusiastic to embrace linked human–

environmental dimensions of social–

ecological systems: resilience thinking and

ecosystem services. Resilience thinking

evolved from concepts of geography (Chor-

ley and Kennedy, 1971) and theories of

complex adaptive systems that describe how

the interactions of components within a

system cause new conditions to which a

system must adapt (Gunderson and Holling,

2002). Resilience is the amount of change a

system can undergo (its capacity to absorb

disturbance) and remain within the same

regime with the same structure, function

and feedbacks (Walker and Salt, 2006).

Resilience-based natural resource manage-

ment advocates ecosystem stewardship,

where emphasis is placed on building the

adaptive capacity of social and ecological

systems to prevent transformations to

undesirable states (Chapin et al., 2009).

Ecosystem services are also a key part

of social–ecological systems. Ecosystem

services are the quantifiable or qualitative

benefits of ecosystem functioning to the

overall environment, including the prod-

ucts, services and other benefits humans

receive from natural, regulated or other-

wise perturbed ecosystems (Millennium

Ecosystem Assessment, 2005). The services

supplied by ecosystems fall into four cat-

egories: supporting services (biodiversity

and nutrient cycling), regulating services

(functions such as flood control and primary

production), provisioning services (products

such as fisheries and irrigated agriculture)

and cultural services (non-material benefits

such as ceremony and education). Ecosys-

tem services are used in natural resource

management to convey the fundamental

link between ecosystem condition and

human wellbeing (Millennium Ecosystem

Assessment, 2005). Monetary values can be

assigned to some ecosystem services based

on their value to individuals, societies and

nations (Heal, 2000). Ecosystem service

valuation also helps to assess the costs

and benefits of decisions about the use of

natural resources (Johnston et al., 2011;

Kareiva et al., 2011; Willemen et al., 2012).

Thus, resilience and ecosystem services both

explicitly acknowledge that social and bio-

physical factors interact to cause substantial

and undesirable changes in ecosystems, but

at the same time, humans have the capacity

to act to prevent or reverse undesirable

changes in ecosystems.

Rivers are social–ecological systems. For

centuries, humans have utilised rivers for

freshwater, food, transport, power genera-

tion, building materials, religious ceremony

and recreation (Figure 10.1). Costanza et al.

(1997) valued the services provided by

the world’s ecosystems at US$33 trillion

per year, of which 15% is contributed by

freshwater wetlands, floodplains and lakes.

It has been estimated that the ecosystem

services supplied by floodplains are valued at

US$3920 × 109 ha yr-1 compared to US$969

ha yr-1 for forests and US$92 ha yr-1 for

cropland (Tockner and Stanford, 2002). In

Australia, the ecosystem goods and services

of the floodplain–river ecosystems of the

Murray–Darling Basin have been valued

at US$179,752 million per year (Thoms

and Sheldon, 2000). These ecosystems also

support a well-established and economi-

cally important agricultural industry that

was valued at AU$15.9 billion per year

in 2005–06, of which AU$5.5 billion was

produced with the assistance of irrigation

(ABARE, 2009). Despite these values, or

perhaps because of them, humans have

modified river ecosystems to enhance the

provision of particular ecosystem services.

Enhancing the provision of one service may,
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(a)

(b)

(c)

(d)

Figure 10.1 Rivers are social–ecological systems, utilised by humans for services including (a) transport, (b)

power generation, (c) food and (d) recreation. Photos: (a) canal bridge over the River Elbe, Germany (M.

Parsons); (b) Mississippi River, USA (M. Parsons); (c) Zambezi River, Zimbabwe (M. Parsons); (d) Namoi River,

Australia (M. Southwell/A. Matheson). (See colour plate section for colour figure).

however, lead to a reduction or elimina-

tion of another service (Rodrìguez et al.,

2005). For example, dams have been built to

increase the availability of water for irrigated

agriculture, to ensure water supply during

droughts, to produce power and to mitigate

the impacts of floods on human settlements.

The introduction of dams can change the

downstream quality and flow regime of

rivers, with subsequent impacts on other

ecosystem services such as biodiversity,

fisheries, recreation and sediment transport

(Dynesius and Nilsson, 1994). Modifying

river ecosystems to enhance the provision

of particular ecosystem services inevitably

requires tradeoffs between different uses of

the resource (Rodrìguez et al., 2006). Such

tradeoffs arise from management choices

made by humans who ‘intentionally or

otherwise, change the type, magnitude

and relative mix of services provided by

ecosystems’ (Rodrìquez et al., 2005: p. 433).

Part of the challenge in making these

tradeoffs is to consider the sustainability

of the river ecosystem – that is, how the

utilisation of an ecosystem service now may

influence the provision of that service into

the future. Assessing tradeoffs, and deciding

whether utilisation of ecosystem services is

in the national interest, therefore requires

consideration of both the ecological and

social components of river ecosystems.

River assessment is the evaluation of

river condition using surveys and other

direct measures to determine the effects that

human activities have on the structure and

function of river ecosystems. River assess-

ment commonly includes some type of

monitoring mandated as part of government

programs or legislation (Lindenmayer and

Likens, 2010). Mandated monitoring tracks

biological, chemical, hydrological and/or

physical elements of river ecosystems

through time to determine trends in river

condition and detect environmental harm.

The elements selected in any monitoring
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programme are generally chosen because

they change in some way in response

to human impacts and therefore can be

used to infer deterioration or improve-

ment in the condition of river ecosystems

(Downes et al., 2002). River assessment and

monitoring has developed into a scientific

discipline in its own right, endeavouring

to empirically identify river ecosystem

deterioration or improvement through the

use of increasingly sophisticated sampling

methods, statistical analyses and reporting

tools (Rosenberg and Resh, 1993; Barbour

et al., 1999; Wright et al., 2000; Bailey et al.,

2004; Hughes et al., 2010). Indeed, advances

made in river assessment and monitoring

over the past 50 years have enhanced the

protection of river ecosystems worldwide.

However, river assessment and monitoring

has focused on the biophysical elements

of river ecosystems (cf. Norris and Thoms,

1999). Despite rivers being social–ecological

systems, the social elements that influence

river condition have largely been ignored

in river assessment and monitoring pro-

grammes. We argue in this chapter that

advancing national interests in river ecosys-

tem sustainability in the twenty-first century

will require river assessment programmes

to pay greater attention to the linkages

between social factors and the condition of

biophysical elements of river ecosystems.

First, we briefly describe the development

of the major, biophysically-focused con-

temporary (post-1980s) river assessment

and monitoring approaches. We then assess

the utility of biophysical parameters for

assessing rivers as social–ecological systems.

We then develop a framework describing

how the social and ecological components

of river ecosystems can be included in river

assessment programmes, based on principles

of resilience thinking and strategic adaptive

management.

A brief overview
of contemporary river
assessment and monitoring

The development of river assessment and

monitoring has been described in a number

of publications (e.g., Cairns and Pratt, 1993;

Bonada et al., 2006; Friberg et al., 2011).

Population growth and its increased con-

centration within urban areas during the

industrial revolution resulted in increasing

amounts of effluents discharged into local

waterways (Bonada et al., 2006). Health

risks resulting from these exposures led to

the development of bacteriological methods

to monitor the concentrations and impacts

of effluents (Bonada et al., 2006). The turn of

the twentieth century saw the emergence

of the use of biological organisms such

as plants, macroinvertebrates and fish in

monitoring programmes (Kolkwitz and

Marsson, 1909). Programmes have contin-

ued to evolve in content and approach (Buss

et al., 2015), and range in complexity from

the least sophisticated programmes that

may focus exclusively on a single element

(e.g., water quality/chemistry) to integrated

assessment programmes that monitor a suite

of elements (e.g., water chemistry, physical

habitat and biological assemblages).

Parameters used in river
assessment and monitoring
programmes
Chemical parameters provide direct mea-

sures of water quality and are often

associated with legislated water qual-

ity standards. Water quality/chemical

parameters can generally be split into two

categories: field measures and laboratory

measures. Field measures include dissolved

oxygen, conductivity, turbidity, and pH.

Temperature, while not a chemical measure,

is also often collected in the field. Some
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instruments have probes for measuring

other parameters (e.g., chlorophyll, nitrate),

but the use of these is still under refine-

ment. Laboratory measures are analysed

from water samples collected in the field

and transported to the laboratory. They can

include common measures such as nutrients

(e.g., total phosphorus and nitrogen) and

simple cations and anions (e.g., sulfate and

chloride). These analytes have established

impacts and links to stressors, and their

low analytical costs permit their analysis as

part of routine monitoring. Less common

laboratory measures include heavy metals,

pesticides, aromatic and aliphatic hydrocar-

bons and emerging contaminants such as

pharmaceuticals and personal care prod-

ucts. The cost of analysing these measures

is usually high. Although technological

improvements will likely reduce analyti-

cal costs, their present cost make them a

lower priority in routine assessment and

monitoring programmes without a clear

objective for their use. Beyond water quality

standards, measured water quality/chemical

parameters can also be critical for helping

characterise stressors and for interpreting

biological assessment results.

Biological assemblages are the central

focus of many assessment and monitoring

programmes. Biological assemblages pro-

vide a direct measure of biological condition

relative to biological integrity – a stated

objective of, for example, the Clean Water

Act of 1972 (USGPO, 1989) and the Water

Framework Directive of the European Union

(2000/60/EG, Abl. L 327 of 22.12.2000). In

addition, biological assessments contribute

to narrative water quality standards that are

an important part of US state water-laws,

and similarly, are essential for enforcement

of the US Endangered Species Act (16

U.S.C. 1531–1544), Canada’s Species at Risk

Act (SARA; http://laws.justice.gc.ca/en/s&

hyphen;15.3/text.html) and the European

Union Habitats Directive (92/43/EEC, Abl.

L 43 of 21.05.1992). Biota integrate the

effects of multiple stressors in space and

time (Rosenberg and Resh, 1993). These

environmental sentinels provide a way of

detecting stressors that may be so variable in

time (e.g., pulses of metal effluent associated

with storms) or space (e.g., bank erosion)

that they are neither logistically nor eco-

nomically feasible to monitor directly. For

example, episodic pollutants cause mortality

that is reflected in changes in community

structure long after the event. Similarly,

sediment inputs associated with spatially

variable erosion will have impacts far from

the source, helping to integrate this vari-

ability into a distinct biological response. A

variety of organisms have been used for bio-

logical monitoring (e.g., Bonada et al., 2006;

Flotemersch et al., 2006; Friberg et al., 2011).

The three most common are algae, macroin-

vertebrates and fish. Use of aquatic macro-

phytes has increased in recent years but is

yet to be widely incorporated into biological

monitoring programmes (Angradi, 2006).

Algae offer the advantage of being primary

producers with rapid reproductive rates and

short lifespans, which means they are

indicators of short-term impact (Stevenson

and Smol, 2003). They are sensitive to a

variety of physical and chemical factors. As

primary producers, many taxa are especially

sensitive to nutrient pollution and will

respond directly (Stevenson and Smol,

2003) which has led to their use in the

development of nutrient criteria. Similarly,

algae will likely respond more directly than

other organisms to certain contaminants

(e.g., herbicides). Sampling is relatively

easy for many of the common algal taxa.

In wadeable streams, sampling has pri-

marily focused on periphyton or attached

algae, especially diatoms (Stevenson and

http://laws.justice.gc.ca/en/s-15.3/text.html
http://laws.justice.gc.ca/en/s-15.3/text.html
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Smol, 2003). In non-wadeable systems, the

phytoplankton, or unattached free-floating

taxa, may also provide an appropriate

algal assemblage for use in assessment.

Algae can be characterised in terms of both

individual taxonomic change or in terms of

whole assemblage biomass (or chlorophyll)

response (Stevenson and Smol, 2003).

Benthic macroinvertebrates are the pri-

mary consumers in most systems and are an

important link between primary resources

and higher trophic levels, including many

important recreational and commercial

fish. Most macroinvertebrates are relatively

sessile, which means they are excellent

for evaluating site-specific impacts. They

have a variety of lifecycles, with short-lived

and long-lived taxa, and thus provide a

way of integrating impacts over a variety

of timescales (Rosenberg and Resh, 1993).

Macroinvertebrates are relatively easy

to identify to the family level and many

are easy to identify to genus. Macroin-

vertebrate taxa vary in their tolerance to

different stressors, providing information

for interpreting cumulative stressor impacts

through community assemblage structure

(Rosenberg and Resh, 1993). Collection

methods are relatively easy, straightforward

and inexpensive. Wadeable stream sampling

methods have focused primarily on the

benthic invertebrates. However, large rivers

may have a substantial zooplankton assem-

blage which is a useful indicator of water

quality and physical stressors (e.g., Dettmers

et al., 2001; Steinberg and Condon, 2009).

Fish are included in assessment and

monitoring programmes as they are a

functionally diverse group that represent a

variety of habitat uses. Their use in assessing

the sustainability and biological integrity

of water resources is discussed in detail by

Simon (1999). Among their useful traits,

fish are relatively longer lived and include

many mobile species, so they can potentially

integrate the effects of stressors over longer

spatial and temporal scales. The environ-

mental requirements and life histories of

many fish species are well understood,

meaning that the presence or absence of

taxa can often be easily interpreted. Many

fish species are consumed by humans and,

therefore, they provide an assessment that

is directly related to human health. In addi-

tion, many aquatic life uses are linked to

fisheries, providing a direct measure of those

uses. Fish are generally easy to collect and

to identify to species. Most can be identified

in the field and released, unharmed.

Physical habitat assessment examines the

structural features of riverine environments

that influence the structure and function

of biological communities. Habitat and

biological diversity are linked and the loss

or damage of habitat is one of the princi-

pal stressors to biota (Raven et al., 1998).

When habitat assessment is combined with

land use/land cover data for adjacent and

catchment areas it is possible to draw an

accurate picture of physical factors acting on

a reach, to subsequently assist with initial

stressor identification for impaired river

sites. There are many habitat assessment

approaches, ranging from methods designed

to describe the geomorphic condition of

streams per se to those designed to assess

biotic habitat condition including the adja-

cent riparian habitat (see review by Parsons

et al., 2004). Recent approaches to the

physical assessment of rivers have adopted

a hydromorphology perspective, which

emphasises that the interaction between the

flow of water and channel form is key to

river condition (Newson and Large, 2006;

Vaughan et al., 2009; Elosegi and Sabater,

2013).
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Evolution of approaches to river
assessment and monitoring
In addition to the different components used

in river assessment and monitoring, philoso-

phies and approaches to measuring and

assessing impairment have changed with

the evolution of the discipline (Figure 10.2).

Initially, the concept of biological indicators

of environmental condition developed out

of the idea of saprobity – that is, the degree

of organic pollution and resulting decrease

in dissolved oxygen (Cairns and Pratt,

1993). Observations of the relationships

between environmental pollution and

taxon occurrence subsequently facilitated

the derivation of biological indicators of

different types of pollution (Cairns and

Pratt, 1993). Knowledge of the pollution

tolerances of individual taxa then led sci-

entists to think about how communities

might integrate the effects of pollution over

time and how pollution was reflected by

the abundance and composition of taxa

within a community. Diversity indices from

the field of community ecology have been

used to monitor stream health (Rosenberg

and Resh, 1993). However, diversity indices

are often too general to decipher the many

ways in which pollutants and other stressors

influence community composition and

abundance. This realisation stimulated the

development of multi-metric approaches to

monitoring throughout the 1980s and 1990s

(Figure 10.2). The multi-metric approach

combines pollution tolerance information

with the functional, life-history and habitat

context of taxa (Karr, 1981; Kerans and

Karr, 1994). Multi-metric approaches con-

tinue to be used widely in many monitoring

programmes, particularly in North America

(e.g., Hughes et al., 2010).

At around the same time as multi-metric

approaches to monitoring emerged in North

America, predictive modelling approaches

were being developed in the United King-

dom (Figure 10.2: Wright et al., 2000).

Such models are able to predict the fauna

that should be present at a test site based

on its physical features, by matching the

test site to a set of reference sites with

similar physical features. The deviation

of the observed test-site community from

the expected reference community (O/E

ratio) is a measure of the ecological status

of a site (Bailey et al., 2004). The RIVPACS

models have subsequently been modified

for use in national monitoring programmes

in Australia and Canada (Wright et al., 2000;
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Figure 10.2 Timeline of important developments in river assessment and monitoring since the turn of the

twentieth century.
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Bailey et al., 2004). Bayesian approaches are

also emerging to detect degradation in river

ecosystems (e.g., Webb and King, 2009).

Index-based, multi-metric and predic-

tive modelling approaches use a singular

biological element to assess and monitor

river condition. There are few large-scale

integrated assessment and monitoring pro-

grammes, despite compelling evidence for

the impacts of catchment degradation and

direct channel modifications on river ecosys-

tems (e.g., Meybeck, 2003). Integrated

assessment programmes combine a suite of

elements (e.g., water chemistry, physical

habitat, geomorphology, hydrology, multi-

ple biological assemblages) to give a broader

indication of the state of river ecosys-

tems. Prominent examples of larger-scale

integrated programmes include the US Envi-

ronmental Protection Agency’s National

Rivers and Streams Assessment (NRSA:

USEPA, 2011), the European Union’s Water

Framework Directive (Heiskanen et al.,

2004) and the Sustainable Rivers Audit

(SRA) approach used in the Murray–Darling

Basin in Australia (Davies et al., 2012).

The NRSA is a study of the condition of

flowing waters in the USA. The NRSA is

a component of USEPA’s larger National

Aquatic Resource Surveys programme

that samples all aquatic resources of the

nation on a rotational basis (i.e., rivers and

streams, lakes, wetlands or coastal waters).

The NRSA sampling design includes sites

from small streams to large rivers and is

designed to answer three key questions:

(i) what percentage of the nation’s rivers

and streams are in good, fair and poor

condition for key indicators of ecological

and human health; (ii) what is the relative

importance of key stressors such as nutrients

and habitat condition and (iii) what are the

trends in stream condition when compared

to previous studies (USEPA, 2011)? In the

2008–09 NRSA, 2400 sites were sampled

to represent the condition of rivers and

streams across the country: 1200 in each

of the two categories of waters (wadeable

and non-wadeable). The NRSA measures a

wide variety of variables intended to charac-

terise the chemical, physical and biological

condition. These include water chemistry,

nutrients, chlorophyll-a, sediment enzymes,

enterococci, fish tissue, physical habitat

characteristics and biological assessments

including sampling of periphyton, benthic

macroinvertebrates and fish community.

The study also includes sampling for phar-

maceuticals and personal care products in

selected urban waters.

Australia’s Sustainable Rivers Audit

(SRA) is another example of a large-scale

integrated assessment and monitoring pro-

gramme. The SRA is designed to represent

functional and structural links between

ecosystem components, biophysical condi-

tion and humans within the rivers of the

Murray–Darling Basin, Australia (Davies

et al., 2012). Environmental metrics derived

from field-collected data or modelling are

combined as indicators of condition for five

themes – hydrology, fish, macroinverte-

brates, vegetation and physical habitat. Con-

dition indicator ratings are combined using

expert systems rules to indicate ecosystem

health. The SRA is underpinned by a series of

conceptual models for each theme and over-

all ecosystem structure and function of rivers

within the Murray–Darling Basin. It also

utilises a reference condition – an estimate

of condition in the absence of no significant

human intervention in the landscape – and

this provides a benchmark for comparisons.

Despite the rich contribution of assess-

ment and monitoring programmes to

protecting and conserving rivers, progress

in the discipline has essentially been asso-

ciated with the development of increasingly
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sophisticated methods, indicators of condi-

tion and communication interfaces, or the

integration of technological advancements

such as modelling and remote sensing into

assessment and monitoring programmes.

There is also emerging concern that moni-

toring occurs for its own sake, to serve rigid

and sometimes outdated legislative require-

ments, rather than being used in a proactive

way to guide the management and sustain-

ability of ecosystems (e.g., Lindenmayer

and Likens, 2010). However, the discipline

of natural resource management has made

significant philosophical and conceptual

advancements over the previous decade in

response to rapid and widespread changes in

ecosystems (Chapin et al., 2009). This transi-

tion has moved from ideas of ecosystems as

stable, unchanging and able to be managed

for single resources or species, towards

ideas where ecosystems are seen as coupled

social–ecological systems (Chapin et al.,

2009). Under this social–ecological view,

changes in ecosystems manifest from inter-

connections among the physical, ecological

and social components of ecosystems at

multiple scales, rather than a component in

isolation. Thus, there is a need to scrutinise

how current methods, tools and approaches

in river assessment and monitoring can

serve recent social–ecological approaches to

natural resource management which require

assessment of the ways in which human cap-

ital can be utilised to manage the sustainable

provision of river ecosystem services.

Monitoring and assessing
rivers as social-ecological
systems

The conceptual hiatus in river assessment

and monitoring comes at an opportune

time because many natural resource man-

agement agencies are revising their policies

and programmes to align with concepts of

rivers as social–ecological systems, often

using a resilience framework (Benson and

Garmestani, 2011; NRC, 2012). We envisage

that 10 years from now, in 2024, ideas of

rivers as social-ecological systems will be

well-established in government policy, leg-

islation and natural resource management

programmes. Thus, monitoring will not only

be able to detect human impacts on biophys-

ical aspects of river ecosystems, but will be

able to assess the social–ecological resilience

of river ecosystems, and the ability of society

to transform and adapt in the face of change.

But what are the characteristics of resilience

in social–ecological systems and how might

these characteristics be monitored and

assessed? Can the biophysical parameters

and approaches currently used in assessment

and monitoring programmes provide infor-

mation about the resilience of river ecosys-

tems, or would new approaches be needed?

From a natural resource management

perspective, resilient systems are those

which can absorb external shocks and dis-

turbances while maintaining the ability to

supply ecosystem services to society without

further degradation to the resource (Chapin

et al., 2009). Associated with resilience

thinking is a set of concepts describing the

mechanisms by which a system can change

to a different regime, or the attributes

that help a system absorb disturbance and

prevent regime shifts (Table 10.1). Explain-

ing in detail each of the resilience terms

outlined in Table 10.1 is beyond the scope

of this chapter. Instead, we refer readers

to the foundation literature of resilience

thinking (Gunderson and Holling, 2002;

Walker and Salt, 2006; Chapin et al., 2009;

Gunderson et al., 2010; Walker and Salt,

2012). What the resilience concepts in
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Table 10.1 do highlight is that a resilience

paradigm requires assessment and monitor-

ing of the social and ecological attributes of

the system that confer resilience and the

mechanisms by which a system undergoes

a regime shift to a new state – parameters

such as thresholds, diversity, variability,

social capital, modularity, slow variables,

adaptability and transformability.

To evaluate whether biophysical param-

eters can provide information about river

ecosystem resilience, we reviewed a small

set of nine commonly measured chemical

(pH, turbidity), biological (EPT index, family

richness, observed/expected ratio), habitat

(native vegetation extent, instream habi-

tat quality index) and hydrological (high

flow index, discharge volume) parameters

against the attributes that confer resilience

and the mechanisms by which a system

undergoes a regime shift to a new state

(Table 10.2). Two biological parameters

(number of families of fish or macroinver-

tebrates, O/E ratio fish/macroinvertebrates)

can provide information about current

biological diversity (Table 10.2). Several

other parameters have potential to pro-

vide information about system resilience,

but would need to be re-analysed to

better inform the resilience attribute.

For example, turbidity is a slow variable

linked to regime shifts from a clear-water

macrophyte-dominated regime towards

a turbid-water phytoplankton-dominated

regime in lakes and wetlands (e.g., Scheffer,

2009). Long-term turbidity monitoring

data could be used to inform changes at or

near thresholds of system change, although

detecting thresholds can require mathemat-

ical analysis of long-term data (Biggs et al.,

2009). In general, however, the majority of

biological, physical and chemical parameters

did not provide any information about the

attributes needed to determine river ecosys-

tem resilience (Table 10.2). Biophysical

parameters do not measure social diversity,

economic diversity, feedbacks, social capital,

innovation, governance, adaptive cycles,

adaptability or transformability (Table 10.2).

Thus, the resilience of river ecosystems

cannot fully be determined from the bio-

physical parameters commonly measured in

assessment and monitoring programmes.

Methods developed over 50 years of

river assessment and monitoring focus on

detecting the impacts of human activities

on river ecosystems. Mandated assessment

and monitoring programmes include bio-

physical parameters to measure adherence

to standards (e.g., water quality standards)

or to determine the general state of the

ecosystem in relation to human pressures

(e.g., biological assessment). Such mandated

monitoring is required to protect human life

and aquatic ecosystems. However, assess-

ment and monitoring under a resilience

approach requires a slightly different

emphasis – that of being able to detect, with

some confidence, whether rivers are main-

taining their resilience, and their capacity to

supply ecosystem services to society. Under

a resilience framework the social and eco-

logical components of the system must both

be considered. Assessment and monitoring

therefore shifts from detecting human

impacts and recommending management

actions, towards determining how human

management of the system can adapt and

maintain a viable, functioning ecosystem

that brings multiple benefits to society.

Faced with this paradigm shift, what

parameters should be measured to assess

the resilience of rivers as social-ecological

systems? Our review (Table 10.2) high-

lights that social, economic and biophysical

parameters are needed to assess the

resilience of rivers. Social and economic
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parameters are available and have been

used to assess the adaptive capacity of

communities within the Murray–Darling

Basin in Australia (ABARE-BRS, 2010).

However, it is still early days in the devel-

opment of the indicators needed to fully

assess the social-ecological resilience of river

ecosystems. It is likely to be an ongoing

endeavour to determine how best to assess

and monitor resilience as robustly and

empirically as we now assess and monitor

the biophysical aspects of rivers. Lessons

learned in the discipline of biophysical

assessment and monitoring about metrics,

sampling methods, modelling, reference

conditions and detection of impact will,

no doubt, provide important lessons for

developing new ways to assess and monitor

rivers as social–ecological systems.

A framework for monitoring
and assessing rivers
as social–ecological systems

Frameworks are used widely in many

disciplines as a means to organise ideas,

understand systems, identify direct cause

and effect, and to link and guide decisions

about system management (Dollar et al.,

2007). Frameworks can fail in these func-

tions, especially in complex systems, because

of the lack of recognition of the hierarchical

organisation of ideas, contexts and methods.

The ‘why’, ‘what’ and ‘how’ components of

any framework are often mixed together,

resulting in disordered levels of organisation

and logic. In this section, we present a

framework for monitoring and assessing

rivers as social–ecological systems that

organises components into logical levels.

In the previous section we argued that

the biophysical parameters measured in

mandated monitoring programmes are

not always a good fit to assess rivers

as social–ecological systems. Biophysical

parameters provide information about the

ecological state of a river ecosystem, but

not about river resilience in the face of

change, nor about the social state of a

river ecosystem or catchment. So how can

assessment and monitoring programmes

become contextually relevant under the

newer resilience-based approaches to river

management? We propose a framework that

places resilience at the core of assessment

and monitoring (Figure 10.3). Under a

resilience paradigm, assessment and mon-

itoring is conducted to detect the capacity

of the system to absorb disturbance without

changing state, and would include both

social and ecological indicators of resilience.

Operationalising the assessment and mon-

itoring of resilience is achieved through

strategic adaptive management. We believe

that the framework encapsulates new ideas

of social–ecological systems that are at the

forefront of natural resource management

and applies them to the assessment and

monitoring of rivers. The framework helps

to shift assessment and monitoring towards

questions that are scientifically related to

ecosystem resilience and which can test

policy and resource management options

about the effects of human activities on sus-

tainability (Lindenmayer and Likens, 2010).

The first tier of the framework places river

ecosystem resilience as the central aim of

assessment and monitoring programmes

(Figure 10.3). In other words, resilience

forms the principle that guides the other

tiers of the framework. Without this first tier

anchor, the methods and tools of assessment

and monitoring have no context. It is impor-

tant to note that resilience is the principle

we have used in this chapter to be the

central aim of assessment and monitoring,

although other principles may be used in
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River ecosystem resilience

The capacity to absorb disturbance

without changing state

Social and ecological elements

Attributes of resilience

Tier 1
Why are we

assessing and

monitoring rivers?

Tier 2
What do we need to

understand to assess

and monitor river

ecosystem resilience?

Diversity

Ecological variability

Modularity

Feedbacks

Social capital

Innovation

Governance

Regime shifts

Thresholds

Slow variables

Adaptive cycles

Adaptability

Transformability

Ecosystem services

Tier 3
How will we assess

and monitor river

ecosystem resilience?

Methods and tools
Metrics

Indicators

Desired states

Thresholds

Thresholds of

potential concern 

Maps

Models

Technologies

Statistics

Operations logistics

Legislation and policy

Understanding and learning

Factors influencing the resilience of river ecosystems

Monitoring and assessing river ecosystem resilience

Managing river ecosystem resilience

River ecosystem resilience as a national policy focus 

Adaptive
management

of river
ecosystem
resilience

Figure 10.3 A framework for monitoring and assessing rivers as social–ecological systems.

the top tier, such as sustainability, produc-

tivity or ecosystem services. The top tier of

the framework should ideally be linked to

government policy because the outcomes

of assessment and monitoring inform policy

decisions. The key is that the first tier of the

framework sets the context for assessment

and monitoring – what are we assessing and

monitoring, and subsequently managing

towards? New assessment and monitor-

ing programmes should be underpinned

by an explicit consideration of what the

programme aims to report on, and what

information the reporting provides for

policy and legislative outcomes.

The second tier of the framework defines

the attributes of resilience to include when

assessing and monitoring river ecosystem

resilience (Figure 10.3). The first tier sets

the context – in this case resilience – but the

second tier expands on the specific attributes

that need to be understood to assess and

monitor river ecosystem resilience. Assess-

ing and monitoring the resilience of river

ecosystems requires attention to the social,

economic and ecological attributes that

confer resilience in river ecosystems. As

discussed in the previous section, many of

these attributes are very different from the

biophysical parameters traditionally used in

monitoring programmes.

The third tier of the framework describes

how the specific attributes of resilience

will be measured (Figure 10.3). This is

the technical domain in which models,

metrics, tools and procedures are developed

and tested. The position of the technical

domain in the framework differs from what

often occurs in the development of river

assessment and monitoring programmes,

where the technical components become

the programmatic focus rather than being
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a means to inform a higher level context

such as resilience. It is not until the context

and attributes have been set that suitable

technical elements can be determined. New

technical elements may need to be derived

because many existing river assessment

and monitoring elements and tools are not

suited to a resilience context.

Applying the framework
for monitoring and assessing
rivers as social–ecological systems
The assessment and monitoring of river

ecosystem resilience has few precedents.

Thus, there is no standard formula for

designing a resilience context into new or

existing river assessment and monitoring

programmes. There are, however, excellent

guidelines for assessing resilience in spheres

of natural resource management such as

rangeland management or catchment man-

agement. Biggs et al. (2015) set out seven

principles for building resilience and sustain-

ing ecosystem services in social–ecological

systems, including maintaining diversity

and redundancy, managing connectivity,

encouraging learning and experimentation

and promoting polycentric governance sys-

tems. Likewise, in their book Resilience Prac-

tice, Walker and Salt (2012) describe three

broad steps to the practice of resilience-based

approaches to natural resource manage-

ment. The first step is to describe the system,

including the scales bounding the system,

the people and governance structures asso-

ciated with the system, the important values

of the system, and the drivers of system

change. The second step is to assess general

and specified resilience, to determine how

the system is behaving and to identify the

system properties of greatest concern. The

third step is to manage resilience using

adaptive management and adaptive gover-

nance approaches. Adaptive management

is based on principles of ‘learning by doing’

(Kofinas, 2009) involving two-way feedback

between management policy and the state

of the resource (Berkes and Folke, 1998).

Adaptive management treats resource man-

agement policies as experiments from which

managers can learn (Holling, 1978; Allan

and Stankey, 2009). Thus, it is expected

that some type of monitoring is required to

track the state of the resource in relation to

the management policies being applied. In

the case of resilience, management policies

must be able to track trends in the state of

resilience attributes through time.

Strategic Adaptive Management (SAM)

provides an ideal foundation for monitoring

and assessing river ecosystem resilience

because it can integrate the attributes of

resilience within an adaptive management

philosophy. Based on principles of active

adaptive management, SAM was pioneered

on river systems in South Africa’s Kruger

National Park (Biggs and Rogers, 2003;

Pollard et al., 2011) and is now used more

widely across South Africa’s national parks

and catchment management authorities

(Roux and Foxcroft, 2011). Strategic adap-

tive management offers a framework for

natural resource management and decision

making in situations characterised by vari-

ability, uncertainty, incomplete knowledge

and multiple stakeholders, thus making

it ideal to assess and monitor rivers as

social–ecological systems. Three key tenets

form the basis for the management and

decision-making process in strategic adap-

tive management. First, adaptive planning

is used to ‘build a sense of common purpose

among all relevant stakeholders and to

develop a collective roadmap for getting

from a current (usually undesirable) reality

to a more desirable social-ecological system’

(Roux and Foxcroft, 2011). A collective

vision statement informs the delineation of
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an objectives hierarchy. Measurable targets

are set for each objective, and monitored

using Thresholds of Probable Concern repre-

senting the boundaries of acceptable change

in the system (Rogers and Biggs, 1999).

Second, adaptive implementation involves

incorporating the outcomes of the adap-

tive planning process into organisations,

such as through developing monitoring

programmes that link to measurable targets

(Roux and Foxcroft, 2011). Third, adaptive

evaluation ensures that learning occurs

throughout all steps of SAM.

The integration of strategic adaptive man-

agement and resilience thinking is necessary

because, even though each is strong on

its own, when applied to the problem of

assessment and monitoring of rivers as

social–ecological systems, there are gaps in

each that can be strengthened by principles

from the other approaches. Resilience

thinking presents a useful social–ecological

approach for understanding resilience in

ecosystems, but it does not have a strong

operational and implementation procedure.

Strategic adaptive management provides an

excellent operational procedure for man-

aging resilience in ecosystems, but so far it

has been applied to managing ecosystems

where biodiversity conservation is the main

goal. Thus, integration of the principles

from each approach will provide a powerful

and cutting-edge basis for the components

of a framework that can be applied for

assessing and monitoring resilience in river

ecosystems.

Conclusion

Rivers have an important role in the devel-

opment and continued prosperity of many

countries through, inter alia, the ecosystem

services they provide. Despite the use of

the best available biophysical information

and the investment of much time and

effort, many assessment and monitoring

initiatives have been ineffective in guiding

governments to conserve the long-term

sustainability of river ecosystems. The

consequences of unrestrained development

of catchment resources provide challenges

for natural resource managers and river

scientists on issues of equity of use between

various consumers of valuable ecosystem

services. Thus, in the face of likely increased

conflicts associated with continued use of

the ecosystem services provided by rivers,

decision-making processes will need to

engage social communities in learning

about values and tradeoffs (Bikangaga et al.,

2007; Howard, 2008; Jackson et al., 2008).

Insufficient consideration of the importance

of social–ecological systems is compounded

by inappropriate approaches to the assess-

ment and monitoring of river ecosystems.

Notwithstanding mandated monitoring as

a stipulated requirement of government

legislation or a political directive, many pro-

grammes monitor for monitoring sake and

have become self-serving within govern-

ment departments and academic monitoring

communities (Lindenmayer and Likens,

2010). While assessment reports can be

useful for producing coarse-level summaries

of changes in resource condition, many

assessment and monitoring programmes

cannot identify mechanisms influencing

change or contribute to decision-making

processes about resource use tradeoffs

within complex social–ecological systems.

Adaptive approaches, based on concepts

of resilience and thus incorporating social

and ecological components of river ecosys-

tems, represent a significant and beneficial

paradigm shift for the discipline of river

assessment and monitoring. River moni-

toring and assessment has a long tradition
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that has served river conservation well. Yet,

in the last 10 years or so, many conceptual

advances have been made about our under-

standing of the structure and function of

river ecosystems (cf. Thorp et al., 2008) but

few about monitoring and assessing rivers as

integrated systems of biophysical and social

components. Biophysical parameters that

are commonly measured only target the

ecological part of social–ecological systems.

River assessment and monitoring tradition-

ally takes the view that humans have some

impact on the system, and therefore the

biophysical parameters used in assessment

and monitoring programmes are designed to

detect impact. These biophysical parameters

do not detect resilience. Recent paradigms

of social–ecological systems move away

from the view of humans as stressors and

view humans as users of ecosystem services.

Resilient systems are able to continue to

supply the ecosystem services necessary for

human wellbeing. Assessment and monitor-

ing therefore requires a focus on assessing

the resilience of ecosystems and the supply

of ecosystem goods and services.

A basis for the components of a best prac-

tice framework for assessing and monitoring

the resilience of river ecosystems has been

outlined. It is important to reiterate that

the framework represents the underlying

philosophy of an approach for monitoring

and assessing resilience in river ecosystems.

Implementing the framework will require

the development of management, policy

and governance structures and attitudes

required to manage for resilience in river

ecosystems. This step is not simple or easy.

As Rogers (2006) points out, the real river

management challenge lies in developing a

collective understanding, and integration,

within and between scientists, citizens

and management agencies. However, the

experiences of biodiversity management in

the rivers of Kruger National Park suggest

that this can be achieved though partici-

patory and cooperative approaches and a

commitment to long-term co-learning.

Future research needs associated with the

adoption and implementation of a frame-

work for monitoring and assessing resilience

in river ecosystems would seek to fill gaps in

knowledge in the second and third levels of

the framework (Figure 10.3). Research gaps

are not only associated with the understand-

ing of social–ecological resilience in river

ecosystems, but also with the institutional

aspects of adopting a resilience approach

to managing river ecosystems. Indeed, it is

important to note that strategic adaptive

management provides an approach that

can deal with uncertainties and incom-

pleteness of knowledge. We do not have

to know everything to start the process.

Commitment to an adaptive, participatory,

learning-by-doing approach ensures that a

common goal unites all stakeholders and

builds trust and cooperation. Conceptual

modelling and the use of thresholds of

potential concern give options for moving

forward in the face of limited understanding.

However, it is also important that research

takes place within the context of the

highest-level component – managing for

river ecosystem resilience in social–ecological

systems, or in other words, maintaining

the capacity of river ecosystems to absorb

human and natural disturbance without

changing to a different state. This is so that

research carried out by different groups or

disciplines is conducted with the same guid-

ing principles in mind: those of resilience

thinking, social–ecological systems and

strategic adaptive management. We suggest

that future research needs would focus on

the following areas:
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• Understanding how biophysical aspects of

river ecosystems (heterogeneity and vari-

ability, scale, flux and cycling, slow vari-

ables and multiple stable states) are linked

to social aspects of river ecosystems. For

example, how do stakeholders view vari-

ability and heterogeneity in river ecosys-

tems? How is variability and heterogeneity

perceived in river policy settings, by citi-

zens and by governments?

• Defining the role of science in the for-

mation and adaptation of water policy

and legislation. For example, how do

stakeholders view scientists and vice

versa? How can science be better trans-

lated and communicated into the social,

economic and policy arenas? How can

scientists communicate uncertainty to the

public and policy-makers? What modes

of research practice drive scientists and

where do these fit into water management

activities?

• Operationalising thresholds (actual or

potential) that could switch a river

ecosystem into an alternate state. This

would require understanding of the type

and scale of operation of the threshold.

The concept of thresholds is most pow-

erful when coupled with a monitoring

procedure that can relate the state of

the system to upper and lower limits of

an acceptable state. A trial application

of a thresholds approach to monitoring

aquatic systems, similar to that used in

strategic adaptive management, would

indicate the practical utility of the thresh-

old concept on the ground in river

ecosystems.

• Gauging the mood of communities of

practice (such as legislators, scientists,

managers and politicians) and citizens to

change in the way that river ecosystems

are managed: what are the attitudes to

change of different stakeholders? Would

a change to the management of resilience

in river ecosystems be viewed favourably

or unfavourably by stakeholders? A

multi-stakeholder forum, similar in form

to the Australian 2020 summit, could

provide an avenue for the adoption of

consensus-type decision-making pro-

cesses that have proven successful in

the implementation of strategic adaptive

management in South Africa.

• Evaluating the preparedness of gover-

nance and institutional arrangements – to

implement a river ecosystem manage-

ment approach based on maintaining the

social and biophysical resilience of river

ecosystems. For example, how would cur-

rent laws and policies support or impede

the adoption of resilience principles? Is a

learning-by-doing approach possible in

different institutional structures? What

capacity exists within organisations to

adapt to new paradigms of water resource

management?

Resilience is gaining prominence in per-

sonal, public and institutional discourse

across many topics, including natural

resource management, natural disaster

management, the economy and human

health. Yet far from being a buzzword,

resilience has the philosophical applicability

to capture the responses of humans to their

increasingly unpredictable and changing

world. Applying concepts of resilience in the

field of river management will require some

means to assess and monitor resilience, and

to be able to track not just the state of a

system, but its remaining ability to absorb

disturbance and provide ecosystem services.

In essence, successful implementation of

the resilience paradigm into the river man-

agement arena will require major shifts

in thinking among all stakeholders: scien-

tists, citizens and management agencies. It

will be a major undertaking, but current
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political, biophysical, social and economic

conditions suggest that there is a window

of opportunity for a mindset shift to start

to occur – essentially a rare release to a

reorganisation phase in social, economic,

biophysical and political adaptive cycles.
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Introduction

‘River science’ is a holistic discipline bringing

together stakeholders and others with an

interest in the management, conservation

and scientific study of lotic waters (Gilvear

et al., Chapter 1). Many of the natural

and social scientists and engineers actively

engaged in river science endeavour to char-

acterise the natural variability of riverine

ecosystems and gain an understanding as to

how anthropogenic activities, modifications

and management practices have affected

instream hydrology, geomorphology, ecol-

ogy and ecosystem service provision. More

importantly, much of contemporary applied

research seeks to quantify, and in many

instances redress, many of the perceived (or

real) negative effects of anthropogenic activ-

ities (Moggridge et al., 2014; Francis, 2012).

Some of the starkest examples of anthro-

pogenic modifications to riverine systems

can be found in both historic and contempo-

rary urban expansion (Hoggart and Francis,

2014). Although urbanised river reaches

represent a relatively small proportion of

total stream length, their physical location

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

within areas of high population density

means that they are some of the most

frequently experienced by the wider popu-

lation. It is anticipated that around 70% of

the global population will reside in urban

centres by 2050 (Garcia-Armisen et al.,

2014) and that in many regions this will

put increasing pressures on existing water-

courses. Urbanisation has had dramatic

effects on rivers primarily as a result of the

channel modifications required to facilitate

urban development (straightening or adjust-

ment of the channel to enable residential

or industrial developments), land drainage

and flood management. These changes,

however, often lead to the degradation of

instream communities when compared to

natural or semi-natural systems (Moggridge

et al., 2014; Francis 2014). The effects of

urbanisation on lotic ecosystems are of

global importance, with large numbers of

river reaches affected and many more rivers

at risk through the increasing demands

that growing populations place on riverine

resources.

Many urban rivers with a historical

legacy of anthropogenic management and

223
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modification are fundamentally different

to their former state. In Europe, many

of these rivers are classified as Heavily

Modified Water Bodies (HMWB), or in some

instances as Artificial Water Bodies (AWB)

where new channels or configurations have

been created (EU, 2000; Liefferink et al.,

2011). It is widely recognised that many

HMWB in urban areas provide important

economic services in terms of access to

commercial ports and for flood mitigation

and alleviation (Francis, 2012). Within

Europe, the designation of some urban

rivers as HMWBs reflects the anthropogenic

requirements placed upon contemporary

watercourses and the social and economic

benefits that the services they provide

bring. It is also a recognition that it may

not be practically or economically possible

to modify the existing channel or remove

artificial structures (EU, 2000). As a result,

it may be unrealistic of river scientists to

expect HMWB urban rivers to function in a

similar manner to ‘natural’ rivers even if it

were possible.

Many of the changes to urban rivers

have resulted in alterations to the delivery

of water and sediment to the channel,

and in many instances this has resulted

in the mobilisation of large volumes of

fine sediment (typically referred to as

particles < 2 mm in size). These sediments

are transported and deposited within river

channels, often resulting in the modification

of benthic substratum composition and

instream habitat characteristics (Collins

et al., 2011). The impact of increased fine

sediment loading as a result of agricultural

practices, urban development and channel

management activities for flood defence

purposes, have been widely acknowledged

but poorly quantified (Burdon et al., 2013;

Jones et al., 2015).

Fine sediment deposition and infiltration

into the bed of lotic ecosystems (sedi-

mentation, siltation and colmation) has

been widely recognised as one of the most

important causes of degradation within lotic

ecosystems (Wood and Armitage, 1997;

Jones et al., 2012). The diffuse nature of fine

sediment inputs, however, means that it is

not always possible to identify the sources

or routes by which sediment is delivered to

the channel (Collins et al., 2011; Koiter et al.,

2013). Instream sedimentation can have

direct and indirect impacts on all trophic

levels from algae (Yamada and Nakamura,

2002) and macrophytes (O’Hare et al.,

2011), through to benthic invertebrates

(Rabeni et al., 2005) and fish (Walters et al.,

2003). It is also widely anticipated that

fine sediment impacts will be exacerbated

by climatic driven changes to rainfall and

runoff regimes (Scheurer et al., 2009).

The modification of benthic substratum

composition through sedimentation often

leads to the homogenisation of benthic

habitats (Longing et al., 2010; Descloux

et al., 2013). This loss of habitat heterogene-

ity may be exacerbated in urban locations

by the construction of artificial channels

with largely impervious beds and banks,

and where substrates may be significantly

modified and degraded compared to nat-

ural streams (Paul and Meyer, 2001; King

et al., 2011). In highly modified urban

channels there may also be a strong inter-

action between fine sediment and other

contaminants associated with runoff from

adjacent land (Larned et al., 2006; Suren and

McMurtie, 2005; Von Bertrab et al., 2013).

A range of field and channel experiments

have replicated natural and modified river-

ine systems to determine the influence of

increased fine sediment on invertebrate

drift (Larsen and Ormerod, 2010), the

survivorship of individual taxa to sediment
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deposition (Molinos and Donohue, 2009)

and burial by selected particle sizes (Wood

et al., 2005).

In this chapter, we quantify the influ-

ence of increasing sediment input – that is

sediment loading – on the benthic inver-

tebrate community inhabiting an artificial

channel with an impervious concrete bed.

This approach provided highly controlled

conditions but also reflected channel and

habitat characteristics typical of many highly

modified and managed urban streams. We

hypothesised that increasing quantities of

un-cohesive fine sediment (<125 μm and

<1 mm) input would result in a reduction

in invertebrate abundance, number of taxa

and diversity (Shannon–Wiener Diversity

index) and an increase in dominance

(Berger–Parker Dominance index). Two

sets of experiments were undertaken coin-

ciding with summer baseflow conditions

(June–July) and late autumn (November)

when discharge was naturally higher.

Study site

The study was conducted on Wood Brook,

a small stream on the western edge of the

town of Loughborough (Leicestershire, UK).

This peri-urban river drains agricultural

land, rising at an altitude of 200 m and

flows into the River Soar, a tributary of

the River Trent. The study site was located

on a trapezoidal artificial bypass channel

of a small reservoir (Nanpantan reservoir)

approximately 100 m in length, with a sur-

face area of 4 ha and capacity of 136,000 m3

(Greenwood et al., 2001). The bed of the

channel was concrete-lined, which was par-

tially covered with gravel and sand from a

semi-natural reach upstream (Figure 11.1).

We selected an artificial channel with a

concrete bed since it provided a uniform

channel width, slope and homogeneous

substratum, typical of many modified urban

streams. This allowed the direct influence

of fine sediment input on the invertebrate

community to be observed in isolation

from confounding factors associated with

instream refugia, water quality or sediment

quality issues. In addition, the narrow

channel width facilitated the collection of

samples without physical disturbance of

the channel bed. Under summer baseflow

conditions the channel had a wet width of

0.5 m (mean depth 0.06 m and mean flow

velocity 0.43 m s−1 over the summer study

period), which increased to 0.75 m during

typical autumn flow conditions (mean depth

0.11 m and mean flow velocity 0.62 m s−1

over the autumn study period).

Method

Three fine sediment applications to the

channel bed (treatments) were exam-

ined during the experiment: (i) 1 kg m−2;

(ii) 3 kg m−2 and (iii) 5 kg m−2, plus control

patches where no sediment was applied.

The fine sediments used in the experiments

were graded and comprised pre-sieved

un-cohesive sand with a particle size range

between <125 μm and <1 mm. The sedi-

ments were applied uniformly over eight

3-m long sections (patches) of the channel

bed using a 1-mm mesh sieve (with at least

3 m between patches). Sediment treatments

were replicated (8 patches – 2 replicates

of 4 treatments) and their longitudinal

position on the channel randomised so

that treatment could be examined inde-

pendently of location within the channel.

Following the application of the fine sed-

iments to the experimental patches, the

sand was clearly visible on the surface of

the substratum. Preliminary investigations
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Figure 11.1 Location of the study site and photographic details of the artificial bypass-channel used during the

investigation: (a) The Wood Brook study site (Loughborough, UK); and (b) photographs of the concrete-lined

channel used during the sedimentation experiments (wetted channel width is approximately 0.75 m).

indicated that sediment input remained

visible on the experimental patches until

the next significant rainfall event caused

an increase in discharge, which mobilised

and redistributed the sediments on the

concrete bed. The experiments, therefore,

commenced following a 7-day period of

stable flow (river flow following 7 days

without significant precipitation or runoff)

and were terminated at the onset of the next

significant rainfall event. This minimised the

potentially confounding influence of flow

variability.

Benthic invertebrates were collected using

a modified Surber sampler during each

survey (150 mm × 200 mm frame fitted

with a 90 μm mesh net). Samples were

collected over a 30-second time period

using a flat scraper, which facilitated the

collection of the benthos and fine sediments
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simultaneously within the sample frame.

For the summer baseflow experimental

period, benthic samples were collected from

all sediment treatment and control patches

(8 patches, 2 invertebrate samples per patch

and 5 sampling occasions; n = 80) immedi-

ately before the application of fine sediment

(day 0), 24 hours following the application

of sediment (day 1), and subsequently on

day 5, day 10 and day 15. The size of the

patches used (3 m long) allowed the collec-

tion of benthic samples whilst avoiding areas

sampled on previous occasions. The experi-

ment ceased when a summer storm occurred

leading to an increase in stream discharge

and the erosion of sediment on day 17.

For the period of the autumn experiment,

replicate benthic samples were collected

from all sediment treatment and control

patches (8 patches, 2 invertebrate samples

per patch and 4 sampling occasions; n = 64)

immediately prior to the application of fine

sediment (day 0), 24 hours following the

application of sediment (day 1) and subse-

quently on day 3 and day 5. The experiment

ended following a significant rainfall/runoff

event 7 days after the application of the fine

sediments.

All samples were preserved in the field

with 10% formaldehyde solution and

returned to the laboratory for processing

and identification. Invertebrate abundance

was quantified and all individuals were

identified to the lowest taxonomic level

possible, usually species or genus, except

Oligochaeta (order), cased caddisfly larvae

from the family Hydroptilidae and some

Diptera larvae, which occurred at low abun-

dances (<5 individuals per experiment) and

were identified to family level. All fine sedi-

ment within the samples were retained and

dried in an oven at 60 ∘C until a constant

weight was recorded. The sediments were

passed through a 1 mm mesh sieve and

retained on a 125 μm sieve to determine

the mass of fines present (within the size

range applied during the experiments)

prior to sediment treatment (pre-treatment

control samples and control patches) and

during each subsequent survey following

its application (sediment treatments and

control patches).

Data analysis

The Shannon–Wiener Diversity index and

the Berger–Parker Dominance index were

derived using the programme Species Diver-

sity and Richness IV (Seaby and Henderson,

2006). Macroinvertebrate community

abundance, the abundance of individual

taxa and number of taxa were derived from

the raw data. Invertebrate community and

individual taxa abundance data were log10

transformed and tested for heteroscedacity

(or homogeneity of variance; Levene’s

test) and normality. To determine if the

response of the community varied between

seasons we combined the datasets for

community abundance, number of taxa,

Shannon–Wierner Diversity index, and the

Berger–Parker Dominance index. To do this

we recorded the sampling time relative to

the length of study, rather than absolute

times. This required removing data for day

10 from the summer dataset. For summer

day 0=1, day 2=1, day 5=3 and day 15=4;

for autumn day 0=1, day 1=1, day 3=3 and

day 5=4, and are subsequently referred to

as sampling time 1–4. Data were analysed in

IBM SPSS Statistics v.20.0 (IBM Corp.) using

a Linear Mixed Model (LMM) to test for

main effects and factorial combinations of

the effect of time from sediment application,

sediment treatment and season. We included

sampling time as a repeated measure using a

compound symmetry covariance structure;
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each patch was treated as an independent

replicate. Different taxa were present in

the summer and autumn experiments and

consequently individual taxa abundances

were therefore analysed separately for the

summer and autumn experiments using a

Repeated Measures General Linear Model

in IBM SPSS Statistics v.20.0 (IBM Corp.).

In this analysis we tested for differences due

to the main effects of sediment treatments,

differences at different sampling dates and

the interaction between these two main

effects. Where the assumption of spherecity

was not fulfilled, a Greenhouse–Geisser

correction was applied. Differences between

treatments within the main effects of sed-

iment treatment and sampling date were

tested using a Protected Fisher’s LSD test.

Results

A total of 39 taxa were recorded during the

summer low flow experimental period with

Chironomidae representing the greatest

richness (17 taxa) and abundance (>75%

of individuals) recorded throughout the

study period (Table 11.1). A total of 28 taxa

were recorded during the autumn higher

flow experimental period (Table 11.1).

Chironomidae represented the greatest

taxa richness (12 taxa) and abundance of

individuals throughout the study period

(>60% of individuals).

The amount of sediment retained on

the bed during the summer (average of

131 g m−2 ± 1.17) was higher than that

recovered during the autumn (average of

84.35 g m−2 ± 1.17) with a marked increase

in fine sediment recorded for the 5 kg m−2

treatment during the summer (Figure 11.2).

When both seasons were considered, there

was no effect of sedimentation (treatment)

on community abundance (Table 11.2),

although abundance was slightly higher in

summer (Figure 11.3a and Figure 11.4a).

There was a significant effect of sedi-

ment treatment on the number of taxa

(Table 11.2) but there was no clear or

consistent pattern over time or for treat-

ments (Figure 11.3b and Figure 11.4b).

The number of taxa recorded was typically

higher during the summer (mean = 8.2 ±
0.18) than the autumn (mean = 5.9 ± 0.18).

Sedimentation resulted in a significant

effect on the Shannon–Wiener Diversity

index for treatments and time (Figure 11.3c

and 11.4c, Table 11.2). On average the

Shannon–Wiener Diversity index was lower

in summer than autumn. The Berger–Parker

Dominance index was higher for increased

sediment loads and the pattern differed

between summer and autumn periods

(Figure 11.3d and Figure 11.4d).

When individual taxa were considered for

the summer baseflow sampling period, the

responses were variable and taxa specific

(Table 11.3), with some displaying no clear

response (e.g., Potomopyrgus antipodarum,

Baetis rhodani, Tinodes waeneri, Cricotopus

trifasciatus and Polypedilum sp.), some a

significant reduction in abundance within

patches subject to increased sedimenta-

tion, such as the trichopteran Hydroptila sp.

(F3,12 = 56.10, p < 0.001 – Figure 11.5a), and

others an increase in abundance for higher

sediment applications, such as the tanypod

chironomid larva Macropelopia nebulosa (F3,12

= 34.31, p < 0.001; Figure 11.5b).

When individual taxa were considered

for the autumn sampling period, responses

were variable and taxa specific (Table 11.3),

with some displaying little or no response

(e.g., Tinodes waeneri, Rhyacophila dorsalis,

Rheotanytarsus sp. and Tanytarsini spp.)

and others displaying either a moderate

increase or reduction in abundance on

patches subject to increased sedimentation,
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Table 11.1 Taxa recorded and their relative frequency of occurrence during the

sedimentation experiments for the summer baseflow and autumn experimental

periods. R – Rare (<5 individuals in all samples); P – present (mean abundance <10

individuals per-sample and absent from >50% of samples); C – Common (>10

individuals per-sample and present in the majority of samples); A – Abundant (>25

individuals per-sample and present in the majority of samples).

Taxon Summer experiment Autumn experiment

Potamopyrgus antipodarum A A
Sphaeriidae P
Oligochaeta A A
Asellus aquaticus C R
Gammarus pulex C A
Nemurella picteti C R
Isoperla grammatica R R
Baetis rhodani A A
Ephemerella ignita C R
Heptagenia semicolorata R R
Hydroptila sp. A R
Athripsodes bilineatus P
Rhyacophilia dorsalis C C
Tinodes waeneri C C
Hydropsyche siltalai P C
Elmis aenea C C
Hydranea sp. P
Brillia bifidus A A
Cricotopus trifasciatus A A
Eukiefferiella brevicalcar (cf) R
Eukiefferiella claripennis A P
Eukiefferiella ilkleyensis R
Macropelopia nebulosa A C
Metriocnemus sp. A A
Micropsectra sp. A A
Orthocladius thienemanni (cf) R
Orthocladius / Cricotopus spp. A A
Parametriocnemus stylatus C R
Parasmittia sp. R
Polypedilum sp. A A
Prodiamesa olivacea C C
Rheotanytarsus sp. A A
Tanytarsini spp. A A
Tvetenia calvescens (cf) C
Ceratopogonidae P
Stratyomyidae R
Psychodidae P
Simuliidae C C
Tipulidae C C
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(a) (b)

Figure 11.2 Mean (+/− 2SE) mass of sediment (g m–2) for different sedimentation treatments during the sum-

mer baseflow period (a) and during the autumn period (b). The results of post-hoc tests (Protected Fisher’s LSD

test) are indicated on the graphs. Treatments with a different letter are significantly different (p < 0.05).

Table 11.2 Result of univariate linear mixed model analysis of the effects of fine sediment treatment, time

after application of sediment treatment (sampling time) and their interaction with macroinvertebrate

community metrics for the combined summer and autumn datasets.

Effect d.f. Community
abundance (log)

Shannon–Wiener
diversity

Number of
taxa

Berger–Parker
dominance

F P F P F P F P

Sediment treatment 3,24 562.905 <0.001 198.691 <0.001 79.736 <0.001 121.889 <0.001
Time 3,24 8.944 <0.001 4.020 .011 4.605 .005 3.292 .025
Sediment treatment * Time 9,72 10.887 <0.001 2.798 .047 0.536 .659 4.890 .004

such as the ephemeropteran Baetis rhodani

(F3,12 = 3.90; p < 0.05 – Figure 11.6a)

and the amphipod shrimp Gammarus pulex

(F3,12 = 3.85; p < 0.05 – Figure 11.6b).

Discussion

It is increasingly recognised that relatively

few ‘natural’ rivers remain unaffected

or unaltered by anthropogenic activities

(Francis, 2014). In many locations, espe-

cially urban areas, anthropogenic activities

have become the dominant force driving

river channel and hydrological change (Pas-

tore et al., 2010). Although the date of the

onset of the Anthropocene (period/epoch

of anthropogenic forcing) is still debated

(Lewis and Maslin, 2015), it is clear that

the future management of riverine systems

needs to take account of the changes that

this brought with it. As a result, there is a

need to develop greater understanding of

the spatial and temporal dynamics of rivers

under contemporary management regimes,

especially those that have been heavily

modified, regulated and/or urbanised and

where no natural analogues exist. There is a

clear need to manage urban, heavily mod-

ified or artificial watercourses so that they

support biodiversity, are resilient to pertur-

bations and fulfil legislative requirements,

such as the Good Ecological Potential for the

EU Water Framework Directive. This may
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(a) (b)

(c) (d)

Figure 11.3 Mean (+/− 2SE) Log-community abundance (a), number of taxa (b), Shannon–Wiener Diversity

index (c), Berger–Parker dominance index for fine sediment treatments during the summer baseflow period

(d). The results of post-hoc tests (Protected Fisher’s LSD test) are indicated on the graphs. Points with a different

letter are significantly different (p < 0.05).

require a new approach to river manage-

ment and one that recognises and reconciles

the value (physically, biologically, socially

and economically) of anthropogenically

dominated and created systems.

Instream sedimentation has been identi-

fied as a major cause of underlying changes

to benthic invertebrate communities across

the globe (Donohue et al., 2003; Kemp et al.,

2011; Wagenhoff et al., 2012) especially in

urban settings (Taylor and Owens, 2009;

Walters et al., 2003). However, the temporal

resolution over which the community

changes and the mechanisms through

which individual taxa respond remains

poorly studied (Wood et al., 2005; Molinos

and Donohue, 2009). Our results indicate

community response occurs within the

short timeframe of the experimental period

following sediment treatment compared to

control patches. A number of experimental

studies have documented rapid responses of

benthic fauna and communities to increased

suspended sediment concentrations (Crosa

et al., 2010) and sediment deposition (Culp

et al., 1986; Ramezani et al., 2014), although

the majority of studies have examined

changes over longer (week–month) time

periods (e.g., Larsen et al., 2011), or com-

pared sites along a fine sediment gradient

(Kreutzweiser et al., 2005; Wagenhoff et al.,

2011; Descloux et al., 2014). The rapid rate

of change may reflect the highly modified

and artificial concrete-lined channel studied

that is common in many urban rivers.

We hypothesised that the invertebrate

community response would reflect the
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(a) (b)

(c) (d)

Figure 11.4 Mean (+/- 2SE) Log-community abundance (a), number of taxa (b), Shannon–Wiener Diversity

index (c), Berger–Parker dominance index for fine sediment treatments during the autumn period (d). The

results of post-hoc tests (Protected Fisher’s LSD test) are indicated on the graphs. Points with a different letter

are significantly different (p < 0.05).

increasing load of fine sediment on exper-

imental patches. During periods of stable

summer baseflow, sediment treatment

resulted in changes to the Shannon–Wiener

Diversity and Berger–Parker Dominance

indices compared to control patches. How-

ever, during the autumn, only the greatest

sediment treatment (5 kg m2−1) resulted

in any effect. The results demonstrate that

there is not a simple linear effect of increas-

ing sediment load that leads to a reduction

of invertebrate abundance, number of taxa

and diversity (Shannon–Wiener Diversity

index) and an increase in dominance

(Berger–Parker Dominance index) and

our hypothesis can therefore be rejected.

However, the results of the experiment do

indicate that the invertebrate community

and individual taxa respond in a variety

of ways – reflecting a gradient, stepped or

seasonally varied response.

The results of the experiments also indi-

cate that similar levels of fine sediment

input at different times of year resulted in

different responses. The differences recorded

between the two sampling periods partly

reflects increased efficiency of sediment

transport and erosion processes associated

with the increased discharge during the

autumn (e.g., hydraulic forces such as

shear stress) (Culp et al., 1986; Johnson

et al., 2009). During the summer baseflow

experimental period, discharge was lower

and limited sediment erosion following
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Table 11.3 Taxa recorded during the summer baseflow and autumn sedimentation

experimental periods displaying a significant response to sediment input, no significant

response and the nature of any trend in the pattern recorded. Only those taxa that were

Common (>10 individuals per-sample and present in the majority of samples) or abundant

(>25 individuals per-sample and present in the majority of samples) were included in the

analysis; ns – no significant response; ** significant response (p < 0.05 – non-parametric

ANOVA/Kruskal Wallis); ↑ – trend of increasing mean abundance on patches subject to

sedimentation; ↓ – trend of decreasing mean abundance on patches subject to

sedimentation; = no trend in mean abundance or abundance approximately equal;

and – abundance of taxa too low to determine any pattern or trend.

Taxon Summer experiment
(significance/trend)

Autumn experiment
(significance/trend)

Potamopyrgus antipodarum ns = ns =
Oligochaeta ** ↑ ** ↑

Asellus aquaticus ns =
Gammarus pulex ns ↓ ** ↓

Nemurella picteti ns ↓
Baetis rhodani ns = ** ↓

Ephemerella ignita ns
Hydroptila sp. ** ↓

Rhyacophilia dorsalis ns = ns =
Tinodes waeneri ns = ns =
Hydropsyche siltalai ns ↓
Elmis aenea ns ↓ ns =
Brillia bifidus ns ↑ ns ↑
Cricotopus trifasciatus ns = ns ↓
Eukiefferiella claripennis ns =
Macropelopia nebulosa ** ↑ ns =
Metriocnemus sp. ns ↓ ns =
Micropsectra sp. ns = ns ↑
Orthocladius / Cricotopus spp. ns = ns =
Parametriocnemus stylatus ns =
Polypedilum sp. ns = ns ↑
Prodiamesa olivacea ** ↓ ** ↓

Rheotanytarsus sp. ns = ns =
Tanytarsini spp. ns ↑ ns =
Tvetenia calvescens (cf) ns =
Simuliidae ** ↓ ns =
Tipulidae ns = ns =

its input. As a result, fine sediments were

widely distributed throughout the system

and reflect conditions of high sediment

availability recorded within many low

gradient/lowland and urban river systems

during periods of baseflow (Wood and

Armitage, 1999; Miserendino et al., 2008).

The response of the invertebrate com-

munity to fine sediment addition during

the autumn period was different to that

recorded during summer baseflow con-

ditions. In particular, the effect on the

invertebrate community did not persist,

even though the increased mass of fine
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(a) (b)

Figure 11.5 Mean (+/− 2SE) Log-Hydroptila sp. – Trichoptera: Hydroptilidae abundance (a) and Log-Macropelopia

nebulosa – Diptera: Chironomidae: Tanypodinae abundance (b) for different fine sediment treatments during

the summer baseflow period. The results of post-hoc tests (Protected Fisher’s LSD test) are indicated on the

graphs. Points with a different letter are significantly different (p <0.05).

(a) (b)

Figure 11.6 Mean (+/− 2SE), Log-Baetis rhodani – Ephemeroptera: Baetidae (a), and (b) Log-Gammarus

pulex – Crustacea: Amphipoda: Gammaridae abundance for fine sediment treatments during the autumn exper-

imental period. The results of post-hoc tests (Protected Fisher’s LSD test) are indicated on the graphs. Points

with a different letter are significantly different (p < 0.05).

sediment on the bed could still be visibly

observed up to 5 days after the sediment

was applied. The increased discharge and

more efficient sediment transport processes

during the autumn period resulted in

increased erosion of fine sediments.

The experiments undertaken provide

clear evidence that the timing of sediment

input to a river channel can potentially

have a strong influence on the response of

the benthic community and individual taxa

(Meyer et al., 2008) and that the effects may

be accentuated in anthropogenically modi-

fied channels (Dunbar et al., 2010). Channel

management activities coinciding with

summer baseflow conditions in urbanised

channels, such as dredging and cutting of

marginal vegetation and instream macro-

phytes, may mobilise large volumes of fine

sediment that may be re-deposited on the
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channel bed a short distance downstream

(Doeg and Koehn, 1994; Sarriquet et al.,

2007). The effect of these activities could

therefore persist until sediment remobilisa-

tion takes place associated with increased

discharge or floods later in the year. In

rivers subject to significant anthropogenic

management activities and where instream

habitats have been significantly modified

due to urbanisation, there is evidence that

significant volumes of fine sediment are

stored within the main channel (Dunbar

et al., 2010). Event-based channel man-

agement activities, timed to occur prior to

subsequent increases in discharge (natural

floods or freshets from reservoir releases),

could potentially mitigate some of the most

deleterious impacts associated with fine

sediments. This may help facilitate the

downstream transport and flushing of fines,

and may prevent the sediments simply being

re-deposited a short distance downstream

(Meyer et al., 2008; Sarriquet et al., 2007).

Conclusion

Invertebrate communities of anthropogeni-

cally-modified channels are often impov-

erished compared to those of natural

systems (Beavan et al., 2001), and thus

taxa inhabiting urbanised channels may

be particularly vulnerable to fine sediment

loading. A greater knowledge regarding

aquatic invertebrate community compo-

sition and taxon-specific responses with

regards to urban land use is required to

enable effective monitoring and manage-

ment of lotic systems (Collins et al., 2011;

Kemp et al., 2011). This may require accep-

tance that urban and highly modified rivers,

and the novel communities they support,

are fundamentally different and that these

should be accepted and even celebrated

as part of the wider services the systems

provide (Moyle, 2014). The results of the

current study of a concretised channel

demonstrated a rapid and variable response

of the instream invertebrate community and

taxa to increased sedimentation. The results

also indicate that there may not be simple

linear ecological responses to increasing fine

sediment loads within channels and that the

invertebrate community and taxon-specific

responses probably vary as a function of

river discharge. Significant advances have

been made recently in the development

of biomonitoring tools which quantify fine

sediment impacts on instream communi-

ties and which facilitate identification of

vulnerable locations within river channels

(e.g., Relyea et al., 2012; Turley et al., 2014,

2015). In addition to the application of

these tools, future experimental investiga-

tions are required to explore natural and

anthropogenically-modified systems under

a range of flow conditions. This will help

with the quantification of temporal and

spatial effects of sedimentation on instream

communities and enable the development of

management strategies, which mitigate fine

sediment effects and where appropriate pro-

vide the tools to monitor the effectiveness

of river restoration measures.
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Introduction

Advancing our understanding of the struc-

ture and functioning of riverine landscapes

is a cornerstone of river science (Thorp et al.,

2008). This requires empirical data and

models of how environmental and ecologi-

cal patterns relate to biological, chemical and

physical processes, and their interactions

across spatial and temporal scales that occur

at different organisational complexities.

Patterns are an indication of the natural

spatial and temporal heterogeneity within

ecosystems (Levin, 1992). Understand-

ing how riverine landscapes function as

ecosystems relies on our ability to capture

this heterogeneity across meaningful and

interpretable scales (Underwood et al., 2000;

Thorp et al., 2008). Imposing order on natu-

ral systems, including riverine landscapes, is

inherently complex due to their dynamism

and high spatiotemporal variability across

longitudinal, lateral, vertical and temporal

dimensions (Ward, 1989). Classification

has a long history in science and has been

widely used in different aspects of river

science, such as conservation (i.e., Margules

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

and Pressey, 2000; Nel et al., 2009), river

management (Rosgen, 1994; Brierley and

Fryirs, 2005), and in identifying natural

and anthropogenic patterns of biological

and physical concerns. Characterisation, by

comparison, is a process of describing the

distinctive features of a landscape or a river

system, whereas classification is a process of

ordering objects or environmental variables

into groups based on shared characteristics.

Classification involves three discrete compo-

nents: taxonomy, typology and allocation.

Taxonomy is an objective procedure con-

sisting of ordering objects into classes based

on their measured characteristics, whereas

a typology is a subjective, judgemental pro-

cess of identifying different classes (Newson

et al., 1998). Taxonomists have referred to

these two processes as natural and special

classifications (Sneath and Snokal, 1973).

The classification of animals, as undertaken

by Linneus, into species is regarded as a nat-

ural classification. However, in river science,

landscape characterisations or classifications

founded on typologies are more common,

such as the geographic cycle of Davis (1899),

the River Continuum Concept (RCC) by

239
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Vannote et al. (1980) and the Montgomery

and Buffington (1997) typology developed

for mountain drainage basins in the Pacific

Northwest, USA.

Regardless of the terms used, charac-

terisation and classification processes aim

to organise, simplify and understand the

natural forms and processes within envi-

ronmental systems (Juracek and Fitzpatrick,

2003). If groups of river systems or river

reaches with similar character reflect fluvial

forms and processes that resulted in their

groupings, we can start to improve and

understand the fundamental laws control-

ling the behaviour of the objects classified

(Portt et al., 1989). In other words, river

scientists can move towards predicting a

river system’s morphology and behaviour

at a range of scales, from knowledge of its

flow and sediment regime and boundary

conditions, to support channel manage-

ment, conservation and restoration projects

(Rosgen, 1994). Characterisation and clas-

sification of river systems also improve the

process of communication by providing

a consistent framework for monitoring

of instream and riparian conditions, and

reporting the status to regulatory authorities

(Melles et al., 2012).

Traditionally, river characterisations/classi-

fications have adopted a bottom-up, con-

structivist approach whereby scientists

have training and expertise in ‘reading’

the landscape (e.g., Davis, 1899; Schumm,

1963, 1977). Common to this approach is

identifying landforms, understanding their

morphodynamics, interpreting the evolu-

tion and history of the riverine landscape,

and considering the interaction of these

features at different scales (Brierley et al.,

2013). Successful bottom-up approaches to

the characterisation/classification of riverine

landscapes requires suitable training and

a conceptual and theoretical background

in the chosen subject, whether it be geo-

morphology or stream ecology. Since the

beginning of the twenty-first century, a

notable transition has been an increase

in top-down approaches to river charac-

terisation/classification. This change has

occurred because of an increasing demand

for information on channel types and classes

by river managers and local practitioners,

and the availability of high-quality remote

sensing data/technologies and the use

of multivariate statistics. Thus, there has

been a rapid development of desktop river

characterisation/classification approaches.

The ease and accessibility of top-down

approaches can potentially lead to a reduc-

tion in the theoretical and conceptual

understanding of the character of riverine

landscapes and the features being classi-

fied. Users of characterisation/classification

schemes (using either a bottom-up or

top-down approach) need to be aware

that while characterisation/classification is

useful if applied to a suitable problem, it

is on its own a limited tool (Kondolf et al.,

2003).

In this chapter, we review the his-

tory, application and future challenges

of river classification. We advocate river

characterisation/classification should not

simply improve our understanding of

patterns and processes, but also extend

our knowledge of river science both

conceptually and theoretically and be appli-

cable within an interdisciplinary domain.

Specifically, we identify a chronology of

geomorphic-based river system character-

isation into four distinct periods: the pio-

neer, the consolidation, application and

the river science phase. The chronology of

geomorphic-based river system character-

isation highlights a trend from bottom-up,

constructivist approaches to top-down,
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reductionist approaches within river char-

acterisation/classification. Examples of river

characterisation/classification approaches

used for science and management

applications are described that typify

the latter phase. Finally, we identify the

future challenges facing river charac-

terisations/classifications, and conclude by

emphasising the importance of spatiotempo-

ral scales, the value of using remote sensing

technologies, and discuss future priorities.

A chronology of geomorphic
based river system
characterisation

A large number of river classifications,

typologies and characterisation systems

have been developed in fluvial geo-

morphology since the late nineteenth

century (Milner et al., 2013). Approaches

to characterisation/classification include

observational, empirical, conceptual and

statistical. The various approaches reflect

the many disciplines involved, the large

number and range of variables used, the

different purposes of classification, and the

challenge of simplifying highly variable and

diverse datasets from natural systems (Kon-

dolf, 1995; Juracek and Fitzpatrick, 2003;

Kondolf et al., 2003). This section provides

an outline to the progression from river

characterisation to classification from the

late nineteenth century to the twenty-first

century through identification of key

influential developments within fluvial

geomorphology. We recognise four distinct

phases of characterisation/classification:

the pioneer, consolidation, application,

and river science phase, but acknowledge

the fuzzy boundaries and overlap inherent

between phases.

The pioneer phase (ca. 1900s–
1970s)
The pioneer phase was primarily char-

acterised by field sketching and an

observational approach to river systems. An

early physical landscape characterisation

was the geographic cycle of Davis (1899),

which divided river systems in an evolution-

ary cycle of youthful, mature and old – the

spatial equivalent of upland, lowland and

coastal (Newson et al., 1998). Inherent

within this phase, geomorphologists and

biologists recognised the importance of river

systems as a physical and biological contin-

uum from river source to mouth. Biological

classifications were developed based on

different fish species, such as salmon, trout

and the grayling/barbel zone (Huet, 1954;

Pennack, 1971, Hawkes, 1975). Within

fluvial geomorphology, Horton (1945)

developed the use of stream ordering (as

modified by Strahler, 1952, 1957), empha-

sising the importance of the whole river

network, and thus incorporating a crude

measure of scale. Leopold and Wolman

(1957) distinguished straight, meandering

and braided channel patterns based on rela-

tionships between slope and discharge. This

pioneering work was important in linking

fluvial form and processes, and provided a

platform for subsequent work. For example,

the pattern-based approach of Leopold

and Wolman (1957) was later expanded to

include anastomosing channels (Smith and

Smith, 1980; Knighton and Nanson, 1993;

Makaske, 2001), and anabranching chan-

nels (Nanson and Knighton, 1996). Another

pivotal process-based classification within

this phase is that of Schumm’s (1963, 1977),

which uses channel stability (stable, eroding

or depositing beds) and the dominance of

sediment transport (mixed load, suspended

load or bedload) to divide rivers into source,

transfer and depositional zones. Within
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this pioneering phase, characterisation was

typified by observation, field sketching

and the recognition of channel features by

trained geomorphologists, who aimed to

increase understanding of river systems.

The consolidation phase (1970s–ca.
1990s)
During the consolidation phase, there was a

sharp increase in form- and process-based

approaches to river characterisation and

classification, particularly in North America

and Europe. A transition occurred from

studying rivers at a large to a smaller

scale, through the inclusion of morpho-

logical complexity at the reach scale. In

Canada, Kellerhals et al. (1972, 1976),

Galay et al. (1973) and Mollard (1973)

proposed descriptive classification systems

for a wide range of stream morphologies,

using a combination of channel patterns,

channel islands, bar forms and degree of

lateral activity to define a variety of channel

types. These Canadian classification systems

highlight a shift from characterising rivers

by large-scale planform (as in the previous

phase) to using channel bedforms, and in

part, a recognition of the continuum of

channel types as compared to a few distinct

types.

The importance of physical habitat to

aquatic biota was also increasingly recog-

nised. Vannote et al. (1980) developed the

River Continuum Concept (RCC), showing

longitudinal changes in the physical struc-

ture of a river with associated changes in

invertebrate, macrophyte and fish com-

munities. Within this period, including

physical habitat within river characteri-

sation/classification schemes continued

at multiple hierarchical scales. An early

hierarchical classification was proposed

by Warren (1979) comprising 11 levels

ranging from a regional scale (>10 km2)

to a microhabitat scale (<1 m2) based on

climate, substrate, water chemistry, biota

and culture. Frissell et al. (1986) extended

Warren’s classification by including spa-

tially nested levels of resolution, such as

the river network, valley segment, reach,

morphological unit and microhabitat. This

schema has been subsequently updated

to include river zones (cf. Figure 2.2 in

Chapter 2). Frissell’s et al. (1986) stream

classification was specifically developed for

use on second- and third-order channels

in forested mountain environments (Van

Niekerk et al., 1995), but represented an

important advancement by incorporating

both source and processes of development,

form and pattern within each hierarchical

level (Naiman, 1998).

The application phase (1990s–ca.
2005)
A main feature of this phase was the appli-

cation of hierarchical river classifications

and typologies for management purposes.

In the USA and New Zealand, the Rosgen

Classification System (Rosgen; 1985, 1994,

1996) has been widely advocated as a tool

for river restoration. The classification iden-

tifies 94 stream types based on combinations

of channel slope, entrenchment, sinuosity,

width–depth ratios and substrate, which are

grouped into seven major categories, from

steep cascading channels, gully systems to

pool–riffle morphologies (Rosgen, 1994).

Despite wide-scale usage within the USA,

the RCS has received heavy criticism as a

predictor of fluvial process and channel form

(Miller and Ritter, 1996; Doyle and Harbor,

2003). The first hierarchical, process-based

typology to gain widespread acceptance was

produced by Montgomery and Buffington

(1997) in the Pacific Northwest, USA. The

typology addresses morphological attributes

to the relative ratio of sediment supply to

transport capacity, identifying three domi-

nant channel substrates: bedrock, alluvium
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Valley segment

Channel reach

colluvial alluvial bedrock

Qc << Qs

(transport limited)

Qc >> Qs

(supplied limited)

bedrockcolluvial dune–ripple pool–ripple plane–bed step–pool cascade

Figure 12.1 Channel types of Montgomery and Buffington shown as a function of transport capacity to relative

sediment supply. Montgomery and Buffington, 1997. Reproduced with permission from The Geological Society

of America.

and colluvium, and seven channel types

(Figure 12.1). In Scotland, an environ-

mental regulatory authority (the Scottish

Environment Protection Agency, SEPA)

modified the Montgomery and Buffington

(1997) typology as a basis for river typing

and regulation of river engineering.

This phase was also characterised by the

recognition of monitoring improvements

or degradations in the physical habitat

of a river, particularly for environmental

planning, appraisal and impact assessment

(Raven et al., 2002). In the UK, the River

Habitat Survey (RHS) was developed by

the Environment Agency of England and

Wales to assess the character and habitat

quality of watercourses based on their

physical structure (Raven et al., 1997). Data

is collected at 10 equidistant ‘spot-checks’

along a 500 m reach, independent of river

size (Wilkinson et al., 1998). The RHS

generates two indices/scores that can be

used in subsequent assessments of both

environmental and biological quality: the

Habitat Quality Assessment (HQA) and

Habitat Modification Score (HMS). The

HQA is an indicator of the physical habitat

heterogeneity, whereas the HMS details

the level of anthropogenic-induced mod-

ification on the 500 m reach. In France,

the Système d’Evaluation de la Qualité du

Milieu Physique (SEQ-MP), developed by

the Agence de l’Eau Rhine-Meuse, allocated

stream reaches into one of five categories

(from excellent to very poor) based on their

physical habitat characteristics using a map-

and field-based approach (Agence de l’Eau

Rhin-Meuse, 1996). A similar field-based

approach by the Länderarbeitsgemeinschaft

Wasser (LAWA-vor-Ort) in Germany was

also developed to document changes in

the physical habitat of rivers. The method

identifies the structural quality of small- and

medium-size rivers through linking chan-

nel features to processes (LAWA, 2000).

The approach uses 25 attributes based on

stream course development, longitudinal

profile, substate, cross-section profile, bank

and riparian structure. Stream reaches are

classified into a seven tier classification

ranging from 1 (unchanged) to 7 (com-

pletely changed; Raven et al., 2002). In

Australia, physical habitat assessments have

also been widely employed. The River

Styles framework (of Brierley and Fryirs,

2000, 2005) has been applied in many

coastal catchments of New South Wales

as a tool for guiding river restoration. The

approach classifies channel types, evaluates

the physical condition of rivers, and priori-

tises restoration activities (Chessman et al.,

2006).

The river science phase
(contemporary application)
Inherent within the river science phase is

a trend of integrating different disciplines
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within river appraisal, typing and charac-

terisation schemes. In the Bega River basin

in New South Wales, Australia, Chessman

et al., (2006) used the River Styles frame-

work to explain the spatial distribution of

macrophyte and macroinvertebrate assem-

blages (at family level) due to differences

in geomorphic character, behaviour and

condition. Thomson et al. (2004), also

working in New South Wales, contrasted

macroinvertebrate community composi-

tion (at family level) and physical habitat

characteristics of pools and runs for three

River Styles: a gorge, a bedrock-controlled

channel with a discontinuous floodplain,

and a meandering gravel-bed channel.

Differences in invertebrate fauna were

found for pools between the three River

Styles, but no distinctions were evident for

runs. Both studies indicate the usefulness of

geomorphic typologies in explaining some

spatial variation in biological assemblages

at the reach scale, although differences at a

catchment scale are probably due to other

factors of altitude, water temperature, and

to biological processes such as dispersal

mechanisms, predation and colonisation

(Milner et al., 2015).

The use of multivariate statistics, remote

sensing and image-based methods for

reconnaissance, characterisation and linking

physical habitat to aquatic biodiversity

have grown rapidly in the past decade

(Carbonneau and Piégay, 2012). Schmitt

et al. (2007), for example, developed a

quantitative morphodynamic typology of

rivers in the French Upper Rhine basin

using ordination methods and multivariate

statistics. The typology was derived using

agglomerative hierarchical clustering of 31

quantitative and qualitative variables from

187 field sites. Principal component analysis

(PCA) and multiple correspondence analysis

separated the field sites into seven groups,

but overlap and variability was present

within and between groups. In a similar

suite of studies, Thoms et al. (2004, 2007)

and Harris et al. (2009) used geomorphic

derived variables from a GIS approach

and a hierarchical analysis to characterise

floodplain sedimentation patterns and the

ecohydrology of stream networks, within

the Murray–Darling Basin, Australia. The

approach used is presented as a case study

later in the chapter.

Other remote sensing tools employed for

physical characterisation of river systems

include using colour aerial photography

and Airborne Thematic Mapper (ATM)

multispectral imagery (bands 1 to 7; 420

to 900 nm) to map available gravel-bed

habitat for improving lamprey populations

(Lampetra fluviatilis; Gilvear et al., 2008), and

using digital elevation models (DEM) and

multispectral imagery to derive landscape

metrics (i.e., catchment area, channel ele-

vation, density of hydrojunctions or nodes)

that can be used to rank rivers in relation

to salmon productivity (Luck et al., 2010).

Technological advances in remote sensing

tools can now characterise river catchments

via automated grain size mapping. Dugdale

et al., (2010) used very high-resolution

aerial imagery to generate grain size maps

for entire catchments. The study developed

an ‘aerial photosieving’ method, which

utilises very high-resolution aerial imagery

proposed for grain size map production to

visually measure particle sizes (Dugdale

et al., 2010). The method is intended to

reduce field-based data collection, which is

often costly and problematic in remote areas.

Low-altitude remote sensing using kites,

blimps, unmanned aerial vehicles (UAV)

and systems (UAS) is also being increasingly

used to characterise smaller scale features

within river systems (Carbonneau et al.,

2012). An UAS, such as the Draganflyer X6,
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a small and lightweight (1 kg) rotary-winged

system, flown at low altitudes (<60 m) can

collect hyperspatial resolution imagery to

quantify fluvial topography, woody debris

and hydraulic habitat (Woodget et al., 2014).

The advances in remote sensing techniques

can decrease field collection, and allow

river researchers and managers to capture

changes in fluvial forms and processes across

large scales, on geomorphically dynamic

river systems.

Geomorphic-based river
characterisation case studies

No single characterisation/classification

scheme can satisfy all possible purposes, nor

can it encompass the multitude of river land-

scapes. Geomorphic-based characterisations

are undertaken at a range of spatial scales

and, regardless of the approach and methods

used, they must be based on conceptual

frameworks, underpinned by defensible

scientific principles. Scientific principles

act as a framework to guide the process

of identifying common channel types and

their distinguishing features, as well as

allocating channel types to an existing

characterisation. Two important principles

for the characterisation of river systems are:

first, characterisation must be undertaken at

scales appropriate for the context in which

they are to be used or for the questions being

asked. Riverine landscapes are the result

of processes operating at multiple scales

(Parsons and Thoms, 2007), and teasing

apart regional and local effects requires

appropriate stratification of sites, along with

the selection of variables at the correct

scale for the study. Second, characterisation

should ideally be based on a holistic range of

variables, which are relevant to the physical

character of the river system. Consequently,

knowledge of the concepts of hierarchy

theory is important (Dollar et al., 2007).

Groups of interest must be identified based

on the self-emergence of groups of similar

character, rather than groups being imposed

or inherited from other studies or locations.

Each characterisation scheme has its own

inherent focus or context to study rivers and

their character, which is not universal for all

studies. Characterisation approaches must,

therefore, evolve to become more objective.

The following case studies; at scales from

networks to reaches, highlight the use of

these principles.

Network-scale characterisation
in the Murray–Darling Basin,
Australia
GIS-based approaches have been used to

characterise the stream network of catch-

ments within the Murray–Darling Basin

(e.g., Thoms et al., 2004, 2007; Harris

et al., 2009). Thoms et al. (2004, 2007)

used a top-down approach to characterise

floodplain sedimentation patterns at three

different spatial scales: the channel (103

km), floodplain process zone (10 km) and

geomorphic unit (102 km). The study used

a 1:100,000 scale digital streamline layer of

the stream network and sites were selected

at 5 km intervals along the network. At

each site, 15 geomorphic variables were

extracted from various digital data of the

basin using automated GIS modules to

define the physical character of the riverine

landscape. A hierarchical analysis (e.g.,

rivers × process zones × geomorphic units

× variable numbers) identified groups of

sites with similar physical character. Data

were classified using a flexible unweighted

pair-group method with arithmetic averages

(UPGMA) fusion strategy (as recommended

by Belbin and McDonald, 1993). An associa-

tion matrix was developed using the Gower
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measure, which is range standardised and

suitable for data measured on different

units (Belbin, 1993). Groups of sites with

similar physical character were chosen via

several optimisation routines that select the

minimum number of site groups with the

greatest relative similarity. These statistical

groups were imposed onto the river net-

work and termed river types or functional

process zones. Additionally, a SIMPER

(SIMilarity PERcentages) analysis was used

to determine which geomorphic variables

contributed to the within-group similarity

of the different river types. Identification of

these variables can be used to construct a

nomenclature for river types or functional

process zones within the stream network.

Harris et al. (2009) used this top-down

approach to characterise 1152 km of stream

network within the Ovens River catchment,

in the Murray–Darling Basin. Six river types

emerged in the Ovens River network with

82% similarity (Figure 12.2). The spatial

distribution and a SIMPER analysis gener-

ated a description of each river type. River

Types 1 and 2, located in the upland regions

of the stream network, were characterised

by highly constrained valley settings with

relatively steep down valley and valley

side slopes (Figure 12.2). However, River

Type 1 occupied a lower down valley slope

range compared to River Type 2, which was

associated with upland, constrained valleys.

River Types 3 and 4 were characterised by

relatively open valleys and well-developed

N
0 375 7.5 15 22.5 30

Kilometres

LEGEND

Overs Subcatchment

6 group classification

Type 1: Upland, lower energy, mod constraint

Type 2: Upland, constrained valley

Type 3: Gorge

Type 4: Midslopes, floodplain

Type 5: Midslopes, constrained valley

Type 6: Lowland, highly meandering

Figure 12.2 The spatial organisation of six river types within the Ovens River stream network, Australia. Harris

et al., 2009. Reproduced with permission from Taylor & Francis.
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floodplains. River Type 4 had lower down

valley slopes, and thus lower stream ener-

gies than River Type 3, and was positioned

in the mid to lower regions of the stream

network catchment. River Type 3 was

found in mid-regions only (Figure 12.2).

River Type 5 was located in the mid to

upper regions of the catchment and was

characterised by relatively constrained

valley widths, steep valley side slopes, and

moderate down valley slopes and energy.

In comparison, River Type 6 was dominated

by wider valley widths, extensive floodplain

surfaces, meandering channels and was

found in the lower regions of the stream

network (Figure 12.2).

The characterisation exercise also used

several ecological community metrics (i.e.,

richness, composition and diversity) to

measure the physical structure and mor-

phological diversity of river types in the

Ovens River. River networks were viewed

as a community of river types, with a

‘river type’ being analogous to a ‘species’

in ecology. Thus, the overall diversity of a

community of river types within a stream

network can be determined and individual

components of diversity, such as abundance,

evenness and richness (Harris et al., 2009).

In this study, diversity was measured at

the network scale, where richness was

calculated as the number of river types

present, abundance as the total channel

length of each river type, and evenness was

measured using the Simpsons Evenness

Index. The index provides a value between

0 and 1, representing the overall distribution

of channel lengths between different river

types. When an evenness value approaches

1, channel lengths are more evenly dis-

tributed between river types. A combined

diversity measure for river types within the

Ovens River network was measured using

the Shannon–Wiener diversity index.

The diversity of river types within the

Ovens River varied markedly. River Types

1, 2 and 5 possessed diversity values greater

than 2.0, with River Types 3 and 4 having

diversity values of 1.92 and 1.73 respec-

tively. River Type 6 had the lowest diversity

value. Overall, the composition of the differ-

ent river types varied in abundance, richness

and evenness (Table 12.1). The most abun-

dant river type was River Type 1, with a

Table 12.1 Composition of the six river types in the Ovens stream network, Australia. The indices in this table

are commonly used for determining the diversity of ecological communities, but have been used to

characterise river morphology. Abundance represents the proportion and total length of each river type

within the stream network, richness is the number of segments per river type, and evenness indicates the

distribution of channel segment lengths in each river type.

River
type

Description Abundance
(%)

Total
channel
length
(km)

Richness
(no. of
individual
segments)

Evenness
(Simpson’s
evenness
index)

Diversity
(Shannon–
Wiener
value)

1 Upland, lower energy,
moderate valley constrained

25.8 298 14 0.83 2.24

2 Upland constrained valley 13.9 160 16 0.94 2.77
3 Gorge 7.5 86.7 8 0.83 1.92
4 Midslopes floodplain 17.5 202 9 0.78 1.73
5 Midslopes constrained 15.9 183 9 0.87 2.11
6 Lowland highly meandering 19.3 222 3 0.16 0.35
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total channel length of 298 km, followed by

River Type 6, 4, 5, 2 and 3. Regarding the

number of individual segments comprising

each river type (richness), River Type 2 had

16 individual segments with an average

segment length of 21 km. Next was River

Type 1, while River Type 4 and 5 had similar

richness. River Type 3 contained the second

lowest richness with eight segments and

River Type 6 recorded the lowest richness

with only three individual river segments

and an average length of 74 km. Evenness

values between river types ranged between

0.16–0.94 and five of the six types had an

evenness value above 0.78 (Table 12.1),

hence segments were similar in length.

River Type 6 had the lowest evenness value,

corresponding to the small number of very

long segments associated with this type.

River Type 2 was the most even, suggesting

a high number of individual segments with

similar channel lengths. River Types 1, 3,

4 and 5 had similar evenness values. The

abundance, evenness and richness values

suggest several clusters of river types in the

Ovens River (Table 12.1). The first cluster

includes River Type 1, 4 and 5, which are

characterised by high abundance and even-

ness. The second cluster comprises River

Types 2 and 3 of lower abundance values.

Lastly, River Type 6 was an outlier due to

low richness and evenness values.

Reach-scale typing on the River
Dee, Scotland
Identifying how physical habitat character

and the behaviour of a river effects aquatic

biota in natural settings are important if

the influence of human disturbance is to

be understood (Chessman et al., 2006). In

hierarchical geomorphic typologies, fluvial

features within channel types or classes are

positioned within a larger-scale framework

whereby variables such as valley setting

and discharge constrain their function-

ing and behaviour (Frissell et al., 1986;

Hawkins et al., 1993). Differences in topog-

raphy (slope and lateral confinement) and

hydrology (stream power) influence flow

characteristics, dictate transport, re-working

and storage of bed sediments and create

varying combinations of geomorphic units

within channel types. These geomorphic

units often differ hydraulically and sed-

imentologically, and can be viewed as a

mosaic of internally similar patches (or

microhabitats) nested within each channel

type (Li et al., 2012). Stream biota, especially

macroinvertebrates, respond to hydraulic

and physical habitat conditions, which

characterise geomorphic units (Braaten and

Berry, 1997). As channel types comprise

varying assemblages of geomorphic units, it

is reasonable to expect that aquatic biota will

also differ between channel types within

the same climatic and biogeographical limits

(Thomson et al., 2004).

In the River Dee and adjacent Allt

a’Ghlinne Bhig catchment in the Cairn-

gorm Mountains, Scotland, Milner (2010)

measured physical habitat differences of

41 reaches. Stream reaches were classified

into common channel types in the Mont-

gomery and Buffington (1997) typology

(i.e., bedrock, step–pool, plane–bed, and

pool–riffle) and intermediate types (i.e.,

plane–riffle and wandering) due to their

dominance in the study area. Field surveys

assessed stream morphology via measure-

ments of channel cross-sectional geometry,

channel bed slope, water depth, grain size

and mean column velocity. One hundred

measurements of water depth, grain size

and mean column velocity (at 0.6 depth)

were sampled at equidistant locations in a

zigzag pattern per reach (see Milner, 2010,

for fieldwork procedure). Macroinverte-

brates were collected in autumn and spring
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(i.e., September 2007 and April 2008) using

sweep and kick techniques. Samples were

collected in all geomorphic units (e.g.,

pools, riffles, glides) present at a reach to

include physical habitat heterogeneity, but

the duration of kick sampling in each unit

was relative to the spatial coverage within

the reach. Each 3-minute kick sample was

spatially representative of the geomorphic

units comprising the reach.

Box plots visually revealed variations

in channel slope and velocity between

common and transitional channel types

(Figure 12.3). Channel slope demonstrated

a linear trend across channel types from

step-pool through to bedrock reaches, to

other alluvial channels of wandering and

pool–riffle reaches. Step–pool reaches were

located on steeper slopes with a large range

of velocities indicating a heterogeneous

hydraulic environment. Differentiation in

slope and velocity between the alluvial

channel types of plane–bed, plane–riffle,

pool–riffle and wandering reaches was

less marked (Figure 12.3). The transitional

alluvial reaches occupied a smaller range in

slope values, but possessed varied velocity

conditions (Figure 12.3). Differences in

physical habitat characteristics (i.e., chan-

nel slope, velocity, grain size and water

depth) between channel types were tested

for significance using a one-way analysis

of similarity (ANOSIM, Clarke, 2003).

ANOSIM produces a Global-R test statistic

that contrasts the similarities among samples

within groups (i.e., within a channel type)

with the similarities between groups (i.e.,

between channel types) (Clarke and War-

wick, 2001). A total of 9999 multi-response

permutation permutations were used. Phys-

ical habitat variables differed significantly

among channel types (R = 0.48, p = 0.001),

and between most pairwise comparisons of

channel types. The largest difference was

between step–pool and pool–riffle (R = 0.55,

p = < 0.001), bedrock (R = 0.64, p = <

0.01), plane–bed (R = 0.56, p = < 0.01) and

plane–riffle samples (R = 0.39, p = < 0.05).

Physical habitat traits in bedrock reaches

also differed from all alluvial channel types

(all p values < 0.05). Differentiation in phys-

ical habitat was less evident between the

alluvial channel types with only plane–bed

and pool–riffle samples been statistically

different (R = 0.2, p = <0.05). The ANOSIM

25

20

15

S
lo

p
e

 (
%

)

10

S
te

p
–

p
o

o
l

B
e

d
ro

c
k

P
la

n
e

–
b

e
d

P
la

n
e

–
ri

ff
le

W
a

n
d

e
ri

n
g

P
o

o
l–

ri
ff
le

5

0

7

6

5

V
e

lo
c
it
y
 (

m
/s

)

4

S
te

p
–

p
o

o
l

B
e

d
ro

c
k

P
la

n
e

–
b

e
d

P
la

n
e

–
ri

ff
le

W
a

n
d

e
ri

n
g

P
o

o
l–

ri
ff
le

3

2

(b)(a)

1

Figure 12.3 Boxplots for (a) channel slope and (b) velocity data according to channel type. Data was derived

from reaches in the upper River Dee and Allt a’Ghlinne Bhig catchments, Scotland. Milner, 2010.
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Allt a’Ghlinne Bhig catchments, Scotland. Channel

types are ▴ step–pool, ◾ bedrock, o plane–bed, △
plane–riffle, × wandering and + pool–riffle reaches.

Milner, 2010.

analyses on the physical habitat traits are

visually supported by a PCA ordination

(Figure 12.4).

Milner et al. (2015) also investigated

whether individual channel types (i.e.,

step–pool, bedrock, plane–bed, and

pool–riffle) support a distinct invertebrate

fauna. Principal coordinates analysis (PCoA;

Gower, 1966) was carried out to visu-

alise spatial patterns in macroinvertebrate

abundance data (Figure 12.5). One-way

PERMANOVA (a test for locational differ-

ences between pre-defined groups) revealed

macroinvertebrate assemblages varied sig-

nificantly across the geomorphic typology

(F-ratio = 3.6, p = 0.001), and between

all pairwise combinations of channel types

(all combinations p < 0.05). The Indicator

Value method (IndVal; the indicator value

of a species; Dufrêne and Legendre, 1997)

revealed differing abundances of common

taxa discriminated channel types, with

step-pool and pool-riffle reaches contain-

ing the most indicator taxa. The baetids

Alainites muticus and Baetis rhodani, Leuctra
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Figure 12.5 PCoA ordination of macroinvertebrate

abundance data from reaches in the upper River Dee

and Allt a’Ghlinne Bhig catchments, Scotland. Chan-

nel types are ▴ step–pool, ◾ bedrock, ○ plane–bed,

and + pool–riffle reaches. Milner et al., 2015. Repro-

duced with permission from CSIRO.

inermis (Leuctridae) and Brachyptera risi

(Taeniopterygidae) characterised step–pool

reaches, whilst riffle beetles Limnius and

Oulimnius, Caenis rivulorum (Caenidae)

and Leuctra hippopus (Leuctridae) were

indicative of pool–riffle reaches (Milner

et al., 2015). Higher abundances of two

less common taxa, Siphonoperla torrentium

(Chloroperlidae) and Baetis fuscatus (Baeti-

dae) typified plane–bed channels. Bedrock

reaches had lower taxonomic richness

and abundance, especially of common

mayflies and stoneflies, and contained one

weak positive indicator, Protonemura meyeri

(Nemouridae). The findings of the study

indicate that in catchments with similar

water quality, physical habitat distinctions

in common channel types at the reach

scale reflect biological diversity. Fluvial

geomorphology via geometry and sedi-

ment transport/supply conditions influence

physical habitat characteristics and affects
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macroinvertebrate distributions at the reach

scale. Geomorphic typologies can, therefore,

provide a valuable tool for researchers and

managers, particularly if variables can be

obtained remotely, but sampling strategies

need to capture current sediment conditions

and habitat heterogeneity (Milner et al.,

2015).

River classifications: future
challenges

River characterisation and scale
Rivers are natural hierarchical systems

that can be resolved into different levels of

organisation (Dollar et al., 2007). According

to hierarchy theory, each level within a

hierarchical organisation (e.g., network,

reach or microhabitat) is a discrete unit of

the levels above and an agglomeration of

lower levels. Separate levels can be distin-

guished by different rates of processing and

morphological character. Therefore, higher

levels in the hierarchy provide a constraint

on lower levels in the organisation, espe-

cially that level immediately above the level

under investigation, while lower levels in

the organisation have an upward influence

through emergent properties. This recogni-

tion of top-down constraints and bottom-up

influences has implications for undertaking

river characterisation. The spatial scale of

the river characterisation, classification or

typology dictates the resolution and the

selection of variables. Thus, the suite of

variables used will depend upon the scale

of the characterisation, for example the

network, reach or the microhabitat scale.

The scale of observation inflicts differing

limitations on system structure, form and

function. Moreover, relationships between

spatiotemporal scales and their influence

on geomorphic and ecological functioning

also depend on the purpose of the enquiry

(Brierley and Fryirs, 2005). For instance,

dispersal mechanisms, predator–prey, and

species interactions occur at a different

spatial scale to geomorphic processes that

govern channel morphology (Brierley

and Fryirs, 2005). A future challenge for

river classifications is to use the spatial

scale of the observations and experiments

to the phenomena under investigation.

A difficulty is measuring linkages and

capturing variability present at a multi-

tude of spatial scales that describes both

broad-scale trends and local or short-term

variations.

Besides the spatial scale used in a

river classification, typology or charac-

terisation scheme, the length of survey

strongly influences observed links between

stream morphology and channel processes,

response potential and habitat charac-

teristics (Montgomery and Buffington,

1997). Common scales of analysis include

fixed channel lengths (e.g., as used in

the RHS), multiple channel widths and

downstream hydraulic geometry (DHG)

relationships. DHG is the most commonly

used conceptual framework in fluvial geo-

morphology for explaining variations in

river form and process across catchment

scales (Fonstad and Marcus, 2010). DHG

suggests as discharge increases with distance

downstream, channel morphology responds

exponentially with cross-sectional area and

velocity increasing, coupled with grain size

decreasing and a rise in sediment storage

(Robert, 2003). DHG has been widely used

by river restoration and flood management

planners to identify dimensions of a ‘natu-

ral’ river in relation to channel morphology

and drainage area (Fonstad and Marcus,

2010). For example, Pasternack et al. (2004)

used hydraulic geometry measurements

within a 2D hydrodynamic model to predict
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reach-scale spawning gravel replenishment

on the lower Mokelumne River, Califor-

nia. Despite the wide usage of DHG in

restoration modelling, the approach has

received criticism for excluding habitat

heterogeneity (Fonstad and Marcus, 2010).

However, application of DHG within river

characterisations and classifications may

offer a useful and strong theoretical basis to

describe river form and processes at relevant

multiple scales.

Techniques and technological
advances
In the last two decades, the increasing

use of high-resolution, catchment extent

river data has become a valuable tool for

examining channel processes and forms

across a multitude of spatial scales (Fonstad

and Marcus, 2010). The main approaches

to multi-resolution data gathering includes

intensive field surveys, extensive surveys

from boats fitted with precision instruments,

and remote sensing techniques (Fonstad

and Marcus, 2010). Intensive field surveys

produce detailed, high-resolution data, but

are restricted in geographical extent, and

may be only suitable for smaller spatial

scales. In contrast, extensive surveys from

boats using sonar or acoustic Doppler

velocimeters (e.g., Parsons et al., 2005)

and remote sensing technologies provide

high-resolution surveys across a large

number of sites, continuously along river

lengths and over broad spatial scales at

the landscape level (Fonstad and Marcus,

2003). A challenge for users of river classi-

fications is the conflict between obtaining a

high-resolution dataset covering a limited

area or using a remote sensing approach,

which generates a high-resolution dataset

spanning basin extents, but with a loss of

precision.

The availability of increasingly high reso-

lution topographic datasets has encouraged

use of inductive data mining approaches

in fluvial geomorphic applications from

regulators, practitioners and researchers.

Techniques and technologies used to map

river forms and processes at multiple scales

include multivariate statistics (Thoms et al.,

2007), fuzzy classification (Legleither and

Goodchild, 2005), feature recognition

approaches (Molloy and Stepinski, 2007)

and various sensors mounted on blimps,

drones, helicopters, aeroplanes and satel-

lites. At local and intermediate scales,

hand-held thermal imaging cameras have

been used to understand the effects of water

column and streambed thermal refugia on

endangered mussels in the Delaware River,

USA (Briggs et al., 2013), and to characterise

the thermal regime and mixing zones of

groundwater inflows to brook trout streams

as part of a restoration project (USGS, 2014).

At a landscape scale, Handcock et al. (2012)

used thermal infrared remote sensing to

detect spatial patterns of radiant temper-

ature at the water’s surface Applications

include describing the thermal heterogene-

ity in river floodplains to measure habitat

diversity and determining whether water

temperature regimes meet management

guidelines for coldwater fishes such as

salmon and trout. Other remote sensing

technologies, including high-resolution

aerial photos and LiDAR data, have allowed

subaqueous sediment size mapping at a

network scale (i.e., tens of kilometres;

Carbonneau et al., 2004; Verdu et al., 2005).

These technological advances allow river

ecosystems to be mapped at multiple spatial

scales, and permit detailed surveys of abiotic

and biotic variables. Depending on the

purpose of the scheme, not all river char-

acterisations or classifications may require
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high-resolution data on river systems, but

these techniques and the availability of

hyper-scale data presentation will help to

connect channel forms and processes with

the ecological dynamics of aquatic biota,

which represents a significant advancement

in the field.

There are a wide range of physical clas-

sification schemes available to characterise

riverine landscapes. The scale at which

these exercises occur is changing and

ranges from entire river networks through

to micro-habitats, and large datasets are

being generated as a consequence. Parallel

with these advances is the need to develop

quantitative techniques to measure spa-

tial heterogeneity of riverine landscapes.

Analysis techniques used by community

ecologists can potentially provide measures

of the physical diversity within river-

ine landscapes. At the network scale for

example, the river network can be viewed

as a community of river types; with a ‘river

type’ being analogous to a biotic ‘species’.

Richness is the number of disjunct river

stretches within a river type, abundance is

the total length of stream channel within a

river type, and evenness is the distribution

of channel lengths between river segments.

Measurement of these variables enables

the calculation of a combined diversity

value for each river type and for the whole

catchment. The manipulation of ecological

diversity metrics for application in the

physical realm has not been used previously

to define physical diversity in rivers (apart

from Harris et al., 2009). These techniques

can be transferred to any river network, and

the outputs can be compared both within

and between stream communities. The

physical diversity of a stream network can

be associated with stream habitats, which

can enable inferences about biological diver-

sity. Although the relationship between

physical heterogeneity in a stream network

and biological diversity is recognised (Thorp

et al., 2008), further research is needed to

determine how measures of river network

diversity described here relate directly to

biological communities.

Linking channel form
and processes to ecological
dynamics
Integrating fluvial forms and processes with

ecological functioning is a key priority for

river science and management (Vaughan

et al., 2009). Where channel types are

delineated on processes and form (e.g., on

the balance between transport capacity to

sediment supply), difference in geomorphic

dynamics should engender biotic differences

(Milner et al., 2015). Here, geomorphic

classifications should provide a valuable

tool to link form and processes to biolog-

ical structure at different spatial scales.

Montgomery et al. (1999) showed channel

type affected Pacific salmonid spawning

distributions in rivers in the Pacific North-

west. Spawning Pacific salmonids chose

‘response’ reach types of pool–riffle and

plane–bed characterised by a high sediment

supply to transport capacity ratio. The

timing and depth of channel bed mobility

within the two reach types influenced

survival of buried eggs (Montgomery et al.,

1999). In the Allt a’Ghlinne Bhig and

Girnock Burn, Scotland, Moir et al., (2004)

similarly found Atlantic salmon (Salmo

salar) preferentially selected pool–riffle

and transitional pool–riffle/plane–bed, and

avoided ‘transport’ reach types of plane-bed

and step–pool. The studies indicate using

channel types within a process-based typol-

ogy is potentially useful for predicting the

spatial distribution of spawning activity

within a catchment. A future challenge

for geomorphic typologies is to merge the
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range of techniques (as described above)

and technological advances across different

spatiotemporal scales whilst incorporating

ecological functioning.

Conclusion

This chapter has reviewed the theory, his-

tory, application and future challenges of

river classification, and has demonstrated

the significant advances that have occurred

in the field and in real-world applications.

Advances have mainly happened due to

improved knowledge of river ecosystem

functioning and the emergence of tech-

nologies, especially remote sensing and

data processing capabilities. However, if

river classification/geomorphic typologies

are to be integrated with ecological func-

tioning, small-scale and physical/biological

processes need to be included with channel

type/class designation or within sam-

pling designs for ecological applications.

Therefore, we recommend future river

classification/geomorphic typologies need to

choose the most appropriate spatial scale for

the observations of the phenomena under

investigation. We advocate a paradigm shift

within river science and its application,

which explicitly tackles the issues of mul-

tiple spatiotemporal scales, survey length

and heterogeneity. Spatiotemporal scales

need to be viewed in a 3D perspective and

not solely a 2D patch-matrix framework.

The use and availability of remote sensing

technologies and the increasing use of

multivariate statistics and fuzzy cluster-

ing of channel typing should underpin

this paradigm shift. Such a transition will

improve conceptual understanding of river

ecosystems from a hydromorphic and eco-

geomorphic perspective, and improve river

management, restoration and conservation

activity.
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Thermal diversity and the phenology of
floodplain aquatic biota

Jack A. Stanford, Michelle L. Anderson, Brian L. Reid, Samantha D. Chilcote and
Thomas S. Bansak
Flathead Lake Biological Station, University of Montana, Polson, Montana, USA

Introduction

Heat is a primary determinant of the

distribution, growth and reproduction of

ectothermic biota in stream ecosystems

because ectothermic metabolism is con-

strained by environmental temperature

dynamics (Cummins, 1974; Vannote and

Sweeney, 1980; Ward and Stanford, 1982;

Poole and Berman, 2001; and many others).

Indeed the majority of stream biodiversity

is composed of ectothermic vertebrates

and invertebrates and they display a wide

range of adaptations to maximise fitness

(i.e., attain a positive life history energy

balance, sensu Hall et al., 1992). Many

stream invertebrates undergo diapause

during periods when temperatures are too

cold or too hot for effective metabolism and

many, especially stream insects, have very

specific temperature cues to break diapause

and for metamorphosis to adults (terrestrial

flying–mating stage) (Ward and Stanford,

1982). Because growth and maturation

is strongly determined by temperature in

relation to foraging, predator avoidance and

other habitat considerations, the physio-

logical time (active period for growth and

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

maturation) required to hatch and grow to

maturity can therefore usually be described

in terms of the heat budget or accumulation

of thermal units (e.g., degree-days) of the

habitat during the growth period. If an array

of habitats that have different temperature

patterns are available, mobile ectotherms

can move from one habitat to another to

maximise growth. For example, juvenile

coho (Oncorhynchus kisutch) salmon will

feed on sockeye (O. nerka) salmon eggs in

cold spring brooks preferred for sockeye

spawning within the channel network of

floodplains and move to warmer habitats

for resting and digestion, which maximises

metabolism (Armstrong and Schindler,

2013).

Heterogeneous thermal patterns are

expected to characterise floodplain habitats

and greatly influence the distribution of

biota (Tockner et al., 2000; Ward et al.,

2002) for the reasons described above.

Interactions of flooding, sediment transport,

surface–groundwater exchange, deposition

of drift wood, and vascular plant succes-

sion create a dynamic habitat template or

mosaic on river floodplains. Thus, through

time, floodplains are shaped by nonlinear

259
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processes that create a shifting habitat

mosaic (SHM hereafter) (Stanford et al.,

2005; Latterell et al., 2006) that usually

encompass a wide range of temperature

patterns.

The SHM includes the components of

the main river channel, often a network of

channels, and a suite of lateral or off-channel

habitats in parafluvial (annually flooded and

broadly scoured with localised depositional

areas) and orthofluvial (flooded only by

infrequent over bank flow and broadly

depositional with localised scoured areas)

zones (Stanford et al., 2005). River water

flowing in permanent surface channels

interacts with lateral water bodies during

over bank flooding. Floodplain topography

and stratigraphy of bed sediments influence

the duration of aquatic habitat inundation

and connectivity above and below ground

(Poole et al., 2002). Thus, lateral floodplain

habitats are expected to display great ther-

mal heterogeneity due to temporal and

spatial variability in surface and groundwa-

ter connectivity and flow rates, as well as

from shading by riparian vegetation (Arscott

et al., 2001; Malard et al., 2001; Arrigoni

et al., 2008).

In large alluvial floodplains, groundwater

is derived from the large aquifers associated

with the extensive deposits of fluvial bed

sediments. Water from surface channels

penetrates into porous bed sediments at the

upstream end of the floodplain, forming an

expansive hyporheic zone that may include

the entire alluvial aquifer if recharge is

predominately from the river (Stanford

et al., 2005; Boulton et al., 2010). The

degree of surface–groundwater exchange is

influenced by aquifer stratigraphy, channel

geomorphology and river discharge (Mertes,

1997; Poole et al., 2006; Helton et al., 2014).

During periods of high river discharge,

aquifer storage increases, the water table

rises, and effluent groundwater inundates

low-lying depressions that may be either be

connected or disconnected from the surface

channel network (Mertes, 1997; Poole et al.,

2002). The opposite occurs as river discharge

decreases; surface water drains laterally and

vertically from the floodplain. Daily, sea-

sonal and annual temperature patterns in

the aquifer are usually substantially less

variable in comparison to surface waters

owing to the buffering effect of river water

flux through the bed sediments along flow

paths of varying length and depth (Hoehn

and Cirpka, 2006; Arrigoni et al., 2008).

Thus, on expansive floodplains, water is

constantly moving through a wide range of

materials, all of which have different ther-

mal conductivities and different exposure

to solar radiation. This is especially true

for floodplains in mountain valleys with

topographic complexity and variation in

aspect. Therefore, a huge range in tempera-

ture dynamics may occur within the SHM

of expansive floodplains, owing to high

variation in surface and groundwater heat

exchange (Anderson 2005).

An expansive alluvial floodplain on the

Middle Fork Flathead River in Montana

(USA), known as the Nyack Flood Plain

Research Natural Area (Nyack, hereafter),

has been the focus of intensive study into

drivers and dynamics of its complex SHM

(e.g., Stanford et al., 2005; Whited et al.,

2007 – for a complete list of Nyack papers

please see the website of the Flathead Lake

Biological Station – http://flbs.umt.edu).

Seasonal flow patterns in the river and

associated aquifer dynamics are strongly

linked to habitat distribution and struc-

ture and associated biodiversity (e.g.,

Mouw et al., 2009). Within this chapter,

we describe annual, seasonal and daily

thermal patterns (magnitude, frequency,

duration, timing and rate of change in
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temperatures – sensu Olden and Naiman,

2010) across the Nyack SHM in relation to

well-documented temperature criteria for a

suite of aquatic biota commonly occurring

among Nyack habitats. We specifically

sought to examine the following thermal

characteristics: (i) the nature and diversity

of temperature dynamics within aquatic

habitats across the Nyack floodplain and

(ii) habitat-specific temperature patterns

recorded in the Nyack system in relation to

published thermal tolerances for a suite of

commonly occurring floodplain organisms.

The purpose was to demonstrate that a wide

variety of thermal niches occur in the Nyack

SHM, which promotes biodiversity and may

be anticipated to occur on all expansive

river floodplains.

Methods

Study area
The Nyack (Figure 13.1) is located in the

2300 km2 catchment of the Middle Fork

Flathead River, a fifth-order river in north-

west Montana. The flood plain is 10-km

long by 2-km wide, and situated between

bedrock-constrained canyons. These knick

points and the lateral mountain slopes

precisely delimit the floodplain bound-

aries. Annual peak discharge occurs during

snowmelt in May or June and varies from

105 m3 s−1 (1-year return interval) to the

largest flood on record, which exceeded

2600 m3 s−1 in 1964 (Whited et al., 2007).

Over bank discharge of the main channel

is 465 m3 s−1 (1.5-year return interval)

and baseflows of 11–17 m3 s−1 occur with

the onset of very cold winter temperatures

that leads to ice cover in October–February.

Surficial gravel and cobble bed sediments

are deep (100+m) at the upper end and

shallow (<25 m) at the lower end of the

system owing to glacial history. These bed

sediments are entirely saturated during over

bank flow; the water table elevation con-

tracts as discharge in the river declines. The

aquifer is fed almost entirely by the river;

hillslope phreatic flow is minimal (Stanford

et al., 2005). Hence, the entire aquifer is

essentially a hyporheic zone (sensu Boul-

ton et al., 2010) with highly variable flow

paths related to the heterogeneity of the

bed sediments; water residence time from

the point of penetration (downwelling) to

effluent sites ranges from < 1 hour in short

(<10 m) flow paths (short residence time,

SRT) through main channel gravel bars, to

1.5 years for flux through the entire aquifer

(long residence time, LRT) (Helton et al.,

2014). In addition to the flowing channels,

surface water habitats occur at points of

topographic intersection with the water

table (top of the aquifer). For example,

spring brooks and ponds commonly occur

in flood channels and may be ephemeral

if they are located above the baseflow

elevation of the water table.

Habitat types and instrumentation
We classified Nyack habitats following

the approach of Stanford et al. (2005)

and selected a suite of sampling sites

(Figure 13.1): two main (primary) river

channel sites, three shallow shoreline sites

along the edge of the main river channel,

three backwaters (sometimes called alcoves)

that typically occurred at the confluence

of the main river channel and seasonally

active flood channels, three parafluvial

(annually flooded) spring brooks, three

orthofluvial (rarely flooded) spring brooks,

three parafluvial ponds, and three perennial

tributaries that drain into the main channel.

We also sampled the alluvial aquifer at three

sites via monitoring wells drilled into the

aquifer. Each of the wells was classified as
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Met stations

Backwater
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Figure 13.1 Locations of sampling sites (habitat types as keyed in the inset) of the Nyack floodplain of the

Middle Fork Flathead River, Montana. The base layer is a multispectral satellite image obtained October, 2004.

(See colour plate section for colour figure.)

having either short (SRT), medium (MRT)

or long (LRT) residence time of ground-

water, based upon time lags between peak

annual temperatures in the wells and the

main river channel (Helton et al., 2014).

Two meteorological stations were installed

on the floodplain, one on a parafluvial

bench with a canopy of 20-year cotton-

wood trees, the other an open area on an

orthofluvial bench (Figure 13.1). Sensors
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Figure 13.2 Annual patterns (2002–06) for daily average air temperature (upper gray line) and main river

channel (bold line) at the Nyack floodplain in relation to discharge of the river (lower black line). Discharge

data are from USGS gauge # 12358500, which strongly correlates with river stage measures at Nyack.

and data loggers collected hourly values of

air temperature, humidity, precipitation,

wind speed and direction, precipitation and

soil temperature and moisture at 50 cm

depth. Water temperatures were obtained

in time series (usually at 1-hour intervals

for long-term patterns; 10-minute inter-

vals for diel patterns) with a variety of

thermistor-loggers (Vemco Minilog TR,

Onset Stowaway, and iButton). Calibration

and field placement followed Malard et al.

(2001) and Johnson et al. (2005); aquatic

sensors were immersed 1–2 m below sur-

face. Some records contained data gaps

owing to exceeding logger capacities or loss

of sensors. Short breaks in the data record

were filled by interpolation from tempera-

ture values at the site before and after the

data gap. In a few cases of longer (days to a

week or more) lapses, we replaced missing

values using linear regression modelling of

data from another site within the same habi-

tat type. Models were considered adequate

to generate replacement data if R2 ≥ 0.70.

Temperature data analyses
From the hourly data collected in the field,

we compiled annual, seasonal, monthly

and daily (diel) temperature metrics within

habitat types (Figure 13.1) in relation to

river flow for the period July 2003 to

July 2004 (a longer record existed at the

weather stations, Figure 13.2), the most

complete period of record at Nyack for all

habitat types. Temperature metrics included

daily maximum and minimum, average

daily (Td =

n∑

i=1
Xi

n
), daily temperature pulse

(TP = Tmax − Tmin), rate of thermal change

(TC = (Tt2 − Tt1)/hour), and degree-days

(DD =

n∑

i=1
Td

n
).

Data were parsed into 6-week intervals

in summer (15 July–31 August), autumn

(1 October–15 November 15), winter

(15 January–29 February) and spring

(1 April–15 May).

Tolerance of selected biota
to temperature exposure
by habitat type
These metrics describing thermal exposure

of biota were examined for departures from

published thresholds delimiting optimal,

stressful and lethal temperatures for various

life stages of several commonly occurring
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Table 13.1 Selected Nyack floodplain organisms and authorities for thermal thresholds. O = Optimum

temperatures (∘C), CH = Critical high, CL = Critical low, DD = degree-days

Organism O CH CL DD

Amphibian
Anaxyrus boreas (Boreal toad)

– tadpole (Beiswenger, 1978; Carey et al., 2005) 26–30 38–40 4–10 1200–1800
– adult (Carey et al., 2005; Lillywhite et al., 1973)

Fishes
Salvelinus fontinalis (brook trout)

– egg (Hokanson et al., 1973; Humpesch, 1985;
Baird et al., 2002)

2–9 13–15 <1 220–672

– adult (Fry et al., 1946; McCormick et al., 1972;
Lee and Rinne, 1980; Eaton and Scheller, 1996;
Ott and Maret, 2003; McMahon et al., 2007)

12–16 23–30 3

Salvelinus confluentus (bull trout)
– egg (Fraley and Shepard, 1989; McPhail and

Murray, 1979; Gould, 1987)
2–6 10 1.2 350–1000

– juvenile to adult (McCormick et al., 1972; Fraley
and Shepard, 1989; Jakober et al., 1998; Selong
et al., 2001; Gamett, 2002; Ott and Maret, 2003;
McMahon et al., 2007)

9–14 19–28 <1

Oncorhynchus clarki lewisi (cutthroat trout) 13 13 4
– egg (Hubert and Gern, 1995; Wagner et al,.

2006)
10–17 19–24 1–3 630–800

Insects
Ameletus spp. Ephemeroptera (Pritchard and Zloty,

1994; Chilcote, 2004)
18–30∗ nd <0 250–900

Pteronarcella badia Plecoptera (Stanford, 1975) 7–13∗ 20? <0 2300

∗These species have specific temperature cues for egg hatching and emerge.

fish, amphibian and invertebrate species at

Nyack (Table 13.1). Observing exposure to

stressful or lethal high temperatures was

straightforward, but the timing and variabil-

ity of heat exposure within an annual cycle

also strongly influences species-specific

development (Sweeney and Vannote, 1978;

Harper and Peckarsky, 2006; Ward and

Stanford, 1982). Accordingly, we examined

annual variation in degree-day (DD) accu-

mulations for each habitat type in relation

to the lifecycle of focal organisms for which

DD criteria and hatching and emergence

cues were explicit from rearing studies

(references in Table 13.1). Winter thresholds

were problematic because 0 ∘C is lethal to

most riverine biota, but only if the water

freezes solid and some insects can survive

freezing for short periods. However, while

river temperature may register at near zero

for long periods of subzero air temperatures,

the water column does not freeze owing

to the kinetic energy of turbulent flow and

warming from groundwater inflows. Thus,

in well-oxygenated rivers with expansive

alluvial aquifers, such as Nyack, biota

will survive rigorous winter conditions

but growth may be limited, especially for
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vertebrates. Moreover, most organisms are

mobile and may simply move to warmer

habitats, either in the river or in shal-

low groundwater, as water temperatures

approach zero. Indeed, Chilcote (2004)

observed overwinter survival of inverte-

brates and trout in ice-covered parafluvial

ponds owing to groundwater flux.

Results

Temperature data analyses

Annual hydrologic and temperature
variation
River flow and air temperatures followed

seasonal patterns (Figure 13.2) typical of

Rocky Mountain rivers with strong spring

snowmelt hydrographs; maximum average

daily air (22 ± 1 ∘C) and water (15 ± 1 ∘C)

temperatures occurred in July and August,

5–6 weeks after the annual peak in river

discharge. The river was at or near 0 ∘C
during winter baseflows each year, and

the water surface was partially or entirely

frozen over during extended cold periods.

Winter air temperatures across years in

the dataset routinely fell below −10 ∘C for

4–8 weeks, typically falling below −20 ∘C
at least once per year. Anchor ice formed

during initial very cold periods in zones of

unsaturated flow, owing to the water table

elevations occurring below the river bottom

and to super-cooled shoreline substratum,

but no aquatic habitats froze into the bed

sediments during the winter. Across years,

river temperatures presented a stable annual

wave form compared to the highly variable

air temperature pattern (Figure 13.2). The

4-year river record indicated that a one

year period (2003–04) was fairly typical

of the long-term pattern for all habitats

(Figure 13.2).

Seasonal temperature variation
by habitat type
Air and soil temperatures in the ripar-

ian zone also followed seasonal patterns

(Figures 13.3a–b, Table 13.2), but soil tem-

peratures were moderated relative to air

temperatures (i.e., summer soil tempera-

tures at 50 cm depth were dampened by

about 10 ∘C and did not fall much below zero

in winter owing to snow cover). Soil and air

maximum daily temperatures at both terres-

trial sites typically were 25–30 ∘C from late

June through August, with air temperatures

above 35 ∘C rarely persisting for more than

a few days. The daily temperature pulse or

amplitude (TP) was most extreme in sum-

mer in terrestrial habitats, with TP values

of 22.7 ∘C in air and 10.8 ∘C in soil (50 cm

depth). In the colder months, minimum

daily air temperatures frequently fell well

below 0 ∘C in the autumn and winter, with

temperatures below freezing for 63 days.

During autumn, average minimum daily

temperatures at soil sites remained above

freezing (3.79 ∘C), but fell below freezing

(−0.03 ∘C) in winter (Table 13.2). Simi-

larly, temperature patterns in the aquatic

habitats were strongly seasonal (Figure 3.3,

Table 13.2). Ponds, tributaries, shorelines

and backwaters were warmer in summer

and fall than the main river channel owing

to shallow water, longer water residence

time and increased heating by solar radia-

tion. Spring brooks were cooler in summer

and warmer in winter relative to the river

owing to buffering effect of the groundwater

sources (aquifer discharges). Seasonal rates

of thermal change (TC) for shallow shore-

lines, backwaters and tributaries varied

from 1.12 to 1.64 ∘C/h, a much greater

rate of change than observed for river and

spring brook sites: 0.24 and 0.85 ∘C/h,

respectively. Seasonal temperatures in

the aquifer were considerably buffered in
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Figure 13.3 Annual temperature patterns (2003–04) for maximum (white symbols) and minimum (grey sym-

bols) daily temperatures for Nyack floodplain sites. Sites are from different habitats as shown in Figure 1: (a)

air (n = 2), (b) pond (n = 3), (c) river (n = 2), (d) tributary (n = 3), (e) shallow shoreline (n = 3), (f) backwater

(n = 3), (g) parafluvial spring brook (n = 3), and (h) orthofluvial spring brook (n = 3). Separate sites within

a habitat are represented by different symbols, the circle, triangle or square. (See colour plate section for colour

figure.)

relation to surface waters (Table 13.2);

the magnitude of groundwater thermal

buffering was related to the residence time

(time of contact with bed sediments) from

the point of downwelling in the river to

the position of the monitoring well (Helton

et al., 2013) . Temperature in short residence

time (SRT) wells closely tracked the river

with slight variation, whereas, temperatures

in monitoring wells with medium and long

residence times in the aquifer (MRT, LRT

flow paths) were similar to the spring brooks

that derive water from the longer flow paths

(longer residence time) within the aquifer.
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Table 13.2 Seasonal average daily temperatures (Td
∘C ± 1 SD) in floodplain aquatic habitats. RT indicates

residence time, nd indicates no data available; P and O refer to parafluvial and orthofluvial areas of the flood

plain.

Habitat N Summer Autumn Winter Spring

Air 2 15.55 (±4.40) −1.28 (±7.15) −2.46 (±6.76) 9.17 (±4.05)
Soil 2 17.82 (±4.54) 2.42 (±3.77) 0.04 (±0.41) 11.09 (±4.26)
River 1 13.35 (±1.98) 3.50 (±3.50) 1.48 (±1.43) 6.70 (±1.87)
Shallow shoreline 2–3 13.50 (±2.46) 2.89 (±3.52) 1.12 (±1.33) nd
Backwater 3 12.71 (±1.85) 3.42 (±3.59) 1.14 (±1.39) nd
Tributary 3 11.14 (±1.18) 4.20 (±2.87) 2.75 (±1.24) 7.00 (±1.77)
P. spring brook 3 11.58 (±1.35) 6.27 (±1.65) 4.24 (±1.00) nd
O. spring brook 2–3 10.24 (±0.45) 7.35 (±1.68) 4.07 (±0.51) 6.94 (±1.11)
Short RT well 2 13.26 (±2.02) 3.11 (±3.29) 1.50 (±1.3) 7.02 (±1.96)
Medium RT well 1 11.89 (±0.65) 6.86 (±1.87) 4.42 (±0.34) 6.52 (±1.87)
Long RT well 2 9.50 (±1.56) 9.67 (±1.53) 4.15 (±1.16) 3.81 (±0.98)
Ponds 3 15.72 (±2.38) nd nd nd

Diel temperature variation by habitat
type
Temperatures of the surface waters exhib-

ited greater diel variability during hot,

mid-summer compared to cold, mid-winter

periods; whereas, daily temperature pulse in

all three groundwater sites was less than half

a degree throughout the year (Figure 13.4).

Summer river temperatures varied 3–4 ∘C
daily, whereas the other habitats were more

or less varied depending on water volume

and groundwater influence (Figure 13.3).

In winter, soils and all aquatic habitats

had little or no diel temperature period-

icity, remaining just above or at freezing

(Figures 13.2 and 13.5).

Degree days by habitat type
Annual accumulation of degree-days

(DD) varied between seasons and habitats

(Figure 13.6). Annual accumulation of

degree-days was substantially higher and

accumulated more uniformly across seasons

in spring brooks and the monitoring wells.

Greater DD in groundwater-dominated

habitats was related to long winter periods

where temperatures remained well above

freezing; whereas habitats with greater

exposure to atmospheric heat exchange

remained near freezing.

Species-specific thermal tolerances
across habitat types
Exceedance of biotic thermal thresholds
Nyack aquatic habitats, even some ponds,

are ideal habitat for trout because temper-

atures rarely exceeded 16 ∘C, and were

generally optimal for egg incubation and

hatching. Nonetheless, Table 13.3 demon-

strates that suboptimal exposures did occur.

This does not mean that trout were excluded

from those habitats, but it is likely that ther-

mal stress would stimulate migration to

more favourable habitats, and consistently

very cold winter habitats probably reduce

growth of the fishes (Figure 13.7). Indeed,

we have observed that invasive, nonna-

tive brook trout tend to overwinter in

groundwater influenced habitats, especially

parafluvial ponds, because they are less

tolerant of sustained cold periods compared

to native cutthroat and bull trout. However,
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Figure 13.4 Average hourly temperatures in habitats of the Nyack floodplain during the hottest period of the

year (10–12 August 2003). (See colour plate section for colour figure.)

on the hottest day of the year, river and

shallow shoreline sites only exceeded the

optimal trout growth threshold for 5–6 h;

other aquatic habitats remained within in

the optimal range for growth, although

the spring brooks were at the lower end

of the thermal preference (Figure 13.7).

On the coldest winter day and for most

of the mid-winter period (Figures 13.2

and 13.5), only the spring brooks consis-

tently maintained temperatures throughout

the day above values thought to allow

trout growth (Figure 13.7). The other

focal vertebrate, the boreal toad (Anaxyrus

boreas, sometimes called western toad), was

considerably habitat constrained. Boreal

toads spawn and develop only in warm

backwaters and ponds; all other habitats

consistently exceeded critical low thresholds

(Table 13.3). Chilcote (2004) demonstrated

that boreal toads spawn only in the warmest

parafluvial ponds with sand–silt substratum

and minimal groundwater flux (warmest

pattern for ponds in Figure 13.3).

The two aquatic insects for which we had

published temperature criteria (Table 13.1)

could survive in all habitats. However, the

stonefly Pternarcella badia was not found

in ponds, being more stenothermic than

the mayfly in the genus Ameletus that

were abundant in all habitats in the Nyack

system, perhaps because more than one
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Figure 13.5 Average hourly temperatures in habitats of the Nyack floodplain during the coldest period of the

year (4–7 January 2004). (See colour plate section for colour figure.)

Ameletus species were present. Moreover,

invertebrate distributions were segregated

by hatching and emergence cues linked to

degree-days for growth as presented next.

Degree-day (DD) thresholds
We plotted DD accumulations for surface

water habitats in relation to published DD

thresholds required for focal species to

hatch from eggs and grow to the adult stage

(Figure 13.8). The cumulative curves vary

in relation to the season that the calculation

was initiated and temperature thresholds

for focal biota. For example, cutthroat trout

deposit eggs in the spring; whereas bull and

brook trout spawn in the fall. However,

in both instances, the top two panels in

Figure 13.8 indicate that required DD were

attained in all habitats except ponds, which

are not shown because we did not have

winter data. However, Figure 13.3 demon-

strates that ponds warm quickly in summer

and are inhabited by species such as boreal

toads and a wide variety of insects, espe-

cially Ephemeroptera and Diptera that may

produce a generation in a matter of days.

Chilcote (2004) showed that some ponds

remain ice free through the winter owing

to continuous groundwater flux. Therefore,

fall spawning trout, notably brook trout,

survive and reproduce in ponds if they are

colonised by adult trout during spates when
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ponds are connected to the channel network

(parafluvial ponds typically become isolated

except for groundwater flux at baseflows).

The river contains a broad array of insect

species, such as Pteronarcella badia, that are

univoltine (one year lifecycle) – emerging as

adults and ovipositing eggs in spring or early

summer, with nymphs hatching immedi-

ately and growing throughout the fall and

winter for 2200–2300 DD (Figure 13.8).

This DD threshold was attained in all

habitats, but Stanford (1975) showed that

P. badia, like most aquatic insects (Ward and

Stanford 1982), has a precise temperature

cue of 12 ∘C for emergence. They will not

emerge unless the cue occurs after the DD

threshold has been attained. Thus their

lifecycle is described by the summer DD

pattern, and while they occasionally occur

in other habitats, they are only abundant in

the river channel.

Discussion

For the floodplain as a whole, temperature

variation among aquatic habitats in summer

was quite extreme with some ponds reach-

ing 28 ∘C, while on the same day, points

within the aquifer and some orthofluvial

spring brooks temperatures were only

5–10 ∘C (Figures 13.3 and 13.4). Thus

a floodplain temperature gradient of at

least 20 ∘C exists on hot summer days at

Nyack for aquatic habitats. Surface temper-

atures of bare gravel bars may reach 50 or

60 ∘C with direct sun exposure and at the

highest air temperatures, whereas shaded

soil temperatures were < 15 ∘C on the

same days; so the terrestrial gradient is far

greater than the aquatic gradient but both

are highly deterministic for distribution of

biota.

The profound floodplain temperature gra-

dient is created by the spatial and temporal

variation in processes that buffer the influ-

ence of solar insolation and air temperature

on habitat-specific water temperatures.

Groundwater flux and shading by riparian

vegetation are key processes, in addition

to ambient air temperatures, that regulate

water temperature. Even though the spatial

position of the various habitats types may
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Figure 13.7 Cumulative degree-days for aquatic habitat sites at Nyack floodplain over a 1-year period

(2003–04). Separate panels indicate different seasons as a starting point for degree-day calculation. Horizontal

lines indicate significant thermal thresholds for development of Nyack floodplain aquatic organisms: eggs of

all trout species hatch by 1000 dd (solid black), Pisidium clam embryos develop by 1300 dd (dashed black),

Anaxyrus boreas tadpoles and aquatic insects with rapid development such as Ametetus, Neophylax, Nemouridae

and some Baetidae, and Heptagenaiidae emerge by 1900 DD (solid grey), and aquatic insects that emerge by

2300 DD such as Pteronarcella, Taenionema and other Baetidae and Heptagenaiidae (dashed grey).

shift around over time in relation to cut

and fill alluviation by flooding (Stanford

et al., 2005), habitats are sufficiently hydro-

logically interconnected above and below

ground to allow species to find their pre-

ferred thermal environments, unless climate

or anthropogenic alterations interfere with

maintenance of the SHM. Channel straight-

ening or inundation of floodplains by dams

results in tremendous loss of habitat from

a thermal perspective. Climate warming is

also likely to be gradually altering mean

winter and summer temperatures, which

will have cascading effects such as changing

oxygen saturation, which in turn potentially

can induce much larger or prolonged areas

of oxygen depletion in the aquifer and

thereby limiting biota.

The key point is that thermal heterogene-

ity among habitats promotes adaptation to

particular temperature patterns by particu-

lar species in order to maintain a positive

life history energy balance of the population

(Hall et al., 1992). Indeed, for ectotherms

the heat budget (DD) of the habitat, coupled

with evolved hatching and emergence cues,

synchronises growth and maturation of

the population (e.g., Harper and Peckarsky,

2006) and allows many species to coexist

within habitats, which maximises biodiver-

sity at the floodplain scale. Moreover, many

aquatic insects, such as winter stoneflies,

grow readily at or near 0 ∘C (e.g., Cather and

Gaufin, 1976), whereas fish and amphibians

cannot (e.g., Figure 13.7). Thus, thermally

driven adaptations to maximise fitness are
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Figure 13.8 Hourly histograms for surface water habitats of the Nyack floodplain over a 24-hour period in sum-

mer and winter. Habitats are as follow: (a) river, (b) shallow shoreline, (c) backwater, (d) tributary, (e) paraflu-

vial spring brook and (f) orthofluvial spring brook. Shaded areas with arrows indicate either optimal (summer)

or critical low (winter) thermal ranges for adult trout activity and growth.
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expressed by each species in the floodplain

habitat catena. While in general all habitats

including the aquifer have a heat budget

that allows for most invertebrate lifecycles,

hatching and emergence cues coupled with

DD thresholds sort out thermal niches

among the habitat types; whereas verte-

brates can optimise metabolism by moving

among habitats with different temperature

patterns.

Aquatic insects are notably abundant

(at least 350 species) at Nyack (our group,

unpubl. data) owing in large part to adap-

tations to thermal heterogeneity. Lifecycle

periodicity varies from a few days in some

warm adapted species (e.g., Ameletus) to two

years (e.g., the caddisfly Archtopsyche grandis;

Hauer and Stanford, 1982) or more (e.g.,

the stonefly Pteronarcys californica; Stanford,

1975). Insect species sequentially emerge as

flying or crepuscular adults from February

to October annually, each occupying a

specific thermal niche, which maintains a

wide diversity of larval size classes between

species in the river at any one point in time,

thereby reducing competition for food and

cover. In this regard, the cold and warm

adapted species are segregated on the flood-

plain, somewhat similar to distributions

along altitudinal gradients from cold, high

mountains to warmer lowlands (e.g., Ward,

1986; Hauer et al., 2000).

Maximum annual mean temperatures

in the river were only slightly above the

published optimal temperature ranges for

the fishes that we examined. Even on hot

summer days, all aquatic habitats of the

floodplain provided some hours within the

optimal thermal range for Nyack fishes. But

fish are especially mobile and will find opti-

mal temperatures if more suitable floodplain

habitats are accessible (e.g., not blocked by

beaver dams or human revetments). Indeed,

as noted above, Armstrong and Schindler

(2013) showed that juvenile coho salmon

forage on eggs of sockeye salmon that

spawn in cold groundwater discharge areas

of spring brooks, and after foraging, the

coho move to warmer habitats for digestion

and growth. Likewise, after foraging widely

on benthic algae and detritus in ponds,

tadpoles of boreal toads congregate at the

warmest margins of ponds presumably to

maximise growth (Chilcote, 2004). One

might therefore expect substantial inter-

and intraspecific competition for optimal

thermal habitats, suggesting a more robust

understanding of specific adaptations to

thermal diversity is needed, particularly

among shallow waters where temperatures

can change substantially over a diel cycle

(e.g., Figure 13.4) and in relation to solar

insolation, the colour of bed substratum,

and water flux (Dale and Gillespie, 1977).

Winter conditions at Nyack present sig-

nificant challenges for all floodplain biota

owing to extremely cold air temperatures

and icing for sustained periods (Figure 13.3).

Terrestrial insects, boreal toads and other

amphibians move or burrow deep into the

soils where the aquifer maintains tem-

peratures above freezing. Likewise, the

hyporheic zone is a refugium for aquatic

biota (Boulton et al., 2010), although the

aquifer community is distinctly different

than in the river benthos (Stanford et al.,

1994). Average minimum soil temperatures

in autumn and winter were potentially

dangerous to adult toads attempting to

overwinter in shallow burrows; but virtually

nothing is known about how floodplain

amphibians overwinter. Juvenile fishes

are very abundant in winter-warm spring

brooks at Nyack, suggesting immigration to

avoid very cold temperatures in the river,

as has been shown, for coho salmon, in

Alaskan floodplain rivers (Malison et al.,

2014).
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Given that temperature exerts a substan-

tial selective force on ectotherms by placing

constraints on metabolic efficiency, specific

life history traits or thresholds evolve. The

Thermal Equilibrium Hypothesis (Vannote

and Sweeney, 1980) suggests that stability

and life stage synchrony of aquatic insect

populations that compose geographical

distributions of each species is a dynamic

balance of thermal, metabolic and phe-

nologic (life history) constraints. Our data

support that view. In addition within the

thermal optimum range, a tradeoff exists

between increased metabolic activity and

increased mortality at higher temperatures

(Lillywhite et al., 1973; Dwyer and Kramer,

1975; Selong et al., 2001; Cabanita and

Atkinson, 2006). Growth and reproduction

of populations may be desynchronised in

aquatic ecosystems with minimal thermal

variation, such as glacier-fed streams that

remain continuously very cold (Knispel and

Satori, 2006) and cave streams where tem-

perature variation is buffered by phreatic

insulation (López-Rodríguez and Tierno

de Figueroa, 2013). Likewise at Nyack,

temperatures are buffered (winter warm,

summer cool – Figure 13.4) in the alluvial

aquifer and, therefore, while mean annual

temperature in the aquifer may be simi-

lar to many surficial habitats, aquifer DD

accumulation may be 2–3 times greater

and with little thermal amplitude (fewer

cues). This causes desynchronisation and

morphological variation in the lifecycles of

hyporheic stoneflies (Stanford et al., 1994).

The organisms we assessed were occa-

sionally exposed to suboptimal thermal

conditions in all of the habitats. But lethal

conditions for most focal species occurred

only in parafluvial ponds that became very

warm in summer. Likewise, warm water

species found in warm ponds were not

present in other habitats (our group, unpubl.

data). Biota with a wide distribution among

habitats are expected to have broad tem-

perature tolerances (e.g., Ameletus), or are

able to utilise behavioural thermoregulation

within habitats, or are very mobile and

able to move from habitat to habitat as

thermal stress is encountered. Less mobile

organisms are expected to assemble in

the most thermally favourable habitats,

which may drive significant differences

in community assemblages and food web

structure among habitat types. Temperature

can further modify food web structure by

influencing the cycling of organic mat-

ter (Anderson and Sedell, 1979), feeding

activity of mobile predators (Kishi et al.,

2005), and the prevalence of parasites in the

ecosystem (Heinonen et al., 1999). Species

should persist from year to year in specific

habitat types, unless a particular habitat is

modified by flooding or humans in ways

that causes temperature patterns to change.

We conclude that temperature, along

with flooding and associated materials

fluxes and plant succession, is a master

variable that defines the SHM of the Nyack

and other expansive alluvial floodplains.

Extreme environmental temperature varia-

tion and responsive adaptations to optimise

life history energy balance allows many

ectothermic species to coexist, and explains

why floodplains like Nyack tend to be

‘hot spots’ of biodiversity within regional

landscapes.
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Introduction

Stream temperature can be spatially het-

erogeneous at a range of scales from the

(sub-) reach to the catchment (Carrivick

et al., 2012; Imholt et al., 2013) and has

significant ecological implications (Petts,

2000). Aquatic organisms depend on suit-

able habitat conditions, including a defined

water temperature range (e.g., Hynes, 1970;

Coutant, 1977). Various studies have high-

lighted the importance of water temperature

distribution within channels for providing

thermal refugia for freshwater fish (Peterson

and Rabeni, 1996; Torgersen et al., 1999;

Ebersole et al., 2001). The arrival of low-cost

temperature sensors has facilitated the

accurate and reliable monitoring of water

temperature at multiple sites over long time

periods (Webb et al., 2008). This technology

has permitted river temperature to be

observed at different spatial scales: longitu-

dinal and vertical profiles (Evans and Petts,

1997; Hannah et al., 2009; Krause et al.,

2011) as well as wider reach-scale variations

(Hawkins et al., 1997; Ebersole et al., 2003;

Brown and Hannah, 2008). Furthermore,

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

temperature studies at the river sector to

reach-scale have been advanced over the last

decade by the use of satellite-based remote

thermal sensing (e.g., Torgersen et al., 2001;

Madej et al., 2006; Cristea and Burges, 2009)

and fibre-optic distributed temperature

sensing (e.g., Krause et al., 2012; Selker

et al., 2006). However, there remains a

paucity of research on microthermal gra-

dients, including lateral or vertical water

temperature contrasts within channels over

distances of centimetres to metres, and

results are often inconsistent between dif-

ferent studies. Clark et al. (1999) examined

the microthermal heterogeneity in small

groundwater-dominated streams in Dorset,

UK, and detected lateral temperature dif-

ferences of up to 7 ∘C between the channel

margin and the main body of flow, which

were assumed to be of ecological signifi-

cance. In contrast, Rutherford et al. (1993)

demonstrated that temperature within the

lower Waikato River, New Zealand, was

uniform transversely (<0.03 ∘C); and Car-

ling et al. (1994) reported that temperature

was only up to 2 ∘C higher in dead zones

of bends in parts of the River Severn near

279
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Shrewsbury, central England. Recently,

ground-based infrared (IR) imagery was

applied to investigate small-scale temper-

ature variability in fluvial systems in a

spatially continuous way (Cardenas et al.,

2008). In this study, it was reported that

thermal heterogeneity during low stages was

associated with the occurrence of biological

and morphological in-stream structures and

was captured well via a hand-held IR cam-

era. Ground-based IR thermography was

applied also to detect and quantify ground-

water influence at the stream bed based

on the temperature difference between

stream water and groundwater (Schuetz

and Weiler, 2011). We are unaware of other

studies involving ground-based IR imagery

of river channels; thus the potential of this

method to detect local temperature patterns

within smaller streams with broad coverage

has still to be explored.

This study addresses these research gaps.

We undertook a 10-week field campaign of

temporally continuous point measurements

of water temperature supplemented by spa-

tially continuous temperature monitoring

via hand-held thermal IR camera on two

separate days for a Welsh upland stream. The

aims were threefold: (i) to detect potential

spatial heterogeneity of stream temperature

at the micro-scale within the study reach;

(ii) to explain spatiotemporal temperature

dynamics related to hydrometeorological

conditions and reach characteristics; and (iii)

to evaluate the potential of ground-based

thermal images to capture temperature

variations at the micro-scale.

Methodology

Study area and site
The study catchment is located in Plynlimon,

mid-Wales, UK, and forms part of the upper

basin of the River Severn (Figure 14.1a, b).

The field site is located at 298 m above sea

level (asl) with catchment elevations varying

from 620 m asl in the south-west to 290 m

asl in the east. The catchment is underlain by

Ordovician and Silurian mudstones, shales

and greywackes (Neal et al., 1997). The

soil is made up largely of stagno-podzols;

but peats, brown earths and gleys are also

present. The predominant land use is pas-

ture, moorland and forestry with coniferous

plantation located mainly in the southern

part of the catchment. Rainfall averages

about 2500 mm yr−1 and mean annual air

temperature is 7.3 ∘C in the catchment.

The Afon Llwyd is a small upland tributary

of the Afon Clywedog, which is dammed

by the Clywedog Reservoir. The study site

on the Afon Llwyd is located approximately

1 km upstream of its entrance to the reser-

voir. However, impacts on the river flow

regime related to the downstream impound-

ment are negligible due to the steep gradient

of the channel (0.6%). At the study site, the

average bankfull channel width is around

5 m, while the distance of the Afon Llwyd

to its source is about 5 km with a drained

catchment size of 7.5 km2. The mean annual

runoff is 0.42 m3 s−1. However, the flow

regime is flashy with peak flows > 5 m3 s−1,

which is common for headwater catchments

in Plynlimon (Neal et al., 1997).

The Afon Llwyd study reach has been

used in two previous studies. Earlier work

investigated the effects of -gravel–bed

riffle–pool sequences on riparian hydrology

(Emery, 2003) and the flow paths of satu-

rated and unsaturated water in the adjacent

floodplain (Bradley et al., 2010). However,

no stream temperature research had been

conducted in this reach until now. From the

late 1960s, much research was conducted in

the adjacent Plynlimon catchments with a

focus on water balance differences between
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Figure 14.1 Study reach on Afon Llwyd with respective positions of water temperature loggers 1 to 6c, air

temperature logger (Ta), water level sensor (RS) and infrared imaging (IR).

forested and deforested catchments (e.g.,

Kirby et al., 1991).

Data collection: in situ
temperature measurements
Water temperature, air temperature as

well as water levels were measured over

10 weeks from 21 May 2010 to 5 August

2010. Table 14.1 details instruments and

measurements. Water temperature was

recorded in situ every 5 min by Tinytag

TG-1400 temperature data-loggers at 12

distinct positions within the study reach

(Figure 14.1c). The 12 positions are referred

to subsequently as positions 1, 2, 3a, 3b, 3c,

4a, 4b, 5a, 5b, 6a, 6b, 6c. Temperature log-

gers were placed in white plastic radiation

shields, which were open at two ends. The

housings were fixed just above the stream

bed with the openings oriented parallel

to the stream flow direction, enabling

unhindered water flow through the sensor

housing. Position 1 was installed at the inlet

of the study reach while 2 was positioned

within a small pool (Figure 14.1c). Positions

3a, 3b and 3c comprised a section where the

stream is dissected by a small mid-channel

bar. Loggers at positions 4a and 4b were

installed to capture potential shading effects

from the north-facing and south-facing

channel bank. Loggers at positions 5a and

5b lay within a stream section where the

flow velocity is reduced generally compared

to other stream sections. Loggers at position

6a, 6b and 6c were installed to monitor

potential shading effects of coniferous trees

standing at the south-side channel bank in

line with logger position 6b. Air temperature
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Table 14.1 Monitored variables and instrumentation.

Parameter Instrument Location Accuracy

Air temperature Tinytag TG-4100 temperature data
logger

riverbank, 0.75 m above water
surface

0.2 ∘C

Water temperature Tinytag TG-4100 temperature data
logger

0.05 m above streambed 0.2 ∘C

Water level TruTrack WT-HR 1500 water height
data logger

0.015 m above streambed 0.001 m

was recorded every 5 min with a Tinytag

TG-1400 temperature data-logger at the

northern riverbank in close vicinity to

position 6a. All temperature loggers were

cross-calibrated before field deployment

(Hannah et al., 2009).

Water levels were measured every 15 min

by a TruTrack WT-HR 1500 water height

data-logger close to position 1 at the study

site inlet. Discharge was estimated by

downscaling data recorded at the Centre

for Ecology and Hydrology gauging station

54022 (Plynlimon flume) according to

the catchment areas of the Afon Llwyd

(7.5 km2) and Plynlimon flume (8.7 km2).

Estimated runoff was highly correlated with

observed water levels at Afon Llwyd over

the study period (r = 0.936). Precipitation

was measured by a tipping bucket at the

Environment Agency-operated weather

station, Dolydd, which is located about

250 m south-west of the study site.

The study reach was surveyed with a

LEICA TC800 total station according to the

manufacturer’s manual. The survey covered

the different positions of the temperature

loggers and the water level sensor as well

as the shape of the channel and in-stream

structures such as gravel bars and pools.

Data analysis: in situ temperature
measurements
Prior to analyses, data were checked for

inconsistencies and gaps through visual

inspection of time series plots or generation

of cumulative and differences plots for com-

parable data. Occasional spurious values

were removed and when possible the gaps

were filled through linear interpolation or by

linear regression derived from a correspond-

ing time series where correlation analysis

between time series exhibited r > 0.9.

Water temperature measured at the

different positions within the channel was

compared via visual inspection of time

series, by comparison of statistical values

and by generating box-and-whisker plots.

For statistical analysis, summary statistics

(such as daily mean water temperature,

daily minimum/maximum values and

daily ranges of water temperature) were

computed. Box-and-whisker plots allowed

inter-site comparison by summarising the

median, minimum, maximum, upper and

lower quartiles based on 5 min temperature

data. Water temperature was analysed on

a diurnal basis to examine potential spatial

temperature patterns over the course of

the day.

To determine the effect of stream thermal

capacity on spatial temperature variation,

summary statistics calculated individually

for an extended low-flow period from 18

June 2010 to 28 June 2010 and a high-flow

period from 15 July 2010 to 25 July 2010

were compared. The respective low-flow

and high-flow periods were chosen based

on the discharge hydrograph of the study
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period. To set the stream thermal dynamics

in a hydrometeorological context, daily

water temperature was correlated with daily

air temperature and discharge. Pearson’s

product moment correlation coefficient

(r) was used as a measure of correlation.

Statistics are only presented if significant

at p < 0.05. Unless stated otherwise, all

correlations were significant at p < 0.05

level.

Thermal imaging approach
Thermal radiation emitted from surfaces can

be detected remotely by IR sensors (Ander-

son and Wilson, 1984). For water surfaces,

the IR imaging technique is sensitive to

the upper 0.1 mm of the water column. To

complement in situ measurements of stream

temperature at discrete points, ground-based

IR thermography using the portable ther-

mographic system (INFRATEC VarioCAM

hr) was conducted in the early afternoon

on 21 April 2010 and again on 16 June

2010. The camera was mounted on a tripod

located at the bank of the stream. Thermal

images included 640 × 480 pixels and

covered a spectral range of 7.5–14 μm. The

detected radiant temperature had an abso-

lute accuracy of 1.5 ∘C and the resolution of

temperature was 0.08 ∘C. In addition to the

IR pictures, corresponding visual images of

the monitored sections were taken (1.3 MP).

As the main focus of image interpretation

was the distribution of water temperature,

the emissivity in all the images was consid-

ered constant at 0.96, which is a value in

the mid-range of published values for water

surfaces (Anderson and Wilson, 1984).

The main cross-sections of in situ stream

temperature measurements, as well as

various structures within the stream such

as such as vegetation, riffles and gravel

bars, were examined via IR thermometry.

Measurements were conducted between

13:30 and 15:30 on 21 April 2010 and

from 14:30 until 16:30 on 16 June 2010.

Meteorological conditions were similar on

both recording days and were characterised

by dry weather with transient cloud cover.

Air temperature, relative humidity and

wind speed were measured on site using a

Kestrel 3000 pocket weather meter. Effects

on temperature measurements related to

air temperature and relative humidity were

taken into account as air temperature and

relative humidity data were input into the

camera settings.

Radiant water surface temperature is

only representative of the water column

temperature when the water column is

sufficiently mixed (Torgersen et al., 2001).

Measurements of vertical thermal pro-

files within the water column at different

stream sections using a mercury-in-glass

thermometer (± 0.1 ∘C accuracy) revealed

no thermal stratification. To estimate the

accuracy of the measured radiant temper-

ature, monitored stream temperature was

compared against manual spot measure-

ments of water temperature (kinetic water

temperature) below the water surface.

Differences between radiant and kinetic

water temperature were < 0.2 ∘C. For image

review, InfraTec IRBIS 3 software was used.

Results

Hydroclimatological context
The total amount of rainfall during the

10-week study period from 21 May 2010

to 5 August 2010 was 262 mm, which

is approximately one-tenth of usual total

annual precipitation. The highest daily totals

in precipitation were observed on 20 July

2010, with in total 55.6 mm rainfall occur-

ring (Figure 14.2). A dry period without any

rainfall took place from 15 June 2010 to 23
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Figure 14.2 Mean daily air temperature, daily precipitation and discharge over the 10-week study period in

summer 2010.

June 2010. The discharge hydrograph of the

monitoring period reflects the precipitation

pattern (Figure 14.2). Consequently, most

of the study period was characterised by

low flows followed by maximum flows with

up to > 8 m3 s−1 occurring from 15 July

2010 to 23 July 2010. Mean daily discharge

over the monitoring period was 0.20 m3

s−1, which is about half the magnitude of

the mean annual discharge of 0.43 m3s−1.

Over the full study period, discharge was

inversely correlated significantly with water

temperature at all sites, yielding r-values >

0.242.

Air temperature showed clear diurnal

fluctuations and averaged 13.88 ∘C over

the study period with a standard deviation

(Std) of 2.02 ∘C (Figure 14.2). Mean daily

minimum (maximum) air temperature was

7.35 ∘C (19.42 ∘C) with a mean diurnal

temperature range of 12.07 ∘C. Air tem-

perature was significantly correlated with

water temperature at all sites with r > 0.713.

Figure 14.3 illustrates the relationship

between daily water column temperature

at position 1 and air temperature, revealing

that water column temperature generally

exceeded air temperature over the study

period. The slope of the relationship is 0.59.



�

� �

�

Microthermal variability in a Welsh upland stream 285

8 10

10

12

W
a
te

r 
c
o
lu

m
n

te
m

p
e
ra

tu
re

 (
°C

)
14

16

18

12

Air temperature (°C) 

14 16 18

Figure 14.3 Relationship between air temperature

and water temperature at position 1 based on mean

daily values in summer 2010 including regression

line (thin black line) and 1:1 line (bold black line).

In situ measurements of water
temperature
Since water temperatures measured with

sensor 4a diverged substantially from

other sensors suddenly from 20 July 2010

onwards, this sensor was excluded from

further analysis. Figure 14.4 shows daily

maximum, mean and minimum water tem-

perature at the different positions within the

stream and discharge over the study period.

Fluctuations of daily minimum, mean and

maximum water temperature measured at

the different channel positions mirrored

each other over the study period. However,

maximum and minimum temperature at

position 5a were as much as 0.65 ∘C lower

compared to temperature recordings at

the other positions throughout the time

period from 20 June 2010 to 1 July 2010.

This coincided with an extended low-flow

period (Figure 14.2). Averaged over the

study period, measured water temperature

was highly correlated between all sites (r >

0.980) and mean values averaged over all

loggers displayed standard variations that

were below the accuracy of measurement

(i.e., < 0.2 ∘C; Table 14.2). Mean daily water

temperature, averaged over all tempera-

ture loggers, fluctuated around 14.81 ∘C
± 0.05 ∘C (Table 14.2). Daily minimum

water temperature was on average 12.51 ∘C

± 0.03∘C while daily maximum water

temperature averaged 17.60∘C ± 0.10∘C.

Box-and-whisker plots allowed comparison

of 5 min temperature data between sites

and confirmed the homogeneity between

the recorded temperatures as medians of

water temperature as well as minimum

and maximum temperature did not differ

significantly between sites (Figure 14.5).

Every box-and-whisker plot shows the

presence of outliers related to the low-flow

period in mid June.

To determine the effect of hydrological

conditions and stream thermal capacity

on spatial stream temperature variability,

water temperature was studied explicitly

for the extended low-flow period from

18 June 2010 to 28 June 2010 (mean

daily discharge: 0.07 m3 s−1) and the

high-flow period occurring from 15 July

2010 to 25 July 2010 (mean daily discharge:

0.77 m3 s−1; Figure 14.5). Averaged over all

temperature loggers, mean daily water tem-

perature during the low-discharge period

was 16.51∘C ± 0.10 ∘C (Table 14.2). Mean

daily water temperature measured over the

high-flow period was considerably lower

at 13.49 ∘C ±0.08 ∘C than under low flows.

Similar to mean daily temperature, mean

daily maximum and minimum temperature

was higher under low flows, at 21.25 ∘C
and 12.63 ∘C, respectively, compared to the

high-flow period when mean daily max-

imum and minimum water temperature

were 15.18 ∘C and 12.06 ∘C, respectively.

Standard deviation of minimum daily tem-

perature was 0.03 ∘C and 0.04 ∘C under

low-flow and high-flow conditions, respec-

tively, and thus as low as for mean daily

water temperature. The spatial variability

of daily maximum temperature during high

flows was similarly low (Std = 0.06 ∘C)

but considerably higher under low flows

(Std = 0.25 ∘C). Box-and-whisker plots of
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different positions within the channel and river discharge over the study period. (High- (HF) and low-flow (LF)
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Table 14.2 Daily mean, minimum and maximum water temperature (∘C)

averaged over different periods (with standard deviation in parentheses).

Period Mean (∘C) Min (∘C) Max (∘C)

study period 14.81 (±0.05) 12.51 (± 0.03) 17.60 (± 0.10)
low flow 16.51 (±0.10) 12.63 (± 0.03) 21.25 (± 0.25)
high flow 13.49 (±0.08) 12.06 (± 0.04) 15.18 (± 0.06)
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Figure 14.5 Box-and-whisker plots of water temperature measured with Tinytag loggers (TT) at different

positions within the channel over the study period in summer 2010.

water temperature based on the recorded

5 min data confirmed the spatial homo-

geneity of stream temperature for low- and

high- discharge conditions as temperature

medians did not show any significant devi-

ations among the sites (Figure 14.6 a, b).

However, box-and-whisker plots revealed

that maximum temperature at position

5a was at the minimum 0.65 ∘C lower

than temperature at other sites during the

low-flow period while no differences were

apparent under high flows.

Averaged over all positions, daily ranges

of stream temperature were considerably

lower during the high-flow (3.13 ∘C) com-

pared to the low-flow (8.62 ∘C) period

despite relatively consistent air tempera-

tures, which becomes clearly visible when

comparing the respective box-and-whisker

plots in Figure 14. 6 a and b. Furthermore,

averaged over all sites, daily water tempera-

ture, particularly daily maximum and daily

ranges, were higher relatively during the

low-discharge than high-discharge period

(Figure 14.6 a, b; Table 14.2).

On a diurnal basis, water temperature

along the channel was most similar during

the night and morning (Figure 14.7). From

midday onwards, temperature measured

at position 5a did not increase as strongly

as the temperature registered at the other

channel positions and daily maximum val-

ues at this position remained below those of

the remaining loggers. The maximum diver-

gence, accounting for up to 0.26 ∘C between

temperature at position 5a and the remain-

ing sites, occurred around 15:00. During this

time period, a temporary small divergence
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Figure 14.6 Box-and-whisker plots of water temperature measured with Tinytag loggers (TT) at different

positions during the low- (a) and high-flow (b) period in summer 2010.
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Figure 14.7 Mean diurnal cycles of water temperature measured with Tinytag loggers (TT) at different channel

positions over the study period in summer 2010.

between the other temperature loggers

was also visible. Towards the evening and

throughout the night, water temperature at

the different sites was identical.

Thermal imaging of stream
channel
Thermal pictures were taken on two days

with similar meteorological conditions
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(a) (b) (c)

Figure 14.8 (a) Visual (top) and corresponding infrared image (bottom) taken on 21 May 2010 15:02 just

downstream of site 6a. (b) Visual (top) and corresponding infrared image (bottom) taken on 16 June 2010

15:09 downstream of site 6c. (c) Visual (top) and corresponding infrared image (bottom) taken on 16 June

2010 15:18 at cross-section 4a/b. (Note: White housings on visual images contain water temperature loggers,

and show monitoring position within channel. Channel width is about 4 m and flow is from right to left.

Vantage point and scale of visual and infrared pictures are not exactly the same.) (See colour plate section for colour

figure.)

(see above). Figure 14.8a shows the reach

immediately downstream of position 6a.

The picture demonstrates that water tem-

perature was uniform across and along the

channel (ranging between 20 ∘C and 21 ∘C).

Light blue patches in the top-left indicate

slightly lower water temperature, but values

were still almost 20 ∘C. Flashy bright green

and orange patches at the right riverbank

were related to shaded riverbank structures

and do not represent stream water. The

thermal image displays clearly that chan-

nel water flowing along the riverbank or

around in stream vegetation had the same

temperature as water flowing in the middle

of the channel.

However, at a riffle section where the

stream was relatively shallow with larger

boulders and cobbles protruding from the

water surface, the water surface appeared

slightly cooler (by 0.5–1.0 ∘C) compared

with other areas within the channel

(Figure 14.8b). This section was located

about 5 m downstream of logger position

6c. At this site, channel width is about 4 m

and water level was about 0.13 m at the

time of the IR measurements. Since the

in situ monitoring of stream temperature

did not include this riffle sequence, the IR

monitored temperature variability could

not be confirmed by point measurements.

However, in general, water surface tem-

perature measured via IR thermometry

corresponded well with water column tem-

perature measured by the mercury-in-glass

thermometer.

Figure 14.8c gives an impression of dif-

ficulties that are faced in association with

thermal IR imaging. For logistical reasons,

IR pictures had to be taken in the early

afternoon during the summer time. There-

fore shading effects, mainly arising from the

right (south-side) riverbank, were recorded

as apparent temperature differences at

the water surface. Furthermore, direct

insolation of the channel resulted in strong
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reflectance of solar radiation from the water

surface and appeared as a virtual variation

in stream temperature as seen at the top-left

of Figure 14.8c.

Discussion

This chapter yields insight into the spatial

distribution of water temperature within

a small upland stream and examines the

potential impact of channel morphology,

groundwater influence and hydrological

flow conditions on microthermal patterns.

Stream temperature was measured in

situ at multiple sites (including different

morphological channel features) over a

10-week summer period to reveal uniform

thermal patterns with differences in mean

daily water temperature across monitoring

locations of < 0.1 ∘C (cf. 0.2 ∘C accuracy

of measurements). Hence, channel water

temperature within the study reach appears

largely insensitive to morphological channel

features such as channel incision, channel

width–depth ratio and riparian vegetation. It

is likely that distinct spatial temperature pat-

terns within the study reach were prevented

by high-flow velocities and the associated

high turbulence within the water column.

Spatial variability was low irrespective of

prevailing flow conditions. However, daily

maximum temperature at logger position

5a was up to 0.65 ∘C lower compared with

other sites during the low-flow period,

facilitated by the reduced thermal capacity

of the water column associated with low

flows. Diurnal analysis of water temperature

confirmed this finding in that, compared

with other sites, recorded temperature

at position 5a was lower at the diurnal

temperature peak in the afternoon. Since

this logger was positioned about 0.4 m away

from the south-facing channel bank, which

rises approximately 1 m above the channel

surface at this section, the slightly reduced

temperature maxima at this site are likely

to be related to the reduced solar insolation

during midday/afternoon associated with

shading from the channel bank. Although

temperature divergence at position 5a was

relatively small, temperature variation is

unlikely to have been caused by an instru-

ment error. All temperature loggers were

cross-calibrated in advance, the observed

temperature deviations occurred temporar-

ily and were limited to maximum water

temperature at the respective position; this

is suggestive of a real shading effect.

Thermal IR images of different sections

within the study reach confirmed the gen-

erally low spatial heterogeneity of water

temperature within the channel and did not

show any considerable cross-sectional or

longitudinal temperature gradients. How-

ever, pictures taken of a riffle section about

5 m downstream of logger position 6c iden-

tified some small patches of water column

that appeared to be 0.5 ∘C to 1.0 ∘C cooler

than the surrounding water column. The

slightly lower water temperature at the riffle

section may have resulted from the local

upwelling of relatively cooler groundwater,

as reported in a previous study wherein

ground-based thermal IR imagery was con-

sidered a valuable and promising method to

detect local groundwater inflow into small

streams (Schuetz and Weiler, 2011). The

upwelling of groundwater associated with

riffles is consistent with the findings of other

studies, which reported that riffles exhibit

complex thermal behaviour and may cause

local alterations of groundwater–surface

water interactions (Evans and Petts, 1997;

Hannah et al., 2009; Krause et al., 2011).

Nevertheless, the exchange between chan-

nel water and groundwater was apparently

limited to this section of the study reach,
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as in situ measurements and IR images of

other stream sections, including also another

riffle sequence, did not show any further

coldwater patches. The minor importance

of groundwater influx at the bed and the

dominant influence of air temperature was

indicated by the high correlation between

air and stream temperature (r>0.7) and

conforms to the outcomes of a parallel study,

which was conducted on temporal stream

temperature dynamics of the Afon Llwyd

stream (Gangi, 2010). Accordingly, temporal

temperature dynamics within the stream

bed and water column suggested that within

the study reach, the stream is surface water-

rather than groundwater-dominated.

Comparison of small-scale stream tem-

perature variability with previous work

is hampered by the fact that studies with

a focus on local, micro-scale temperature

variations over distances of centimetres to

metres are scarce. In contrast, more research

on longitudinal stream temperature dis-

tribution at the reach-scale exists and the

factors and processes that control the spatial

variability at the catchment and reach-scale

have been proposed (Torgersen et al., 2001;

Malcolm et al., 2004; Loheide and Gore-

lick, 2006; Cristea and Burges, 2009). For

instance, a conceptual model provided by

Malcolm et al. (2004) outlined that the

catchment topography and the channel

geometry (e.g., channel incision, orientation

and width) exert substantial control on the

thermal regime of running waters at the

reach-scale. However, at the micro-scale

these landscape factors are considered

rather constant and may not be important

in controlling thermal heterogeneity. Clark

et al. (1999) showed that water depth and

shading by riparian vegetation and river

banks yielded considerable (up to 7 ∘C)

lateral temperature gradients due to differ-

ences in water heat capacity and incoming

solar radiation, respectively. However,

their study was focused on groundwater

dominated streams, which had generally

lower stream gradients (0.3–0.5%) and a

greater channel width (>7 m) compared

with the Welsh upland stream examined

herein, whose average channel gradient and

channel width are 0.6% and 4–5 m, respec-

tively. Given the relatively steep channel

gradient, stream flow within the study reach

is quite fast flowing and turbulent yielding

a strong mixing of the water column.

Hence, morphological channel features in

the study reach showed no considerable

effect on the spatial distribution of water

temperature. Furthermore, in contrast

to the channel examined by Clark et al.

(1999), water depth across the channel was

relatively uniform and this may prevent

strong lateral temperature gradients. At the

reach-scale, Malcolm et al. (2004) found

that spatial variability of stream temperature

was most apparent during summer months

when stream temperature is relatively high.

Due to reduced thermal capacity at lower

flow depths, and the enhanced incoming

solar radiation during this season, lateral

temperature contrasts at the micro-scale

are expected to be pronounced in sum-

mer. It can be reasoned consequently that

spatial temperature variability, which was

examined in summer and found to be

low, is unlikely to be enhanced or more

pronounced at another time of the year.

Conclusions

This research has revealed limited

microthermal variability within a Welsh

upland stream. Neither significant lateral

or longitudinal temperature gradients nor

thermal stratification occurred during the

10-week monitoring of stream temperature.
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Small local temperature anomalies were

limited to a coldwater patch associated

with possible upwelling groundwater at a

riffle tail and to local reductions in daily

maximum temperature due to shading from

the channel bank. This study is in contrast

to previous research on microthermal

variability that reported lateral temperature

gradients of up to 7 ∘C related to solar

heating of shallow channel margin zones

and considerable temperature variations

within channels associated with sandbars or

periphyton.

There is evidence from the present study

to suggest that the occurrence of spa-

tial temperature patterns was prevented

through the generally high flow velocities,

hence strong vertical mixing of the water

column, owing to the steep gradient of

the channel. Furthermore, the absence of

floating vegetation and the consistently low

water depth across the channel prevented

local temperature variations and thermal

stratification. Examination of hydrological

conditions showed that daily temperature

range and absolute water temperature

across the study reach were enhanced con-

sistently at low flows compared with high

flows, but variability of daily mean water

temperature within the study reach was

not affected by changes in flow. However,

low flows enhanced local divergence of

maximum water temperature.

Thermal IR imaging provided a useful tool

to monitor temperature distribution within

the channel in a spatially continuous way

even though shading from the river bank

and reflectance of solar radiation from the

water surface may hamper the detection

of temperature variation. Comparison of

previous small-scale stream temperature

studies with our results indicates that

microthermal variability is not comparable

between different streams and highlights

the need for further small-scale studies

exploring the microthermal impact of

hydrological conditions and channel fea-

tures within different stream types. Future

studies should combine techniques such as

ground-based IR thermography and detailed

in situ logging of water temperature as this

allows one to monitor stream temperature

in a spatially as well as temporally contin-

uous way. Furthermore, there remains a

demand for long-term research on spatial

temperature distribution at the micro-scale

that provides understanding of potential

temporal changes in thermal variability

within streams.
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Introduction

The evolution of criteria to characterise river

discharge regimes that maintain biological

integrity (variously termed minimum flows,

conservation flows, environmental flows or

instream flows) has evolved considerably

over the past four decades. These tech-

niques can range from a purely legal stance,

such as the concept of riparian rights or

prior appropriation, both of which grant

primary standing for water consumption, to

the most recent concepts in ecohydrology

which mandate the restoration of a ‘nat-

ural state’ (Poff et al., 1997). Indeed, it is

widely acknowledged that the natural flow

regime has shaped the evolution of riverine

communities and the biological processes

that support them (Naiman et al., 2002; Poff

et al., 1997; Lytle and Poff, 2004). That is,

individual rivers will have a characteristic

flow regime and an associated aquatic biota

that demand a unique set of strategies to

ensure the future integrity of the system.

How these organisms and communities

respond to alterations of some or all of the

characteristics of the flow regime remains

to be explored. However, an understanding

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

of the resilience of the lotic ecosystem and

its unique flow regime is a critical element

in developing an effective management

strategy (Lytle and Poff, 2004).

One of the greatest problems in river

resources management has been the conflict

between economic development and the

legal and scientific definition of ‘beneficial’

use of water resources. That is, what are the

mechanisms that can be used to not only

predict the impact of modified flows on

lotic biota but, whether any gains or losses

in biota can be equated with some sort of

economic index which allows assessment of

their impact on other uses of the resource.

Whether this ecohydrolgical assessment

focuses upon instream communities, ripar-

ian communities or anthropogenic users,

its assumptions and exceptions need to

be considered. A number of intermediate

philosophies have been introduced over

the past two decades to attempt to address

ecohydrological management issues. These

philosophies range from an engineering

approach focused upon water for human

consumption and a modicum of water for

ecosystem requirements, to more recent

proposals for techniques that advocate a

295
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management programme based on ‘nat-

uralised’ flows (see, for example, Richter

et al., 1997).

Estimating the flow allocation assumed

to conserve the biological integrity of an

ecosystem has historically employed best

professional judgement (Tennant, 1976)

or hydrographic approaches that initially

relied upon an estimated flow that was

exceeded at least 70% of the time (Gore,

1989). These methods were followed by

attempts to link hydrographic and hydraulic

conditions to the habitat requirements of

key biota (often game fish but sometimes

endangered species) (Gore, 1989). Basing

flow conservation on this approach assumes

that gauged hydrographic data and the

species(s) selected for modelling also reflect

flows that support other aquatic life in

that system (Gore and Nestler, 1988). A

more recent alternative for a flow allocation

when there is little knowledge of specific

requirements is to recreate (model) the

pre-development flow duration curve or

the ‘naturalised hydrograph’. This natu-

ralised hydrograph prescription assumes a

simple ecological idea; that organisms and

communities occupying any particular river

have evolved and adapted their lifecycles

to long-term, pre-development flow con-

ditions in that river (Richter et al., 1996,

Stanford et al., 1996, Poff et al., 1997). Thus,

with limited knowledge of specific biological

flow requirements, the best alternative is

to recreate the hydrographic conditions

under which the communities originally

existed. To accomplish this objective, a

‘building-block’ model, termed the ‘Range

of Variability Approach’ (RVA) (Richter et al.,

1996, 1997) has been specifically designed as

a river management strategy that attempts

to reconstruct the natural hydrograph. This

analysis requires a minimum of 20 years of

daily streamflow records available for the

analysis. RVA uses a statistical examination

of the 20+ year dataset to establish man-

agement targets for hydrological parameters

most likely to influence ecological condi-

tions (Richter et al., 1996; Olden and Poff,

2003; Monk et al., 2007). Intermediate

models rely upon hydrographic informa-

tion for decision processes but attempt

to incorporate some amount of biological

information, usually gained through consul-

tation with professional fisheries biologists

and aquatic ecologists. In some respects,

these intermediate models are similar to

expert systems. The most popular of these

are a group of computer models often

referred to as wetted perimeter methods

(Gore and Meade, 2008). Finally, linked

models include those models that tie open

channel hydraulics with measured elements

of fish or macroinvertebrate behaviour. The

most widely used example of this model is

the Physical Habitat Simulation (PHABSIM)

(Bovee, 1982; Nestler et al., 1989). PHAB-

SIM is the model most frequently used

within the procedure called the Instream

Flow Incremental Methodology (IFIM)

(Bovee et al., 1998; Lamouroux and Capra,

2002; Munson and Delfino, 2007; Petts,

2008; Peñas et al., 2013).

Regardless of the type of approach to

defining environmental flows in riverine

ecosystems, five elements must be con-

sidered before an adequate decision can

be made. These are: (i) the goal – such as

restoring or maintaining a level of ecosys-

tem structure; (ii) the resource – target fish

species or physical conditions; (iii) the unit

of analysis – how achievement of the goal

is measured, such as a certain discharge or

discharge regime; (iv) the benchmark time

period – an arbitrary number of years of

hydrographic record; and (v) the protection

statistics – one or more critical flow variable,

such as mean monthly flow, mean daily
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or, in some instances, mean weekly flow

(Beecher, 1990).

Developing a management strategy for

riverine resources now also requires con-

sideration of both economic constraints to

baseline data for decisions and multi-decadal

shifts in precipitation and weather patterns.

For example, with reduced expenditures on

historical record keeping (witness the con-

tinual closure of the system of national and

international gauging records), it becomes

more difficult to accurately assess changes in

long-term weather patterns and their result-

ing influence on habitat availability; thus,

resulting in management strategy that may

shift through time in order to best replicate

the natural flow condition. In this chapter,

we discuss a successful management strat-

egy to address some of these concerns, the

potential impact of decadal (or longer) shifts

in weather conditions, and alternatives for

estimating long-term flow patterns when

gauging records are interrupted, terminated

or they have never existed.

Multi-decadal shifts
in weather pattern

A number of oceanic temperature anoma-

lies that affect continental precipitation and

runoff patterns at a regional scale have

been recognised (Pekarova et al., 2003;

McCabe and Wolock, 2008; Millman et al.,

2008). However, only in recent decades has

the connection between these anomalies

and inland river hydrology begun to be

appreciated (Whited et al., 2007; Durance

and Ormerod, 2007; Nunn et al., 2007). In

North America, one of the more influential

anomalies is the Atlantic Multi-decadal

Oscillation (AMO), a sea surface temper-

ature oscillation that occurs in the North

Atlantic between 0∘ and 70∘ N (Figure 15.1)

(Maxwell et al., 2013). Historically it has

been assumed that annual variation in

rainfall and thus streamflow is a more or

less random event, Enfield et al. (2001)

concluded that a long-term oscillation in

rainfall (approximately 60 to 80 years)

is evident, although this pattern may

be affected by other short-term (e.g., El

Nino – 6 years) or long-term cycles (e.g.,

Pacific Decadal Oscillation – PDO, McCabe

et al., 2004; Johnson et al., 2013). Moreover

Mantua et al. (1997) noted that that there

is a statistical relationship between El Nino

(ENSO), the PDO and the AMO, meaning

that they are not actually independent

events as once assumed. Although Enfield

et al. (2001) made these conclusions based

on analysis of flow data from the Kissimmee

River in Florida and the Mississippi, the

Southwest Florida Water Management

District (SWFWMD), ecological evaluation

section (2004) and Kelly and Gore (2008)

have concluded that there is also a similar

multi-decadal shift in flow patterns of rivers

of Florida and the southeastern United

States. In the last decade, the AMO has been

a popular topic of interest in the realms

of environmental flow studies, habitat

and ecological restoration and regulatory

committees (Gaiser et al., 2009; Munson

and Delfino, 2007; Johnson et al., 2013;

Maxwell et al., 2013). So, whether this

oscillation does or does not exist is of more

than academic interest.

Response of river
hydrographs to oceanic
multi-decadal shifts
in weather pattern

Beecher (1990) correctly identified a ‘base-

line’ (or benchmark) time period was

a necessary element when developing
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Figure 15.1 Generalised example of a sea surface oscillation and its potential effects on continental weather

patterns (top). AMO index showing the warm (above line bars) and cool periods (below line bars) with global

average temperature superimposed (bottom). Top graphic adapted from AIRMAP by Ned Gardiner and David

Herring, NOAA. Bottom graphic created by Michon Scott, National Snow and Ice Data Center. (See colour plate

section for colour figure).

environmental flow criteria. However,

Kelly and Gore (2008) suggest that care

should be taken when selecting the baseline

period since an ignorance of multi-decadal

variations in flow could lead to either

unreasonably high or low predictions. For

example, although 20 years or so of record is

generally considered sufficient for a baseline

period (e.g., Richter et al., 1996) if the entire

20-year baseline period falls in a different

portion of the oscillation than the current

one, warm instead of cool, then any devia-

tions from the baseline hydrograph cannot

be unambiguously linked to anthropogenic

activities. Thus, Kelly and Gore (2008)

further suggested that it may be appropriate

to have at least two baseline periods, one

based on a ‘wet’ period and one based on a

‘dry’ period (Figure 15.2).

There is little doubt that lotic species

are adapted to a natural flow regime (Poff

et al., 1997; Lytle and Poff, 2004). Indeed,
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Figure 15.2 Examples of geographic differences in how the AMO can influence both the volume and, inde-

pendently, the seasonality of seasonal baseline flow rates in the rivers of Florida. (Graphics adapted from

M. Kelly and J.A. Gore, 2008.) Blue lines show the warm AMO period (1940–69) while green lines indicate the

cooler AMO period (1970–99). Note that the effect of the AMO is different, and even reversed, depending on

the geographic location of the river basin. Data from the USGS National Water Information service. (See colour

plate section for colour figure.)

many of our current regulated flow man-

agement strategies are based upon that very

assumption. However, a critical manage-

ment question yet to be tested is the ability

of the assembled communities to adapt

to alteration in the frequency, timing and

duration of low-flow extremes (Lytle and

Poff, 2004). More importantly, the ability to

predict the pattern of community changes

and, to a greater extent, the resilience of

communities will become important factors

in effectively managing systems under the

threat of anthropogenic modifications and

potential climate changes in the future.

The building-block approach

The Florida legislature has directed the

Florida Department of Environmental Pro-

tection (FDEP) and the state’s five water

management districts (WMDs) to develop

ecologically defensible minimum flows and

levels that would protect the resources

of the state from ‘significant harm’ due to

water withdrawals (Section 373.042, Florida

Statutes). It is essential for the development

of minimum flows and levels (MFLs) that

temporal and spatial flow trends are under-

stood in terms of natural and anthropogenic
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effects. The Southwest Florida Water Man-

agement District (SWFWMD) approached

the development of environmental flows as

an opportunity to examine the relationship

between the potential effects of the AMO

(Munson et al., 2005; Kelly and Gore,

2008), potential changes in lotic commu-

nity structure (e.g., biodiversity) and the

management decisions that might alter flow

allocations in the future.

There is a considerable body of knowledge

that indicates that virtually every habitat

parameter and life-stage requirement of lotic

biota are linked, either directly or indirectly,

to changes in hydrological or hydraulic

conditions (Heede and Rinne, 1990; Gore

et al., 2008). Gore et al. (2008) have provided

a recent review of these relationships for

invertebrates, and similar reviews have

been provided by Heede and Rinne (1990)

for fish species. With the development of

the field of ecohydraulics, it is sufficient to

say that variation in the year-class strength

of fish species (Bonvechio and Allen, 2005),

fish community structure (Pyron and Lauer,

2004; Sheldon, 2011; Caiola et al., 2014)

and large-scale and small-scale changes

in benthic macroinvertebrate composi-

tion (Statzner et al., 1988; Cowell et al.,

2004; Brooks et al., 2005; Statzner, 2008;

Zigler et al., 2008; Hussain and Pandit,

2012; Sanz-Ronda et al., 2014) can all be

attributed to changes in hydrologic and

hydraulic conditions. In turn, recent work

shows how hydrologic and hydraulic con-

ditions in rivers are strongly influenced by

oscillations like the AMO (Gaiser et al., 2009;

Domisch et al., 2013; Johnson et al., 2013;

Sheldon and Burd, 2013; Maxwell et al.,

2013) and we can link global scale climate

to river biotic response. Thus, the approach

to modelling the response of river resources

to water abstraction should also consider

climatological oscillations and variability.

The approach used by SWFWMD to

propose environmental flows (MFLs) is

consistent with the building-block approach

proposed by Postel and Richter (2003).

Most of the SWFWMD jurisdictional rivers

follow the Southern River Pattern (SRP)

of Florida (Kelly and Gore, 2008), and

we concentrated on those rivers for this

research. Three distinct flow periods were

evident in hydrographs of median daily

flows for each river (Figure 15.3). Lowest

flows (block 1) occurred during late spring

and summer, approximately Julian days

110–175, and were considered to be the dry

season. Highest flows occurred during an

approximate 125-day period (block 3) that

immediately followed the dry season. This

is the period when the floodplain is most

likely to be inundated. The remaining days

constituted an intermediate or medium flow

period (block 2). The approach to setting

minimum flows and levels for all SWFWMD

rivers is habitat based and assumes that

an overriding consideration should be

established for each block. During high-flow

periods (block 3), the primary concern is

maintaining adequate floodplain connec-

tions as potential spawning and nursery

habitat, as well as soil nutrient regeneration.

HEC-RAS (Hydrologic Engineering Cen-

ter – River Analysis System) – developed

by the US Army Corps of Engineers – is

a modelling system commonly used to

estimate the inundation characteristics of

various habitats at transects placed across

the rivers. The greatest potential impacts to

lotic communities are likely to occur during

the annual low-flow period, block 1, and

the water management district opted for the

modelling approach (PHABSIM) to assess

potential changes in available habitat under

these conditions.

PHABSIM requires a transect of mea-

surements of depth, mean water column
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Figure 15.3 Building-block approach to restoring a hydrograph similar to the historical record. The line depicts

a theoretical median flow hydrograph based upon 30 years of daily flow records. Block 1 (with left hash-marks)

represents the wetted perimeter. Block 2 (with right hash-marks) represents the additional flow required by

physical habitat requirements (PHABSIM). Block 3 (with stippling) represents additional flow to maintain

annual inundation of riparian floodplains. Block 4 (with vertical lines) represents additions for special bio-

logical/physicochemical conditions.

velocity, evaluation of substrate and cover,

slope, and water surface elevations for a

series of discharges located at one or more

hydrologically typical stream reaches (Bovee

et al., 1998). As an example, cross-sections

were examined at nine sites along the length

of Myakka River while six cross-sections

were selected for the Alafia; three repre-

senting broad-shallow reaches of the upper

river and three representing the incised

downstream reaches of the river. Following

accepted practices for PHABSIM analysis

(Milhous et al., 1989), we chose a suite of

target biota including popular game fish,

largemouth bass (Micropterus salmoides),

bluegill sunfish (Lepomis macrochirus),

spotted sunfish (Lepomis punctatus) and

macroinvertebrate community diversity

(sensu Gore et al., 2001). Macroinvertebrate

data from the northern Withlacoochee were

provided by Florida Wildlife Conservation

Commission, and we developed habitat

suitability criteria according techniques

described by Gore and Judy (1981).

Predictions of habitat available (expressed

as weighted usable area, WUA) over a range

of typical discharges were produced for

each species’ life-stage as well as for benthic

community diversity. These predictions of

habitat change were analysed over bench-

mark time periods using time-series analysis

(Bovee et al., 1998). As shown by Kelly and

Gore (2008), rivers in Florida with a SRP

generally exhibited higher flows during the

1940 to 1969 period compared with flows

during the 1970 to 1999 period. Therefore,

for each river system, we chose to break the

time series analysis into wet periods (1940

to 1969) and dry periods (1970 to 1999) in

order to elucidate any differences in habitat

availability and/or changes in potential

targets for management.

Since the differences in mean daily and

mean monthly flows between wet and dry

periods can vary by an order of magnitude

during some seasons, we conducted a

species sensitivity analysis using PHABSIM

simulations of each time period and the

effect of mean monthly flow reductions

of 10, 20, 30 and 40%. This allowed us to

determine how wet and dry periods would

affect habitat availability in relation to MFL

statutes; such regulations requiring that no

‘significant harm’ be brought to the riverine

ecosystem. ‘Significant harm’ remains unde-

fined in statutory documentation meaning
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that there is no numerical criterion with

which to make comparisons. Gore et al.

(2002) recommended a habitat loss of 15%

or more from current or undisturbed condi-

tions as an appropriate indicator; however,

this is not a universally accepted breakpoint

and the criteria used by other states in the

USA can vary from habitat losses of 10 to

33% (see recommendations by Dunbar et al.

1998 and Jowett 1997). Of particular inter-

est were the potential changes in habitat

available for target species and communities

as a result of the multi-decadal shifts in

hydrologic conditions alone. For example,

we concentrated on conservation flow

recommendations for the block 1 and block

2 hydrologic conditions (sensu Postel and

Richter, 2003, Figure 15.3, during dry and

wet multi-decadal periods on the Myakka

and (northern) Withlacoochee rivers. We

followed Gore et al. (2002) and defined

significant threat of population loss to be the

point at which the species, functional group

or life-stage lost more than 15% of available

habitat in any given month. Some biota

were predicted to experience an increase in

available habitat while others a significant

loss of habitat for the same flow reduction.

It is assumed that ‘habitat gain’ has the

potential to modify community dynamics,

if flows are maintained over a long period

of time. For species that were predicted to

experience a significant habitat loss, the

life-stage or species that had the greatest

loss with the lowest percentage of flow

reduction was considered to be the indicator

of change in community composition.

In an example using benthic invertebrates

(Figure 15.4) from the Myakka River, the

time-series analysis predicted changes in

the habitat available as the percentage of

flow reduction increased, though primarily

during the winter dry season. However, the

relative proportions of habitat increase or

reduction did not appear to be sufficient

to conclude that there was sensitivity to

either ‘dry-period’ or ‘wet-period’ condi-

tions (Figures 15.1 and 15.2). In the case

of the habitat available to juvenile spotted

sunfish, considered to be the most sensitive

life-stage and most likely to experience

a reduction in survival, the 15% critical

habitat loss threshold was exceeded during

the dry season of both phases of the AMO.

However, the threshold was crossed during

more months with greater flow reductions

during the cold, wet (1940–69) AMO cycle

than the warm, dry cycle (1970–99). Thus,

unlike benthic invertebrate diversity, juve-

nile spotted sunfish increased in relative

abundance during the month of April during

the wet AMO periods (Figure 15.5). For any

reduction in flow greater than 10%, juve-

niles were predicted to lose more than 15%

of their habitat. However, during the dry

AMO periods, available habitat for juvenile

spotted sunfish was predicted to increases

for all levels of flow reduction; exhibiting

modest increases of up to 5%. This result

suggests that statutory changes in flow

allocations could be based upon predicted

changes in fish community structure (as

indicated by the potential success of certain

target species).

When tabulated, the shift in sensitivity can

be used to indicate the species or life-stage

most sensitive during each combination

of month and dry or wet AMO phase

(Table 15.1). With the exception of two

months, different life-stages or functional

groups were most sensitive. This set of

observations explains anecdotal comments

by local fisherman that, when they were

young, some 30 or more years ago, a differ-

ent fish (either largemouth bass or spotted

sunfish) dominated the river systems.

Similar shifts in the sensitivity to over-

all changes in flow pattern between the
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Figure 15.4 Change in the amount of Myakka River benthic macroinvertebrate habitat in response to four

water abstraction scenarios (10, 20, 30 and 40%; increasing grey scale) during a recent warm phase (top panel)

and cool phase (bottom panel) of the Atlantic Multi-decadal Oscillation.

wet and dry periods of AMO cycles were

observed for biota in the northern Withla-

coochee River. However, although the target

fish species did not experience significant

habitat gains or losses between phases, some

species of benthic macroinvertebrates did,

especially the Chironomidae (the non-biting

midges). The most dramatic of these shifts

in habitat availability were predicted for

Psuedochironomus sp. (shallow–moderate

flow, tube dwellers) and Cricotopus bicinctus

(shallow-to-deep, slow flow, tube dwellers);
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Figure 15.5 Change in the amount of Myakka River juvenile spotted sunfish habitat in response to four water

abstraction scenarios (10, 20, 30 and 40%; increasing grey scale) during a recent warm phase (top panel) and

cool phase (bottom panel) of the Atlantic Multi-decadal Oscillation.

two species with contrasting habitat require-

ments. For example, with Psuedochironomus

sp., the magnitude of habitat lost at greater

flow reductions was higher and the duration

of loss extended two months longer during

the dry season periods than the wet season

periods (Figure 15.6 and 15.7).

Similarly, Cricotopus bicinctus was also

predicted to experience significant changes

in habitat availability during the 30-year

wet and dry periods. A tabulation of sen-

sitivities reveals that these two genera are

equally likely to lose habitat and experience

reduced population success during dry peri-

ods, while Psuedochironomus, a species that
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Table 15.1 Comparisons of dominant life-stages in the Myakka River between wet and dry

periods as influenced by the Atlantic Multi-decadal Oscillation.

Month Dry hydrograph
Most sensitive life-stage

(>15% habitat loss)

Wet hydrograph
Most sensitive life-stage

(>15% habitat loss)

January adult largemouth bass adult spotted sunfish
February adult largemouth bass adult spotted sunfish
March adult largemouth bass adult spotted sunfish
April adult largemouth bass juvenile largemouth bass
May spawning largemouth bass juvenile largemouth bass
June juvenile largemouth bass adult spotted sunfish
July adult spotted sunfish no sensitive life-stages
August no sensitive life-stages benthic macroinvertebrates
September adult spotted sunfish adult spotted sunfish
October adult largemouth bass adult spotted sunfish
November adult largemouth bass adult spotted sunfish
December adult largemouth bass adult largemouth bass

favours dry periods, is predicted to be most

impaired during wet intervals (Table 15.2).

These results indicate that the dramatic

changes in community structure, function

and energy flow associated with wetter

and dryer periods are as much or more

than those associated with anthropogenic

reductions in flows. As for the largemouth

bass and juvenile spotted sunfish-based

criteria (Table 15.1), choice of target species

will affect the regulatory trigger for MFLs

depending largely on which phase of the

AMO is occuring. The implication is that a

robust MFL starategy calls for determination

of any confounding AMO phase effects

and use of a target species and criteria

appropriate to the specific phase occuring.

Creating hydrographic
information in ungauged
catchments

Clearly, knowledge of the effect of oceanic

oscillations like the AMO on hydrographs

is important for water resource/river flow

and habitat management. However, a large

number of the rivers and streams that are

likely to be exploited for water abstractions

in the future are ungauged or without

long-term discharge time series (Sivapalan

2003; Sivapalan et al., 2003). Fortunately,

a variety of hydrologic models can be used

to establish the necessary discharge–habitat

relationship; however, even these require

sufficient records of the river-specific

hydrograph to produce reasonably accurate

estimation of expected conditions (Gore

and Mead, 2008). Due to the specific data

requirements, the absence of a network of

long-term gauging stations, such as those

maintained by the USGS, USEPA or water

utilities, is a major constraint upon devel-

opment and application of river and reach

specific minimum flow standards. Unfortu-

nately, a large proportion of both new water

resource demands and critical fish habitats

throughout the world are in ungauged

watersheds or river reaches (Smakhtin,

2001; Tharme, 2003). This creates a signifi-

cant management conundrum because the
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Figure 15.6 Change in the amount of Northern Withlacoochee River Pseudochironomus sp. habitat in response

to four water abstraction scenarios (10, 20, 30, 40%; increasing grey scale) during a recent warm phase (top

panel) and cool phase (bottom panel) of the Atlantic Multi-decadal Oscillation.

most widely approved, applied and success-

ful tools for establishing minimum flows

(hydrologic habitat modelling) are limited

to systems where gauge data already exist

(Gore and Mead, 2008). At the same time

the priority systems for future assessment,

planning and management are those that

do not have gauging stations or historical

hydrographs; that is, at least 20 years of

hydrographic records. Clearly, new tools are

required for these formerly-low-priority,

ungauged systems.

One potential solution makes use of

GIS-based models to estimate the local

stream conditions, including discharge

hydrographs of watershed topography,

precipitation and subsequent runoff

(Kokkonen, 2003; Martin et al., 2005; Cheng
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Figure 15.7 Change in the amount of Northern Withlacoochee River benthic Crictopus bicinctus habitat in

response to four water abstraction scenarios (10, 20, 30 and 40%; increasing grey scale) during a recent warm

phase (top panel) and cool phase (bottom panel) of the Atlantic Multi-decadal Oscillation.

et al., 2006; Casper et al., 2011). One of the

most widely used of these watershed yield

models is the Soil and Water Assessment

Tool (SWAT, Neitsch et al., 2001). SWAT was

selected for this study because it is spatially

explicit and widely available in the public

domain and is already in widespread use

for water resource management (Reiser

et al., 1989; Gore and Mead, 2008). SWAT

has the ability to produce watershed

specific instream discharge hydrographs

using GIS-formatted soil properties, land

cover/use, meteorological data and digital

elevation models of topography (DEMs).

These SWAT-generated hydrographs have

the potential to replace gauge records as the

input for instream habitat availability mod-

els in ungauged river reaches, limited only
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Table 15.2 Comparison of dominant Chironomids and the impact of streamflow

reduction during wet and dry periods. Numbers in parentheses are the flow

reductions determined to cause ‘significant’ harm.

1940–69 (Wet AMO) 1970–99 (Dry AMO)

Jan Pseudochironomus sp. (-10) Pseudochironomus sp. (-20)
Feb Pseudochironomus sp. (-20)

Cricotopus bicinctus (-20)
Pseudochironomus sp. (-20)

Mar Pseudochironomus sp. (-20) Pseudochironomus sp. (-20)
Apr Pseudochironomus sp. (-20)

Cricotopus bicinctus (-20)
Pseudochironomus sp. (-20)
Cricotopus bicinctus (-20)

May Pseudochironomus sp. (-20)
Cricotopus bicinctus (-20)

Pseudochironomus sp. (-20)
Cricotopus bicinctus (-20)

Jun Pseudochironomus sp. (-10) Pseudochironomus sp. (-20)
Jul Pseudochironomus sp. (-20)

Cricotopus bicinctus (-20)
Pseudochironomus sp. (-20)

Aug Pseudochironomus sp. (-20)
Cricotopus bicinctus (-20)

Pseudochironomus sp. (-20)

Sep Pseudochironomus sp. (-20) Pseudochironomus sp. (-10)
Oct Pseudochironomus sp. (-10) Pseudochironomus sp. (-10)
Nov Pseudochironomus sp. (-10) Pseudochironomus sp. (-10)
Dec Pseudochironomus sp. (-20)

Tvetenia (-20)
Pseudochironomus sp. (-20)

by the length and completeness of precipita-

tion and land use records. However, before

this approach can be used more widely,

we need validation studies to be confident

that GIS-based hydrograph predictions are

reliable and accurate. One known limitation

to the accuracy of water yield predicted by a

SWAT model is the effect of the DEM topo-

graphic resolution (Vieux and Needham,

1993; Vieux, 1993; Usery et al., 2004). In

the United States, digital elevation models

(DEMs) are publicly or commercially avail-

able at several different grid resolutions,

typically at 300, 90 and 30 metre sampling

grids (in Europe they are available at 500, 50

and 10 metres). Choice of resolution with

which to simulate watershed topography has

strong effects on the accuracy of resulting

modelled hydrographs, thus they ultimately

have the potential to introduce ecologically

significant error into the hydraulic habitat

modelling involved in the MFL process

(Kelly and Gore, 2008; Casper et al., 2011).

Development and use of spatially explicit

models are needed in order to provide pro-

tection from over-allocation in undeveloped

and/or ungauged systems. However, certain

caveats and assumptions must be explicit

when model output is to take the place of

directly measured river basin hydrographs:

precipitation records should be of sufficient

length to accurately portray one if not both

phases of an oscillation such as the AMO,

assumptions about changes in land use char-

acteristics during the period modelled need

to be explicitly stated, and topographical

data such as Digital Elevation Models (DEM)

or LIght Detection And Ranging (LIDAR)

need to have appropriate resolution and

basin coverage to accurately reflect dynam-

ics (timing, volumes) of overland flow to

the river in question.
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Conclusions

In the search for fish habitat conservation

policies and supporting tools, there are

several confounding challenges. First among

these is disentangling the effects of anthro-

pogenic water abstraction from that of shifts

in the hydrologic regime due to natural

rainfall–runoff cycles and oscillations like

the AMO. These oscillations are primar-

ily oceanic and operate on multi-year or

multi-decadal time scales. Thus, it becomes

for policy makers, water managers and

conservation scientists to connect decisions

to continental patterns of river hydrology

and predictions of water allocation. How-

ever there is ample evidence accumulating

and a consensus of opinion forming that

these global multi-decadal oscillations play

a major role in driving the availability of

aquatic habitat and thus structure and

function in many rivers across the globe.
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Introduction

In the context of practical river restoration

(with the UK being the main focus of

this chapter), we aim to explore how the

quest for an integrated catchment approach

(i.e., one that recognises the existence of

ecosystems and their role in supporting flora

and fauna, providing services to human

societies, and regulating the human envi-

ronment), and one based on natural river

process principles, has developed. We also

aim to identify trajectories of change in

thinking and illustrate how far we have

moved from small-scale opportunist restora-

tion, with limited indicators of success, to

arguably more integrated and ambitious

catchment-scale approaches that can deliver

a range of services for the environment and

for society.

Such discussion is timely, since despite

inevitable barriers there is clear appetite,

enthusiasm and opportunities, both at

the local and national levels, to instigate

catchment-scale restoration. Within this

chapter we piece together the last 25 years

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

of practical and scientific elements of river

restoration, explore what have been the

key drivers for change, and ask challenging

questions about where gaps still remain in

terms of policy, research and practice.

Trajectories of change
The context of river restoration worldwide

is one of past damage, both to morphol-

ogy and to flow, with resultant ecological

degradation. Freshwater conservationists

campaigned throughout the 1970s and

1980s to ‘mend the morphology’ or, at

least, slow the rate and extent of dam-

age. Despite publications such as Fluvial

Hydrosystems (Petts and Amoros, 1996) the

hydro-ecological concept took time to be

accepted, especially in Europe (see Petts,

1979; Richter et al., 1996; King and Brown,

2010, for more details). This in part was

because dam-building activities reduced

significantly in Europe during the late

twentieth and early twenty-first century

compared to other places in the world.

Furthermore, it was generally easier to

explain how the removal of morphological

313
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complexity had resulted in a reduction of

ecological and aesthetic value rather than,

for example, explain the importance of how

a range of discharges was critical for the

lifecycle requirements of fish and macroin-

vertebrates. Despite this, a number of

landmark contributions to interdisciplinary

research aimed at better river conservation

and management outcomes (e.g., Petts and

Calow, 1996; Petts et al., 1989). These high-

lighted both the benefits of such approaches

and the need to understand the relationship

between ‘services’ the ecosystem provides

based largely on the hydrogeomorphic

character of the river (Thorpe et al., 2010).

Over time, this has resulted in an evidence

base that has begun to demonstrate that

it is the combination of morphology and

hydrology that determines how effective

a river can be in terms of supporting a

range of wildlife (e.g., Newson, 2010a).

The concept of ‘hydromorphology’ is now

embedded within the EU Water Framework

Directive along water and sediment quality

issues: collective quality improvement of

all these elements is now seen as critically

important to improving ecological habitat

and restoration success. But, despite this,

questions remain about how far this under-

standing has translated into ‘best practice’

river restoration that has as its outcome

enhanced catchment-scale connectivity.

How far this has been achieved and what

the future might hold is discussed in this

chapter.

Restoration beginnings in Britain
and Europe: EU-LIFE and the River
Restoration Project
In September 1990, the then Nature Con-

servancy Council in Great Britain held an

international conference entitled River Con-

servation and Management. The conference

was held at York University, attracted 337

delegates from 29 countries (Boon, 2012),

and its emphasis reflected the fact that the

subject of river conservation and manage-

ment, including restoration, was then at

an early stage of evolution. A serendipi-

tous outcome of the York conference was

sparked by a paper entitled ‘The struggle

to conserve one Czech river’, delivered by

Nadia Johanisova (cited in Holmes and

Janes, 2012). Johanisova described how,

even in the 1980s, initiatives existed (within

Europe but outside the UK) where local

communities were undertaking practical

river restoration schemes under their own

volition. This led to a number of conference

delegates, championed by the late Nigel

Holmes, to meet to determine what of a

practical nature could be done to improve

river management in the UK. The outcome

was the founding of the River Restoration

Project (RRP) in 1993, which led directly to

the formation of a national River Restoration

Centre (RRC). This novel idea gained sig-

nificant impetus via European Union-LIFE

funding along with financial support from

local authorities, river management and

other organisations. The practical outcome

was three comparative restoration schemes

in Europe with their shared objective being

development of formal and agreed generic

methods for improving the ecological and

aesthetic value of degraded rivers. One of

these schemes was on the River Brede in

Denmark; the other two were located in

the UK and addressed both urban and rural

settings through the well-documented, both

in terms of design and evaluation; the River

Skerne in north east England and the River

Cole in southern England (e.g., Holmes and

Nielson, 1998; Murphy and Vivash, 1998;

Biggs et al., 1998; Åberg, 2010).

The rivers restored within this EU-funded

study had all undergone significant
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human-induced modification. The aspi-

ration was to demonstrate, through the

implementation of a variety of techniques,

that a range of services could be addressed

and improved including, for example, recre-

ational amenity, water quality, fisheries,

wildlife habitat and flood risk (Vivash et al.,

1998). The project had a key objective

of serving as a catalyst, through which

knowledge could be gained and expertise

shared, to benefit all who might subse-

quently undertake river restoration work.

As the aim of this demonstration project

was promotion of further river restoration

work, sites were chosen where degraded

river reaches could be improved with low

risk of failure (Åberg and Tapsell, 2012). In

terms of geomorphology and stream power

calculations, for example, these sites fell well

below the ‘dynamic adjustment’ threshold

outlined by Brookes 1987, and therefore,

once modified, needed the implementation

of restoration techniques to ‘kick start’ any

natural processes.

Early restoration designs were developed

with input from a mix of academics and

practitioners from a range of disciplines.

Although channel restoration guides and

concepts had already been compiled and

implemented in other countries, especially

in the USA as discussed by Palmer et al.

2005 and in Germany (Kern, 1992, 1994),

no reach-scale river rehabilitation had been

carried out prior to this venture in either

the UK or Denmark. As a result, the designs,

it could be argued, were cautious, under-

pinned by river engineering principles, and

completed in opportunistic locations where

there was a single landowner with a positive

attitude to restoration principles. Certainly,

compared with more recent guiding princi-

ples on river restoration, the projects were

not specifically set against a reference reach

within the catchment or process-based

principles as discussed, for example, by

Beechie et al. 2010; Roni and Beechie (2013)

and the RRC’s online Manual of River Restora-

tion Techniques (2014). Historic maps were

consulted to provide background about the

river prior to its degradation, but there was

no translation of the restoration concept

into what is now termed in the EU Water

Framework as ‘hydromorphological quality’

(i.e., the structure, evolution and dynamic

morphology of a hydrological system over

years, decades and centuries), or ‘favourable

condition/conservation status in the context

of optimal habitat condition for a specific

designation’, as defined by Jones (2002).

This is not to denigrate what proved to be

very worthwhile and high-profile activities

(such was the prestige that the then UK

Prime Minister, John Major, attended the

official RRP launch). Rather, it reflects

the prevailing issues of the time in that

whilst academic attention was directed at

understanding river catchment processes in

the context of reaches of erosion, deposition

and transport for management purposes,

this information was not cascaded down and

embedded in the more practical elements of

best practice interventions and appropriate

use of restoration techniques. The general

consensus was that restoration required

a close approximation to a structural and

functional return to some pre-disturbance

condition (Cairns, 1991; Downs and Gre-

gory 2004). Defining such pre-disturbance

condition often became the hardest thing to

accurately define, especially in systems that

had been altered in terms of their morphol-

ogy and hydrological regime. The outcome

was that many approaches ended up as

piecemeal, site-specific eco-engineering

projects designed as sediment transfer

reaches and hence often unable to recover

through natural physical processes.



�

� �

�

316 Chapter 16

Like many schemes (e.g., Moerke and

Lamberti, 2004), the River Skerne’s long-

term ecological recovery has been hampered

by water quality. In the River Cole, barriers

to sediment transport (including low stream

power) have reduced the natural devel-

opment of riffles (Åberg, 2010). Pederson

et al. (2007) observed that, whilst wetland

bird species abundance and diversity had

increased on the rehabilitated Danish River

Skjern, an unintended consequence was

increased predation on migrating smolts of

salmon and trout. Despite this, the authors

argue that these inspirational 1990s projects

did do exactly what they intended to do: act

as a catalyst for future change in attitudes

towards restoration of our water courses.

Since then, despite there being a range

of legal environmental mandates in place

for many countries (Beechie et al., 2010),

criticism has often been voiced, particularly

during the late 1990s and early 2000s (e.g.,

Ormerod, 2004; Palmer et al., 2005), about

the lack of frameworks and strategies that

focus on integrated delivery at the catch-

ment scale. Within the same time period,

Petts et al. (2002) stressed that it is essential

that rivers, particularly urban ones, are

perceived as the central focus in terms of

connecting different catchment areas and

thus contributing to social cohesion, recre-

ation, navigation, flood management and

nature conservation. It is these wider bene-

fits and attributes that are now beginning to

be enveloped in the concept of ‘ecosystem

services’ (Palmer et al., 2014; Gilvear et al.,

2013; Large and Gilvear, 2015).

Delivery of restoration
A workshop on river rehabilitation at

Loughborough University, England, in

the early 1990s raised a number of spe-

cific questions regarding early attempts at

river restoration. Much discussion at the

time centred on definitions of restoration

(interpreted as strategic approaches towards

full structural and functional return to a

pre-disturbance state (as discussed above)

and as opposed to the less-ambitious and

often opportunistic rehabilitation efforts

prevalent at the time). Even at this early

point in the UK’s river restoration his-

tory, there was a recognition that schemes

needed to be holistic and entail at least

an element of ‘catchment consciousness’

and, wherever possible, concentrate on

self-sustaining regimes so that disturbance

and natural subsidies of energy would foster

natural succession and rejuvenation. Yet,

demonstrating how to do this effectively

has not been a straightforward path towards

success.

Towards catchment consciousness?
Initially, it was felt that to achieve ’catch-

ment consciousness’, restoration workers

needed a shared vision (the ‘leitbilt’ of

Kern, 1992) of what was feasible in any

particular case study. A recurring issue over

the ensuing two decades, however, has been

a consistent definition of this vision. The

amount of freedom for restoration is often

site specific, and constraints exist as to how

far we can ‘let nature rule’. Wohl (2004)

highlights an enduring problem in that

people interpret a ‘healthy’ river as a ‘pretty’

one with, for example, clear water and

stable banks, as well as being ‘active’. How-

ever, healthy systems often possess neither

attribute and even decent-looking systems

may be critically impaired due to activi-

ties such as flow regulation or long-term

degradation of riffle and pool habitats.

More recently, stakeholders have been

encouraged to become involved with

restoration schemes (Newson, 2011). As

such they expect, and indeed deserve, acces-

sible information in order to properly judge
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risks and benefits. In Scotland, for example,

a scheme run by the World Wildlife Fund

(WWF) in the 1990s entitled ‘Wild Rivers’

struggled somewhat, due to negative public

perception about the term ‘wild’. Similarly,

the series of damaging flood events in the

UK since 2000 has made local communities

more risk adverse to changes in how our

river systems are managed. Understandably

there is often a reticence for river and

associated floodplain schemes aimed at

‘slowing the flow’ in the name of more

sustainable flood management with wider

environmental benefits. Such schemes are

often perceived as increasing the uncer-

tainty about how rivers work. Yet, at the

same time, government agencies advocating

societal benefits are actively encouraging

the idea of a catchment-based approach to

river restoration on the grounds that it will

deliver positive and sustaining outcomes,

and through transparent decision-making

processes will deliver activities that improve

the water environment (Defra, 2013).

With such differing messages, and with

the current UK emphasis on science with

societal impact, river scientists need to be

mindful not to generate ‘evidence’ without

having a well-defined end user or policy

dimension focus. Without this link between

policy, science, practice and societal needs,

the current optimism (and funding base) for

catchment-based restoration could be short-

lived.

Knowing what we are aiming for:
a question of pre-disturbance or
future resilience
Ensuring catchment characteristics are

understood, and developing river restora-

tion plans within this context, is now a

recognised mainstream approach across

the UK, in part promoted by the RRC

(RRC, 2011). This reflects the situation

elsewhere and especially in the United

States (e.g., Roni and Beechie 2013). Whilst

the aim of restoration efforts must always

be long-term, sustainability and resilience

questions remain as to what demonstrates

success. An issue here is that whilst those

funding the work often want very spe-

cific answers to questions, the research

community traditionally deals in trends,

not real numbers (e.g., Bradshaw, 1988,

1996). This divergence of approaches and

attitudes is further complicated by the

premise that river ecosystems are driven

by natural, nonlinear succession, which

complicates both the vision of what state

a system should be restored towards and

how to define outcomes. This debate brings

us to the discussion about redefining what

is meant by ‘reference’ conditions so that

success can be confidently expressed to

all interested parties. In early restoration

efforts, a reference condition was sought

that reflected any changes in restoration

potential that may occur through time,

defined by Kondolf and Downs (1996) as ‘a

relatively natural channel reach with a rel-

atively high conservation value (presumed

to be similar to the pre-disturbance state’.

However, identifying such a pre-disturbance

reference point that can determine ‘normal’

ecological communities and physical pro-

cesses is often difficult: if inappropriately

identified, it can hamper demonstration of

success, as reported by Sear et al. (1998).

Others favoured the idea that reference

conditions for river restoration should be

based on calculating the expected/predicted

changes and improvements based on the

understanding of current processes (Power

et al., 1998).

The need for a clear approach to refer-

ence condition thinking is demonstrated

through the limited conclusions derived

from completed restoration schemes. For
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example, De Waal et al. (1995) detailed 66

restoration schemes operating in Europe in

the early 1990s; of these 68% were rural

in character, 11% were purely urban, with

the remainder being a combination of both.

Since the completion of these schemes

in the 1990s, several studies have been

carried out seeking to demonstrate their

success, yet the findings have been far from

conclusive. Few of these studies consider

reference conditions, and this together

with the inevitable lack of baseline data

collection (Downs and Kondolf, 2002) make

necessary repeated research requests for

long time series involving repeat monitoring

to quantify trends (e.g., Tockner et al., 1998;

Roni et al., 2002; Woolsey et al., 2007). The

quest to effectively quantify success was

also hampered by the ‘disappearance’ of

results and information gained from pre-

and post-project appraisal into unpublished

reports and the ‘grey’ literature (Wade et al.,

1998) along with the overall lack of project

monitoring (Smith et al., 2014).

As a result of the above, the evidence base

about river ecological and physical processes

stems from empirical observations that seek

to identify repeatable patterns and trends

over time. We now appreciate that there

are predictable species–habitat relationships

over short timescales, that wood plays

a key role in rivers worldwide and that

large rivers behave differently to smaller

streams (e.g., Gupta, 2008). Crucially, we

also now accept that heavily modified rivers

are the ‘norm’. As Geoff Petts concluded

at the 2013 ISRS symposium in Beijing,

the traditional three-reach classification

model favoured since the 1960s often no

longer applies: ‘we’ve done away with the

mid-reaches by damming upstream reaches

and extending downstream reach types

back upstream principally through channel

modification’ (Petts G.E., 2013, personal

communication). System dynamics are often

more redolent of transient states than

those in equilibrium, and hydro-ecological

models are limited by modified river con-

ditions, simplified channels and degraded

biological conditions compounded by alien

and introduced species. Changes in the

quality, quantity and seasonal availability of

food for organisms, deterioration of water

quality through temperature changes and

excessive turbidity, habitat modification,

water quantity and flow and reduced biotic

interactions, as explained in NRC 1992, are

the key recognised stresses on our river

systems. Clearly, collectively, there has

been much discussion about restoration

success and the impacts of management on

rivers, but questions remain as to where

this leaves us in terms of understanding

river restoration processes and projects.

By the mid 1990s it was appreciated that

monitoring and evaluation methods needed

to be tailored to restoration objectives and

targets to heighten this understanding,

and to convince river managers that river

restoration objectives could lead to a reduc-

tion in the need for regular maintenance.

Case studies that could demonstrate this

therefore became important.

Restoration models: towards
natural rivers?
As indicated above, it is undeniable that, in

their contemporary state, the vast majority

of the planet’s rivers are anything but ‘pris-

tine’, or even near-natural, despite many

rivers appealing to human aesthetic judge-

ments in a landscape context. Worldwide,

restoration scientists are no longer dealing

with ‘natural’ rivers, defined by Newson

and Large (2006) as ‘those requiring mini-

mum management interventions to support

system resilience and protect a diversity of
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physical habitat’. While resilience and habi-

tat diversity are not universal or perpetual

‘ecosystem services’, their value increases

with the proportion of the channel network

within the ‘fluvial hydrosystem’ (Petts and

Amoros, 1996; Petts, 2000) exhibiting full

interplay of unmanaged water and sediment

fluxes with local boundary conditions. Since

efforts are regularly hampered by lack of def-

inition of what constitutes useful reference

points or baselines typical of unmodified

rivers to make real progress with river

restoration, decision-making frameworks

are needed that promote progressive and

strategic actions. At the same time, they

need to give confidence that actions are

realistic and worthwhile (Mainstone and

Holmes, 2010). The concept of ‘shifting

baseline syndrome’ is useful here and is

gaining credence in conservation ecology

(Pauly, 1995; Papworth et al., 2009). The

premise here is that river restoration efforts

are hampered by knowledge extinction

occurring because younger generations are

simply not aware of past river and catch-

ment conditions (‘generational amnesia’), as

well as where individuals and communities

forget their own experience of change. A

pertinent example of shifting river base-

lines is provided by Walter and Merritts

(2008), who describe how gravel-bedded

mid-Atlantic streams in the USA are con-

sidered to have a characteristic meandering

form bordered by self-forming, fine-grained

floodplains – an ideal that guides and drives

the contemporary multibillion-dollar US

stream restoration industry. Analysis of

stream deposits shows that before Euro-

pean settlement, these were instead small

anabranching channels within extensive

vegetated wetlands that accumulated little

sediment but stored substantial organic

carbon. Subsequent deposition of any-

thing between 1 to 5 metres of slackwater

sediments behind tens of thousands of

seventeenth- to nineteenth-century mill

dams buried these pre-settlement wetlands

under fine-sediment fill terraces.

This further adds to the argument that

using process science approaches to define

what constitutes a ‘natural’ river is more

appropriate than just using the more tra-

ditional empirical ‘look and see’ reference

condition approach. Understanding and

identifying the ‘historical range of variabil-

ity’ (Brown et al., 2013) in river attributes

such as flow regime and planform that

existed prior to intensive human alteration

(Wohl, 2011) is important, and whilst this

may be acknowledged within the academic

arena, the challenge now is to ensure that

this concept and how to apply it is widely

disseminated to practitioners.

Delivery challenges: processes
and practice

The opportunistic nature of early river

restoration projects inferred a high degree

of ‘buy-in’ for all parties involved. Everard

and Capper (2004) recognised, however,

the distinct difference between river pro-

tection via what they coined the ‘common

law of rivers’ and statute law: whilst the

first may provide a rich opportunity to

achieve holistic outcomes. Especially where

local stakeholders are engaged, the latter

often either pay for or at least administer

Directives. Rolling out the bigger agendas

of the EU Habitats and Water Framework

Directives has subsequently highlighted

the issue of delivery barriers, not just in the

context of government laws but also in the

public perception that river restoration is

merely ‘turning the clock back’.
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Public engagement for river
restoration ideals
Early approaches to river restoration in

the UK implied river engineering and a

‘technocracy’ of design, delivery and main-

tenance by agencies, consultancies and

works gangs, often resulting in depriving

riparian owners and communities of their

former direct responsibilities. Public rela-

tions has now become integral to restoration

projects and needs considerable care given

the inherent uncertainty in river designs

and outcomes (Newson and Clark, 2008). In

England and Wales, conservationists devised

more strategic approaches to evaluating

in-river and riparian habitat features via the

system of River Corridor Surveys (National

Rivers Authority, 1992) and the River Habi-

tat Survey (Environment Agency, 2003).

Both of these approaches remain wonderful

resources where, in the case of the Cor-

ridor Surveys, the documents have been

preserved and, in the case of the Habitat

Surveys, provide a baseline condition assess-

ment. However, outside the game angling

fraternity and conservation NGOs – notably

the Royal Society for the Protection of Birds

(RSPB) who commissioned handbooks and

videos for knowledge transfer (Ward et al.,

1994; Jose et al., 1999, RRC, 2014) – there

was little public participation as there was

little awareness of the pivotal role of rivers

in British landscapes (Holmes and Raven,

2014). Another yawning gap in the early

1990s was the lack of a natural sciences

equivalent of ‘engineering design’ outside

academia. Three main components have

characterised later restoration approaches:

• A greater spatial awareness of river pro-

cesses than that characteristic of the civil

engineering site approach – requiring

walk-over surveys.

• A bigger emphasis on the ecosystem health

of rivers and a move away from prevailing

institutional preoccupations with human

safety (from flooding and chemical pollu-

tion) – requiring a new attention to phys-

ical habitat.

• A realistic approach to the uncertainties

of the ‘new’, non-engineering, sciences

such as geomorphology compared with

traditional public confidence in engineer-

ing solutions, which in fact are often

over-designed and require expensive

maintenance and are rarely perfor-

mance tested or subject to evaluations of

sustainability.

The third principle outlined here is vital in

that political processes are already advanc-

ing the first two via, for example, River

Corridor and Habitat Surveys together with

critiques of both traditional ‘land drainage’

and the prominent role under law for chem-

ical water quality. The EU-LIFE-supported

river restoration project in the 1990s (see

’Restoration beginnings in Britain and

Europe: EU-LIFE and the River Restoration

Project’ above), had its success boosted by

the fact it brought together the most prac-

tically experienced of the campaigners for

change and the least risk-averse members

of the traditional engineering fraternity.

Notably, the restoration designs had major

technical inputs from geomorphologists

and ecologists (Kronvang et al., 1998). By

forming effective partnerships and riding

a wave of enthusiasm, restoration was

successfully and sustainably delivered to

significant reaches of the rural River Cole

and urban River Skerne (Åberg and Tapsell,

2012).

More importantly, these lessons were

not lost a decade later on the burgeoning

third sector in river projects in the United

Kingdom – the Rivers Trusts. These began

to appear during the mid 1990s and now

number nearly 50 across the UK. A Rivers

Trust is readily able to form partnerships
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without impeding the important campaign-

ing benefit of angling and other interest

groups. It can justifiably expect to gain

charitable status, which confers several

important benefits not always available

to public bodies or vested interest groups.

Of vital importance is the public benefit,

which can easily be demonstrated for larger

catchments or groups of catchments, but

may need greater consideration for smaller

rivers and catchments where a few riparian

interests may be perceived as deriving

disproportionate benefits, for example

commercial angling interests.

Typically, a Trust starts with a Board of

Trustees overseeing and freely offering their

time and a wealth of knowledge covering

important aspects of the Trust’s activity,

including legal, business and accounting,

fisheries, agriculture, tourism and educa-

tion. As the Trust develops, the demands

on time become more onerous and, funds

permitting, the Board usually takes the

(significant) step of appointing a small team

of professionals, often beginning with a

scientist or educationalist. This team works

closely with the local community, including

river owners and land managers. This inter-

action is central to success, healthy growth

and sustainability (Newson, 2012). Whilst

the Tweed Foundation is the ‘doyen’ of the

Rivers Trusts, its mainly rural landscape

has involved it less in river restoration

than the Trusts in England. The EU-LIFE

project discussed above occurred without a

Rivers Trust playing a central role, but the

‘movement’ was burgeoning and, together

with the RRC, provided momentum to

carry on the work of river improvement.

The roles of the two organisations have

over time become clear. The RRC has

become the strategic hub for gathering and

disseminating best practice river restoration

information through various media and

training. This hub role provides an essential

support mechanism for all organisations,

local communities and associated Rivers

Trust involved with river restoration at the

local/site level.

Restoring habitat and processes:
entering the catchment
Early river restoration efforts were heavily

channel-focused; 20 years later many would

query the economic and financial wisdom

of river restoration without ‘catchment con-

sciousness’ (Newson, 2010a, 2000b), and

Defra in England have recently espoused

a ‘Catchment Based Approach’ (Defra,

2013) within the River Basin Districts of

the WFD – often amalgamating several

WFD water-bodies. Scale arguments are

vital. An early focus and an obvious target

for catchment-scale campaigns has been

rural diffuse pollution and the role of

land users in ‘aggravating’ sediment yields

beyond the natural fluxes (Newson, 2010c).

Acidification, eutrophication and siltation

remain important targets for regulatory and

voluntary Best Practices at the catchment

scale. Academic attention has begun to focus

on the role of the hydrological connectivity

introduced by development and man-

agement of catchments, from farm/forest

drainage to roads and tracks (Bracken and

Croke, 2007). A landscape-scale approach,

within and beyond the catchment-scale, is

becoming fashionable. Ironically, catchment

connectivity is being embraced at the very

time a ‘disconnected rivers’ approach to

fisheries improvement has been supported

by those in favour of increasing the commit-

ment to the generation of hydropower by

using old weirs or building new ones (e.g.,

Edgeworth, 2011). Here, the scientific tools

for regulating from a base of evidence were

ill-prepared; anglers and conservationists

have resorted to protest campaigns to point
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out the irony of weir removal and weir

building going side-by-side.

Rice et al. (2010) have put forward a ‘2020

vision’ for river management, emphasising

that fluvial geomorphology needs to sit

alongside stream hydrology and hydraulic

engineering as a key element of an inte-

grated, interdisciplinary scientific approach.

To this must be added ecology. While it is

true that the last 25 years of river restora-

tion has seen an upscaling of this integrated

agenda from in-channel schemes towards

the catchment scale, it is important to note

that this progress has attendant geopolitical

aspects – the pressure is on to have more

done, in more places, affecting more people.

Despite this, scientific underpinning is

patchy. The Defra-funded and Environment

Agency-administered catchment restoration

fund, covering 42 projects across England

and Wales, may well start to highlight

successes and issues in a more strategic

way over the coming few years. Building

on its recognised independency, the RRC

has encouraged the catchment restoration

fund teams to think carefully about realistic

monitoring that should collectively help to

answer a series of pressing river restoration

questions about habitat enhancement,

water quality and community involvement

and the potential benefits of up-scaling

where possible using a riverine ecosystem

approach or ‘synthesis’ (Thorp et al., 2006).

Table 16.1 summarises the potential benefits

of upscaling. While there are key poten-

tial gains to be achieved by moving from

more traditional channel-oriented schemes

to larger, more holistic landscape-scale

approaches, such step-ups are rare due to

the drop-off in predictability of outcome

with increasing scale of approach. Without

government financial research funding for

larger spatial-scale approaches however, the

knowledge base on catchment connectivity

will remain relatively intangible.

Rivers: local delivery and demands
for an evidence base
Despite this move to widening management

towards the catchment/river ecosystem

scale, the severe floods of winter 2014 and

2015 in England, and in particular the resul-

tant adverse public and political response

to existing management paradigms, cre-

ated apprehension in the river restoration

community in the UK. Misinformation

about the policy balance between flood

risk and ecosystem management was rife,

notably in the press and in Parliament.

The public was encouraged to consider

that 30 years of technical, practical and

regulatory progress had been achieved

by some sort of public deceit about the

true hazards of ‘natural’ rivers. Prominent

academics wrote to the national and local

press about calls for renewed ‘dredging’ of

channels. The professional responses (e.g.,

CIWEM, 2014) have highlighted the need

to incorporate stakeholder perceptions of

river processes and forms; these however

are often couched in the form of ‘myths’

about flooding, erosion, deposition and

habitat. In reality, almost the whole agenda

of restoration implementation may now

require renegotiation in the context of

the 2014 flooding in the southwest and

southeast of England and revitalised debates

around the issue (Newson, 2014a, b).

Practical experiences of the new framework

for restoring protected rivers (‘Catch-

ment Restoration Strategies’ under the EU

Habitats Directive, and in the UK Defra’s

‘Catchment Restoration Fund’) have shown

the constant necessity for river scientists

to deliver the evidence base to counter

these myths and misapprehensions within

stakeholder groups and the Cumbria floods
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Table 16.1 Potential and limitations of conventional restoration compared with landscape-scale approaches

(adapted from Temmerman et al., 2013).

Restoration objective/ecosystem
service enhancement

Traditional engineering-
based restoration

Ecosystem-based restoration/
‘catchment consciousness’

Natural habitat To reverse degradation Landscape-based conservation or
restoration

Sediment issues Remove sediment trapped by
dams, weirs etc. and hence
seen as a problem.

Sustainable solutions to sediment as
seen in context of river’s dynamic
equilibrium. Sediment addition along
with woody debris.

Damage from extreme weather events
exacerbated by wetland reclamation,
land drainage and groundwater
depletion

Wetland reclamation addresses
site-specific issues

Catchment approach to flood
attenuation, expanding water storage
and friction

Cost-benefit appraisal Moderate to high Consistently high due to added
ecosystem service benefits

Water quality Doesn’t address degradation by
organic matter accumulation
and toxic algal growth

Improved and sustained by nutrient
and contaminant cycling in restored
wetlands in river corridors

Climate mitigation through carbon
sequestration

Very little Wetlands and marshes important sinks

Fisheries and aquaculture production Low habitat for fish and other
biota; often a lack of sediment
movement

Improved: more habitat creation for
fish and other biota due to inclusion
of floodplain refugia etc.

Human recreation potential Negative perceptions of
engineered restoration
solutions

Positive perception of natural
landscape

Required space Moderate High, therefore not applicable near
large urban areas

Potential for using natural subsidies of
energy and materials

Low to moderate Relatively high due to natural
dynamics and variability

Implementation and experience Substantial, but lack of
monitoring/empirical evidence
of success in the past

Limited so far. More research urgently
needed

Social and political acceptance Widely accepted So far only accepted in limited areas

Health hazards (other than flooding) None Wetlands with stagnant water a
potential hazard

of 2015 and communities. It is often vital,

for example, to separate out the component

options in catchment-scale restoration

before particularising to project reaches:

for example ‘processes’, ‘dimensions’ and

‘forms’ (PDF model: Figure 16.1). Because

dimensions (including both channel and

corridor widths, but also inundated areas)

are often the most contentious elements

of restoration design, the most convincing

negotiating stance for affected stakeholders

is often to stress the major aim as restoring
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Fluvial action (fresh

sediments:

erosion/deposition,

diverse biotopes)

‘Natural’

process? 

‘Natural’

dimensions?
‘Natural’

features/forms?

Width/depth ratios,

sinuosity, bank profiles,

floodplain connectivity

Asymmetry, emergent

sediments, bank/riparian

vegetation

For public

presentation and

understanding,

each attribute is

‘traffic-lighted’ and

also can be scored

Figure 16.1 PDF (process-dimensions-form) model, outlining how stakeholders can access ecological assess-

ments of river habitat. ‘Quantity’ issues are towards lower left, ‘quality’ towards upper right.

process. In reality the typical approach is

to restore form (e.g., using gravel seeding

or large woody debris) and while this can

result in improved habitat quality, it may be

of reduced quantity.

While negotiating strategies such as these

may be anathema to scientists, enduring

myths about river processes also necessi-

tate an alternate, more easily-understood

platform for traditional empirical evidence.

Amongst the most regularly encountered

myths from stakeholder consultation

exercises are:

(1) Channel deposition causes floods by

reducing conveyance (held for every

case!).

(2) Fast flows ‘directed’ by bars cause bank

erosion (observations mainly at low

flow).

(3) ‘Big stones stay where they’re put’

(often used as a defence for ‘rip-rap’).

(4) Obstructive weirs should ‘just be taken

out’ (often the anglers’ view).

Readers of this volume will immediately

see the errors in these statements, but as a

profession we must refute them confidently,

using appropriately illustrated, secure evi-

dence (Newson, 2014a, b).

Science supporting practice

In a 25-year review period it is inevitable

that far more than policy and political con-

texts have radically changed. The need for

integrated ‘river science’ has become clear,

with Defra (2011) recognising that the natu-

ral world, its biodiversity and its ecosystems

are critically important to our wellbeing and

economic prosperity. Practical river restorers

are now in a position where they can now

call up a much more impressive raison d’etre

than in the 1990s, when acts of faith and

enthusiasm were more common. Perhaps

more impressive, however, has been the

growth of survey, sensor and computing

power, which has developed the available
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databases and allowed their incorporation

in powerful predictive models.

Scientific progress towards
restoration strategies
River science has progressed over the

last half-century via a series of con-

ceptual advances in our understanding

(Figure 16.2). In many ways, the engaged,

publically supported movement for more

‘healthy’ rivers has been much patchier. On

the one hand, there has been the dimension

of ‘know your river’ (ranging from knowl-

edge through regular use to a more formal

citizen science ethos), which provides the

holistic picture and the evidence base often

lacking in regulatory institutions. On the

other hand, finances for works, however

low key and ‘green’, are hard to come by,

and the conditions for funding often occur

serendipitously. ‘Have a drawer full of projects

and wait your chance’ was the advice provided

by the Board of one UK Rivers Trust to its

Director!

Whilst opportunism retains a key role

in promoting river improvements, two

factors have spurred the entry of the

Trusts (and, before them, the RRC)

into mainline delivery of restored river

habitats and the realisation that more

scientifically-underpinned proof of concept

is essential to future proof river restora-

tion success. One was the acceptance by

regulators throughout the UK that a third

sector – catchment stakeholders – could play

a vital and competent role in rehabilitation

and restoration. The other was the arrival

of the European Directives, most notably

River Continuum
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Figure 16.2 Key developments in stream science over the past half century as identified by Poole (2010) and

key areas predicted to define river restoration approaches in the future (grey scale) emphasising the new

‘triple bottom line’ of hydromorphology, ecosystem services and environmental flows, set in the context of

spatially-explicit fluvial landscape ecology. Poole 2010. Reproduced with permission from The Society for Fresh-

water Science.
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Figure 16.3 The cascade model of Haines-Young and Potschin 2010, adapted to illustrate the need for both

science-based underpinning to restoration activity as well as publically-accessible valuation of what connected

‘natural’ river ecosystems can do for us. Haines-Young and Potschin 2010. Reproduced with permission from

Cambridge University Press.

the Water Framework Directive and the

earlier Habitats Directive, underpinned by

the ecosystem concept of the freshwater

environment (Figure 16.3). There has been

much discussion about the role and rele-

vance of EU policy (see Newson and Large,

2006; Newson, 2012; Wharton and Gilvear,

2006) but its significant legacy has been to

raise the status of hydrologically-defined

river physical habitat or ‘hydromorphology’

as the new body of knowledge forming the

basis for river channel restoration. Hydro-

morphology adds the vital components of

flow hydraulics and habitat sensitivity to

traditional fluvial geomorphology but as yet

has not been sufficiently supported by inter-

disciplinary academic research to the point

where a ready-to-go set of tools is avail-

able to use in river restoration (Vaughan

et al., 2007); nor indeed a demonstration

of the degree of impact of delivering river

restoration at a point in a catchment – even

though research has arguably been quicker

on the catchment dynamics aspect of river

restoration. Nevertheless, encouraged by

the willingness of flood risk professionals to

work with natural processes (Environment

Agency, 2014), we are now on a rapid

learning curve with progress being made

on:

• Understanding the patch dynamics of

river habitats, created by interactions of

flow and substrate (e.g., Newson and

Newson, 2000).

• Paying more attention to the uniqueness

and complexity of individual river sites

(e.g., the RRC, 2011).

• Including, at last, the impact of our

‘disconnected rivers’ (e.g., Wohl, 2004)

and our modified flows on the operation

of river networks as hydromorphological

systems.

The impacts of Britain’s heavy (two-thirds)

reliance on surface water supplies, man-

ifested through a dense network of
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headwater impoundments and modi-

fied flow regimes, has made it necessary

to classify many impacted rivers under

the WFD as ‘heavily modified’. Although

mitigation of adverse impacts on the flow

regime is necessary for these water bodies,

there are clear economic implications.

Recent guidance (UKTAG, 2013), based

on ecological indicators of damage caused

by artificial flow regimes, has marked a

significant advance in evidence gathering in

hydromorphology, and the recommended

‘building-block’ approach championed in

both South Africa and Australia (King

and Louw, 1998; Arthington and Pusey,

2003) is now recommended in England and

Wales as a consultative process designed to

help agree practical measures to mitigate

‘heavy’ modifications to flows. One of the

principal shortcomings of many rehabil-

itation schemes was lack of monitoring,

for example Skinner and Bruce-Burgess’s

(2005) post-project appraisal system for

assessing morphological recovery, or the

RRC’s PRAGMO toolkit (River Restora-

tion Centre, 2011), remain under-used.

Finally, channel engineering has not been

discounted as a means to influence flows

downstream of reservoirs: the proposal

by the Environment Agency in England

and Wales (EA, 2013) to use charges from

abstractors to fund channel restoration

that accepts modified flows but restores

ecological features again represents a trade-

off between habitat quality and habitat

quantity. The context for this is contentious

given the drive for flow modification to

create renewable energy from hydropower.

Technical innovation and river
restoration
Recalling the strategic development of early

river restoration projects, such as the River

Restoration Centre’s (RRC) LIFE Project,

there was a huge burden of proof on the

geomorphology and ecology protagonists as

they entered a world dominated by ‘precise’

engineering design and hard engineering.

In the 1990s, the UK had no standardised

geomorphological survey along the lines

of the USGS (and in 2016 the UK still has

no sediment load gauging stations). The

technique of River Habitat Survey was yet

to make its impact and the notion of geo-

morphological assessments, such as Fluvial

Audit, was unknown. Research sponsored

by the Environment Agency in England and

Wales and by SEPA, the Scottish Environ-

mental Protection Agency, led to a suite

of scale- and cost-sensitive assessments to

facilitate river management (Williamson

et al., 2015). Evolving techniques included

Catchment Baseline assessment, Fluvial

Audit, Dynamics Assessment and Environ-

mental Channel Design (Sear et al., 2010)

and, in Scotland, the Morphological Impact

Assessment System (MImAS: SNIFFER,

2006). The progression of the assessment

base has been helped by the arrival of inter

alia:

• Available remote sensing and time-lined

imagery (including virtual globes like

Google Earth).

• Remote survey techniques such as LiDAR,

making the ‘z’ dimension over extended

reaches much easier to determine.

• Robust field dGPS instruments.

• Robust field tablet computers for form fill-

ing.

• Software for digital analysis of bed sedi-

ment size.

• Compilation and collation of results via

peer groups and processes initiated by

RRC, SEPA (for MImAS, a screening tool

for all river development pressures in

Scotland) and the Environment Agency

(for Fluvial Audits in England and Wales).
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Advances in information technology facili-

tated both Fluvial Audit as a catchment-scale,

resource-intensive prelude to restoration,

and MImAS as a screening tool for all river

development pressures in Scotland. The

first Fluvial Audit was conducted in 1988

(Newson and Bathurst, 1990). The authors

were, at the time, among a group of fewer

than a dozen UK geomorphologists doing

practical, ‘applied’ field assessments. The

early River Habitat Surveys (http://www

.riverhabitatsurvey.org/) carried out by the

UK National Rivers Authority (1992) did

not consider a remote sensing component

(or even a measurement of local channel

slope); by the time the method evolved

into ‘geoRHS’ (Branson et al., 2005) it was

inevitable that a desk study component

using readily available remote sensing and

digitised ‘old maps’ was the logical start

point. RHS was subsequently adapted as the

standard morphological survey method for

calibrating river assessment methods across

Europe for Water Framework Directive

implementation (Furse et al., 2006), and

data gathered using the method also formed

a key information base for SERCON (System

for Evaluating Rivers for Conservation:

Wilkinson et al., 1998). Subsequent research

sought to establish remote sensing as the

prime river assessment tool (see reviews

by Gilvear et al., 1999, Gilvear and Bryant,

2003 and Gilvear et al., 2004) but problems

remain with, for example, river bank profiles

and channel features under dense riparian

tree cover. There is scope for a wide range of

imagery platforms (Carbonneau and Piégay,

2012) using, for example, terrestrial laser

scanning and aimed at either ex-channel

(e.g., Gilvear et al., 2008) or in-channel (e.g.,

Milan et al., 2011) habitat-scale assessment,

but this is restricted to smaller spatial scales

than airborne LiDAR and, as with the

airborne remote-sensing platform, dataset

size and management rapidly become an

issue, as do the specialist skills required to

manipulate the data itself.

Looking forward: future
challenges to the evidence
base and monitoring
outcomes

The major uncertainty for current river

restoration remains future climate change

(a topic beyond the scope and remit of this

chapter). At present, in the UK, almost all

proposed and operational river restoration

projects make an overt or assumed claim

of future-proofing by increasing resilience;

however, specific contextual evidence has

not yet been gathered (a ‘Catch 22’) though

we have grounds from theory and ‘obvious’

hydrological arguments about the merits

of increasing both ecological connectivity

and water storage. In his keynote address

as outgoing President of the International

Society for River Science at the 3rd Biennial

Symposium in Beijing in August 2015,

Geoff Petts reflected back on the time

elapsed since the publication of Impounded

Rivers: Perspectives for Ecological Management

in 1984. At the time of that landmark publi-

cation, much of the river science of the time

was concerned with issues of time, rates

of change, trajectories and feedbacks with

the underlying assumption being that there

was ‘equilibrium’ and that every action

had a complex response as systems tried

to regain equilibrium. In his conclusions

section in Impounded Rivers, Petts (1984)

called for consideration of the long-term

consequences of river regulation and a

forward-looking ‘anticipatory’ approach to

river management based upon a recognition

that the full range of natural flows has a

role in sustaining river systems. Even 30

http://www.riverhabitatsurvey.org
http://www.riverhabitatsurvey.org
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years ago, Petts highlighted the pressing

need to encourage morphological diversity

and to maximise degree of flow variation.

We now have evidence about the diversity

of ‘hydraulic biotopes’ needed to support

‘healthy’ rivers in terms of biodiversity

(Newson and Newson, 2000) – biotopes can

now be assessed from aerial photography or

from drones flown in tree-covered reaches.

There is a prime strategic position here for

the river restoration community to stress

the need to share water between human

needs and ecosystem services.

While there is no shortage of opportunity,

there remains a need for more synergy

between the research and planning arenas

and, importantly, people living in catch-

ments. If we manage this we can potentially

achieve cost-effective benefits for all at the

catchment scale (we’re not there yet, but

we are steadily getting there and bodies like

the Rivers Trusts are key in this regard).

Since 2011, the UK National Ecosystems

Assessment (UKNEA) has further encour-

aged wider-ranging, multi-stakeholder,

cross-disciplinary approaches (Defra, 2007).

The UKNEA aims to provide a comprehen-

sive picture of past, present and possible

future trends in ecosystem services and

their values (UK National Ecosystem Assess-

ment, 2011) with one of the key objectives

being to identify and understand what

has driven change observed in the natural

environment since 1950, and what are the

implications for ecosystems services, both

over the intervening 60 years and as we

move deeper into the twenty-first century.

As such, it provides a way to minimise the

issue of ‘shifting baseline syndrome’ and to

better define pragmatic reference points for

river restoration. We still need better ways

of expressing what nature does for us, and

there remains a pressing need to ensure that

the ecosystem services concept has tools

not only to define benefits of services but

also policy mechanisms to encourage its

use. The concept does, however, resonate

with river scientists as it emphasises the

need for understanding both ecosystem

structure and function, while at the same

time concentrating attention on the value of

rivers to modern human society.

As we move forward into the twenty-first

century, a number of factors give rise to

optimism for the future of river restoration

efforts in the UK. Restoration remains a

science but one given momentum by a

series of external drivers. Momentum is

given by the drive towards better flood risk

management and the current paradigm of

‘working with natural processes’ in the UK

(EA, in press). It is also driven by conceptual

shifts; consideration of ecosystem services

and ‘what nature can do for us’ now finds

resonance in public valuation of landscapes,

and restoration efforts going forwards

will be driven not just by environmental

policy but also community health and

wellbeing aspirations. Other incentives will

still come into play here (e.g., European

Union Common Agricultural Policy reforms,

agri-environmental schemes) but ulti-

mately, to be sustainable, river restoration

has to be seen as not just for rivers, but part

of a wider, catchment-based, green-blue

water approach to landscape conservation

and management. Such discussion is timely,

since despite inevitable barriers, there

is clear appetite, enthusiasm and there

are opportunities, both at the local and

national levels, to instigate catchment-scale

restoration.

Within this chapter we have pieced

together the last 25 years of practical and

scientific elements of river restoration in

UK, explored what have been the key

drivers for change, and asked challenging

questions about where gaps still remain in
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terms of policy, research and practice. Our

conclusions are, therefore:

• River restoration in the UK originally set

out to address a legacy of morphological

damage at locations driven by opportu-

nity; it was intended as a catalyst and

succeeded. There was little question of

cost-effectiveness.

• As catchments became the standard UK

river management unit and river ecosys-

tems and ‘services’ derived from natural

processes gained ’official’ recognition, the

scientific agenda and challenges evolved

in a context where ’catchment conscious-

ness’ also grew through Rivers Trusts and

their supporters.

• A subsequent challenge has become the

identification of a reference (or ’natural’)

condition as a basis for restoration design

and ecosystem service maximisation, as

well as to what degree human modifica-

tion of morphology and flows is allowable

before process becomes impaired.

• These complications have spilled over

into other demands on, for example,

engagement, messaging and monitoring.

The larger scale of operation is benefiting

from IT, but monitoring to check our

resilience assumptions remains weak.

• Going forward, the rapidly-evolving

Ecosystems Services model, supported

by a regulatory emphasis on hydromor-

phology, prioritises a balanced restoration

effort focusing on flow.
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Introduction

River ecosystems function across a large

range of spatial and temporal scales, from

small stream reaches and intermittent

waterways to large river basins at the conti-

nental scale (Vannote et al., 1980). As such,

the ecosystem services they provide span

comparable scales varying both spatially

and temporally in terms of the goods and

services they provide human societies. In

addition to considerations of scale, the

ecosystem services provided by streams

and rivers span broad categories of human

societal needs, including resource provision-

ing such as drinking water and fisheries,

regulating services such as flood mitigation

and water filtration, supporting services

such as maintaining riparian wildlife habitat

and biodiversity, and cultural values such

as recreation and aesthetics. Sustainable

management of river ecosystems relies on

achieving a balance among most if not

all these broad categories of ecosystem

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

services, and maintaining a balance among

riverine ecosystem services frequently

requires tradeoffs among services. This

chapter provides an overview of the current

understanding regarding ecosystem services

of streams and rivers, with a focus on

the effects of scale and consideration of

tradeoffs.

Ecosystem services have been defined

as the conditions and processes through

which natural ecosystems, and the species

that make them up, sustain and fulfil

human life (Daily, 1997). The ecosystem

services concept has proliferated in the sci-

entific literature over the past two decades

(e.g., Costanza et al., 1997; Loomis et al.,

2000; Costanza, 2008; Crossman et al., 2010;

Ervin et al., 2012; Costanza et al., 2014)

(Figure 17.1). The Millennium Ecosystem

Assessment identified four broad categories

of ecosystem services, including provisioning

services (i.e., material or energetic outputs

from ecosystems, including food, water

and other resources); regulating services

335
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Figure 17.1 Citations of key phrases over time. The number of hits by year is shown for each of three searches

using Google Scholar: (a) ‘ecosystem services’, (b) ‘ecosystem services’ and ‘river’, (c) ‘environmental flows’

and ‘river’.

(i.e., factors that the ambient environment

provides such as flood control); supporting

services (i.e., maintenance of life support-

ing conditions such as nutrient cycling,

primary productivity and habitat); and

cultural services (i.e., non-material uses,

such as spiritual and recreational benefits)

(Millennium Ecosystem Assessment, 2005;

Costanza et al., 2011a; Milcu et al., 2013).

Recent studies have categorised ecosystem

services somewhat differently, by combining

regulating and supporting services into a

single category of regulating and maintenance

services (Haines-Young and Postchin, 2010).

Additionally, focus has shifted from the

functionality of the services to the products

or benefits of those services (Haines-Young

and Postchin, 2010).

The utility of the ecosystem services

concept has been the subject of much

debate, which has included an examination

of the difference between intrinsic vs.

instrumental ecosystem values. An intrinsic

value of an organism or an ecosystem per-

tains to the existence of that entity, as an

end in itself, and is essentially biocentric

rather than anthropocentric (Leopold,

1949; O’Neill, 1992; Vilkka, 1997; Winter,

2007). Intrinsic values can be difficult to

apply to conservation decisions in natural

ecosystems such as river basins (Maguire

and Justus, 2008) because they include

intangible components of ecosystems that

are very difficult to measure quantitatively.

Conservation scholars argue for qualitative

characterisation (Vucetich et al., 2015). As

our general understanding of connections

between and within ecosystems remains

incomplete, it is important that conservation

managers carefully consider isolated, pre-

sumably economically irrelevant, or difficult

to quantify ecosystems or their properties
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before deciding that they are not relevant to

human welfare (Farber et al., 2002).

In contrast, instrumental value describes

properties of the entity that are a means

to a valuable end as perceived by humans

(Farber et al., 2002; Reyers et al., 2012).

Instrumental values are ascribed to a wide

array of ecosystem services ranging from

provisioning, such as for human con-

sumption, to non-use properties including

spiritual values associated with rivers such as

the Ganges River in India, a holy site to Hin-

duism. While ecosystem services valuation

approaches have often been criticised for

not addressing intrinsic values of ecosystems

that go beyond human use and perception

(McCauley, 2006; Minteer, 2009), there

can yet be ‘win–win’ outcomes where the

consideration of instrumental values also

addresses intrinsic properties of ecosystems

(Reyers et al., 2012; Ervin et al., 2014). Such

win–win combinations are more likely to

emerge from stream and river management

if both intrinsic and instrumental values

enter institutional decision-making pro-

cesses. As an example, the restoration of

riparian areas both increases habitat quality

and biodiversity across a large variety of

taxa (including species not considered

economically relevant) as well as providing

regulating and cultural ecosystem services,

such as flood control and recreation.

The geographic scale of rivers and streams

and the ecosystem services associated with

them pose unique management challenges.

These water bodies can flow across lands

that are managed or governed by a number

of different governance structures within

a country, or across countries, triggering

the need for collaborative approaches to

management (Raadgever et al., 2008; Dugan

et al., 2010; Ziv et al., 2012). In addition to

conflicts over water availability, the type

of use at different points along a river can

be contested. Upstream uses for industrial

or conservation purposes, for example,

affect downstream users, and in a simi-

lar fashion, downstream use in the form

of urban development that, for example,

impedes returning migratory fish can impact

upstream fishing potential (Yeakley et al.,

2014). In some scenarios these tensions can

be addressed through negotiated multina-

tional, state or regional level policies (e.g.,

the Columbia River in Canada and USA).

In others the problems remain intractable

(e.g., the Jordan River in the Middle East).

A key challenge in the management of

complex ecosystems such as streams and

rivers is thus maintaining critical support-

ing and regulating ecosystem services to

sustain the functionality of the river, while

also serving the provisioning and cultural

ecosystem service demands placed upon

the ecosystem by human societies (Wilson

and Carpenter, 1999; Vörösmarty et al.,

2010). Ecosystem services provided by

streams and rivers vary spatially depending

on geologic and climatic setting, landscape

location and river size (i.e., stream order).

Further, the communities that benefit or

are affected by changes in the river system

are an essential part of developing win–win

management options that enable society

to gain benefit from these systems. The

institutions that oversee the management

of rivers, such as the US Army Corps of

Engineers in the USA or the Environment

Agency in the UK, often attempt to manage

competing stakeholder interests in terms of

who benefits and who loses when specific

decisions impact the quantity or quality

of water within the system. As a result,

we need approaches that both characterise

the varying types of ecosystem services

and recognise the distribution of ecosystem

services (and disservices) accruing from

watershed management.
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In this chapter we examine how ecosystem

services generally vary with these factors,

with an emphasis on stream order, a mea-

sure of stream size and location (Strahler,

1957). We also discuss the critical resources

needed to sustain the stream ecosystems

in the form of the minimal stream flow,

or discharge, necessary to maintain stream

ecological and hydrologic function, and how

that consideration relates to the ecosystem

services concept. Although our emphasis

is on the hydrological system, we include

domains of institutional management of

ecosystem services where relevant.

River ecosystems

Many rivers run along a continuous gradient

of physical conditions, from headwaters to

the mouth, which has been described as the

River Continuum Concept (Vannote et al.,

1980). Characteristics of stream hydrology,

water quality and aquatic ecology all vary in

somewhat predictable ways along the river

continuum gradient. Large-scale drivers of

river continua include both climatic and

geological factors, while small-scale controls

include riparian characteristics as well as

geomorphic factors (e.g., valley form) and

the nature of the hydrological input (e.g.,

rain vs. snow vs. groundwater sources)

(Naiman et al., 1992). For effective man-

agement of healthy riverine ecosystems,

it is important to understand the varying

controls and their scales of influence, as

well as how they affect ecosystem response

variables such as biodiversity, productivity

and biogeochemical cycles in rivers and

streams (Naiman et al., 1992).

Anthropogenic impacts on stream ecosys-

tems have a long history (Vitousek et al.,

1997) and range from minor alterations

to stream banks and watershed hydrologic

routing, to major reconfigurations of stream

networks, imposition of dams and, in the

case of smaller streams, outright elimination

of the surface expression of the stream

course by encasing it within pipes (Petts,

1984; Hughes and Dunham, 2014; Yeakley,

2014). Anthropogenic alterations to streams

occur for primarily economic reasons, such

as for transport of goods or extraction of

resources such as hydro-electric power or

fish. These alterations can affect both a

physical modification of the stream channel

as well as a hydrological modification of the

water quantity and/or quality of the stream.

While occasionally these conversions may

result in an enhancement of fish habitat,

these alterations more typically constitute a

diminishment or replacement of a number

of regulating and maintenance ecosys-

tem services with provisioning services

(Table 17.1). Often these replacement activ-

ities narrow the suite of ecosystem services

to a small overall range of benefits provided

by the river ecosystem. By narrowing the

range of ecosystem services and by reducing

the effectiveness of the maintenance and

regulating services (for example, channelis-

ing a river corridor for boat navigation that

results in a reduced flood and pollutant

uptake mitigation capacity due to removal

of riverine wetlands and multiple stream

and slough channels), the resilience of

the stream ecosystem for dissipation and

reduction of impacts is decreased (Palmer

et al., 2005).

A recent development in ecosystem man-

agement that seeks to maintain or restore

the resilience of river ecosystems is the con-

cept of environmental flows (Petts, 1996; Poff

et al., 1997; Arthington et al., 2006; Petts,

2009; Arthington et al., 2010). Managing

rivers to maintain critical minimum environ-

mental flows, which has also been referred

to as ELOHA (i.e., the ecological limits of



�

� �

�

Ecosystem services of streams and rivers 339

Table 17.1 Ecosystem Services vs. Stream/River Size. Note that gradient bar indicates where a given

ecosystem service is expected to be most emphasised or realised along a river continuum, with darker shades

showing higher emphasis and lighter shades showing less emphasis. Stream order relates to stream size, from

headwater streams (low order) to large rivers (high order).

Provisioning  Consumptive use water: domestic 

Provisioning  Consumptive use water: agricultural

Provisioning  Consumptive use water: industrial

Provisioning  Consumptive use water: drinking water

Provisioning   Abiotic materials (e.g. gravel, aggregate)

Provisioning   Aquatic organisms: food

Provisioning   Aquatic organisms: medicines

Provisioning  Non-consumptive use water: transportation/navigation

Provisioning  Non-consumptive use water: power generation

Regulating    Erosion control thru flood control infrastructure

Regulating    Buffering of flood flows

Regulating    Erosion control thru land water interactions

Regulating    Role in climate regulation

Regulating    Maintenance of water quality

Supporting    Role in maintenance of floodplain fertility

Supporting    Role in primary production

Supporting    Role in food webs and predator/prey relationships

Supporting    Role in habitat maintenance

Supporting    Maintenance of genetic resources (e.g. wild salmonids)

Supporting    Role in nutrient cycling

Cultural         Recreation from fishing as a sport

Cultural         Tourism (river viewing)

Cultural         Aesthetic, heritage

Cultural         Recreation from river rafting

Cultural         Recreation from hiking

Cultural         Existence (personal satisfaction from free flowing rivers)

Cultural         Traditional foods
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hydrologic alteration), is a strategy to help

preserve or restore regulating and mainte-

nance ecosystem services and thus maintain

or improve the ecosystem resilience of the

river system (Poff et al., 2010; Poff and

Matthews, 2013). Additionally, manage-

ment of rivers to better mimic the natural

flow regime addresses not just instrumental

but also intrinsic ecosystem values. As seen

in Figure 17.1, the growth of the concept

of environmental flows in the scientific

literature has substantially increased in step

with the explosion of the ecosystem services

concept over the past 20 years. Figure 17.1

demonstrates the increased consideration

of environmental flows, and therefore

of intrinsic values in river ecosystems,

by river scientists and managers, even as

management efforts have focused more on

the entire suite of ecosystem services from

rivers including provisioning services, that

is, more traditional economic considerations

of river management.

Spatial considerations
of ecosystem services in rivers

Riverine ecosystem services are unevenly

distributed over a river basin (Bastian

et al., 2012; Bagstad et al., 2013). Typically,

upstream forest areas provide more regulat-

ing and supporting ecosystem services while

downstream areas of the watershed, partic-

ularly urbanised areas, receive the benefits

of such ecosystem services from upstream

areas. Larger streams and rivers tend to have

relatively lower levels of regulating and sup-

porting services and more greatly emphasise

provisioning services (Table 17.1). In this

regard, it is worthwhile distinguishing

the areas where ecosystem services are

generated from the areas where ecosystem

services are supported or consumed. Syrbe

and Walz (2012) identified these areas

as ‘service provisioning areas’ (SPAs) and

‘service benefiting areas’ (SBAs), respec-

tively. The intervening connecting areas

between the SPAs and SBAs are referred to

as ‘service connecting areas’ (SCAs). SCAs

could be natural or human-constructed. For

example, a natural spring at the foothill of a

mountain stream can transport groundwa-

ter from upstream areas, while a mountain

reservoir and the associated drinking water

pipe network can connect to downstream

urban water consumers.

A river course provides an illustrative

example of how SPAs, SCAs and SBAs are

positioned and connected to each other

across different spatial and temporal scales.

First, riparian areas and upstream areas

serve as SPAs given that those areas pro-

duce high water yield and purify water by

retaining high amounts of sediment and

nutrients, and are expected to continue

supplying high levels of services in a chang-

ing climate (Hoyer and Chang, 2014). By

sustaining adequate flow, these riparian

and upstream areas also provide diverse

cultural ecosystem services to downstream

users, such as river rafting and sport fishing

(Gutierrez and Alonso, 2013). SCAs in a

river system can be identified through how

water-dependent ecosystem services are

transported or transformed. Namely, SCAs

spatially and functionally connect SPAs

and SBAs (Syrbe and Walz, 2012). Stream

order (Strahler, 1957) can be a useful

concept for understanding such connections

since mid-order streams can serve as SCAs,

connecting lower order to higher order

streams in a river (Table 17.1). Downstream

areas and large river deltas or any major

population centres in watersheds serve as

SBAs, utilising purified water for residential

use, industrial consumption and agriculture.

SBAs may also use the water delivered
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from SPAs for recreation, transportation and

wildlife viewing. The development of deltas

in SBAs relies on the sediment supply from

upstream SPAs.

Humans often attempt to overcome

spatial and temporal mismatches between

SPAs and SBAs by increasing SCAs. Some

additional SCAs can be created by such

anthropogenically-made infrastructure as

dams, irrigation canals and groundwater

storage tanks. For example, in the interior

part of the Columbia River Basin, USA, to

temporally maximise SBAs, water man-

agers pump water from the main stem

Columbia River in winter when excessive

water is available, store the water in aquifer

recovery storage, and use the stored water

for irrigation during the summer months

when the volume of the river discharge is

reduced (Chang et al., 2013). The 390 km

long aqueduct from the Colorado River to

the Los Angeles metropolitan area, USA,

illustrates how humans connect SPAs to

SBAs over vast spatial scales.

While such infrastructure may increase

or reallocate provisioning ecosystem ser-

vices, that same infrastructure can diminish

regulating or cultural ecosystem services.

As the natural flow regime is disturbed

due to the construction of dams or irriga-

tion channels, native species, habitat and

water quality (e.g., temperature, turbidity,

suspended solids and nutrient concentra-

tions) may be affected. In the Willamette

River basin, Oregon, USA, 13 major dams

were created to regulate winter floods and

provide hydropower generation, but the

temperature of stream water released from

the bottom of these reservoirs is not ideal

for salmonid species (Rounds, 2010). Water

from the Colorado River that is diverted to

the city of Los Angeles via the state-wide

aqueduct causes the river to run dry before

it reaches the ocean; thus, the lower seg-

ments of the river have diminished levels of

regulating and provisioning services, habitat

provisioning and biodiversity (Postel, 2000;

Zamora et al., 2013). In some instances,

infrastructure can create some synergistic

effects, increasing multiple ecosystem ser-

vices. In the lower Tualatin River basin,

Oregon, USA, for example, an upstream

reservoir not only provides water supply to

growing municipalities but also offers some

lake-oriented recreational opportunities

otherwise unavailable under a natural flow

regime. At a reach scale, adding dead wood

to restore stream channels can increase the

quantity and quality of selected ecosystem

services in temperate forests (Acuna et al.,

2013).

Tradeoffs and benefits
in riverine ecosystem services
management

Riverine ecosystems and the biodiversity

they embody provide a rich array of benefits

to humans and nature. Prominent examples

include renewable flows of fresh water,

production of fish and wildlife, aesthetic,

recreational and spiritual experiences, and

maintenance of a genetic library of aquatic

biodiversity. To capture the full range and

character of these instrumental and intrinsic

values, rigorous quantitative and qualitative

methods are required (Ervin et al., 2014). For

those benefits that can be quantified with

acceptable precision, some may be valued in

monetary terms through the use of market

prices, for example, freshwater for use in

agricultural or domestic uses. Others may be

analysed with quantitative non-monetary

methods and metrics, for example using

choice experiments or contingent valuation

survey of riverine recreation areas (Loomis,
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2012), and still others can only be assessed

with qualitative methods, such as cultural

services (Daniel et al., 2012), which can

constitute human preference for specific

aesthetics of river systems or spiritual values

that are embedded in traditional cultures.

Rivers are utilised as a major source of

fresh water for human consumptive and

agricultural uses as well as a key resource

for energy production. This diversity of

uses leads to a common management sce-

nario whereby rivers are often managed

to maximise the provisioning of one or

a few ecosystem services of instrumental

value. However, prioritisation of one service

can result in large tradeoffs whereby other

services may be concomitantly reduced or

lost (Bullock et al., 2011). When rivers are

managed primarily for irrigation, water

levels may become too low to support

high-quality fish habitat or too warm to

support native fish species and their prey

(Lemly et al., 2000). In the San Joaquin

River, California, USA, the diversion of river

water for agriculture has led to the loss

of Chinook salmon runs and other native

aquatic species (Moore et al., 1996). Another

frequent tradeoff in river ecosystems exists

between ‘soft use’ recreation and ‘hard use’

extractive industries (Ruiz-Frau et al., 2013).

In a number of locales, mining and logging

industries have led to the exclusion of recre-

ational users from certain river systems.

However, some studies find that recreation,

in the form of fishing, camping and wildlife

viewing, can contribute a higher economic

value to the region and provide a more

sustainable alternative to the extractive

industries (Ziv et al., 2012).

Another frequently observed tradeoff

in rivers around the world is between

indigenous and/or local cultural uses and

economic extractive uses (Rosenberg et al.,

2000; Pringle et al., 2000). A common

example of this conflict is the construction

of dams that negatively impact indigenous

uses and species of riverine and riparian

habitats (Table 17.2). For example, the

Elwah Klallams lived in the Elwah River

watershed and believed that they were

brought into existence on the river, formed

from the dirt scooped out of deep holes

in the rocks (Crane, 2011). Their complex

dependence, like other traditional cultures,

relied on the material outcomes from the

river, which also provided the ceremonial,

cultural and spiritual resources necessary

for their survival (US Department of the

Interior, 1994). The damming of the Elwah

River, which began in September, 1910,

and ended in December, 1913, provided

one primary ecosystem service: hydropower

(Aldwell, 1950), to the exclusion of many

other services, including cultural, support-

ing and regulating. With all these tradeoffs

come winners and losers across different

scales (in the form of individuals, businesses,

tribal and non-tribal communities, species

and ecosystems).

On the other hand, there are examples

of management that, by focusing on a

particular ecosystem service, lead to ben-

eficial outcomes in the provisioning of

other, non-target services. In several locales,

maintenance of river reaches specifically

managed for recreational fishing can lead

to increases in habitat, water quality and

flow, and biodiversity (Granek et al., 2008).

Managing rivers for drinking water can

increase protection of riparian habitats

and biodiversity as well as water quality

(e.g., Bull Run, Oregon, USA; Hetchy

Hetch, California, USA). Also, managing

rivers for cultural ecosystem services,

such as for traditional food and medicine

sources of Native American Tribes in North

America, can provide further benefits for

the functionality of the river ecosystem
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(Flanagan and Laituri, 2004). Other cultural

services, such as tourism and white-water

rafting, can also result in maintenance of

a ‘wilder’ state of the river ecosystem and

thus enhance the natural ecological and

hydrological character of the river.

An illustrative example of both tradeoffs

and benefits in river-based ecosystem ser-

vices can be seen in the recent removal of

the Condit Dam on the White Salmon River

in south central Washington state, USA.

The Condit Dam, located 5 km upstream

of the confluence of the White Salmon

and Columbia rivers, was built in 1913 and

stood as the only human-made obstruction

on the 71 km river (Figure 17.2). The

dam obstructed some 53 km of salmonid

(Oncorhynchus spp.) habitat (Allen and

Connolly 2011), and in 1994 the US Fish

and Wildlife Service and NOAA Fisheries

imposed fish passage conditions on Federal

Energy Regulatory Commission license

Figure 17.2 Condit Dam on the White Salmon River, Washington State, USA. This dam measured 38 m high

and 144 m wide, and provided 80,000 MWh of power generation per year. The dam also resulted in the loss of

53 km of salmonid habitat. Breach of the dam occurred on October 26, 2011, and it was subsequently removed.

(Photo by A. Yeakley.). (See colour plate section for colour figure).

renewal for the dam. PacificCorp, the owner

of the dam, completed a cost–benefit analy-

sis for providing fish passage and determined

that decommissioning the dam was the most

cost-effective option. Subsequently, on 26

October 2011, the dam was breached in

what, at the time, was the largest dam

breach in US history, and the river resumed

unimpeded flow from the headwaters to the

mouth (National Geographic, 2011).

The removal of the Condit Dam con-

stituted a tradeoff in ecosystem services,

with both gains and losses resulting. The

most obvious loss was in the provisioning

service of electric power generation, as the

Condit Dam provided some 80,000 MWh

of electric power, serving 7000 homes per

year (PacificCorp, 2014). An additional loss

in ecosystem services was in the cultural

service of recreational fishing and lakeside

home ownership and water supply, with the

elimination of the reservoir behind the dam,
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Figure 17.3 Capture and relocation of Chinook salmon on the lower White Salmon River. Prior to removal

of the Condit Dam, personnel from the US Fish and Wildlife Service captured some 679 fall Chinook salmon

adults, and relocated them upstream of the dam. (Photo by A. Yeakley.). (See colour plate section for colour figure).

which also lowered the groundwater table

in lakeside properties. Gains in ecosystem

services included the return of salmonid

habitat to most of the river, increased access

by local indigenous tribes to a culturally

important fishery, and increased recreational

activity in the form of white-water rafting.

In fact, with careful efforts by the US Fish

and Wildlife Service to relocate an estimated

679 fall Chinook salmon (Oncorhynchus

tshawytscha) upstream of the dam prior to

the breach (Figure 17.3), salmon spawning

and reestablishment occurred throughout

the White Salmon River within months fol-

lowing dam removal (National Geographic,

2011). Additional regulating and supporting

ecosystem services were enhanced, such

as increased water quality (eventually,

following redistribution of the sediment

released from the dam) and riparian habitat.

Substantial cultural ecosystem services were

enhanced, most notably for the many Native

American Tribes whose rights to fish in their

‘usual and accustomed fishing places’ on

the Columbia River and its tributaries were

restored in the White Salmon River. These

rights included fishing both for salmonids

and for Pacific lamprey (Lampetra tridentata),

a species on which the Yakama Nation place

a high cultural value. Additional cultural

ecosystem services were gained in general

recreational fishing for salmonids and

white-water rafting. Overall, the removal of

the Condit Dam restored the natural hydro-

logic conditions to the White Salmon River,

and the dam removal process was triggered

by concerns for broader ecosystem services

than just electric power generation. The

removal was enabled by the prioritisation of

fish passage restoration, which resulted in
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an economic decision to remove the dam by

PacificCorps.

Management: minimum
standards for critical
service flows

A very promising approach that creates

many potential win–win scenarios in river

management focuses on environmental

flows (i.e., ELOHA, the ecological limits

of hydrological alteration). Environmen-

tal flows are a growing consideration by

stream and river ecosystem managers as an

approach to maintaining critical ecosystem

functionality and sustainability. Environ-

mental flows relate both to intrinsic and to

instrumental ecosystem values in the form

of regulating and maintenance services.

The concept of environmental flows is also

justified in the economics literature (Ojeda

et al., 2008). Environmental scientists and

economists recognise that some natural

resources have minimum levels below

which the resource base cannot renew itself

through natural processes or is irreplace-

able. Minimum viable populations of fish

species and unique riverine systems are

examples. If these natural resources subject

to irreversibility are deemed critical to the

continued functioning and sustainability of

particular riverine ecosystems, it may be

economically prudent to establish a safe min-

imum standard (SMS) below which resource

levels are not permitted to fall (Toman,

1994; Castle et al., 1996). The SMS argu-

ment accords with a worldview that rejects

the extremes of perfect substitutability or

no substitutability for natural resources.

Instead, it acknowledges uncertainty as the

dominant condition describing the relation-

ship of natural to anthropogenically-made

resources in the distant future. The nature

of the substitution relationship between

anthropogenically-made and natural capital

is unknown, and perhaps unknowable.

There exists an implicit recognition of the

evolutionary processes both in economic

and ecological spheres. The rationale for

imposing a safe minimum standard for criti-

cal ecological resources argues that with low

information but high potential asymmetry

in the loss function, cost–benefit analysis

should give way to a greater presumption

in favour of species preservation unless

society judges that the cost of preservation

is ‘intolerable’ (Toman, 1994). In effect,

using the SMS approach can be seen as a

social compact for expressing agreed-upon

moral sentiments in the face of high eco-

logical uncertainty and the potential loss

asymmetry (Toman, 1994). Although these

arguments hold a high common sense

quotient, the application of the SMS is ham-

pered by uncertainty in knowing the loss

function and forecasting the substitutability

of human-made resources for nature in

the future. For those reasons, analysts

recommend using an adaptive management

approach to allow time for learning and

adjustments to evolving social and natural

conditions (Castle et al., 1996).

Summary and future
prospects

Ecosystem services are provided by riverine

ecosystems in the form of provisioning,

supporting, regulating and cultural ben-

efits to both ecosystems and the human

societies that depend upon them. River

ecosystems vary greatly in scale, from

headwater streams to vast river deltas,

and the relative importance of various

types of ecosystem services changes dra-

matically with spatial and temporal scales.
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Ecosystem service provisioning areas and

service benefiting areas are not necessar-

ily co-located, so humans may choose to

increase service-connecting areas through

infrastructure. Given the diversity and com-

plexity of river ecosystems, it is a significant

challenge to synthesise the many ecosystem

services that river ecosystems provide to

develop clear insights to inform better

management of rivers. Numerous tradeoffs

exist in the management of ecosystem

services from rivers, some of which include:

navigation vs. water storage; recreation vs.

industrial usage; irrigation vs. fish habi-

tat; and cultural services vs. hydropower

production. Over-emphasis on any one

ecosystem service (e.g., provisioning of

hydropower) can cause the reduction or

even elimination of other valuable ecosys-

tem services (e.g., provisioning of native

fisheries), and hence it is critical to achieve

a balanced approach that considers multiple

ecosystem services in any management for

river ecosystems across different scales.

Although questions that face riverine

management may extend beyond the appli-

cation of an ecosystem services approach,

this concept can provide a mechanism

for broadening the perspective of linking

humans to river systems. The future of river

science may require clearer articulation

of the complex problems facing specific

river systems and the development of

novel methods for integrating the suite of

ecosystem services into natural resource

management paradigms. One promising

approach, for example, lies in the concept

of environmental flows, which posits min-

imal flow regimes for the recovery and/or

continued maintenance of critical ecosys-

tem services such as supporting healthy

conditions for aquatic species in rivers.

This approach is most appropriate when

the threat of irreversible damage exists for

critical services, and parallels the literature

on creating safe minimum standards for

such resource systems.

As the supply and demand of riverine

ecosystem services continue to shift due to

changing climatic, demographic and land

use conditions, research on riverine ecosys-

tems that examines the dynamic feedbacks

in the coupled human and natural systems

that produce different services is vitally

needed. A useful tool may be a hierarchical

approach combining qualitative and quan-

titative models to address how changing

river governance affects the management

of riverine ecosystem services and thus

the provision of specific ecosystem services

across different scales. Equally important is

having an understanding of how different

stakeholders may perceive these changes

and potentially affect policy decisions. Incor-

porating experiential knowledge provided

by stakeholders can improve the long-term

management of rivers and their ecosystem

services.

We conclude that, in the management

of river ecosystems, there is a paramount

need to analyse the full range of ecosystem

services and their values, both instrumental

and intrinsic, across different scales, and that

environmental flow minima are useful cri-

teria in helping achieve a balanced approach

to managing riverine ecosystems and the

services they provide human societies.
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Managing rivers in a changing climate

Robert L. Wilby
Department of Geography, Loughborough University, Loughborough, UK

Introduction

Managers have long recognised the sensi-

tivity of river systems to climate variation,

but the practical challenges of designing

and operating long-lived infrastructure for

future, non-stationary climate conditions

remain largely unresolved (Němec and

Schaake, 1982). Nonetheless, represen-

tations of the hydrologic cycle have been

integral to General Circulation Models

(GCMs) since the earliest climate simula-

tions (e.g., Manabe et al., 1965). By the

1970s, GCMs were beginning to imitate

distributions of arid zones, tropical rain belts

and patterns of continental runoff (Manabe

and Holloway, 1975). By the 1980s they

were being used to explore changing dis-

tributions of summer soil moisture deficit

as a consequence of increased atmospheric

concentrations of CO2 (Manabe et al., 1981).

Other early research assessed the direct

physiological impact of higher CO2 con-

centrations on stomatal resistance of plants

and hence catchment-scale water balance

(Aston, 1984).

The idea that regional hydrologic impacts

of global climate change can be evalu-

ated using a water-balance model fed by

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

GCM output was first proposed by Gleick

(1986). His seminal study of the Sacramento

River Basin established a methodological

framework that has changed little in the

ensuing 25 years (Gleick, 1987). Advances

in computing power and proliferation

of models merely enable more thorough

quantification of uncertainty in hydrolog-

ical impacts, typically approached from a

‘top-down’ perspective (Figure 18.1). This

is legitimate scientific enquiry, but there is

growing resistance to the view that higher

resolution impacts modelling necessarily

adds value to river management under

climate change uncertainty (Stakhiv, 2011).

Others are more optimistic and assert that

societal demands for policy-relevant climate

predictions should stimulate investment in

climate services, including higher resolution

climate and impacts modelling (Shukla et al.,

2010).

This chapter takes a middle path, namely

that GCM outputs have utility for some

aspects of river management but a smarter

approach is needed when applying climate

risk information in a decision-making con-

text (Brown and Wilby, 2012; Poff et al.,

2015; Wilby et al., 2009). This view is shared

by others, as evidenced by reports published

353
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Figure 18.1 The cascade of uncertainty proceeds from different socio-economic and demographic pathways,

their translation into concentrations of atmospheric greenhouse gas (GHG) concentrations, expressed climate

outcomes in global and regional models, translation into local impacts on human and natural systems, and

implied adaptation responses. The number of triangles at each level symbolises the growing number of permu-

tations and hence the expanding envelope of uncertainty. For example, even relatively reliable hydrological

models yield very different results depending on the methods (and data) used for calibration. Missing triangles

represent incomplete knowledge or sampling of uncertainty. Adapted from Wilby and Dessai (2010). (See colour

plate section for colour figure.)

by the World Bank Independent Evaluation

Group (IEG, 2012) and the Organisation for

Economic Co-operation and Development

(2013). The chapter begins with a set of

principles for testing the credibility of GCM

output in hydrologic applications. These are

necessary but not sufficient for determining

whether GCM outputs provide so-called

‘actionable information’ (Kerr, 2011). Five

examples are then given of strategies for

adapting freshwater systems based on

varying levels of reliance on climate model

information. These include the conventional

scenario-led risk assessment (introduced

above), through scenario-neutral safety

margins and sensitivity analyses, and

adaptive management of whole systems.

The strengths and weaknesses of each

approach are explored in relation to typical

water resource management activities,

such as demand profiling, estimation of

source yields and achievement of in-stream

environmental objectives. Opportunities

for further research and development are

outlined in the concluding section.
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Testing climate models
for hydrological applications

Table 18.1 lays out five guiding principles for

rigorous, impartial evaluation of GCM out-

put from the point of view of hydrological

applications. First, it should be recognised

that observed hydro-meteorological data

used to benchmark model ‘skill’ are never

perfect, since they are often lacking in

homogeneity, spatial coverage, longevity

and sampling of extreme events. Second,

for fair comparison GCM output should be

evaluated against equivalent gridded (and

sometimes interpolated) data rather than

point observations. Third, greatest insight

is gained when testing the physical realism

of processes within the GCM, rather than

comparing spatial patterns or time series

(often aggregated to global scales). Fourth,

climate model uncertainty must be assessed

in the context of other uncertainties (such

as imperfect hydrological models, or other

long-term pressures on river catchments

including land use change). Finally, ability

to reproduce the present hydro-climate is

no guarantee of future proficiency, although

real-time model verification should become

increasingly feasible within seamless predic-

tion systems used for seasonal and decadal

outlooks (Hurrell et al., 2009; Shapiro et al.,

2010).

Some contest that GCMs are not yet ‘ready

for prime time’ in hydrologic design and

operation (Kundzewicz and Stakhiv, 2010).

For example, when subjected to careful

evaluation, GCMs used in the Intergovern-

mental Panel on Climate Change (IPCC)

Fourth Assessment Report (AR4) did not

even conserve mass – the majority generated

more global annual mean precipitation than

evaporation (Liepert and Previdi, 2012).

Bias correction methods can adjust GCM

output such that the local observed and

modelled climates match. However, without

realistic variability in water balance terms

at the macro scale it is implausible that

basin-scale hydrological simulations can be

used in the type of deterministic assessment

traditionally applied by engineers.

Compared with other components (such

as the method of downscaling or hydro-

logical modelling, Figure 18.1), the GCM

generally contributes most to the cascade of

hydrological uncertainty (Wilby and Harris,

2006). This arises from partial or simplis-

tic representations (parameterisation) of

important features such as clouds, from

sensitivity to the conditions used to initiate

GCM experiments, and to the natural vari-

ability within the model. Uncertainties from

model processes/parameters and internal

variability are relatively large over the next

couple of decades, but are overtaken by the

Table 18.1 Five guiding principles for climate model evaluation. Source: Wilby (2010).

1. Quantify the uncertainty in the observed data used for model evaluation (homogeneity,
confidence intervals, outliers)

2. Compare like with like (grid to grid, scale to scale)
3. Select indicators of performance relevant to the intended applications (extremes, low-frequency

variability)
4. Evaluate climate models relative to other components of hydrological uncertainty (impact

model, weighting)
5. Test combined climate, downscaling and hydrological model skill using near-term applications

(seasonal forecasts)
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uncertainty from socio-economic scenar-

ios that diverge from mid-century onwards

(Hawkins and Sutton, 2010). In other words,

the mix of uncertainty in climate projections

varies within the time horizons used to

manage rivers, design and operate new

water infrastructure (i.e., 10 to 80 years).

Additional, non-climatic uncertainties

accrue in hydrologic projections. For

example, future runoff scenarios derived

from regional climates forced only by

greenhouse gases do not reflect feedbacks

from land-surface changes (including rapid

urbanisation), major water transfers and

withdrawals that may also be locally sig-

nificant. In some water scarce regions

concerns about future climate change may

distract from the immediate imperative of

water insecurity heighted by rapid eco-

nomic growth and/or demographic change.

Moreover, some of the most stressed river

systems also reside in some of the most

data sparse regions of the world. Hence,

lack of basic information on key variables

(such as the temperature lapse rate in

snowmelt-dominated catchments) may be

a significant impediment to river flow fore-

casting and management even under present

climate conditions (e.g., Dobler et al., 2012).

From the previous discussion the reader

might be left wondering whether there is

any merit in using GCM output to guide

adaptation. Regional changes in precipita-

tion may be highly uncertain, but all GCMs

agree that air temperatures and sea levels

will rise for decades to come even if emis-

sions are curbed. Furthermore,the physical

reasoning behind the Clausius–Clapeyron

law warns us that a warmer atmosphere is

more likely to deliver heavy precipitation

events. At the very least these narratives

(i.e., higher temperatures, sea level rise and

more extreme rainfall) sketch the direction

of travel. The remainder of this chapter

considers whether GCMs can provide any

further insight for adaptation beyond these

simple statements.

A typology of climate model
use in water-management
decisions

Conventional risk-management frameworks

assume that climate models can provide

‘hard’ values for design purposes (step 3 in

Table 18.2). According to this conventional

approach, the climate scenario always leads

the decision-making process. However, the

process can be inverted: climate models can

be used in other ways to stress test adapta-

tion options and inform design decisions.

For example, Wilby (2012) showed that

recent climate assessments undertaken by

the World Bank Group could be classified by

scenario method (Table 18.3) and approach

to adaptation options analysis (Table 18.4).

The same twin-axis typology is now illus-

trated using case studies of long-term river

management and planning in the UK.

Three types of scenario analysis may be

defined (Table 18.3):

(a) qualitative – simple narratives such as

hotter/drier, or reference to high-level

primary sources such as the Assessment

Reports of the IPCC;

(b) sensitivity test – arbitrary ranges of cli-

matic (and non-climatic) change factors

that are used to adjust the data inputs

for hydrological impacts modelling;

(c) scenario-led – conventional top-down

approach to quantify outcomes arising

from various combinations of green-

house gas emissions, climate model,

regional downscaling and hydrological

impacts model uncertainty.

Four types of adaptation options analysis

may be defined (Table 18.4):
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Table 18.2 A risk-based decision framework for ‘climate smart’ investments. Adapted from the World Bank

(2009).

Step Activities

1 Identify problem, objectives, performance criteria and rules for decision-making
• Define decision problem and objectives for exposure units/receptors and timeframe
• Establish ‘success’ or ‘performance’ criteria and associated thresholds of tolerable risk
• Identify rules for decision-making that will be applied to evaluate options (e.g., cost–benefit

analysis)

2 Assess risks
• Identify the climate and non-climate variables that could influence the potential outcomes
• Identify the alternative future states or circumstances that may occur and associated impacts

3 Identify and evaluate options to manage risk
• Identify (any) potential adaptation options to meet ‘success’ criteria (within thresholds of tolerable risk)
• Evaluate adaptation options according to degree of uncertainty and established decision rules

(1) low regret – largely qualitative (often

common-sense) appraisals of measures

that should realise benefits under

present and future climate conditions;

(2) adaptively managed – flexible operations,

forecasting, or innovative use of existing

infrastructure to meet emergent climate

trends and/or changes in climate vari-

ability;

(3) precautionary principle – safety margins

that are incorporated within infrastruc-

ture designs and operations to manage

climate risk and uncertainty;

(4) cost–benefit – appraisal of multiple

options (sometimes monetised) under

climatic and non-climatic scenarios,

including robust decision-making

techniques that emphasise ‘satisficing’

rather than optimisation.

According to this system, a study that

is heavily reliant on regional climate

downscaling and yields non-specific rec-

ommendations (such as improved weather

observations or water conservation) would

be classified as scenario-led, low-regret

adaptation.

Case studies

The following examples show five different

ways in which GCM outputs are used in sce-

nario and adaptation options appraisal for

water-resource management. Although the

cases refer mainly to the UK, the examples

demonstrate the extent to which these

methodologies are practicable in a broader

sense.

Scenario-led (risk assessment only)
One meta-analysis of the downscaling

literature found that the most common

application is climate risk assessment for

water resources (Wilby and Dawson, 2013).

Of all the downscaling publications in the

last decade, more than 40% have addressed

some aspect of flood, drought or water qual-

ity, and the majority refer to North America,

Europe or Australasia. The typical study

adopts the same conceptual framework used

by Gleick (1986) over a quarter of a century

ago. That is, it takes GCM output to drive

a water balance model. The main technical

advance during the intervening period
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has been a switch from equilibrium (i.e.,

present, doubled or quadrupled CO2 con-

centration) GCM experiments to transient

GCM runs forced by prescribed emissions

scenarios for the twenty-first century.

Scenario-led risk assessments help to raise

awareness of water sector vulnerabilities

(e.g., Watts et al., 2015). In general, results

for glacierised basins are consistent with

observational evidence of earlier, more

rapid spring melt, and lower summer flows

in high-latitude regions, mediated by river

basin properties (such as area, elevation

range, extent of snow and ice cover).

For example, Akhtar et al. (2008) applied

a single climate change scenario from the

PRECIS regional climate model to three river

basins (the Hunza, Gilgit and Astore) in the

Hindukush–Karakorum–Himalaya region

under three prescribed stages of glacier cov-

erage (100, 50 and 0%). PRECIS projected

an annual mean temperature rise of 4.8 ∘C
and precipitation change of +19% by the

2080s. Under this scenario, discharge gener-

ally increases for the case of the 100 and 50%

glacier scenarios, but decreases for the 0%

case, demonstrating the combined influence

of climate forcing and catchment properties.

Water utility plans in England and Wales

set out strategies for maintaining the balance

between supply and demand. The plans

have a time horizon of 25 years and are

reviewed by the regulator every five years.

Utilities have been required to undertake cli-

mate risk assessment as part of the planning

process. Plans published since 1999 have

been informed by national climate change

scenarios in conjunction with methodolo-

gies developed jointly by the Environment

Agency and water industry. Ahead of the

2009 plans, climate change factors were

provided for river flows at the basin scale

(Figure 18.2). The flow factor ranges cap-

tured uncertainty from a small ensemble of

climate models combined with hydrological

model uncertainty for the 2020s.

One estimate suggested that the aggregate

loss of deployable output for England could

be 3%, but the reduction for individual

water resource zones could be as large as

50% (Charlton and Arnell, 2011). The 2009

UK Climate Projections (UKCP09) enabled

sampling of an even greater range of uncer-

tainty in regional climate projections. For

example, by the 2050s the change in sum-

mer rainfall over parts of southern England

could span −40 to +20% depending on

the emissions scenario and climate model

ensemble member (Figure 18.3). Overall,

low flows could diminish in summer by as

much as 70% in some catchments (Cloke

et al., 2010).

Thanks to these (and subsequent) national

assessments the notion of ‘warmer wetter

winters’ and ‘hotter drier summers’ has

become firmly established within the psy-

che of the UK water industry. However,

there are ensemble members that show

the opposite tendency: drier winters and

wetter summers. Hence, the pervasive

message from UKCP09 is one of immense

uncertainty about the future climate and

associated water-resource impacts. This

realisation alone brings to an end the notion

that new projects and operating procedures

can be designed with a single future in

mind. Rather, the focus is now less about

optimising outcomes and more about ‘satis-

ficing’ (Stakhiv, 2011). These solutions are

more robust to the acknowledged climate

(and non-climate) uncertainties.

Scenario-led, low-regret
adaptations
As noted above, robust decision-making

approaches identify options that perform

satisfactorily (but not necessarily optimally)

across a wide range of plausible futures
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Figure 18.2 Climate change flow factors (2020s) for the River Itchen, UK. Source: Portsmouth Water (2014).
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Figure 18.3 UKCP09 changes in summer rainfall under high emissions (left panel: A1FI, 10th percentile ensem-

ble member) and low emissions (right panel: B1, 90th percentile ensemble member) by the 2050s. (See colour

plate section for colour figure.)

(Lempert et al., 2006). In extremis it is pos-

sible to envisage options without recourse

to any climate model information but defi-

nitions of ‘satisfactory’ will reflect changing

societal values. For example, under a busi-

ness as usual water use scenario for east

Devon, in southern England, and a very

large set of climate model projections, water
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Figure 18.4 Outcome of a business as usual scenario for east Devon: the fraction of ClimatePrediction.net

(CP.net) projections failing to meet average water demand in October under SRES A1B. Source: Lopez et al

(2009).

supply failures could increase from near zero

historic frequencies to an annual likelihood

of about 5% by the 2040s (Figure 18.4).

‘Do nothing’ is always an option and, in

this case, the regulator, water utility and

customers would be accepting lower levels

of service. In practice, this could mean

periodic bans on non-essential water use to

conserve stocks whilst delaying investment

(see ’Scenario-led, adaptively managed’).

‘Scenario-neutral’ or ‘no regret’ strate-

gies should yield benefits regardless of

climate change. In practice, there are always

opportunity costs, tradeoffs, or externalities

associated with adaptation actions so it

is preferable to label such interventions

as ‘low regret’ (Wilby and Dessai, 2010;

Prudhomme et al., 2010a). These measures

should address present water management

priorities as well as keeping open, or max-

imising, options for adaptation in the future.

For example, protecting water sources from

contamination is a sound strategy under

any climate scenario. Likewise, long-term

monitoring of environmental quality is

necessary for estimating the sustainable

resource and for benchmarking changing

conditions or the outcome of management

decisions.

Water-demand management is widely

regarded as a low-regret adaptation option

(Table 18.5) because all the measures make

sense regardless of the very uncertain out-

look for climatic and non-climatic drivers

of water availability. For example, in the

case of east Devon, the single-year water

supply failure rate is more than halved by

demand management measures. However,

supply-side options tend to be preferred

more than demand-side measures by water

utilities because bulk yields from new

sources can be quantified more easily than

the aggregate water savings made by a large

number of individual customers. Nonethe-

less, all of the options listed in Table 18.5

make sense under a qualitative (narrative)

scenario of ‘increased water scarcity’.

Sensitivity test, precautionary
principle
Safety margins are an established method for

accommodating uncertainties in infrastruc-

ture design. This is typically accomplished

by expanding the capacity of reservoirs,

irrigation systems and urban drainage net-

works, or by adding height to levees, coastal

defences and platform levels. The safety

margin (or ‘head room’) can be incorporated
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Table 18.5 Examples of water demand management options. Adapted from EA (2009a).

• Convert permanent abstraction licenses to time-limited status, to provide flexibility to
respond to climate variability and change.

• Accept a reduction in the reliability of supply as an option for resolving future deficits.
• Increase levels of metering with suitable tariffs to improve water and economic efficiency

whilst protecting vulnerable groups.
• Support water neutrality where new development is planned and require developers to

produce water cycle studies for proposed housing developments.
• Identify regulatory and voluntary water efficiency standards for non-household buildings.
• Set targets for leakage control that better reflect the costs to society and the environment.
• Introduce further incentives for the purchase and fitting of water efficient equipment and

appliances.

at the design stage for new investments, dur-

ing maintenance and rehabilitation cycles,

or when retro-fitting existing systems. The

critical question is: how large should the

safety factor be to achieve a specified level

of protection or performance throughout

the design life of the infrastructure?

Governments have addressed the ques-

tion in different ways. For example, the

Australian State of Queensland (2010)

assumes a 5% increase in rainfall intensity

per degree of global warming (expected

to be 2 ∘C by 2050, 3 ∘C by 2070 and 4 ∘C
by 2100) when assessing peak flows. Cli-

mate change factors are applied to rainfall

amounts whilst historic flood levels with

probability 0.5% and 0.2% are scaled to 1%

and 0.5% respectively by the 2050s. Other

governments base their climate change

factors more explicitly on model projections

for heavy precipitation over the region of

interest. In Germany, different factors have

been used depending on the flood return

period (Ihringer, 2004). The allowance for

England and Wales once assumed a 20%

increase to all peak flows (Reynard et al.,

2004) but the revised advice now has upper

and lower bounds, given by region (EA,

2011). In New South Wales, Australia the

recommended sensitivity analysis is based

on increases in extreme rainfall and flood

volumes of 10 to 30% (NSW DECC, 2007).

The advice for flood management in

England requires that a sensitivity analysis

be performed across a range of change (for

example, extreme rainfall and flood flows)

that could occur over the lifetime of the

plan (EA, 2011). The central climate change

factor is used for investment appraisals with

the upper and lower bounds used to test

the extent to which options can adapt. In

practice, the uncertainty in peak flows can

be very large. For example, in Eastern Eng-

land (Anglian region) the lower, central and

upper change factors for river flood flows

are −10, +15 and +40% respectively by the

2050s, and −5, +25 and +70% by the 2080s.

Clearly, the more precautionary the

allowance for climate change the greater the

range of uncertainty that can be managed.

On the other hand, economic viability and

technical feasibility of the scheme may be

brought into question. For example, based

on available scientific evidence, a 50%

safety margin on 20-year flood heights

would be sufficient to manage climate

risk in the majority of UK catchments to

the 2080s (Figure 18.5). However, with

pressure on flood defence budgets, such a
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lines respectively) are shown for each ensemble. Source: Prudhomme et al. (2010b).

precautionary margin could imply higher

levels of investment in fewer locations.

Sensitivity test, cost–benefit
The literature abounds with examples of

hydrological sensitivity (or stress) testing

based on prescribed temperature, precip-

itation and basin conditions. The climate

‘change factors’ may be arbitrary, originate

from palaeo-climate data, or from climate

models. The stress test can be performed

as part of a vulnerability assessment for

contingency planning, or to evaluate the

outcome of different management decisions.

For example, Abu-Taleb (2000) calcu-

lated the annual water deficit for Jordan,

taking into account projected water use by

all sectors for specified precipitation and

temperature changes to 2020. Under a tem-

perature rise of 4 ∘C and 20% decrease in

precipitation, the projected deficit would be

1020 mm3/year, compared with a deficit of

408 mm3/year under the no climate change

scenario. Several options for reducing the

deficit were tested, including: water pricing,

conservation measures, water distribu-

tion network rehabilitation, enforcement of

metering, billing and revenue collection, and

reallocation through volumetric constraints.

Taken together these measures could realise

water savings of up to 566 mm3. However,

even an optimal combination of strategies

would not produce enough water savings to

offset the anticipated deficits. Under the best

case scenario (no change in temperature,

precipitation +20%) Jordan would still need

to invest in water conservation measures.

There are relatively few examples of

sensitivity analysis combined with adapta-

tion options appraisal. Lopez et al. (2009)

evaluated the frequency of years with water

supply failures in East Devon under business

as usual compared with three adaptation

scenarios: water-demand management,

increased storage capacity of a reservoir,

and a combination of demand reduction

and capacity expansion. The outcomes were

modelled using industry standard water

balance and distribution models, driven

by precipitation and temperature changes

from the ClimatePrediction.net (CP.net)

climate model ensemble (Figure 18.6). The

preferred adaptation strategy to reduce

risk of supply interruptions would involve

a mix of water-demand reduction mea-

sures with increased storage (shown as

Demand+Reservoir in Figure 18.6).

Using the same approach, Whitehead et al.

(2006) and Karamouz et al. (2010) evaluate
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supply zone in East Devon under SRES A1B emissions. Adapted from Lopez et al. (2009). (See colour plate section

for colour figure.)

the effectiveness of different control strate-

gies for eutrophication using downscaled

climate scenarios. For instance, Whitehead

et al. (2006) show the relative reduction in

simulated river nitrate concentrations to

2100 assuming lower fertiliser application

rates, more stringent emission controls for

nitrogen and/or wetland creation. Similarly,

Henriques and Spraggs (2011) show how

the population at risk from water supply

failures due to widespread flooding (under

a +20% peak flow scenario) can be reduced

by increasing the resistance of individual

assets and installing new links to improve

overall distribution network resilience.

Such studies are not using climate model

output in a deterministic sense but rather

as plausible scenarios with which to stress

test existing systems and performance of

planned adaptations. Other examples of the

approach include management plans for

the Upper Great Lakes in North America

(Brown et al., 2011) and the Niger Basin

(Brown, 2010).

Scenario-led, adaptively managed
Adaptive management involves taking

action to manage climate risks through

predetermined interventions when partic-

ular trigger conditions or coping conditions

are exceeded (e.g., Brown et al., 2011; EA,

2009b). As such, the approach depends

critically on good awareness of system

vulnerabilities and routine surveillance of

changing patterns of risk. The arrival of the

trigger point may be delayed by improved

forecasting and contingency planning, or by

modifying control rules for existing water

infrastructure to better cope with evolving

conditions.

Despite heavy reliance on routine mon-

itoring and review, adaptive management

can still benefit from climate model analysis.

For example, by exploring the relationship
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much of the inter-annual variability observed in less permeable catchments. Source: Wilby (2006).

between a projected climate trend and nat-

ural variability (i.e., signal-to-noise ratio), it

is possible to determine the length of time

required for detection at a specified level of

confidence (Figure 18.7). In regions where

the climate change signal is expected to be

weak relative to inter-annual variability,

detection may not be possible for many

decades or even during the twenty-first

century. Although the signal may not be

statistically significant for many years, the

practical significance of small changes in

river flow could be felt sooner. There could

also be abrupt changes in climate that

are not well-resolved by climate models.

Nonetheless, detection studies provide

some insight to the scope for delaying

investments, or for designing networks

of observing systems at sentinel locations

(Murphy et al., 2013).

Non-structural measures may be deployed

to reduce vulnerability to climate variability

and change within coping ranges. As noted

before, ‘soft measures’ include water con-

servation, better irrigation scheduling and

demand management (Table 18.5). Where

the legal and regulatory context allow,

smarter water licensing (permit) arrange-

ments for abstractions may also afford

greater protection to the environment

whilst safeguarding public water supplies

(Figure 18.8).

Well-maintained and designed infrastruc-

ture can accommodate a degree of climate

variability and change. For example, model

studies in North America indicate that

adaptive reservoir management can sustain

levels of performance for water supply,

energy production and environmental flows

even under future droughts (Georgakakos

et al., 2012; Li et al., 2010; Watts et al., 2011).
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However, depending on the climate change

scenario, increasing reservoir storage for

one use (e.g., flood control) may require

tradeoffs against other allocations (e.g.,

for hydropower production, irrigation and

instream flow targets) in multi-purpose sys-

tems (Payne et al., 2004; Gosh et al., 2010;

Raje and Mujumdar, 2010). The adaptation

pathway and choice of rule curves also

depend on decision-maker attitudes to risk

and weight attached to different climate

scenarios (Brekke et al., 2009), as well as

the anatomy of the water resource system

in the case of multi-reservoir configurations

(Eum and Simonovic, 2010). Once again,

the role of climate models (when deployed)

is to bind the range of conditions tested.

Concluding remarks

Water managers are divided as to when (or

even whether) climate models will be capa-

ble of producing ‘actionable information’

for adaptation and development planning.

Nonetheless, the top-down, scenario-led

framework has been the dominant scientific

paradigm for at least 25 years. This approach

has improved understanding of the extent

and character of climate uncertainty. The

work has also raised awareness of risks but it

has done little to inform adaptation in prac-

tice. Indeed, it can be argued that the single

most important legacy of climate modelling

to decision-makers has been to convince

them that flexible, robust and imagina-

tive measures are needed to adapt water

resource systems to climate change. Some

contest that this has always been the case.

This chapter shows that, despite uncer-

tainty, climate model outputs can add value

to a range of water management decisions.

However, it is always helpful to ask ‘how far

can the plan proceed without using climate

models?’ Since climate change is expected

to amplify non-climatic pressures, the first

step should be to identify and implement

the ‘low-regret’ (i.e., scenario-neutral)

measures that are already an established
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part of best practice (see Stakhiv, 2011).

Improved forecasting systems, inter-agency

cooperation, soil and water conserva-

tion, contingency planning, and other

enabling activities go a long way to reducing

vulnerabilities to climate variability and

change regardless of the outlook (Wilby and

Keenan, 2012). Ideally, the management

plan will recognise the broader catchment

context (especially for transboundary river

systems) and future tradeoffs between water

use for domestic and commercial supply,

agriculture and energy production. In many

situations, non-climatic or indirect climate

impacts may be the dominant driver of

change in freshwaters for the foreseeable

future (Vörösmarty et al., 2010).

Perhaps the greatest value of climate

model products lies in their heuristic use.

This runs counter to the fashion for climate

‘prediction’ (e.g., Hurrell et al., 2009; Shapiro

et al., 2010) but the term ‘scenario’ better

reflects present capabilities and uncertain-

ties. With scenarios it is possible to bound

sensitivity tests of adaptation portfolios,

identify system thresholds and fix weak

links, explore the timing of investments,

revise operating rules, or develop smarter

permitting regimes.

The most problematic application remains

the climate change safety margin because of

the very low confidence in extreme precipi-

tation and river flows generated by climate

models. Nonetheless, risk-based design

standards are needed for new infrastructure

and government agencies are beginning

to provide engineers with look-up tables

based on available scientific evidence. Ulti-

mately, there will be a tradeoff between

the cost of the scheme and the allowance

for uncertainty that reflects the degree of

risk aversion. However, through legislated

periodic review, it is possible to revisit the

evolving scientific knowledge underpin-

ning climate change safety margins. The

guiding principle here should be one of

transparency about the assumptions and

evidence employed.

Existing water infrastructure could also

be gradually upgraded during scheduled

maintenance. This is to protect present

assets and maintain levels of performance

in the future (unless the decision is taken to

accept declining levels of service). Elements

with short lifetimes (∼10 years for pumps,

telemetering devices and detentions ponds)

can be optimised with less attention to

climate resilience than long-lived assets

(∼80 years for concrete sewer and pipe

replacement) (Arnbjerg-Nielsen, 2011).

Post-disaster reconstruction or routine

replacement provides further opportunities

to ‘build back better’ (i.e., incorporate

higher specification designs or materials

for vulnerable assets). However, adaptively

managed systems may not necessarily be a

cheaper strategy for managing uncertain cli-

mate risks than incorporating safety margins

up-front. Again, scenario analysis can help

elucidate the circumstances under which

the former option might be preferable.

Finally, some are calling for a new era of

field- and model-based research to test the

effectiveness of adaptation interventions at

river habitat (Everall et al., 2012), river reach

(Orr et al., 2015), to river catchment scales

(Wilby et al., 2010). Such calls echo those

in the 1980s for field campaigns to ‘solve’

acid rain. There is also a case for Research

Councils to allocate more resources for

the opportunistic study of the causes and

consequences of extreme weather events.

This all depends on wider enabling condi-

tions, such as strong institutional memory

and governance, long-term monitoring and

reporting systems, freedom of access to data

and analytical tools, technical capacities
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in public and private sectors, and bridg-

ing organisations between scientific and

stakeholder communities. However, these

initiatives will only bear fruit if comparable

efforts are made to translate latest research

findings into ‘actionable’ guidance for river

managers.
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The chapters contained in this volume and

the nature of present-day river science,

are the outcome of the research by many

of the authors and their colleagues over

the last 30 to 40 years. The chapters form a

fitting tribute to their scientific endeavour,

charting the historical development of

river science and also highlighting where

significant advances may be achieved in

the future. During the 1970s and 1980s,

the integrated and holistic understanding

of what today we call ‘river science’, was

not in the vocabulary of river managers or

scientists. Since the start of the twenty-first

century, river science has become a primary

focus for many early career scientists and

practitioners. A new generation of aca-

demics has emerged, describing themselves

as ‘Professors of River Science’ or ‘River

Ecosystems’, including a number who have

contributed to this book. In marked contrast,

during the 1970s and 1980s, academics with

a primary focus on riverine systems were

described as stream biologists, ecologists,

hydrologists, chemists, fluvial geomorphol-

ogists or hydraulic engineers. Each of these

separate disciplines evolved on parallel

paths with limited, if any, cross-fertilisation

or collaboration with others. Each of the

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

disciplines developed their own concepts,

theories and terminology independently,

even when working to achieve common

research goals on the same river system.

Thus, in the UK, there has never been a

single society for those working on rivers;

stream ecologists typically being members

of the Freshwater Biological Association,

hydrologists, the British Hydrological Soci-

ety, fluvial geomorphologists, the British

Geomorphological Research Group (now

British Society for Geomorphology) and

hydraulic engineers, the Institute of Civil

Engineers (e.g., Scottish Hydraulics Group).

In the United States the Society for Fresh-

water Science, formerly North American

Benthological Society (NABS), encompasses

those working on both lotic and lentic

systems, while engineers and a few geo-

morphologists work with the United States

Corps of Engineers on river erosion and

sediment issues. Similarly, in Australia, New

Zealand, South Africa and other regions of

the globe, most river scientists are members

of either the limnological, geographical or

engineering societies within their respective

countries or region.
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As a result of the emergence of a systems

based approach within science during the

1970s, the significance of research within

other scientific areas became apparent

within a range of academic subjects. There

was inevitably a convergence of individual

disciplines towards river science, although

the term would not come into contempo-

rary use until the start of the twenty-first

century. Adoption and integration of con-

cepts, terminology and techniques has,

however, not been straightforward or with-

out resistance. At the end of the twentieth

century and at the start of the twenty-first,

scientific coupling of research within

established disciplines that were focus-

ing on riverine environments occurred.

Eco-hydrology (e.g., Baird and Wilby, 1999;

Zalewski et al., 1997), hydroecology (e.g.,

Wood et al., 2007), eco-hydraulics (e.g.

Nestler et al., 2007), hydromorphology

(e.g., Orr et al., 2008), eco-geomorphology

(e.g., Thoms and Parsons, 2002), and

eco-hydromorphology (e.g., Vaughan

et al., 2009) all emerged as research foci. In

essence, this was the coupling of two or more

of the traditional disciplinary areas. Notable

under-representation among the academic

fields experiencing academic coupling in the

area of river science were hydrochemistry

and biogeochemistry; although this research

gap is being rapidly addressed. This trend

can be clearly tracked in the meta-analysis of

papers published in the journal River Research

and Applications (Thoms et al., Chapter 1 this

volume).

The ideas, concepts and approaches of

river science reflect an interdisciplinary

endeavour emerging from a variety of disci-

plines (see Thoms et al., Chapter 1, Figure 1.1

this volume). Like all interdisciplinary activ-

ities, river science is challenged by working

across spatial and temporal scales that link

different disciplinary paradigms and con-

ceptual tools (Dollar et al., 2007; Delong and

Thoms, Chapter 2 this volume). Disciplinary

paradigms often lose their usefulness in an

interdisciplinary domain and the develop-

ment and acceptance of new approaches

takes time. As a consequence, the focus of

river science is evolving and expanding.

As illustrated by the chapters contained in

this volume, river science has expanded

to directly engage with the human/social

dimension of rivers and their landscapes;

clearly illustrated in Figure 19.1. Thus rivers

and their associated landscape are increas-

ingly being viewed as social/ecological

systems with cultural dimensions. There are

few, if any, large natural river systems that

are not influenced by people, nor their com-

munities. The social and ecological nature of

river systems recognises that they are truly

interdependent and constantly co-evolving

across spatial and temporal scales. Indeed, it

is difficult to truly understand the dynamics

of riverine systems and their ability to

generate services without consideration of

the anthropogenic dimension, both past

and present. Focusing solely on ecologi-

cal or biophysical elements as a basis for

decision-making simplifies reality to the

extent that the results become incomplete

and the conclusions partial. Undertaking

scientific research in isolation, with the

social science dimension included later in

the processes, overlooks essential feedbacks.

Many of the problems facing the world’s

riverine ecosystems cannot be solved using

the same tools or approaches that partially

created them. New approaches, such as

resilience thinking, offer novel opportu-

nities for the sustainable management of

our global river ecosystems in general and

specifically for determining water allo-

cations. Resilience thinking provides an

approach in which ecosystems, economies
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Figure 19.1 A conceptual diagram showing the likely evolution of river science moving forward with incorpora-

tion over time of disciplines from the Arts and Humanities, Psychology and Medicine, and Social and Economic

Sciences alongside River Ecosystem Science. The arrows that flow towards the centre of the diagram, from

their subject specific paradigm, are conceptual timelines converging on the river science of the future with an

emphasis on both research and application. In 2-dimensional space a selection of sub-disciplines and fields of

enquiry (shown in lower case font) that need to emerge over time are shown to illustrate the future develop-

ment of river science as a subject. The locations in 2-dimensional space of these sub-disciplines and fields of

enquiry relate to their subject content on the disciplinary continuum between the four corners (keystones) of

the diagram.

and societies must be managed as integrated

social-ecological systems (Wilson, 2012). It

is a rapidly developing research area at the

interface of science–management–policy

and has three key building blocks:

• the concept of thresholds and alternate

stable states at different scales;

• the concept of adaptive loops;

• the concepts of management and

intervention in ecosystems that can incor-

porate uncertainty and variability (see

Parsons et al., Chapter 10 this volume).

In terms of an immediate future, the evo-

lution of river science is clear – traditional

disciplines will be increasingly integrated

into interdisciplinary teams, in recognition

that rivers function as a system of tightly

integrated abiotic and biotic components

(Nestler et al., 2012). A conceptual model

developed to guide management and

restoration planning on the Mississippi

River (Lubinski and Barko, 2003), for

example, describes the river condition using
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five categories of variables called essential

ecosystem characteristics: (i) hydrology

and hydraulics, (ii) biogeochemical cycling,

(iii) geomorphology, (iv) habitat and (v)

population dynamics. Moreover, the model

visualises the dynamics of the Mississippi

River as interactions amongst and between

the variables – the very essence of a river

ecosystem!

River science of the future

There have undoubtedly been significant

advances in our understanding of rivers

over the last 30–40 years (e.g., Vannotte

et al., 1980; Townsend, 1989; Junk et al.,

1989) and despite the contemporary focus

on common interdisciplinary goals (e.g.,

Benda et al., 2004; Thorp et al. 2006) there

are still areas where understanding needs

to advance. A recent useful description

of a river ecosystem elegantly illustrates

the complexity of the challenges that river

science faces (McCluney et al., 2014). They

define ‘riverine macrosystems as hierar-

chical dynamic networks, influenced by

strong directional connectivity and ones

that integrate processes across multiple

scales and broad distances through time’

(p. 48). However, like the majority of

the other concepts and theories identified

above, this has an ecosystem focus and does

not explicitly integrate societal values or

socio-economic systems.

River science, like other hybrid disciplines,

faces a number of challenges, such as the

integration of approaches that have varying

levels of high uncertainty at large and

medium spatial scales (e.g., hydromorphol-

ogy), together with those of low levels of

uncertainty at small scales (e.g., traditional

ecohydraulics). There is also an urgent need

for a heightened empirical evidence base,

and hence predictive capability, as to the

extent to which the concepts articulated

in the River Ecosystem Synthesis (Thorp

et al., 2006) underpin the functioning of

different types of river system in different

biogeographical regions. River science needs

to acknowledge that in a functional sense,

our ability to predict how human alterations

to rivers modify biogeochemical process-

ing, including carbon sequestration and

biodiversity, is very limited. In this regard

there are severe constraints in terms of our

capability to measure the level to which

ecosystem functioning is occurring in an

individual river.

There is little doubt that new conceptual

models will emerge that aid the process

of understanding river ecosystems. These

are likely to revolve around heterogeneity

and multi-scalar perspectives (McCluney

et al., 2014). The means by which ecosys-

tem services are transported from river

reach to reach, and from headwaters to

lowlands, and the degree to which these

are dependent upon ecosystem functioning,

requires greater conceptual understanding.

Many of the relatively new interdisciplinary

research fields, such as ecohydraulics and

ecogeomorphology, are focusing on the

same questions but at different scales,

and as a result novel spatial and temporal

frameworks for multi-disciplinary science

are required. There may also be a need

to return to and advance the application

of basic physics, chemistry and biology to

rivers, which has to a degree been lost in

the drive for cross-disciplinary studies. In

this regard, the dearth of mathematical

under-pinning to conceptual frameworks

is notable. New technologies, however, are

helping in terms of monitoring processes and

characterising riverscapes, at high temporal

and spatial resolution, both on the ground

and from the air (Gilvear et al., Chapter 9
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this volume). Even the conservation and

management of our most threatened species

is now being aided by new technologies, for

example passive hydro-acoustics being used

to monitor the distribution, population and

behaviour of endangered species such as the

freshwater dolphins of the rivers Ganges,

Yangtze, Indus and Amazon (Marques et al.,

2013; Richman et al., 2014).

Furthermore, one needs to think about

the multiple components of the fluvial

hydrosystem and the three-dimensional

structure of the river ecosystem so as to

consider where the greatest gaps in our

knowledge exist. The role of the hyporheic

zone in river functioning will surely be an

area where further advances in understand-

ing are to be made – at present it is very

much a ‘black box’ (Krause et al., 2011).

Limited research on the air–water interface

and gaseous losses from river systems has

been undertaken with the exception of

the thermal characteristics of rivers (Gangi

et al., Chapter 14 this volume; Stanford

et al., Chapter 13 this volume). The manner

in which biogeochemical transformations

along the river occur in relation to network

pattern and structure also represents a

challenging area where research advances

are required.

River science has largely emerged from

within the natural sciences, and from

the onset those scientists involved were

wishing to ’make a difference’ in the way

rivers are valued and managed by society.

Currently, the ecosystem services concept

is an important cross-fertilisation from the

social sciences and is an important vehicle

for linking environmental systems to people

(Yeakley et al., Chapter 17 this volume;

Comino et al., 2014; Large and Gilvear,

2014). This is perceived to be critical to the

development of the field, since traditional

single disciplines have failed to provide the

science for the wise use of rivers and thus

the need for an interdisciplinary approach.

Moreover, it is evident that any attempt to

restrict river science solely to the domain

of natural scientists will lead to a failure

in the sustainable use and management

of the system. It is increasingly apparent

that to make a real difference, river science

needs to welcome and engage with the

fields of sociology and economics to better

understand the relationship between soci-

ety at large, people and rivers; including

how individuals make decisions regarding

their engagement with rivers. Stakeholder

involvement is increasingly acknowledged

as crucial to decision making. However as

Athrington et al. (2009) state ‘how does

one educate the public to fully appreciate

the importance of the natural rhythm of

rivers?’ (p. 10). Building communities that

value rivers can also bring benefits to the

natural sciences in terms of crowd sourcing

information and citizen science. The health

of rivers, and the range and level of ecosys-

tem services they provide, will ultimately

be stronger if individuals have a catchment

consciousness and see rivers as being at the

heart of communities. If this is achieved,

the final goal for river science is to articulate

its knowledge to people living beside and

working with the river. We hope that river

science books in the future will be written

with a balance of natural and social science,

as wider recognition of its importance is

accepted.

Making it happen

We hope that this volume demon-

strates that rivers are not only complex

ecosystems, but are in fact complex

socio-economic–ecological systems. Given

that the goal of river science is to develop
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resilient river systems that meet societal

and ecosystem needs, they clearly need

to be viewed and managed as such. How-

ever, as already demonstrated, because

different scientific disciplines use different

concepts and language to describe the

system, progress has been slow to date in

many areas. Ostrom (2009) argues that

without a common framework to organise

findings they are isolated and knowledge

does not accumulate and develop with

regard to complex systems with relation-

ships at multiple levels. Ostrom (2009)

proposes four sub-systems at the most basic

level, representing resource units, resources

systems, governance systems and users.

In terms of river systems these equate to:

(i) the catchment, the river network and

river reaches; (ii) the flora and fauna of the

river corridor network together with fluxes

of water, nutrients and sediments; (iii)

those responsible for river management and

conservation and the rules for water gov-

ernance and (iv) the users (e.g., fisherman,

hydro-power generators, irrigators and

canoeists). This framework seems attractive

for river science if it is to move forward

in dealing with the understanding of the

social–ecological system of rivers across the

globe.

Capacity building and education of a new

generation of water scientists and policy

makers is critical for the future of river sci-

ence. There is the need to develop a passion

in individuals for the subject at an early

age through education and initiatives. This

can initially be achieved through learning

about river landforms and the plants, fish

and other organisms that inhabit our local

rivers. Rivers also need to be a focus for

courses in higher education, but these will

only flourish if rivers are seen as important

and exciting, and crucially are adequately

addressed in school/college syllabuses. A

grass roots platform for river scientists needs

to be created. This could take the form of a

computer App similar to ‘MineCraft’, called

‘RiverCraft’ – its aim being to illustrate and

model how river flows can be maintained

and ecosystem collapse be prevented in

the face of increasing anthropogenic pres-

sure. River science in the future will be

different from that of the past or present

and will be richer for combining traditional

approaches with the ever-increasing array

of technologies available for interrogat-

ing and monitoring the world around us.

Twenty-first century river science will hope-

fully see the health of the rivers of the world

improve, their sustainable management

secured and for society to realise the bene-

fits of this endeavour for them individually,

for society at large and for the natural

environment.

References

Arthington AH, Naiman RJ, MClain ME and Nilsson

C (2009). Preserving the biodiversity and ecologi-

cal services of rivers: new challenges and research

opportunities, Freshwater Biology 55: 1–16.

Baird AJ and Wilby RL (1999). Eco-hydrology: Plants

and Water in Terrestrial and Aquatic Environments.

Routledge, London.

Benda L, Poff NL, Miller D, et al. (2004). The net-

work dynamics hypothesis: how channel networks

structure riverine habitats. BioScience 54: 413–427.

Comino E, Bottero M, Pomarico S and Rosso M

(2014). Exploring the environmental value of

ecosystem services for a river basin through a

spatial multicriteria analysis. Land Use Policy 36:

381–395.

Dollar ESJ, James CS, Rogers KH and Thoms MC

(2007). A framework for interdisciplinary under-

standing of rivers as ecosystems. Geomorphology

89: 147.

Junk WJ, Bayley PB and Sparks RE (1989). The

flood pulse concept in river floodplain systems,

In: Dodge DP (ed.), Proceedings of the International

Large River Symposium. Canadian Special Publications

Fisheries and Aquatic Science 106: 110–127.



�

� �

�

378 Chapter 19

Krause S, Hannah DM, Fleckenstein JH, et al. (2011).

Interdisciplinary perspectives on processes in the

hyporheic zone. Ecohydrology 4: 481–499

Large ARG and Gilvear DJ (2014). Using Google

Earth, a virtual imaging platform, for ecosystem

services-based river assessment. River Research and

Applications 31:406–421

Lubinski KS and Barko JW (2003). Upper Mississippi

River-Illinois Waterway System Navigation Feasi-

bility Study: Environmental Science Panel Report.

US Army Corps of Engineers.

Marquest TA, Thomans L, Martin SW, et al. (2013).

Estimating animal population density using

passive acoustics. Biological Reviews of the Cambridge

Philosophical Society 88: 287–309.

McCluney KE, Poff NL, Palmer MA, et al. (2014).

Riverine macrosystems ecology: sensitivity,

resistance, and resilience of whole river basins

with human alterations. Frontiers in Ecology and the

Environment 12: 48–58.

Nestler JM, Goodwin RA, Smith DL and Ander-

son JJ (2007). A mathematical and conceptual

framework for hydraulics. In: Wood PJ, Hannah

DM, Sadler JP (eds), Hydroecology and Ecohydrology:

Past, Present and Future, John Wiley & Sons, Ltd:

Chichester, pp 205–224.

Nestler JM, Pompeu PS, Goodwin RA, et al. (2012).

The river machine: a template for fish movement

and habitat, fluvial geomorphology, fluid dynam-

ics and biogeochemical cycling. River Research and

Applications 28: 490–503.

Orr HG, Large ARG, Newson MD and Walsh CL

(2008). A predictive typology for characterising

hydromorphology. Geomorphology 100: 32–40.

Ostrom E (2009). A generalising framework for ana-

lyzing sustainability of social-ecological systems.

Science 324: 419–422.

Richman NI, Gibbons JM, Turvey ST, et al. (2014).

To See or not to see: investigating detectability

of ganges river dolphins using a combined

visual-acoustic survey. PLoS ONE 9(5): e96811.

doi:10.1371/journal.pone.0096811.

Thoms MC and Parsons M (2002). Eco-

geomorphology: an interdisciplinary approach to

river science. International Association of Hydrological

Sciences 276: 113–119.

Thorp JH, Thoms MC and Delong MD (2006).

The riverine ecosystem synthesis: biocomplexity

in river networks across space and time. River

Research and Applications 22: 123–147.

Townsend CR (1989). The patch dynamics concept

of stream community ecology. Journal of the North

American Benthological Society 8: 36–50.

Vannote RL, Minshall GW, Cummins KW, et al.

(1980). The River Continuum Concept. Cana-

dian Journal of Fisheries and Aquatic Sciences 37:

130–137.

Vaughan IP, Diamond M, Gurnell AM, et al. (2009).

Integrating ecology with hydromorphology: a

priority for river science and management. Aquatic

Conservation: Marine and Freshwater Ecosystems 19:

113–125.

Wilson GA (2012). Community Resilience and Environ-

mental Transitions. Earthscan/Routledge, London.

Wood PJ, Hannah DM and Sadler JP. (2007). Hydroe-

cology and Ecohydrology, Past, Present and Future. John

Wiley & Sons, Chichester.

Zalewski M, Janauer GA and Jolankai G. (1997).

Ecohydrology: A New Paradigm for the Sustainable Use

of Aquatic Resources. Unesco, Paris. IHP-V Technical

Documents in Hydrology no. 7.



�

� �

�

Index

Page numbers in italic refer to figures; those in bold
to tables

A
AASER (Arctic and Alpine Stream Ecosystem

Research), 158–164
actionable information, climate change, 354, 367,

369
adaptability, ecological resilience, 208
adaptive cycle, 103, 207
adaptive management

climate change, 357, 359, 365–366
ecosystem services, 347
and monitoring, 213–215

aerial photosieving, 244
Afon Llwyd case study, 280–292, 281
agriculture

Australia, 189, 198, 199
floodplains, 2, 68
history, 68, 77
sediment loss, 38, 41, 48, 52, 54
water availability, 342, 343–344

Ain floodplain, 65
Airborne Thematic Mapper (ATM), 244
aircraft, remote sensing, 174–175, 244
algae, 201–202, 224, 274
Alpine River and Stream Ecosystem classification

(ARISE), 164–165
amphibians, 264, 272, 274, 343–344
Anaxyrus boreas , 264, 268, 271, 272, 274
animals. see biological assemblages; fauna
ANOSIM analysis, 249–250
anthropogenic impacts. see human impacts
application phase, characterising rivers,

242–243
aquatic ecosystems, 84–89, 97–99

causality principle, 86–87, 92–97
scale principle 86–88, 88, 89–97
thermal diversity, 259–261

Arctic and Alpine Stream Ecosystem Research
(AASER), 158–164

ARISE classification, 164–165

River Science: Research and Management for the 21st Century, First Edition.
Edited by David J. Gilvear, Malcolm T. Greenwood, Martin C. Thoms and Paul J. Wood.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

Artificial Water Bodies (AWB), 224
asexual reproduction, island development, 139,

151
assemblages. see biological assemblages
assessment, rivers, 199–200

as social–ecological systems, 205–214
sustainability, 200–205
UK National Ecosystems Assessment, 329
see also monitoring

Atlantic Multi-decadal Oscillation (AMO), 297, 299,
302–305, 303–304, 305, 308

Australia
climate change, 363
Great Barrier Reef, 45
Sustainable Rivers Audit, 2, 27–29, 189, 204

availability, water, 199, 337, 341, 342, 345, 361–368
AWB (Artificial Water Bodies), 224

B
background sediment, 50, 71
bankfull

flooding, 95
remote sensing, 178, 190, 191
and vegetation cover, 144–146

Barwon–Darling River, Australia, 30–31
baseline conditions

changes to, 62–64, 76–77
flow regimes, 295–298, 306–309
palaeoenvironmental data, 61–62, 70–75, 76, 78
and river restoration, 315, 317–319, 322, 323,

324, 327–328, 330
Water Framework Directive, 61–62, 63, 64, 69

Bayano River, Panama, 343
Bayesian statistics

fine sediment transport, 44–45
monitoring, 204

beetles, palaeoenvironmental data, 72–74, 73
benthic organisms

flow regimes, 300, 301, 302–304, 303, 307
glacier-fed rivers, 157, 159, 160, 164, 167,

168
habitats, 224

379
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benthic organisms (continued)
rivers as social–ecological systems, 202
sediment transport, 224–227, 231, 234

Berger–Parker Dominance index, 225, 227–228,
230, 231–232

best practice
climate change, 368
resilience, 215
river restoration, 314, 315, 321

beta diversity, 165, 166
biocoenotic zones, 17–18

limitations of concept, 17, 19, 20
biodiversity

ecosystem services, 341
flow regimes, 301
glacier-fed rivers, 165, 166
as monitoring parameter, 201, 203
river characterisation, 247–248, 250–251, 253
river restoration, 316, 318–319, 328–329
statistics, 111, 124–125
thermal diversity, 259–261, 272, 275
see also diversity indices; species richness

biogeomorphology, 133, 152; see also
geomorphology; morphology

biological assemblages, 2–3
aquatic ecosystems, 93–97
climate change, 367, 367
and discharge, 94–95, 225–227, 232–235
and erosion, 132, 133, 134, 201, 227, 232–233
fine sediment retention, 148–149, 150–151
and flow regimes, 144–148, 145–146
glacier-fed rivers, 157–164
monitoring, 201–202
and morphodynamics, 132–133, 134
river characterisation, 244, 250–251
palaeoenvironmental data, 65, 72–75, 73
Tagliamento River, Italy, 135–136, 137, 139,

140–142, 141–142, 152
tree growth, 135–144
see also individually named species/ families

biophysical parameters
floodplains, 103
monitoring, 200, 205, 209–212, 210, 215–217
river science discipline, 3, 373

Boosted Regression Tree model, 190
boreal toads, 264, 268, 271, 272, 274
box-and-whisker plots, 282, 285–287, 286, 288
brackish systems, 10
Brazil, Xingu River, 343
Bugs Coleopteran Ecology Package (BugsCEP),

72–73

C
caddisflies, 66, 67, 72, 73, 74–75
Caesium-137, 45–46, 47
capacity, sediment loads, 38–39, 42, 50
carbon dioxide, climate change modelling, 353

case studies, 9–10
climate change, 357–367
fine sediment, 50–53, 225–235
floodplains, 105, 115–126
microthermal variability, 280–292
remote sensing, 188–191
river landscapes classification, 245–251
thermal diversity, 261–270
thermal diversity discussion, 270–275

catchment consciousness, 316–317, 321–322, 323,
330

catchment sediment budgets, 41–42, 50–52, 51
causality principle, 86, 87, 87, 89, 92–97
CFD (computational fluid dynamics), 92–93, 98
change, environmental, 67–69, 75–77; see also

baseline conditions
Changuinola River, Panama, 343
channel hydraulics, 24, 296
channel morphology

aquatic ecosystems, 89, 91, 93
floodplains, 125
microthermal variability, 290
remote sensing, 174, 175, 176, 181, 184, 186
river characterisation, 251
scale, 30, 31, 89

channels
classification, 89–90, 91, 241–242, 249, 249–250
microthermal variability, 279–282, 285–292
palaeoenvironmental data, 65
river restoration, 315, 317, 318–319, 321–322,

325, 326–328
stability 162
thermal diversity, 291

channel storage, 49, 50–51
characterisation, 4, 375–376

definition, 239–240
ecosystem services, 336–337, 338
river landscapes case study, 245–251
scale, 20, 21–22
see also classification

chemical analysis, 66, 200–201
chemical fingerprinting, 43–45, 50, 71–72
Chenobyl nuclear disaster, 45, 46
China, Yangtze River, 181, 344
Chironomidae

climate change, 303
fine sediment transport, 228
glacier-fed rivers, 157–162
palaeoenvironmental data, 66, 73, 74

classification
case studies, 245–251
floodplains, 104–105
glacier-fed rivers, 164–165
remote sensing images, 178–179
river landscapes, 239–245, 251–254
and scale principle, 89, 91
see also characterisation
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Clausius–Clapeyron law, 356
climate change, 353–354, 367–369

case studies, 357–367
flow regimes, 300
glacier-fed rivers, 156, 167–168
management, 356–357
models, 355–367
Water Framework Directive, 76

ClimatePrediction.net 362, 364
coarse sediment, 37, 151
Coleoptera, palaeoenvironmental data, 72–74, 73
Columbia River Basin, USA, 341
Common Implementation Strategy for the Water

Framework Directive (WFD-CIS), 61–62, 78; see
also Water Framework Directive

common law of rivers, 319
complex adaptive systems, 103–104, 105, 113, 125,

127, 198
complexity, riverine landscapes, 78, 103, 104–105,

376–377
computational fluid dynamics (CFD) modelling,

92–93, 98
Condit Dam, Washington, USA 345–346, 345–347
connectivity, 29, 47, 64–67, 76, 77
conservation, history of, 3, 313, 314; see also river

restoration
consolidation phase, characterising rivers, 242
constructivist approaches, 240–241
Coon Creek, Wisconsin, USA, 41–42, 42
correspondence analysis, 244
cost-benefit models, 357, 359, 364–365
cultural ecosystem services, 208, 336, 337, 342, 345,

346
CV (coefficient of variation), 111, 117–124, 118

D
dams, effect on rivers, 94, 313, 318, 341, 342–347,

343–344
Dart River, UK, 39, 40
data

availability of, 375
climate change, 356
fine sediment transport, 42–49
floodplains spatial patterns, 110–113, 115–126
flow regimes, 305–306
monitoring, 203–204
remote sensing, 172–176, 186, 191–192
river characterisation, 243
river restoration, 327–328
in river science, 7, 375
Sustainable Rivers Audit, 28

DD (degree-days), 264, 267, 269–270, 270, 272, 274
decision making, risk-based, 356–360, 357,

363–367, 368
Dee River, Scotland, 247–248
DEFRA (Department for Environment, Food and

Rural Affairs), 50, 317, 321–324

degradation, environmental, 2–3, 38, 197, 313, 315,
323

degree-days (DD), 264, 267, 269–270, 270, 272, 274
deltas, 70, 185, 340, 341
demand, resources

ecosystem services, 1, 337, 348
management, 360, 362, 362, 363, 364, 365
ungauged catchments, 305
urbanisation, 223

Demonstration Test Catchment (DTC), 50
DEMs. see digital elevation models
Department for Environment, Food and Rural

Affairs (Defra), 50, 317, 321–324
deposition. see sediment
detection times, climate change, 359, 366, 366
determinism, 85, 86, 87, 92
DHG (downstream hydraulic geometry), 251–252
Diamesinae. see Chironomidae
diapause, 259
digital elevation models (DEMs)

fine sediment transport, 47
floodplains, 115–126
hydrographs, 308
Murray–Darling Basin, Australia, 190

Digital Terrain Model (DTM), 148
Diptera 73, 74, 159–160, 227, 234, 269. see also

Chironomidae
discharge

biological assemblages, 94–95, 225–227, 232–235
fine sediment, 39, 40, 42
floodplains, 115, 125
hydrology, 32
morphology, 251
palaeoenvironmental data, 64, 66
remote sensing, 179, 186
river characterisation, 241
thermal diversity, 260, 261, 263, 265, 282–283
see also flow regimes

disciplinary development, river science, 372–377,
374

complexity, 77–78
floodplains, 107–108
history, 3–9, 8
remote sensing, 176, 179–185, 187
sub-disciplines, 21, 22–26, 33, 372–373
see also interdisciplinary research

disturbance, ecological
human impact, 75
morphodynamics, 132, 144–148
reference conditions, 62, 69
river restoration, 317–318
tolerances, 139

diurnal variation, temperature, 157, 282, 284, 287,
288, 290

diversity indices
Berger–Parker Dominance index, 225, 227–228,

230, 231–232
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diversity indices (continued)
floodplains, 111, 124–125
monitoring, 203
river characterisation, 247–248, 253
sediment transport, 227
Shannon–Wiener Diversity index, 124, 225,

227–228, 230, 231–232, 247
Simpson’s Evenness Index, 124, 143, 247

diversity, resilience thinking, 206
diversity, ecological. see biodiversity
downstream areas

ecosystems approach, 17
fish, 93–95, 96
glacier-fed rivers, 157, 160–162, 165
management, 199, 280, 289, 301, 327, 337, 340
remote sensing, 117
sediment, 49, 235
Tagliamento River, Italy, 135, 136, 138, 142, 146,

150
downstream hydraulic geometry (DHG), 251
DTC (Demonstration Test Catchment), 50
DTM (Digital Terrain Model), 148
dynamic adjustment, 315

E
ecogeomorphology, 90, 375; see also

geomorphology; morphology
ecohydraulics, 84–89, 86, 93–96, 300
ecohydrological assessment, 295–296
ecological limits of hydrologic alteration (ELOHA),

338–340, 347
ecological quality ratios, 62, 63
ecological status, reference conditions, 61–62, 63,

70–72, 78
ecological succession. see succession
ecological variability, 206
ecology

aquatic ecosystems, 84–89, 97–99
causality principle, 86–87, 92–97
disciplinary development 6, 8, 8, 23
fluvial ecosystems, 85
hierarchies, 21–22, 25, 27
remote sensing, 185, 187
river restoration, 319, 322, 325, 327
scale principle, 86–88, 88, 89–97
thermal diversity, 259–261
see also biodiversity; tolerances

ecosystem goods, 3, 29, 215
ecosystems approach, 1, 9, 15–17, 32–33, 373, 377

concepts, 21–22
history, 3–4, 17–21
interdisciplinary research, 26–32
river restoration, 314, 320, 323
and river science sub-disciplines, 22–26
see also aquatic ecosystems; lotic ecosystems

ecosystems assessment, 329
ecosystem services, 1, 208, 335–340

management, 337–348
river restoration, 314, 316, 318–319, 323,

328–329, 330
river science as discipline, 376
scale, 29, 335, 338, 339, 340–341
social–ecological systems, 198–199, 208
space, 340–341

ectotherms, 259, 272, 275
EECs (essential ecosystem characteristics), 84–85
electrical power generation, dams, 345–347
electrochemical forces, 39
electromagnetic spectrum, 171–172
El Nino, 297
ELOHA (ecological limits of hydrologic alteration),

338–340, 347
Elwah River, USA, 343
EMAP (Environmental Monitoring and Assessment

Program), 27–28
EMC (Event Mean Concentration), 52
empiricism

aquatic ecosystems, 85–87, 89, 92
ecosystems approach, 15
in river science, 7, 375
see also data

engagement, stakeholders, 320–324, 376
England. see UK
environmental change, 62, 67–69, 75–77; see also

baseline conditions
environmental degradation, 2–3, 38, 197, 313, 315,

323
environmental flows

ecosystem services 325, 336, 338–340, 347, 348
interdisciplinary research, 98
management, 296, 300

Environmental Monitoring and Assessment
Program (EMAP), 27–28

Environmental Protection Agency (EPA), 27, 38,
204

Environmental Quality Standards (EQS), 62, 63
environmental status, sediment, 49; see also targets
EPA (Environmental Protection Agency), 27, 38,

204
EPS (extracellular polymeric substances), 39
EQS (Environmental Quality Standards), 62, 63
equilibrium, 275, 318, 328
erosion

and biological assemblages, 132, 133, 134, 201,
227, 232–233

flooding, 146–148, 322
as fluvial process, 41, 45–46, 47–48, 49
river science discipline, 315, 324, 372
sedimentation rates, 68

essential ecosystem characteristics, 84–85
estuarine systems, 10
EU (European Union)

Freshwater Fish Directive, 50, 51, 52–53, 53, 71
LIFE project, 314–316, 320, 327
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river restoration, 314–316, 320, 326
see also Water Framework Directive

eutrophication, 38, 88, 321, 365
evenness, species, 111, 143, 247, 247–248
Event Mean Concentration (EMC), 52
evidence. see case studies; data
extracellular polymeric substances (EPS), 39
extreme weather events, 323, 368

F
fallout radionuclides, 45–46, 47, 50
falsifiability, 33
fauna, 2–3

aquatic ecosystems, 93–97
climate change, 367, 367
and fine sediment, 224–235, 229–230, 230–232,

233
and flow regimes, 302–304, 303–304
glacier-fed rivers 157, 157–164, 166–167
monitoring, 202
palaeoenvironmental data, 65, 72–75
PalaeoLIFE index, 65, 67
river characterisation, 244, 248–249, 250–251
sediment transport, 227
see also individually named species/ families

feedback loops, floodplains research, 103, 104–105,
126–127

fine sediment, 37–42, 53–54
case studies, 50–53, 225–235
faunal responses, 224–235, 229–230, 230–232,

233
management, 49–50
monitoring, 42–49, 50–53, 71–72, 184
morphodynamics, 148–149, 150–151
and urbanisation, 224

fingerprinting sediment, 43–45, 71–72
First International Symposium on Regulated

Streams (FISORS), 4, 318
fish

causality principle, 93–95
dam impacts, 343–344
flow regimes, 300
Freshwater Fish Directive, 50, 51, 52–53, 53, 71
monitoring, 202
scale, 31–32
thermal diversity, 259, 264, 267–268, 269–270,

274
fish zones, 17
FISORS, 4, 318
FITRAS function (Frequency, Intensity, Tension,

Recurrence, Amplitude and Seasonality),
95–96, 96

flocs, 39, 41, 43
flooding

causality principle, 95–97, 96, 97
climate change, 363–364, 364

erosion, 146–148, 322
remote sensing, 186
river restoration, 322
and vegetation, 144–148, 151

floodplains, 103–105, 105–106
palaeoenvironmental data, 65, 67–69
reference sites, 77
remote sensing, 179–180, 183, 185
spatial patterns history, 104, 105–114, 110
spatial patterns new approach, 115–126
thermal diversity, 259–261
see also Nyack Flood Plain Research Natural Area

Flood Pulse Concept (FPC), 4, 179, 325
flood pulses, 24, 27, 95–97, 96, 97
flora, 2–3

fine sediment retention, 148–149, 150–151
and flow regimes, 144–148, 145–146
monitoring, 201–202
and morphodynamics, 132–133, 134
tree growth, 135–144

see also individually named species/ families; succession
Florida Department of Environmental Protection

(FDEP), 299
flow chain models, 26
flow factors, climate change, 360, 361
flow history, 24, 25, 27, 31
flow hydraulics 8, 326
flow regimes, 1–2

baseline conditions, 295–298, 306–309
EECs, 84–85
Florida approach, 299–305
as hierarchical concept, 24
management, 295–297, 299, 305–306, 309
microthermal variability, 282–288, 286
ocean temperature, 297–300, 298–299, 302–305,

303–304, 305, 308
palaeoenvironmental data, 65, 67, 67, 74, 76
and thermal diversity, 263, 265
ungauged catchments, 305–308
and vegetation, 144–148, 145–146, 151
weather patterns, 297
see also hydrographs

fluid mechanics, 24, 25, 27, 86, 92–93
Fluvial Audit, 327–328
fluvial energy, 65
fluvial geomorphology. see geomorphology;

morphology
Fluvial Hydrosystem Concept, 4, 376
fluvial landscapes. see river landscapes
forecasting. see models
FPC (Flood Pulse Concept), 4, 179, 325
FPZs (functional process zones), 20, 23–24, 24, 28,

29, 246
Freshwater Fish Directive, 50, 51, 52–53, 53, 71
functional process zones (FPZs), 20, 23–24, 24, 28,

29, 246
functional units 24, 25, 27, 28, 30
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G
GAMs (Generalised Additive Models), 159
General Circulation Models (GCMs), 353–357

case studies, 357–367
Generalised Additive Models (GAMs), 159
Generalized Stream Tube model for Alluvial River

Simulation (GSTARS), 46–47
General Linear Models (GLMs), 164
general resilience, 208, 213
Geographical Information Systems (GIS), 47–49,

115–126, 244, 245–247, 306–308
geographic cycle, 239, 241
geometric rectification, 177–178
geomorphic units, 91, 93, 247–249; see also patch

structure
geomorphology

aquatic ecosystems, 85, 89–91
biogeomorphology, 133, 152

classification, 89–90, 245, 253–254
disciplinary development 6, 8, 8, 23–24, 77

ecogeomorphology, 90, 375
hierarchies, 23–24, 24, 25, 27
hydrogeomorphology 8, 18–19
remote sensing, 184–185, 187
River Continuum Concept, 18–19
see also morphology

germination, 132, 133, 139, 151
GES (good ecological status), 52, 53
GI (Glacial Index), 164
GIS (Geographical Information Systems), 47–49,

115–126, 244, 245–247, 306–308
Glacial Index (GI), 164
Glaciality Index, 164
glacier-fed rivers, 156, 165–168

ARISE classification, 164–165
climate change, 156, 167–168
models, 157–166

GLMs(General Linear Models), 164
global warming. see climate change
good ecological status (GES) 52, 53
GoogleEarth, 186
Google, ecosystem services term 336
governance, overlap, 206
governing equation, ecohydraulics, 86, 98
governments, climate change, 363; see also EU
Gower measure, 245–246
gradients

floodplains, 104, 108–110, 112–113
glacier-fed rivers, 158, 159
habitats, 93–95, 94
microthermal variability, 291, 292
models, 4, 17, 18
sea levels, 68
sediment transport, 151

grain size
fine sediment transport, 38, 39, 43, 44
remote sensing, 178, 185, 244, 250, 252

scale, 21, 30
Great Barrier Reef (GBR), 45
ground-based infrared (IR) imagery, 280, 283,

288–291, 289, 292
ground penetrating radar, 191–192
GSTARS model, 46–47

H
Habitat Modification Score (HMS), 243
Habitat Quality Assessment (HQA), 243
habitats

aquatic ecosystems, 91–95
assessment, 202
flow regimes, 301–302
loss of, 224, 302–305
palaeoenvironmental data, 65
remote sensing, 184–185
river characterisation, 242
River Habitat Survey 243, 327, 328
river restoration, 321–322
scale 94
statistics, 111
thermal diversity, 259, 261, 265, 267–268, 268,

273
habitat templet, 19
half lives, 45–46
healthy river concept, 3, 316, 320
heat. see microthermal variability; thermal diversity
heat budgets, 259, 272, 274, 292; see also

degree-days
heavily modified rivers, 318, 327
Heavily Modified Water Bodies (HMWB), 224
HEC-RAS (Hydrologic Engineering Center River

Analysis System), 300
heterotrophic, 18
heuristic use, climate models, 368
hierarchies

concepts, 21–26, 22, 25, 27, 32, 33
ecosystem services, 348
patch structure, 19–21
river characterisation, 242, 245, 251
scale, 22–26, 24, 27, 89–90
and scale principle, 89–90

hillslope
sediment yields, 49, 68
vegetation, 151, 152

history
disciplinary development, river science, 3–9, 8
floodplains spatial patterns, 104, 105–114, 110
models, 17–21
monitoring, 200–205, 203
remote sensing, 172–174
river characterisation, 241–245
river restoration, 313–316, 325
see also palaeoenvironmental data

HMS (Habitat Modification Score), 243
HMWB (Heavily Modified Water Bodies), 224
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Holocene, 68–69, 72, 75
HOST (Hydrology of Soil Types), 47–48
HQA (Habitat Quality Assessment), 243
human impacts

ecosystem services, 338, 347–348
flow regimes, 299, 309
morphology, 68, 313–315
palaeoenvironmental data, 64, 68, 69–70, 75–76,

77
and river restoration, 313–319
sediment transport, 223–224, 225–235
succession, 75
see also social–ecological systems

human society, 2, 3
ecosystem services, 340–341
management, 365
urbanisation, 200, 223–224

hybrid paradigms, floodplains, 109–110, 113
hydraulic engineering 8, 38, 85, 322
hydraulic stress, 18–19
hydrogeomorphology 8, 18–19; see also

geomorphology
hydrographs

causality principle, 95, 98
microthermal variability, 282–288, 286
naturalised hydrograph, 296
sediment transport, 39, 40
and thermal diversity, 263, 265
see also flow regimes

hydrology
disciplinary development 6, 8, 8, 23
hierarchies, 24–25, 25, 27
remote sensing, 179–180, 187
scale, 31–32

Hydrology of Soil Types (HOST), 47–48
hydromorphological quality, 315
hydromorphology, 202, 314, 325, 326–327, 330,

373; see also morphology
hyporehos-stream linkages, 4
hyporheic zone, 260, 261, 274, 376

I
IHA (Indicators of Hydrologic Alteration), 95–96
IKONOS satellite, 175
image radiometric rectification, 177–178
Indicators of Hydrologic Alteration (IHA), 95–96
Indicator Value method, 250
infrared (IR) imagery, 280, 283, 288–291, 289, 292
innovation, 206, 327–328
insects

climate change, 303
fine sediment transport, 228
glacier-fed rivers, 157–162
palaeoenvironmental data, 66, 72–74, 73
thermal diversity, 264, 274

instream ecohydraulic processes, 84, 86, 93–96
instrumental value, ecosystem services, 336, 337,

340

Integrated Reference Frameworks Concept, 93
interdisciplinary research, 1, 2, 5, 15, 16

aquatic ecosystems, 84–89, 90, 97–99
integration, 33, 372–377
river restoration, 322
scale, 22
use and abuse, 26–32

International Commission on the Great Lakes (IJC),
38

International Society for River Science (ISRS), 4, 5,
318

International Symposium on Regulated Rivers, 4
intrinsic value, ecosystem services, 336–337, 340
invertebrates

climate change 367, 367
flow regimes, 302–304, 303–304
glacier-fed rivers 157, 157–164, 166–167
human impacts, 226–227
monitoring, 202
palaeoenvironmental data, 65, 74
river characterisation, 244, 248–249, 250–251
sediment transport, 227
thermal diversity, 259
see also insects

IR (infrared) imagery, 280, 283, 288–291, 289, 292
island development, 133, 134, 144, 147–148,

151–152
isostatic adjustment, 68
Italy. see Tagliamento River, Italy
iterative processes, 21

J
journals, river science, 3, 4–7

K
Kruger Park, South Africa, 213, 215

L
lakes

ecosystem services, 345–346
macroinvertebrates, 160
palaeoenvironmental data, 64, 65, 69–71, 73, 74,

77
pollution, 38
reference conditions, 61, 62, 63
suspended sediment, 38, 44

land drainage, 320, 323
Länderarbeitsgemeinschaft Wasser (LAWA-vor-Ort),

243
landscapes. see river landscapes
large scale

aquatic ecosystems, 90, 92–93, 95–97, 98
ecosystems approach, 18, 20, 25, 33
ecosystem services, 338
floodplains, 112, 126
monitoring, 204
remote sensing, 178, 245
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large scale (continued)
river characterisation, 242
uncertainty, 375

laser diffraction analysers, 43
laser scanning. see LiDAR
laws, 319; see also policies
LiDAR (laser scanning)

floodplains, 115–116
flow regimes, 308
remote sensing, 175, 184–185, 186, 189, 191
river restoration, 328
vegetation, 149

Linear Mixed Model (LMM), 227–228
LISST laser-based equipment, 43
longitudinal perspective, 20–21
long residence time (LRT), 261–262, 266, 268–270
loss on ignition, 65, 66, 70, 72
lotic ecosystems, 3–4

flow regimes, 298–300
urbanisation, 223–224

Lower Balonne River, 31–32
Lowland Catchment Research Programme

(LOCAR), 51
low regret models, 357, 359, 362, 367–368
LRT (long residence time), 261–262, 266, 268–270

M
macroinvertebrates

climate change, 367, 367
flow regimes, 302–304, 303–304
glacier-fed rivers 157, 157–164, 166–167
monitoring, 202
palaeoenvironmental data, 65, 74
PalaeoLIFE index, 65, 67
river characterisation, 244, 248–249, 250–251
sediment transport, 227

magnetic susceptibility, 72
maintenance ecosystem services, 336, 337, 338, 347
management, 377

altered hydrographs, 98
climate change, 356–367
ecosystem services, 337–348
fine sediment, 49–50, 52–53
flow regimes, 295–297, 299, 305–306, 309
interdisciplinary research, 374–375
river restoration, 314–318, 321–324, 323,

327–329
rivers as social–ecological systems, 205–217
Upper Mississippi River floodplain, 115–126
and urbanisation, 230–231

Man and Nature (Marsh), 3
mass balance, ecosystems, 28, 29
MBSDR (Modern Background Sediment Delivery to

Rivers), 71
MCR (Mutual Climatic Range) methodology, 72
medium residence time (MRT), 262, 266, 268–270
Mekong River, Vietnam/Thailand, 182, 344

meso-scale 24–25, 28, 90–92, 92
meta-analysis

floodplains, 112
river science publications, 5–7, 6–7, 373

metabolism, 259, 275
metamorphosis (ecological), 259
Mexico, Yaqui River, 343
MFLs (minimum flows and levels), 299–300, 301,

305, 308
microthermal variability, 279–280

Afon Llwyd case study, 280–292
Middle Fork Flathead River, Montana, USA. see

Nyack Flood Plain Research Natural Area
migratory species, 96–97
Millennium Ecosystem Assessment, 197–198, 208,

335–336
minerogenic sediment, 72, 171
minimum flows and levels (MFLs), 299–300, 301,

305, 308
models

aquatic ecosystems, 93–99
climate change, 353, 355–357
climate change case studies, 357–367
fine sediment transport, 42–49, 53–54
floodplains, 103–104
flow regimes, 300–301
glacier-fed rivers, 157–166
history, 17–21
process-dimensions-form 324, 326
remote sensing, 188, 190–191
river restoration, 323–326, 374–375

Modern Background Sediment Delivery to Rivers
(MBSDR), 71

modularity, 206
monitoring, 375

fine sediment transport, 42–49, 50–53, 184
glaciers, 167–168
palaeoenvironmental reference, 61
rivers as social–ecological systems, 205–214, 212
river sustainability, 27–29, 200–205
see also remote sensing

Monte Carlo processes, 44–45
Morgan–Morgan–Finney soil erosion, 47
morphodynamics, 132–135, 149–152

fine sediment, 148–149, 150–151
flow regimes, 144–148, 151
riparian environments, 132–133, 135–148
wood supply, 152

morphology
human impact, 68, 313–315
hydromorphology, 202, 314, 325, 326–327, 330,

373
river restoration, 313, 314
sediment transport, 37
see also geomorphology

mortality
as monitoring parameter, 201
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temperature, 275
mosaic concept

aquatic ecosystems, 93
characterising rivers, 248
floodplains, 104, 108–110, 112–114, 113, 259–260
history, 4, 19–20
nutrients supply, 31, 88
riparian environments, 133

moving window analyses, 112, 115, 118, 125–126
MRT (medium residence time), 262, 266, 268–270
multidisciplinary research

aquatic ecosystems, 84–89, 98–99
ecosystems approach, 27, 33
see also interdisciplinary research

multi-metric approaches, monitoring, 203, 204
multiple correspondence analysis, 244
multi-proxy approaches, palaeoenvironment, 72,

74–75
multivariate statistics

glacier-fed rivers, 162
river characterisation, 240, 244, 252, 254
scale, 28, 30

Murray–Darling Basin, Australia
monitoring, 204, 211
remote sensing 183, 185, 188–191
river characterisation, 245–247, 246
Sustainable Rivers Audit, 2, 27–29, 188–191, 204

Murray River, Australia, 30
Mutual Climatic Range methodology (MCR), 72
Myakka River, Florida, 302–305, 303–304, 305

N
National Rivers and Streams Assessment (NRSA),

204
Native American Tribes, 342–345
natural classification, 239
naturalised flows, 296
naturalised hydrograph, 296
natural rivers, 318–319, 322, 323
Nature Conservancy Council, York conference, 314
NDVI (Normalised Difference Vegetation Index),

125, 144, 146, 147
near real-time observations, remote sensing, 186
nematodes, 159, 164
network scale

characterisation, 245–247, 246, 253
publications, 6
remote sensing, 188, 191, 252

New South Wales, Australia, 244
nitrogen dynamics, 29, 30, 365
non-spatial statistics, 110–112, 113
Normalised Difference Vegetation Index (NDVI),

125, 144, 146, 147
nuclear testing, 45
nutrient sequestration, 29, 30–31
nutrients supply, 31, 37–38, 88, 365
Nyack Flood Plain Research Natural Area, 260–261,

262

discussion, 270–275
habitats, 261–263
thermal diversity, 263–270

O
OBS sensors, 43
ocean temperature, 297–300, 302–305, 305, 308
OECD (Organisation for Economic Co-operation

and Development), 354
Oncorhynchus kisutch, 259; see also salmon
Oncorhynchus nerka, 259; see also salmon
optical backscatter (OBS) sensors, 43
Organisation for Economic Co-operation and

Development (OECD), 354
Ovens stream network, Australia 246, 246–247, 247
overlap, governance, 206

P
Pacific Decadal Oscillation (PDO), 297
palaeoenvironmental data, 61–64, 66

biological assemblages, 65, 72–75, 73
discussion, 75–78
floodplains, 67–69
fluvial landscapes, 64–67
human impact, 64, 68, 69–70, 75–76, 77
lakes, 64, 65, 69–71, 73, 74, 77
reference conditions, 61–62, 70–75, 78
reference sites, 77

PalaeoLIFE index, 65, 67
palaeolimnology, 69, 75
Panama, effects of dams, 343
particle size. see grain size
Patch Dynamics Concept (PDC), 4
patch structure

floodplains, 104, 108–110, 115, 126
habitats, 93, 94
hierarchies, 26
history, 19–21

PCA (principal component analysis), 244, 250,
250

PDC (Patch Dynamics Concept), 4
PDF (process-dimensions-form) model, 323–324,

324
PDO (Pacific Decadal Oscillation), 297
Pfankuch Index, 159, 164
PHABISM (physical habitat simulation), 296,

300–301, 301
philosophy

climate change, 367
ecohydrolgical assessment, 295–296
scale, 32
of science, 21
social-ecological systems, 197, 205, 215

Phosphorus and Sediment Yield Characterisation in
Catchments (PSYCHIC) model, 47–49, 48, 52

photography
floodplains, 108, 108
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photography (continued)
remote sensing, 172–174, 174, 244, 329

physical habitat simulation (PHABSIM), 296,
300–301, 301

physical patches. see patch structure
physico-chemical proxies, palaeoenvironmental

data, 70–72
pioneer phase, characterising rivers, 241–242
pixel analysis, 115, 144, 146, 147, 283
plants. see biological assemblages; flora
Plynlimon, Wales, UK, 280; see also Afon Llwyd case

study
Podonominae, 160–161
policies

fine sediment, 49–50, 52–53
flow regimes, 295
Freshwater Fish Directive, 50, 51, 52–53, 53, 71
and monitoring, 211–212, 216
reference conditions, 61–62, 78
river restoration, 319, 326, 329–330
see also Water Framework Directive

pollution, 38, 62, 203
Pollution from Land Use Activities Reference Group

(PLUARG), 38
population, animals. see biological assemblages;

fauna
population, humans, 2

ecosystem services, 340–341
management, 365
urbanisation, 200, 223–224

population, plants. see biological assemblages; flora
Populus nigra

growth rate, 140–142, 141–142
Tagliamento River, Italy, 135–136, 137, 139, 152

precautionary principle, 357, 359, 362–364
precipitation. see rainfall
PRECIS model, 360
principal component analysis (PCA), 244, 250, 250
process-dimensions-form model, 323–324, 324
production/respiration ratios, 18
provisioning ecosystem services, 335, 338, 341,

348
PSYCHIC model, 47–49, 48, 52
publications, river science

floodplains, 105–107, 106, 107, 109, 110–114,
126–127

meta-analysis, 5–7, 6–7, 373
remote sensing, 176–177

public engagement, river restoration, 320–324
pulse concept, 95–97, 97, 151

Q
qualitative measures

climate change, 356, 358
ecosystem services, 336, 342

quantitative measures, ecosystem services, 342

R
radionuclides, 45–46, 47, 50, 71
rainfall

Afon Llwyd case study, 280, 283–284
climate change, 297, 309, 360, 361, 363–364
flow regimes, 1–2, 297
River Continuum Concept, 19
sediment transport, 42, 45, 96, 224, 225–227

range, floodplain surface elevation, 117–124, 118
Range of Variability Approach (RVA), 296
RCC. see River Continuum Concept
reductionist approaches, 21, 30, 32, 240–241
reefs, 45
reference conditions. see baseline conditions
reference sites, palaeoenvironmental data, 77
regime, resilience thinking, 207; see also flow

regimes
Regulated Rivers: Research and Management (journal),

3, 4–5, 6
regulating ecosystem services, 335–336, 337, 338,

347
remote sensing, 171–177, 186–188, 191–192

case studies, 188–191
current capabilities, 177–179
floodplains, 105, 115–126
platforms 173, 181–182, 187
river characterisation, 244, 252
river restoration, 327–328
and river science sub-disciplines, 176, 179–185,

181–182
temperature, 279

residence time, water, 261–262, 266, 267
resilience, 377

ecosystem services, 338–340
river restoration, 317–319, 328
social-ecological systems, 205–214, 206–208, 210,

215–216
resilience thinking, 198, 373–374
resolution, remote sensing, 172, 173, 174–175,

178–179, 184–185
river characterisation, 252–253

resources
safe minimum standards, 347
social–ecological systems, 205
sustainability, 197–200

RES (riverine ecosystem synthesis), 4, 19–20, 98
restoration. see river restoration
Rhône River floodplain, 65, 67
RHS (River Habitat Survey) 243, 327, 328
riffles, 90, 185, 283, 290, 316
riparian environments

effect of dams, 342, 343–344
morphodynamics, 132–133, 135–148
remote sensing, 178, 180, 185

risk-based decision making 356–360, 357, 363–367,
368

River Continuum Concept (RCC), 3–4
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ecosystem services, 338, 339
history, 17–18
limitations, 19, 20
river characterisation, 242

River Corridor and Habitat Surveys, 320
’RiverCraft’ app, 377
river dynamics, 95, 186–188
River Habitat Survey (RHS) 243, 327, 328
river hydrology. see hydrology
riverine ecosystem synthesis (RES), 4, 19–20, 98
river landscapes, 1–3

case studies, 245–251
classification, 239–245, 251–254
palaeoenvironmental data, 64–67

River Research and Applications (RRA) (journal), 3,
5–7, 6–7

river restoration, 313–314, 328–330
catchment consciousness, 316–317
delivery, 316, 319–324
history, 313–316, 325
models, 323–326, 374–375
natural rivers, 318–319
and science, 322, 324–327
targets, 317–318
technical innovation, 327–328

River Restoration Centre (RRC), 314, 317, 321, 322,
327

River Restoration Project (RRP), 314
river science, as term, 7; see also disciplinary

development
river science phase, characterising rivers, 243–245
Rivers Trusts, 320–321, 325, 330
RIVPACS models, 203
root-reinforced island landforms, 148
Rosgen Classification System, 242
roughness

remote sensing, 179–180, 181
surface, 117–124, 118
vegetation, 133
see also rugosity, floodplains; SD (standard

deviation)
RRC (River Restoration Centre), 314, 317, 321, 322
rugosity, floodplains, 117–124, 118, 125
RUSLE model, 49
RVA (Range of Variability Approach), 296

S
Sacramento River Basin, 353
safe minimum standards (SMS), resources, 347, 348
Salicaceae, 135–140
Salicaceae family, 135–140; see also Populus Nigra
salmon

classification, 91
and geomorphology, 253
management, 341, 342, 343, 345–346, 345–346
remote sensing, 181–182, 185
thermal diversity, 259, 274

sampling
biological assemblages, 201–202
fine sediment transport, 42–43
habitats, 261–262
microthermal variability, 281–282, 282
radionuclides, 46
river characterisation, 252

SAM (Strategic Adaptive Management), 213–214,
215

saprobity, 203
SAR (sediment accumulation rates), 70–71, 72
SAR (synthetic aperture radar), 179
satellites, remote sensing, 105, 173, 174–175,

177–178, 187, 279
satisficing outcomes, climate change, 357, 359, 360,

361
SBAs (service benefiting areas), 340–341
scale, 1, 4

aquatic ecosystems, 86–88, 88, 89–97
ecosystem services, 29, 335, 338, 339, 340–341
floodplains, 104–105, 125
hierarchies, 22–26, 24, 27, 89–90
importance of concept, 21, 32–33
interdisciplinary research, 29–30
patch structure, 20–21
river characterisation, 242, 245, 251, 253, 254
river science as discipline, 375
Sustainable Rivers Audit, 28
temporal variability, 86–87, 89, 95–96
thermal diversity, 279, 291

SCAs (service connecting areas), 340–341
scenario-led climate change models, 356–362, 358,

365–366, 368
scientific basis, river science

history, 3–7
policies, 216
river restoration, 322, 324–327, 330
uncertainty, 367, 368–369
see also data

SD (standard deviation), floodplains, 117–124, 118,
126

sea levels, 68
seasonality

biological assemblages, 139, 140, 144, 227, 269,
270

flood pulses, 95–96, 96
flow regimes, 300, 302, 304
glacier-fed rivers, 156
microthermal variability, 291
ocean temperature 299

sediment
coarse sediment, 37, 151
composition, 39
fingerprinting, 43–45, 71–72
morphodynamics, 132, 148–149, 150–151
river restoration, 319, 321
scale, 30–31
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sediment (continued)
supply, 37, 38–39, 150–151, 242, 243, 253, 341
yields, 46–49, 48
see also fine sediment; grain size

sediment accumulation rates (SARs), 70–71, 72
sedimentation rates, 68–69
sediment transport

fine sediment, 37–42, 53–54
human impacts, 223–224, 225–235
and vegetation, 148–149, 150–151

SedNet model, 49
seed dispersal, 133, 139, 151
sensitivity tests, climate change, 356, 358, 362–365
Sequoia Scientific, 43
Serial Discontinuity Concept (SDC), 4
service benefiting areas (SBAs), 340–341
service connecting areas (SCAs), 340–341
service provisioning areas (SPAs), 340–341
Severn River, UK, 280; see also Afon Llwyd case

study
Shannon–Wiener Diversity index, 124, 225,

227–228, 230, 231–232, 247
shifting baseline syndrome, 319, 329
shifting habitat mosaic (SHM), 260–261, 272
short residence time (SRT), 261–262, 266, 268–270
‘significant harm’, ecosystems, 299–302
SIMPER (SIMilarity PERcentages) analysis, 246
Simpson’s Evenness Index, 124, 143, 247
sites, palaeoenvironmental data, 77
slow variables, 207
small scale

aquatic ecosystems, 92–94, 97–98
ecosystems approach, 20, 21, 23, 25, 29
ecosystem services, 338
floodplains, 112, 119
microthermal variability, 280, 291, 292
river characterisation, 242
river restoration, 313
uncertainty, 375

SMS (safe minimum standards), resources, 347, 348
social capital, 206
social–ecological systems, 197–200, 199, 208,

214–217
monitoring as systems, 205–214, 212
monitoring sustainability, 200–205

social science, 223, 373, 376
society, 2, 3; see also human impacts
Soil and Water Assessment Tool (SWAT), 307–308
soil loss, 41, 45–46, 47, 50
sources, of sediment, 39–40, 43–45, 71–72
South Africa, 213, 215
Southern River Pattern (SRP), Florida, 300
Southwest Florida Water Management District

(SWFWMD), 297, 300
SPAs (service provisioning areas), 340–341
Spatial Modelling Languages, 190
spatial statistics, 110–112, 113–114

spatial variation, 4
ecosystems approach, 16
floodplains history, 104, 105–114, 110
floodplains new approach, 115–126
fluvial landscapes, 64
hydrology, 24–25
remote sensing, 188
River Continuum Concept, 19
river restoration, 320
thermal diversity, 291
see also mosaic concept; patch structure

species assemblages. see biological assemblages
species classifications, 239
species evenness, 111, 143, 247, 247–248
species richness

glacier-fed rivers, 160–161, 164–165, 167
morphodynamics, 135
river characterisation, 247–248, 250, 253
and sediment, 227–228
see also biodiversity

specified resilience, 208, 213
SPOT satellite, 175
SRA (Sustainable Rivers Audit), Australia, 2, 27–29,

189, 204
SRP (Southern River Pattern), Florida, 300
SRT (short residence time), 261–262, 266, 268–270
stakeholder engagement, 320–324, 376
standard deviation (SD), floodplains, 117–124, 118,

126
statistics

Bayesian, 44–45, 204
glacier-fed rivers, 162
floodplains non-spatial, 110–112, 113
floodplains spatial, 110–114, 115–126
naturalised hydrograph, 296
river characterisation, 240, 244–252, 254
scale, 28, 30
sediment transport, 225–235

stochastic processes, 19, 104
Strategic Adaptive Management (SAM), 213–214,

215
stream ecology 8; see also ecology
stream order

ecosystem services, 337, 338, 339, 340
River Continuum Concept, 4, 17, 18–19

succession
floodplains, 65, 107
human impact, 75
river restoration, 316, 317
thermal diversity, 259–260, 275

sun angle, remote sensing, 178
supply, sediment, 37, 38–39, 150–151, 242, 243,

253, 341
supply, water, 199, 341, 345, 361–368
supporting ecosystem services, 336
surface elevation, floodplains, 117–124
surface roughness, floodplains, 117–124, 118
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suspended bed material load, 37
suspended load

definition, 37
European Union Freshwater Fish Directive, 52, 71
fingerprinting, 43–44
glacier-fed rivers, 163, 164–165
key concepts, 38–41, 40
monitoring, 42–49, 50–53, 184
tidal rivers, 188

sustainability, 197–200, 377
ecosystem services, 335
river restoration, 317–318

Sustainable Rivers Audit (SRA), Australia, 2, 27–29,
188–191, 204

SWFWMD (Southwest Florida Water Management
District), 297, 300

Syncarpia glomulifera, 185
synthetic aperture radar (SAR), 179
Système d’Evaluation de la Qualité du Milieu

Physique (SEQ-MP), 243
systems-based approach. see ecosystems approach

T
Tagliamento River, Italy, 134–135, 149–152

fine sediment, 148–149, 150–151
flow regimes, 144–148, 151
riparian environments, 135–144
wood supply, 152

targets
fine sediment, 49, 50, 51
flow regimes, 296–297
and monitoring, 213–214
river restoration, 317–318

taxonomy, 239; see also biological assemblages
technology, 327–328, 375–376; see also remote

sensing
temperature

ecological tolerance, 164, 261, 263–265, 267–270,
271, 275

glacier-fed rivers, 156, 157–158, 157–164
oceans, 297–300, 302–305, 305, 308
see also microthermal variability; thermal diversity

temporal variability
ecosystems approach, 19, 21–30, 25, 32
ecosystem services, 335, 340–341
faunal responses, 230–231, 236
fine sediment transport, 44, 50
floodplains, 260, 270
fluvial landscapes, 64, 69
glacier-fed rivers, 164–165, 166, 167
hydrographs, 39, 40
microthermal variability, 280, 291, 292
morphodynamics, 140–141, 144, 146
remote sensing, 171–174, 177, 186–188
river characterisation, 239, 251, 254
river science as discipline, 4, 373, 374, 375
and scale principle, 86–87, 89, 95–96

terminology, ecosystem services 336
terminology, river science, 7
Thailand, Mekong River, 182
Thematic Mapper (TM), 144–146, 147, 175, 244
thermal change (TC), 263, 265–266
thermal diversity, 259–261

case study discussion, 270–275
Nyack case study, 261–270
see also microthermal variability

Thermal Equilibrium Hypothesis, 275
thermal imaging, 252

microthermal variability, 280, 283, 288–291, 289,
292

thresholds, 207
floodplains, 127
glacier-fed rivers, 167
and monitoring, 216
temperature, 264–265, 267, 269–270

tidal rivers, 188
tight feedbacks, 206
time integrating trap samplers, 43
Tinytag loggers (TTs) 286–288
tipping points. see thresholds
TITAN (Threshold Indicator Taxa ANalysis), 167
TMDL (Total Maximum Daily Load) standards,

38
TM (Thematic Mapper), 144–146
TNTmips, 190
toads, 264, 268, 271, 272, 274
tolerances

disturbance, 139
hydrological conditions, 139–140
resilience, 202, 203
temperature, 164, 261, 263–265, 267–270, 271,

275
TOPAKI model, 166
topographic variability

floodplains, 117–124, 118
thermal diversity, 260

Total Maximum Daily Load (TMDL) standards, 38
transformability, 208
transport capacity, 37, 38–39, 242, 243, 253; see also

sediment transport
tree growth, 135–144, 152
Trichoptera, 66, 67, 72, 73, 74–75, 159–163
triple bottom line 325
trophic dynamics, 18
TTs (Tinytag loggers) 286–288
turbidity, 43, 172, 180–184, 209
Tweed Foundation, 321

U
UAS (unmanned aerial systems), 244–245
UAV (unmanned aerial vehicles), 187, 244–245
UK

climate change, 363–364, 364
ecosystems assessment, 329
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UK (continued)
river restoration, 314–317, 320–327
UK Climate Projections, 360, 361
see also Afon Llwyd case study

UK Climate Projections (UKCP09), 360, 361
UK National Ecosystems Assessment (UKNEA), 329
UMR (Upper Mississippi River) floodplain, 105,

115–126
uncertainty, 77, 320

climate change, 353, 354, 355–356, 357–359,
360–363, 367

fine sediment transport, 44–45
river science as discipline, 375

United States, Elwah River, 343
unmanned aerial systems (UAS), 244–245
unmanned aerial vehicles (UAV), 187, 244–245
unweighted pair-group method with arithmetic

averages (UPGMA) fusion strategy, 245–246
Upper Mississippi River floodplain, 105, 115–126
upstream areas

biological assemblages, 158, 160
ecosystem services, 337, 340–341, 345–346
morphodynamics, 146
river restoration, 318
sediment, 39, 41

urbanisation, 223–224, 235
USA, Elwah River, 343
use of rivers. see ecosystem services

V
value, ecosystem services, 198–199, 336–337, 340,

341–342
variograms, 112, 125–126
vegetation. see biological assemblages; flora;

succession
velocity

biological assemblages, 93–95, 94, 96, 226
hydrology, 24, 25, 32
microthermal variability, 281, 290, 292
river characterisation, 248–250, 249

Vietnam, Mekong River, 344

W
wash load, 37, 38; see also fine sediment
water availability, 199, 337, 341, 342, 345, 361–368
Water Framework Directive (WFD)

climate change, 76
fine sediment, 52–53
hydromorphology, 314
reference conditions, 61–62, 63, 64, 69
river restoration, 319, 328

water management districts (WMDs), 299
water quality

monitoring, 200–205
remote sensing, 180–184, 187
river restoration, 316, 320

water residence time, 261–262, 267
water scarcity, 1, 362, 374
watershed processes, 95, 96
water temperature

glacier-fed rivers, 156, 157–158, 157–164
oceans, 297–300, 302–305, 305, 308
see also microthermal variability; thermal diversity

weather patterns, 297, 298, 368; see also climate
change

White Salmon River, Washington, USA 345–346,
345–347

’Wild Rivers’ scheme, 317
willow trees, 135–140
WMDs (water management districts), 299
Wood Brook, Loughborough, UK, 225–235, 226
wood debris, 30, 31
wood supply, morphodynamics, 133, 136–139, 152
World Bank, 354, 356, 357
World Resources Institute, 2
World Wildlife Fund (WWF), 317

X
Xingu River, Brazil, 343

Y
Yangtze River, China, 181, 344
Yaqui River, Mexico, 34 3
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Figure 6.9 Regional location of Pool 9 of the Upper Mississippi River and detail of floodplain topography in its

upper reaches. Scown et al., 2015. Reproduced with permission from Elsevier.
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Figure 6.11 (a) Local surface metric results for three window sizes in the 3 × 2.5 km sample section of floodplain

and locations of the three example cells.
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Figure 9.2 A mosaic of aerial photographs taken from a plane showing the river corridor of the River Tay,

Scotland.
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Figure 9.4 Frequency of floodplain inundation in relation to known wetlands on the Cooper Creek reach of

the Murray–Darling as deduced from MODIS data and Normalised Difference Vegetation Cover.
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(a)

(b)

(c)

(d)

Figure 10.1 Rivers are social–ecological systems, utilised by humans for services including (a) transport,

(b) power generation, (c) food and (d) recreation. Photos: (a) canal bridge over the River Elbe, Germany (M.

Parsons); (b) Mississippi River, USA (M. Parsons); (c) Zambezi River, Zimbabwe (M. Parsons); (d) Namoi River,

Australia (M. Southwell/A. Matheson).
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Figure 13.1 Locations of sampling sites (habitat types as keyed in the inset) of the Nyack floodplain of the

Middle Fork Flathead River, Montana. The base layer is a multispectral satellite image obtained October, 2004.
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Figure 13.3 Annual temperature patterns (2003–04) for maximum (white symbols) and minimum (grey sym-

bols) daily temperatures for Nyack floodplain sites. Sites are from different habitats as shown in Figure 1: (a)

air (n = 2), (b) pond (n = 3), (c) river (n = 2), (d) tributary (n = 3), (e) shallow shoreline (n = 3), (f) backwater

(n = 3), (g) parafluvial spring brook (n = 3), and (h) orthofluvial spring brook (n = 3). Separate sites within a

habitat are represented by different symbols, the circle, triangle or square.
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Figure 13.4 Average hourly temperatures in habitats of the Nyack floodplain during the hottest period of the

year (10–12 August 2003).
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Figure 13.5 Average hourly temperatures in habitats of the Nyack floodplain during the coldest period of the

year (4–7 January 2004).
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(a) (b) (c)

Figure 14.8 (a) Visual (top) and corresponding infrared image (bottom) taken on 21 May 2010 15:02 just

downstream of site 6a. (b) Visual (top) and corresponding infrared image (bottom) taken on 16 June 2010

15:09 downstream of site 6c. (c) Visual (top) and corresponding infrared image (bottom) taken on 16 June

2010 15:18 at cross-section 4a/b. (Note: White housings on visual images mark contain water temperature

loggers, and show monitoring p0osition within channel. Channel width is about 4 m and flow is from right to

left. Vantage point and scale of visual and infrared pictures are not exactly the same.
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Figure 15.1 Generalised example of a sea surface oscillation and its potential effects on continental weather

patterns (top). AMO index showing the warm (above line bars) and cool periods (below line bars) with global

average temperature superimposed (bottom). Top graphic adapted from AIRMAP by Ned Gardiner and David

Herring, NOAA. Bottom graphic created by Michon Scott, National Snow and Ice Data Center.
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Figure 15.2 Examples of geographic differences in how the AMO can influence both the volume and, inde-

pendently, the seasonality of seasonal baseline flow rates in the rivers of Florida. (Graphics adapted from M.

Kelly and J.A. Gore, 2008.) Blue lines show the warm AMO period (1940–69) while green lines indicate the

cooler AMO period (1970–99). Note that the effect of the AMO is different, and even reversed, depending on

the geographic location of the river basin. Data from the USGS National Water Information service.
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Figure 17.2 Condit Dam on the White Salmon River, Washington State, USA. This dam measured 38 m high

and 144 m wide, and provided 80,000 MWh of power generation per year. The dam also resulted in the loss of

53 km of salmonid habitat. Breach of the dam occurred on October 26, 2011, and it was subsequently removed.

(Photo by A. Yeakley.)

Figure 17.3 Capture and relocation of Chinook salmon on the lower White Salmon River. Prior to removal

of the Condit Dam, personnel from the US Fish and Wildlife Service captured some 679 fall Chinook salmon

adults, and relocated them upstream of the dam. (Photo by A. Yeakley.)
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Figure 18.1 The cascade of uncertainty proceeds from different socio-economic and demographic pathways,

their translation into concentrations of atmospheric greenhouse gas (GHG) concentrations, expressed climate

outcomes in global and regional models, translation into local impacts on human and natural systems, and

implied adaptation responses. The number of triangles at each level symbolises the growing number of permu-

tations and hence the expanding envelope of uncertainty. For example, even relatively reliable hydrological

models yield very different results depending on the methods (and data) used for calibration. Missing triangles

represent incomplete knowledge or sampling of uncertainty. Adapted from Wilby and Dessai (2010).
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Figure 18.3 UKCP09 changes in summer rainfall under high emissions (left panel: A1FI, 10th percentile ensem-

ble member) and low emissions (right panel: B1, 90th percentile ensemble member) by the 2050s.
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Figure 18.6 Percentage of model runs with single year water supply failure under various strategies for a water

supply zone in e Devon under SRES A1B emissions. Adapted from Lopez et al. (2009).
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Figure 18.8 Mean annual frequency of low flows (<224 ml/d) that are harmful to macroinvertebrate commu-

nities in the River Itchen under various abstraction license conditions (Zero, Historic, Licence, Existing Review

of Consents (ROC), Smart), precipitation variability (1961–90, 1901–30, 1931–60, 1991–2009) and climate

change projections for the 2020s (DRY and HOT). The Smart license takes water from the environment when it

is least harmful, and imposes hands-off flow conditions under very dry conditions. Source: Wilby et al. (2011).
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